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#### Abstract

Loop quantum gravity (LQG) is a canonical, background-independent and non-perturbative approach to quantum gravity. This thesis is devoted to studying three-dimensional (3D) quantum gravity with a non-vanishing cosmological constant $\Lambda$ in the LQG approach. In particular, we focus on the case of $\Lambda$ negative in the Euclidean signature where the isometry group is $\operatorname{SL}(2, \mathbb{C})$. We construct the $q$-deformed $L Q G$ model with the real deformation parameter $q$ encoding the value of $|\Lambda|$. In this model, the kinematical and physical Hilbert spaces of gravity exhibit the quantum group symmetries consistent with other approaches to 3D quantum gravity. The LQG model with $\Lambda=0$ is recovered at $q \rightarrow 1$. This quantum gravity model is derived from the classical theory using the standard canonical quantization program à la Dirac and the mathematical connection between quantum groups and Lie bialgebras. We establish this model first in terms of the holonomy-flux algebra and then in terms of spinors, which are purely geometrical objects. We write the quantum Hamiltonian constraint with spinors and recover the Turaev-Viro amplitudes defined in the spinfoam model, which is a covariant approach to quantum gravity written in a discrete path integral formalism. We also use spinors to reconstruct the spinfoam model in a way that the local building blocks to construct global 3D geometry are conformal. This is done for the $\Lambda=0$ case as a first step. The $q$-deformed LQG model is topological and describes the curved geometries in 3D as well as on 2D spatial surfaces. It is expected to serve as a better starting point to connect LQG with other quantum gravity approaches and generalize to 4D LQG with a non-vanishing $\Lambda$.
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## Chapter 0

## Introduction

## In search of Quantum Gravity

The development of quantum mechanics and quantum field theories conveys a message that nature is fundamentally quantum. Within the framework of these quantum theories, electromagnetism, weak interactions and strong interactions can be described consistently. Moreover, the quantum theories of these three interactions are successful in describing the standard model of elementary particle physics, which is proven in experiments with high accuracy. In the spirit of unification, gravity, as the fourth interaction, ought to be described within the quantum framework hence by a quantum gravity theory.

The search for quantum gravity is not only to fulfill the unification dream but also necessary to understand some of the most challenging problems in physics. Some concrete yet far-from-complete arguments that motivate the necessity of searching for quantum gravity are listed in the following. Interested readers can refer to e.g. [202, 134, 138] for other motivations and e.g. [181] for a historical review on the search of quantum gravity.

## - Incompleteness within general relativity

Gravity is a field theory of spacetime metrics. According to Lovelock's theorem [146], in three and four dimensions, the only possible equation of motion from a secondorder Lagrangian of metrics is the Einstein equation. This picks out general relativity to be the classical theory of gravity at least in three and four dimensions. General relativity itself is an incomplete theory due to the existence of singularities, where curvature blows up. Examples include the Big Bang, which is believed to be the origin of the universe, and the singularity inside black holes. Non-negligible quantum
fluctuations and gravitational effects are expected to occur in these spacetime regions. It is believed that a valid quantum gravity theory can explain the physics within the Planckian regime, where quantum effects are comparable to gravitational effects.

In recent years, the searching for quantum gravity effects is not only on short distances and the UV regime but also on long distances and the IR regime [94, 32]. For instance, the programs of celestial holography [176] and the infrared triangle program for lowenergy gravity relating the asymptotic symmetries, gravitational memory effect and soft theorem developed in recent years [195] could predict low-energy quantum gravity signatures.

## - Failure to apply perturbative quantum field theory on flat spacetime

On the other hand, in quantum field theory, divergencies appear when one does perturbation theory. Renormalization methods can address this problem, which absorbs the infinities by redefining a few measurable quantities. These methods work for all the operators relevant to the standard model of particle physics. However, when one attempts to construct a field theory for gravity perturbatively in the same way, i.e. treating the metric as a perturbation of the Minkowski metric, the correlation functions turn out to be nonrenormalizable [197, 198, 64]. This means one needs to determine infinitely many parameters to define quantum gravity perturbatively.

Secondly, general relativity is a geometric theory of spacetime. However, the conventional quantum field theories inevitably rely on a background spacetime which is taken classically. Following this idea, quantizing gravity means quantizing the background itself which is difficult to interpret physically, hence a background-dependent quantization seems to be a blind alley. Thirdly, the symmetry of gravity is diffeomorphism invariance. This means observables can be non-local, which are not defined in local field theories like the quantum field theories. Last but not least, in the framework of quantum field theory, the evolution of a field is governed by the Hamiltonian. However, the naturally defined Hamiltonian of gravity is zero on-shell, making the evolution of a gravitational system ill-defined conventionally. These problems suggest that a more indirect way of quantizing gravity is needed.

## - Black hole issues

It was proven in the 70s that a black hole solution to the Einstein-Maxwell equation in general relativity can be completely characterized by its mass, angular momentum and charge, and all other information is hidden behind the horizon. This is the well-known No-hair Theorem [154]. This implies that information would disappear by being swallowed by a black hole, which violates the inference from the unitarity
postulate that information carried by wave functions should be conserved quantum mechanically. It was later discovered that black holes can have "soft hair" containing an infinite number of conserved charges $[131,130]$. However, the information paradox is still unsolved. This puzzle suggests that a resolution should come from a theory combining quantum theory and general relativity. In this sense, black holes can serve as a testing ground to test quantum gravity theory candidates.

The recent experimental results on detecting gravitational waves and imaging black holes $[1,4,5]$ encourage that testing quantum gravity experimentally is not far from being possible. It brings excitement to the research of quantum gravity in the current era.

Due to the fact that general relativity and quantum theory are in conflict with each other at the fundamental level, it is necessary to place both theories in the same framework, with the recovery of either theory in some limits. Different approaches have been proposed to reach this goal, e.g. string theory [31, 171, 172], Anti-de Sitter/conformal field theory (AdS/CFT) [211, 65, 156], loop quantum gravity (LQG) [200, 182, 16], spinfoam models [21, 168, 138], non-commutative geometry [57, 56], causal dynamical triangulations [9, 145], causal sets [196, 70], asymptotic safty [208, 157] etc. Reviewing all of these approaches is out of the scope of this thesis. See e.g. [164, 11] for reviews and talks from experts in different fields.

## Loop quantum gravity and spinfoam models

The focus of this thesis is mainly on the LQG approach and we will also discuss a particular application of the spinfoam model. In fact, these two approaches are highly entangled and some literature views spinfoam models as part of the LQG framework. LQG and spinfoam merge the principles of quantum theory and general relativity harmonically, taking the principles of both theories to be fundamental and building quantum gravity theories on top of it. By considering gravity as being dynamical, they attempt to quantize the spacetime geometry and describe spacetime dynamics quantum mechanically. They preserve the main feature of general relativity - background independence, and they are non-perturbative approaches. The main difference between these two approaches is that LQG follows the canonical description of quantum mechanics while spinfoam models follow the path integral description and hence are covariant formalisms. Canonical means we take a space-time splitting and first construct the kinematical structure on the spatial surface then analyze its dynamics along time.

The main merit of LQG is that it provides a mathematically well-defined and rigorous framework to build up the Hilbert space and states of quantum geometry. It leads to the
prediction that spacetime geometries are intrinsically distinct at the Planck scale. The method of LQG has been applied to cosmology (called loop quantum cosmology or LQC), one inviting result of which is the avoidance of curvature singularity at the origin of the universe, replaced by a "bounce". (See [36, 18] for reviews.) However, LQG is still far from complete. There are many important pieces to be given, for instance, the precise form of the quantum hamiltonian, a proper (semi-)classical limit recovering the low energy physics, and practical measurable observables. For reviews, see e.g. [201, 17]. Many of the unsolved questions are due to the complexity of 4 D spacetime. It is then natural to work on a simpler system that captures the important features of 4 D gravity while reducing the computational difficulties. The hope is that studying such a simple gravitational system could help us understand the conceptual problems and teach us new techniques to analyze the real physical system. 3D gravity with 2 dimensions in space and 1 dimension in time is such a candidate.

## 3D gravity and 3D LQG

As a topological theory, 3D gravity is simple enough to allow us to do exact computations. The main drawback is that the dynamics of 3D gravity is authentically different from that of 4 D gravity since there are no local degrees of freedom, or gravitational waves, in 3D gravity. On the other hand, it still carries many of the fundamental issues of quantum gravity e.g. the problem of time, the construction of quantum states and observables, inclusion of a cosmological constant and relations between different quantization approaches. 3D gravity has been proving instructive insights for the development of LQG and the spinfoam models.

The vast interest to study 3D gravity was first brought by the seminal work [63, 62] of Deser, Jackiw and 't Hooft, where they studied particles coupling with gravity and particle interactions in the gravitational field with and without a cosmological constant. It was later discovered by Achúcarro and Townsend [2] then elaborated by Witten [209] that 3D gravity can be written as a Chern-Simons action. Quantizing 3D gravity can then refer to the quantization techniques of Chern-Simons theory developed in mathematics and condensed matter.

On the other hand, 3D gravity in the absence of a cosmological constant $\Lambda$, up to the second-order derivative of metric and boundary terms, can also be formulated as a BF action $[133,35,34]$, which also describes a topological invariant theory. The BF formulation of 3 D gravity is the starting point of 3 D LQG and spinfoam models. The isometry group of 3 D gravity with $\Lambda=0$ in Lorentzian signature is $\operatorname{ISO}(2,1)$. However, the non-compactness of $\operatorname{ISO}(2,1)$ makes it complicated to construct a quantum representation
theory. It is then common to work in the Euclidean signature instead, which is to treat the spacial and temporal dimensions equally. This turns the isometry group to $\operatorname{ISO}(3)$ which is isomorphic to $\mathrm{SO}(3) \ltimes \mathbb{R}^{3}$. Furthermore, in building the quantum theory, one makes use of the irreducible representations of the compact subgroup $\mathrm{SO}(3)$, which are integer spin representations $j=0,1,2, \cdots$. In order for fermions to couple with the framework, one also considers the double cover $\mathrm{SU}(2)$ of $\mathrm{SO}(3)$ so that the irreducible representation runs over all half integers. This is a common treatment in physics and is also what we will apply in this thesis. Therefore, for the case of $\Lambda=0$ in the Euclidean signature, we deal with the Poincaré group $\operatorname{ISU}(2)$.

In the LQG framework, a Hilbert space of a graph i.e. collections of 0D nodes, 1D links and 2D faces embedded on a 2D spacial surface is constructed at the kinematical level. This Hilbert space is spanned by the so-called spin network states which are labelled by spins associated to all the links of the graph. In the past two decades, many works e.g. $[104,105,97,162,161,152,189]$ have been done to understand the kinematical and dynamical aspects of 3D LQG with $\Lambda=0$, its geometrical interpretation and its relation to spinfoam models.

## Inclusion of a non-vanishing cosmological constant

However, the appearance of the cosmological constant $\Lambda$ which is taken as a coupling constant in both LQG and spinfoam models, adds a volume term in the BF action. It complexifies the structure and brings obstacles to quantization. Nevertheless, it is essential to include a $\Lambda \neq 0$ in a quantum gravity model in order to give an instructive guide for applying it to the cosmological model. This is because observations have established that our universe is acceleratedly expanding. This result is under the framework of the $\Lambda \mathrm{CDM}$ model with a positive $\Lambda$. Moreover, since 3D LQG provides a clear mathematical framework for constructing dynamics of quantum gravity and it can be extended to 4 D , it is important to understand how a non-zero $\Lambda$ is incorporated in the 3D LQG framework.

Before we dig into the LQG construction, one can take lessons from other approaches of 3 D quantum gravity with $\Lambda \neq 0$ and gain insights from them. The most successful way to quantize 3D gravity is based on the Chern-Simons formalism, which is so powerful that it provides a uniform formulation for Euclidean and Lorentzian signatures and different signs of cosmological constants. The quantization has been performed through the path integral method [210, 177] or the combinatorial quantization method [7, 8]. Both results have revealed that quantum group $[149,58]$ structures show up when $\Lambda \neq 0$ as the deformation of group symmetries in the $\Lambda=0$ theory and $\Lambda$ is encoded in the deformation parameter. This is consistent with the results from the first-ever spinfoam model for 3D Euclidean
gravity with a $\Lambda \neq 0$ - the Turaev-Viro model [204], which is a deformed version of the Ponzano-Regge model [174] for $\Lambda=0$. These results provide some guidances for the LQG model we are looking for.

Inspired by this prospect, it was proposed in [158, 159] to define non-commutative quantum operators in constructing the quantum dynamics within the LQG framework, which does lead to desired quantum group feature. However, it appears as regularization and it is not clear from what principles one should introduce such a deformation. A few years later, a revisit of the kinematical (discrete) phase space in the work of [40] conveyed the idea that one can study the "classical limit" of some quantum groups - Lie bialgebra and reformulate the classical theory in this new mathematical framework. This successfully reproduces the quantum group symmetry in the Turaev-Viro model upon a natural quantization process [39]. It was recently realized [72] that one can even start from the action principle and go through the steps in the LQG scheme to obtain the known quantum group structures. The theme of this thesis is to further develop this approach and understand both the classical and quantum structures of this framework. We call this framework the $q$-deformed LQG, where $q$ is a deformation parameter encoding the value of the cosmological constant.

## Spin and spinor representations of LQG

Returning to the case of $\Lambda=0$, the quantum theory of the original LQG relies on the $\mathrm{SU}(2)$ irreducible representations - spins. These spins give the eigenvalues of link operators. In the geometrical picture, the building blocks of global geometry are the Planck-scale links. This can be extended to the $\Lambda \neq 0$ case which is the perspective taken in the work of [40, 39]. In this formalism, the basic variables are holonomies on links and their conjugated momentum - fluxes.

Alternatively, one can describe the same quantum geometries for $\Lambda=0$ in terms of a pair of harmonic oscillators which defines (quantum) spinors [118, 142, 143]. The spinors here are purely geometrical objects and should not be confused with the spinors used in describing particles. To emphasize this point, we refer to this reformulation of LQG as the spinorial, or spinor, representation. Contrary to spins, the use of spinors allows us to shift the view to building up global geometry with Plank-scale 3D blocks. This viewpoint has been established in the $\mathrm{U}(n)$ formalism of LQG [98, 99, 50]. These spinors are also useful tools to define the so-called $\mathrm{SU}(2)$ coherent states, which have shown advantages in constructing the spinfoam model and studying the semi-classical limit [82, 96, 141]. In addition, the fact that spinors are associated to nodes instead of links brings benefits
in constructing local observables which form a closed algebra [98, 144, 120]. These local observables have been used to formulate the dynamics of LQG [44].

Keeping these upsides of spinor representation in mind, we would like to extend them to the $\Lambda \neq 0$ case that is compatible with the framework of [40,39]. This has been initiated in the work of [79], which focused on the classical aspect. The quantum spinors and observables constructed with them have nevertheless been considered in some previous works [80, 81]. The derivation of them from the classical spinors is one of the key results of this thesis. Studying these spinors could potentially provide a route to relate LQG with other approaches when $\Lambda \neq 0$ and deepen our understanding of the quantum nature of geometries.

## Plan of this thesis

This thesis is organized into seven chapters as follows.
Chapter 1-3 describe the classical aspects. In Chapter 1, we briefly review general relativity with a cosmological constant included. We focus on the first-order formalism BF action of 3D gravity and perform the canonical analysis on this action. We also concisely review the Chern-Simons formalism of 3D gravity as a prelude to some analysis in later chapters. Chapter 2 describes the classical structure of the $q$-deformed LQG framework. We start by reviewing the derivation from the first-order action, then focus on illustrating the discrete phase space structure of the classical model in terms of the deformed fluxes and holonomies. We also build an exact link to the classical phase space in the combinatorial quantization approach in an explicit setup. This is based on [77]. In Chapter 3, we revisit the classical phase space of the $q$-deformed LQG in the spinor representation. We introduce the deformed spinors and use them to construct (kinematical) local observables. This chapter is mainly based on [41].

Chapter 4-6 describe the quantum theory of the $q$-deformed LQG. In Chapter 4, we first summarize the definitions and necessary mathematical properties of the quantum groups relevant to this model. We then apply the natural quantization on the classical deformed fluxes and holonomies described in Chapter 2 and construct the kinematical Hilbert space. In parallel with this, Chapter 5 is on the quantization of the classical structure in Chapter 3. Apart from constructing the quantum deformed spinors and building quantum observables out of them, we extract the geometrical interpretation of the $\mathcal{R}$-matrix, which is an inbuilt mathematical structure for some quantum group, within the spinorial representation of the $q$-deformed LQG. This is a new discovery at least to the LQG community. Chapter 4 and 5 are mainly based on [41]. Chapter 6 focuses on the dynamics of the $q$-deformed LQG. We
specify the quantum Hamiltonian constraint in terms of the spinor representation. We then solve the constraint for the physical states in the physical Hilbert space. We examine these states by showing their invariance under the Pachner moves, which is a discrete version of diffeomorphism. This chapter is based on [42].

Finally, Chapter 7 is about an application of quantum spinors in the spinfoam model. The goal is to construct the spinfoam model purely with spinors. In this chapter, we consider the $\Lambda=0$ case which has not been established in the literature yet. As the spinfoam model was not described in detail before this chapter, we start with a short review of the Ponzano-Regge model which is formulated as a state-sum in terms of spin representations of $\mathrm{SU}(2)$. It is followed by the introduction of the coherent states defined with (non-deformed) spinors. We end up with a state-integral reformulation of the Ponzano-Regge model where spins are all eliminated and only spinors are involved. We prove the topological invariance of this formalism and study its geometrical interpretation. This chapter is based on [137].

This thesis is supplied with two appendix chapters. Appendix A contains the concise summaries of the mathematical frameworks for the classical phase space and the quantum Hilbert space of the $q$-deformed LQG model. Appendix B collects some lengthy calculation details and a toy model example of the $q$-deformed LQG phase space.

## Chapter 1

## 3D gravity with a cosmological constant

General relativity is a highly nonlinear theory, which brings obstacles to quantization compared to other systems e.g. electrodynamics. Therefore, it is natural to consider a computation-wise simpler system that allows us to tackle conceptual questions relevant to quantum gravity such as the problem of time, unitarity, causality, topology change and to study the relation between different quantization approaches. Three-dimensional (3D) gravity, as a topological field theory, is such a system.

3D gravity can be written, at the first (derivative) order of the metric, as a BF theory [133, 34, 35]. BF theory is a class of topological field theory that has been extensively studied, especially for gravity, since it provides an arena for different quantization approaches of gravity such as LQG (see e.g. books [200, 182] and a recent review [15]), spinfoam models (see e.g. [21, 168, 138] for review) and the group field theory approach (see e.g. [165, 87, 166]).

In this section, we review classical gravity theory with a non-vanishing cosmological constant. We start from the Einstein-Hilbert action in Section 1.1, then define its firstorder formulation in the 3D case in Section 1.2. In Section 1.3, we apply the Hamiltonian analysis to the first-order system and extract the constraint algebra in the standard manner (compared to the treatment in Chapter 2). We close this chapter, with Section 1.4, rewriting 3D gravity into the Chern-Simons formulation, which builds the classical connection between the LQG formalism and the combinatorial quantization [85, 7, 8] of 3D quantum gravity.

### 1.1 General relativity with a cosmological constant

We start from the Einstein-Hilbert action for a $D$-dimensional manifold $\mathcal{M}$ (without matter or boundaries). For unification purposes, we write the action for both Lorentzian $(s=-)$ and Euclidean $(s=+)$ signatures.

$$
\begin{equation*}
S_{\mathrm{EH}}\left[g_{\mu \nu}\right]=\frac{1}{16 \pi \mathrm{G}} \int_{\mathcal{M}} \mathrm{d}^{D} x \sqrt{s g}(R-2 \Lambda), \tag{1.1}
\end{equation*}
$$

where G is the gravitational constant (for $D$-dimensional gravitational system), $R$ is the Ricci scalar and $\Lambda$ is the cosmological constant.

Consider a boundary $\partial \mathcal{M}$ of the manifold $\mathcal{M}$. Denote the induced metric on $\partial \mathcal{M}$ by $h_{\mu \nu}$ and its determinant by $h$. A boundary term

$$
S_{\partial \mathcal{M}}=\int_{\partial \mathcal{M}} \mathrm{d}^{D-1} x \sqrt{s h} \mathcal{L}_{\partial \mathcal{M}}
$$

should be added to the action (1.1), whose form reveals the choice of boundary condition. A common choice is to keep the variation of the metric vanishing on the boundary, i.e. $\left.\delta g_{\mu \nu}\right|_{\partial \mathcal{M}}=0$, which corresponds to the Gibbons-Hawking-York (GHY) boundary action [115, 212]:

$$
\begin{equation*}
S_{\partial \mathcal{M}}\left[h_{\mu \nu}\right]=\frac{1}{8 \pi \mathrm{G}} \int_{\partial \mathcal{M}} \mathrm{d}^{D-1} x \sqrt{\operatorname{sh}} K \tag{1.2}
\end{equation*}
$$

where $K$ is the extrinsic curvature. On the other hand, when considering the physical theory i.e. $D=4, s=-1$ with some matter field $\Psi$, the action for the matter field $S_{\mathrm{m}}[\Psi]=\int \mathrm{d}^{4} x \sqrt{-g} \mathcal{L}_{\mathrm{m}}[\Psi]$ should also be taken into account.

In the general relativity framework, one sets the torsion tensor to be zero and thus describes the geometry of the space-time manifold through probing the Riemann tensor, also called the curvature tensor, $R_{\mu \nu \rho \gamma}$, which is fully characterized by the metric and its derivatives. The equations of motion given by the variation of the metric, $\delta g_{\mu \nu}$, of the action (1.1), is the Einstein equation

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2}(R-2 \Lambda) g_{\mu \nu}=8 \pi \mathrm{G} T_{\mu \nu} \tag{1.3}
\end{equation*}
$$

where $R_{\mu \nu}$ is the Ricci tensor and $T_{\mu \nu}$ is the energy-momentum tensor determined by the matter field.

In this thesis, we mainly focus on the case of a manifold with no boundaries and pure gravity, i.e. $T_{\mu \nu}=0$ identically.

Solving the Einstein equation $R_{\mu \nu}-\frac{1}{2}(R-2 \Lambda) g_{\mu \nu}=0$, one gets the vacuum metrics. The maximally symmetric solutions are called the de $\operatorname{Sitter}(\mathrm{dS})$ spacetime if $\Lambda>0$ and the Anti-de Sitter (AdS) spacetime if $\Lambda<0$ respectively. Define a so-called dS/AdS length scale $l$ by $\Lambda=\sigma \frac{(D-1)(D-2)}{2 l^{2}}$ where $\sigma=\operatorname{sign}(\Lambda)$ denotes the sign of $\Lambda$. The dS/AdS metric can be jointly written as

$$
\begin{equation*}
\mathrm{d} s^{2}=s\left(1-\sigma \frac{r^{2}}{l^{2}}\right) \mathrm{d} t^{2}+\frac{1}{\left(1-\sigma \frac{r^{2}}{l^{2}}\right)} \mathrm{d} r^{2}+r^{2} \mathrm{~d} \Omega_{D-1}^{2} \tag{1.4}
\end{equation*}
$$

where $\Omega_{D-1}$ is the angular coordinate of the $(D-1)$-dimensional sphere. For instance, $\mathrm{d} \Omega_{2}^{2}=\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}$ (with $\theta=[0, \pi], \phi=[0,2 \pi)$ ) covers the 2-sphere for the 3D gravity case. Indeed, $l^{2} \rightarrow+\infty$ is equivalent to $\Lambda \rightarrow 0$. AdS spacetime has been enormously studied since the inspiring work [51] by Brown and Henneaux, where they discovered that the asymptotic symmetry of the $\mathrm{AdS}_{3}$ spacetime is captured by two commuting copies of Virasoro algebras, which is the symmetry algebra of 2D conformal field theory (CFT). This work turned out to be the precursor of the field holographic duality.

Taking the trace of the (1.3) (and considering $T_{\mu \nu}=0$ ), the Ricci scalar is determined by the cosmological constant as $R=\frac{2 D \Lambda}{D-2}$ hence the Ricci tensor is proportional to the metric: $R_{\mu \nu}=\frac{2 \Lambda}{D-2} g_{\mu \nu}$. The curvature tensor can be separated into a traceless part $W_{\mu \nu \rho \gamma}$ called the Weyl tensor and a part described by the Ricci tensor and Ricci scalar:

$$
\begin{align*}
& R_{\mu \nu \rho \gamma} \\
= & W_{\mu \nu \rho \gamma}+\frac{1}{D-2}\left(g_{\mu \rho} R_{\nu \gamma}+g_{\nu \gamma} R_{\mu \rho}-g_{\mu \gamma} R_{\nu \rho}-g_{\nu \rho} R_{\mu \gamma}\right)-\frac{1}{(D-1)(D-2)}\left(g_{\mu \gamma} g_{\nu \rho}-g_{\mu \rho} g_{\nu \gamma}\right) R . \tag{1.5}
\end{align*}
$$

The Riemann tensor is antisymmetric on the exchange of the first two components as well as on the exchange of the last two components and it satisfies the Bianchi identity, which restricts $R_{\mu \nu \rho \gamma}$ to have $\frac{D^{2}\left(D^{2}-1\right)}{12}$ independent components. On the other hand, the Ricci tensor $R_{\mu \nu}$ is symmetric on the exchange of the two components thus it has $\frac{D(D+1)}{2}$ independent components. Therefore, it is apparent that when the manifold is three-dimensional, the Riemann tensor (1.5) can be completely determined by the Ricci tensor hence the Weyl tensor vanishes.

On the other hand, one can count the physical (local) degrees of freedom of gravity by taking the space-time decomposition $\mathcal{M}=\Sigma \times \mathbb{R}$ of the manifold and considering it as an initial value problem. The Arnowitt-Deser-Misner (ADM) formalism [12, 155] is such a formalism. It describes the canonical structure of the gravitational phase space and the
evolution of the spatial geometries given by its Hamiltonian. Indeed, in $D$-dimensions, the gravitational phase space is described by the spatial metric $h_{\mu \nu}$, which contains $\frac{D(D-1)}{2}$ components, and its conjugate momentum, which contains another $\frac{D(D-1)}{2}$ components. Among them, there are $D$ constraints on the initial conditions and another $D$ unphysical degrees of freedom for the choice of coordinates. Therefore, there are $D(D-3)$ physical degrees of freedom left. [55]. In the case of 3D gravity, there are no local, but only global degrees of freedom depending on the topology of $\mathcal{M}$. In this sense, 3D gravity is a topological theory.

Despite its simplicity in terms of physical degrees of freedom, the Einstein-Hilbert action (1.1) is nonlinear since the curvature tensor contains a second derivative of the metric. The nonlinear nature of the Einstein-Hilbert action brings difficulties in quantizing gravity. We will adopt another formulation - the BF formulation, which is the first-order formalism of 3 D gravity.

### 1.2 First-order formalism - the BF theory

In this section, we review and study the first-order formalism of 3D gravity with a cosmological constant $\Lambda$, which is the starting point of the LQG program. We first briefly define the BF theory in $D$ dimensions, then rewrite the Einstein-Hilbert action (1.1) in a form of the 3D BF action by "relaxing" some constraints. A side note is that the GHY action (1.2) can also be written in the first-order formalism which turns out to be the same one as in the Chern-Simons formalism we derive later. Finally, we analyze the symmetries and constraints in the BF formalism of 3 D gravity.

The BF theory, first discovered by Horowitz [133] and named by Blau and Thompson $[35,34]$, is a topological field theory defined on the principal $G$-bundle ${ }^{1}$ on a $D$-dimensional manifold $\mathcal{M}$. Here, $B$ is a $(D-2)$-form in value of the Lie algebra $\mathfrak{g}$ of the group $G$ and $F$ is a curvature two-form of some connection one-form $\omega$ in $\mathfrak{g}$, i.e. $F=\mathrm{d} \omega+[\omega \wedge \omega]$. The BF action is

$$
\begin{equation*}
S[B, \omega]=\int_{\mathcal{M}} \operatorname{Tr}(B \wedge F[\omega]) \tag{1.6}
\end{equation*}
$$

where the trace is taken as the invariant non-degenerate bilinear form over $\mathfrak{g}$. Since (1.6) is written in a form independent of the metric on $\mathcal{M}$, it is a natural topological theory.

[^0]Due to its simplicity, the BF theory is also a good testing ground to explore and compare different quantization schemes.

For purpose of compactness, we denote $\mathfrak{s u}(+):=\mathfrak{s u}(2)$ while $\mathfrak{s u}(-):=\mathfrak{s u}(1,1) \cong$ $\mathfrak{s l}(2, \mathbb{R})^{2}$. Denote the basis of $\mathfrak{s u}(s)$ by $\tau^{a}(a=1,2,3)$ with commutation relations $\left[\tau^{a}, \tau^{b}\right]=$ $\epsilon^{a b}{ }_{c} \tau^{c}$ where we fix $\epsilon^{123}=s$ and $\epsilon_{123}=1^{3}$. General relativity in $2+1$ dimensions can be written as a BF action with $B$ given by the triad field $\mathbf{e}=\mathbf{e}^{a} \tau_{a}=\mathbf{e}_{\mu}^{a} \tau_{a} \mathrm{~d} x^{\mu}-$ a oneform in $\mathfrak{s u}(s)$ - and the connection one-form given by the spin connection $\tilde{\omega}=\tilde{\omega}^{a} \tau_{a}=$ $\frac{1}{2} \epsilon^{a b c} \tilde{\omega}_{\mu c b} \tau_{a} \mathrm{~d} x^{\mu 4}$ as we now describe.

The triad or frame field satisfies

$$
\begin{equation*}
g_{\mu \nu}=\eta_{a b}^{s} e_{\mu}^{a} e_{\nu}^{b}, \quad \eta_{s}^{a b}=g^{\mu \nu} e_{\mu}^{a} e_{\nu}^{b} \tag{1.7}
\end{equation*}
$$

where the internal metric $\eta^{s}=\eta_{s}=\operatorname{diag}(+,+, s)$. We use the latin letters $a, b, c$, etc to denote the local frame coordinate, or the internal indices, and the Greek letters $\mu, \nu, \rho$, etc to denote the spacetime indices. Just like that the Levi-Civita connection $\Gamma_{\mu \nu}^{\rho}$ is used to describe the covariant derivative of a vector with spacetime index, the spin connection is used to describe the gauge-covariant derivative of a vector with internal index. For a given vector $v_{\nu}^{a}$, its total covariant derivative is

$$
\begin{equation*}
\mathrm{D}_{\mu} v_{\nu}^{a}=\partial_{\mu} v_{\nu}^{a}-\Gamma_{\mu \nu}^{\rho} v_{\rho}^{a}+\tilde{\omega}_{\mu b}^{a} v_{\nu}^{b}=\nabla_{\mu} v_{\nu}^{a}+\tilde{\omega}_{\mu b}^{a} v_{\nu}^{b} . \tag{1.8}
\end{equation*}
$$

In the first-order formalism, $e^{a}$ and $\omega^{a}$ are treated as independent variables. The curvature two-form $\tilde{F}^{a}=\frac{1}{2} \epsilon^{a b c} \tilde{F}_{\mu \nu c b} \mathrm{~d} x^{\mu} \wedge \mathrm{d} x^{\nu}$ is given in terms of the spin connection by

$$
\begin{equation*}
\tilde{F}_{a b}=\mathrm{d} \tilde{\omega}_{a b}+\tilde{\omega}_{a}^{c} \wedge \tilde{\omega}_{c b}, \quad \text { or } \quad \tilde{F}_{a}=\mathrm{d} \tilde{\omega}_{a}-\frac{s}{2}[\tilde{\omega} \wedge \tilde{\omega}]_{a} \tag{1.9}
\end{equation*}
$$

where the commutator acts on the $\mathfrak{s u}(s)$ generators, that is, $[\tilde{\omega} \wedge \tilde{\omega}]=\tilde{\omega}^{b} \wedge \tilde{\omega}^{c}\left[\tau_{b}, \tau_{c}\right]$. To have a curvature 2 -form independent of the signature, we will instead work on the rescaled connection $\omega$ and the curvature $F$ defined by

$$
\begin{equation*}
F=-s \tilde{F}, \quad \omega=-s \tilde{\omega} \quad \Longrightarrow \quad F_{a}=\mathrm{d} \omega_{a}+\frac{1}{2}[\omega \wedge \omega]_{a} . \tag{1.10}
\end{equation*}
$$

[^1]Its relation to the Riemann curvature tensor is obtained by first solving the spin connection in terms of the triads by demanding $\mathrm{D}_{\mu} e_{\nu}^{a}=0$, that is

$$
\begin{equation*}
\nabla_{\mu} \mathbf{e}_{\nu}^{a}=s \omega_{\mu b}^{a} \mathbf{e}_{\nu}^{b} \quad \text { hence } \quad \omega_{\mu}^{a}=-\frac{s}{2} \epsilon^{a}{ }_{b}{ }^{c} \mathbf{e}_{c}^{\nu} \nabla_{\mu} \mathbf{e}_{\nu}^{b} . \tag{1.11}
\end{equation*}
$$

By examining the commutator $R_{\mu \nu \rho}{ }^{\sigma} v_{\sigma}=\left[\mathrm{D}_{\mu}, \mathrm{D}_{\nu}\right]\left(\mathbf{e}_{\sigma}^{a} v_{a}\right)$, one gets $R_{\mu \nu \rho}{ }^{\sigma}=-s \mathbf{e}_{\rho}^{a} \mathbf{e}^{\sigma b} F_{\mu \nu a b}$. We assume that the triad field is non-degenerate ${ }^{5}$, then one can rewrite the Ricci scalar as

$$
\begin{equation*}
R=R_{\mu \nu} g^{\mu \nu}=-s \mathbf{e}_{a}^{\mu} \mathbf{e}_{b}^{\nu} F_{\mu \nu}^{a b}=-\mathbf{e}_{a}^{\mu} \mathbf{e}_{b}^{\nu} \epsilon^{a b c} F_{\mu \nu c} \tag{1.12}
\end{equation*}
$$

Furthermore, the volume form $\sqrt{s g} \mathrm{~d}^{3} x=\operatorname{det}\left(\mathbf{e}_{\mu}^{a}\right) \mathrm{d}^{3} x=\frac{1}{3!} \operatorname{Tr}(\mathbf{e} \wedge[\mathbf{e} \wedge \mathbf{e}])^{6}$ with the trace acting on the $\mathfrak{s u}(s)$ generators. Putting these ingredients together, one can prove the equivalence of the Einstein-Hilbert action and the BF action

$$
\begin{align*}
\frac{1}{16 \pi \mathrm{G}} \int_{\mathcal{M}} \mathrm{d}^{3} x \sqrt{s g}(R-2 \Lambda) & =-\frac{s}{8 \pi \mathrm{G}} \int_{\mathcal{M}} \mathbf{e}^{a} \wedge F_{a}+s \frac{\Lambda}{6} \epsilon_{a b c} \mathbf{e}^{a} \wedge \mathbf{e}^{b} \wedge \mathbf{e}^{c}  \tag{1.13}\\
& =-\frac{s}{8 \pi \mathrm{G}} \int_{\mathcal{M}} \operatorname{Tr}\left(\left(\mathbf{e} \wedge\left(F+s \frac{\Lambda}{3} E\right)\right)\right.
\end{align*}
$$

where we denote $E=\frac{1}{2}[\mathbf{e} \wedge \mathbf{e}]=\frac{1}{2} \epsilon_{a b c} \mathbf{e}^{b} \wedge \mathbf{e}^{c} \tau^{a}$ to be the area flux two-form. Clearly, when the cosmological constant is vanishing, (1.13) takes the form of the BF action (1.6).

Let us take $\frac{s}{8 \pi G}=1$ for simplicity in the rest of the thesis unless specified, then the first-order action of 3D gravity with a cosmological constant, denoted as $S_{\text {ABF }}$, is

$$
\begin{equation*}
S_{\Lambda \mathrm{BF}}[\mathbf{e}, \omega]=-\int_{\mathcal{M}} \operatorname{Tr}\left(\left(\mathbf{e} \wedge\left(F[\omega]+s \frac{\Lambda}{3} E[\mathbf{e}]\right)\right)\right. \tag{1.14}
\end{equation*}
$$

The field variation of the action then gives ${ }^{7}$

$$
\begin{equation*}
\delta S_{\Lambda \mathrm{BF}}[\mathbf{e}, \omega]=-\int_{\mathcal{M}} \operatorname{Tr}\left(\delta \mathbf{e} \wedge(F+s \Lambda E)+\delta \omega \wedge \mathrm{d}_{\omega} \mathbf{e}\right)-\int_{\partial \mathcal{M}} \operatorname{Tr}(\mathbf{e} \wedge \delta \omega) \tag{1.15}
\end{equation*}
$$

where $\mathrm{d}_{\omega} \cdot \equiv \mathrm{d} \cdot+[\omega, \cdot]$ is the gauge covariant derivative. Therefore, the variations of the e field and the $\omega$ field give respectively the equations of motion in terms of the curvature and the torsion

$$
\begin{gather*}
\frac{\delta S_{\text {ABF }}}{\delta \mathbf{e}} \Longrightarrow \mathcal{C}=F+s \Lambda E \simeq 0, \\
\frac{\delta S_{\mathrm{ABF}}}{\delta \omega} \Longrightarrow \mathcal{T}=\mathrm{d}_{\omega} \mathbf{e} \simeq 0 \tag{1.16}
\end{gather*}
$$

[^2]where $\simeq$ denotes the on-shell condition. Solving the torsion-free equation of motion $\mathcal{T}=0$, one gets the spin connection $\omega$ in terms of $\mathbf{e}$, i.e. (1.11).

Notice that when the manifold $\mathcal{M}$ has a boundary $\partial \mathcal{M}$, the boundary term $\int_{\partial \mathcal{M}} \operatorname{Tr}(\mathbf{e} \wedge \delta \omega)$ does not vanish. In fact, when taking the boundary condition to be a fixed metric hence $\left.\delta \mathbf{e}\right|_{\partial \mathcal{M}}=0$, such a boundary term is given by the symplectic potential $\Theta=\delta \int_{\partial \mathcal{M}} \operatorname{Tr}(\mathbf{e} \wedge \omega)$. This is nothing but the variation of the first-order formalism of the GHY boundary term at $D=3$, which we now show.

Let us impose the torsion-free condition of the connection (1.11). We choose a gauge for the triad $\mathbf{e}_{\mu}^{3}=n_{\mu}$ on the boundary $\partial \mathcal{M}$, where $\vec{n}$ is the vector normal to $\partial \mathcal{M}$, which links the metric $g_{\mu \nu}$ and the induced metric $h_{\mu \nu}$ on the boundary by

$$
\begin{equation*}
g_{\mu \nu}=h_{\mu \nu}+n_{\mu} n_{\nu} . \tag{1.17}
\end{equation*}
$$

The torsion-free connection on the boundary can thus be written as $\omega_{\mu}^{a}=-s \epsilon^{a b 0} n^{\nu} \nabla_{\mu} \mathbf{e}_{\nu}^{b}-$ $s \epsilon^{a 0 c} \mathbf{e}_{c}^{\nu} \nabla_{\mu} n_{\nu}=2 s \epsilon^{a b} \mathbf{e}_{b}^{\nu} \nabla_{\mu} n_{\nu}$. Therefore, the boundary term $\int_{\partial \mathcal{M}} \operatorname{Tr}(\mathbf{e} \wedge \omega)$ reads explicitly

$$
\begin{align*}
\int_{\partial \mathcal{M}} \mathrm{d}^{2} x \epsilon^{\mu \nu \rho} \mathbf{e}_{\mu}^{a} \omega_{\nu a} \hat{n}_{\rho} & =2 s \int_{\partial \mathcal{M}} \mathrm{d}^{2} x \epsilon^{\mu \nu \rho} \epsilon^{a b} \mathbf{e}_{\mu a} \mathbf{e}_{b}^{\lambda} \hat{n}_{\rho} \nabla_{\nu} n_{\lambda}  \tag{1.18}\\
& =2 \int_{\partial \mathcal{M}} \operatorname{det}\left(\mathbf{e}_{\mu}^{a}\right) \nabla_{\mu} n^{\mu}=2 \int_{\partial \mathcal{M}} \mathrm{d}^{2} x \sqrt{s h} K,
\end{align*}
$$

which recovers the GHY boundary term (1.2). $\overrightarrow{\hat{n}}$ is a dimensionless normal direction vector to $\partial \mathcal{M}$ that is proportional to $\vec{n}$, say $\vec{n}=N \overrightarrow{\hat{n}}^{8}$. On the other hand, the variation of the symplecitc potential gives the boundary term of (1.15) upon the Dirichlet boundary condition $\left.\delta \mathbf{e}_{\mu}^{a}\right|_{\partial \mathcal{M}}=0$, which is consistent with the boundary condition $\left.\delta g_{\mu \nu}\right|_{\partial \mathcal{M}}=0$ of the action Einstein-Hilbert action (1.1) when considering the GHY boundary term (1.2) [115, 212].

There are two types of gauge symmetries of the action (1.13), namely the local Lorentz transformation $\delta_{\alpha}^{\mathrm{L}}$, infinitesimally parametrized by a scalar field $\alpha=\alpha^{a} \tau_{a}$, and the local translation transformation $\delta_{\phi}^{\mathrm{t}}$, infinitesimally parametrized by a scalar field $\phi=\phi^{a} \tau_{a}$,

$$
\begin{equation*}
\delta_{\alpha}^{\mathrm{L}} \mathbf{e}=[\mathbf{e}, \alpha], \quad \delta_{\alpha}^{\mathrm{L}} \omega=\mathrm{d}_{\omega} \alpha, \quad \delta_{\phi}^{\mathrm{t}} \mathbf{e}=\mathrm{d}_{\omega} \phi, \quad \delta_{\phi}^{\mathrm{t}} \omega=s \Lambda[\mathbf{e}, \phi] . \tag{1.19}
\end{equation*}
$$

One can also consider the finite Lorentz transformation performed by an $\mathrm{SU}(s)$ element $g$ which is the exponential of a Lie algebra $\mathfrak{s u}(s)$, and the finite translation performed by a

[^3]scalar field $\Phi$. Then the finite Lorentz transformation and translation laws read
\[

\left\lvert\, $$
\begin{array}{rl|lll}
e & \mapsto & g e g^{-1}  \tag{1.20}\\
\omega & \mapsto & g \omega g^{-1}+g \mathrm{~d} g^{-1}
\end{array}
$$\right., \quad $$
\begin{array}{lll}
e & \mapsto & e+\mathrm{d}_{\omega} \Phi \\
\omega & \mapsto & \omega+s \Lambda[\mathbf{e}, \Phi]
\end{array}
$$ .
\]

The equations of motion are indeed invariant under these gauge transformations:

$$
\begin{equation*}
\delta_{\alpha} \mathcal{T}=[\mathcal{T}, \alpha] \simeq 0, \quad \delta_{\alpha} \mathcal{C}=[\mathcal{C}, \alpha] \simeq 0, \quad \delta_{\phi} \mathcal{T}=[\mathcal{C}, \phi] \simeq 0, \quad \delta_{\phi} \mathcal{C}=s \Lambda[\mathcal{T}, \phi] \simeq 0 \tag{1.21}
\end{equation*}
$$

As an example, the first transformation is calculated as

$$
\begin{align*}
\delta_{\alpha} \mathcal{T} & =\delta_{\alpha}(\mathrm{d} \mathbf{e}+[\omega \wedge \mathbf{e}])=\mathrm{d}[\mathbf{e}, \alpha]+\left[\mathrm{d}_{\omega} \alpha, \mathbf{e}\right]+[\omega \wedge[\mathbf{e}, \alpha]] \\
& =\mathrm{d}[\mathbf{e}, \alpha]+\mathrm{d}[\alpha, \mathbf{e}]-[\alpha, \mathrm{d}]+[[\omega, \alpha] \wedge \mathbf{e}]-[\alpha,[\omega \wedge \mathbf{e}]]+[\mathbf{e} \wedge[\alpha, \omega]]=\left[\mathrm{d}_{\omega} \mathbf{e}, \alpha\right] \tag{1.22}
\end{align*}
$$

where the Jacobi identity $[\omega \wedge[\mathbf{e}, \alpha]]+[\alpha,[\omega \wedge \mathbf{e}]]-[\mathbf{e} \wedge[\alpha, \omega]]=0$ was used ${ }^{9}$. The rest of gauge transformations in (1.22) follow with similar calculations.

In fact, there is another symmetry - diffeomorphism invariance - in the action (1.13). The diffeomorphism transformation $\delta_{\xi}^{\mathrm{d}}$ is described by the Lie derivative $\mathcal{L}_{\xi}$ along a vector field $\xi=\xi_{\mu} \mathrm{d} x^{\mu}$. It, however, can be written on-shell in terms of the field-dependent translation and field-dependent gauge transformation. For the triad and the connection ${ }^{10}$,

$$
\begin{align*}
\delta_{\xi}^{\mathrm{d}} \mathbf{e}=\mathcal{L}_{\xi} \mathbf{e}=\mathrm{d}\left(\iota_{\xi} \mathbf{e}\right)+\mathfrak{l}_{\xi} \mathrm{d} \mathbf{e} & =\mathrm{d}_{\omega}\left(\iota_{\xi} \mathbf{e}\right)-\left[\omega, \iota_{\xi} \mathbf{e}\right]+\iota_{\xi}\left(\mathrm{d}_{\omega} \mathbf{e}\right)-\mathfrak{l}_{\xi}[\omega \wedge \mathbf{e}] \\
& =\mathrm{d}_{\omega}\left(\iota_{\xi} \mathbf{e}\right)+\left[\mathbf{e}, \iota_{\xi} \omega\right]+\iota_{\xi}\left(\mathrm{d}_{\omega} \mathbf{e}\right)  \tag{1.23a}\\
& =\delta_{\iota_{\xi}}^{\mathrm{t}} \mathbf{e}+\delta_{\iota_{\xi} \omega}^{\mathrm{L}} \mathbf{e}+\iota_{\xi} \mathcal{T}, \\
\delta_{\xi}^{\mathrm{d}} \omega=\mathcal{L}_{\xi} \omega=\mathrm{d}\left(\iota_{\xi} \omega\right)+\iota_{\xi} \mathrm{d} \omega & =\mathrm{d}_{\omega}\left(\iota_{\xi} \omega\right)-\left[\omega, \iota_{\xi} \omega\right]+\iota_{\xi} F+\frac{1}{2} \iota_{\xi}[\omega \wedge \omega] \\
& =\mathrm{d}_{\omega}\left(\iota_{\xi} \omega\right)+s \Lambda\left[\mathbf{e}, \iota_{\xi} \mathbf{e}\right]+\iota_{\xi}(F+s \Lambda E)  \tag{1.23b}\\
& =\delta_{\iota_{\xi} \omega}^{\mathrm{L}} \omega+\delta_{\iota_{\xi}}^{\mathrm{t}} \omega+\iota_{\xi} \mathcal{C} .
\end{align*}
$$

[^4]Also note that $[A \wedge B]=-(-1)^{m n}[B \wedge A]$ and $\mathrm{d}[A \wedge B]=[\mathrm{d} A \wedge B]+(-1)^{m}[A \wedge \mathrm{~d} B]$.

As LQG is a canonical quantization approach, the next step of the program is to apply the Hamiltonian analysis based on a space-time splitting, that is to formulate the time evolution of the spatial geometries.

### 1.3 Hamiltonian analysis

We now perform the Hamiltonian analysis of the action (1.13) using the covariant phase space formalism. Consider the space-time foliation $\mathcal{M}=\Sigma \times\left[t_{i}, t_{f}\right]^{11}$ where $\Sigma$ is a twodimensional space surface with boundary $S=\partial \Sigma$ and is future oriented, as shown in fig.1.1. The symplectic form is defined as $\Omega_{\Sigma}=\int_{\Sigma} \delta \Theta$, that is

$$
\begin{equation*}
\Omega_{\Sigma}=-\int_{\Sigma} \operatorname{Tr}(\delta \omega \curlywedge \delta \mathbf{e}) \tag{1.24}
\end{equation*}
$$



Figure 1.1: The space-time decomposition of a 3D manifold $\mathcal{M}$ into $\Sigma \times\left[t_{i}, t_{f}\right]$. The initial (resp. final) spatial surface at $t_{i}\left(\right.$ resp. $\left.t_{f}\right)$ is $\Sigma_{i}\left(\right.$ resp. $\left.\Sigma_{f}\right)$ (in grey) with the boundary $S_{i}$ (resp. $S_{f}$ ) (thick loops).

[^5]Here, $\curlywedge$ is the extension of the wedge product to variational forms hence $\operatorname{Tr}(\delta \omega \curlywedge \delta \mathbf{e})=$ $\operatorname{Tr}(\delta \mathbf{e} \curlywedge \delta \omega)^{12}$. The gauge transformation of the symplectic form generates the boundary symmetry charges. In particular, when the coefficients $\alpha$ and $\phi$ are field independent,

$$
\begin{align*}
\mathbf{t}_{\delta_{\alpha}^{\mathrm{L}}} \Omega_{\Sigma} & =-\int_{\Sigma} \operatorname{Tr}\left(\delta_{\alpha}^{\mathrm{L}} \omega \wedge \delta \mathbf{e}-\delta \omega \wedge \delta_{\alpha}^{\mathrm{L}} \mathbf{e}\right) \\
& =-\int_{\Sigma}\left(\mathrm{d}_{\omega} \alpha_{a} \wedge \delta \mathbf{e}^{a}-\epsilon^{a}{ }_{b c} \delta \omega_{a} \wedge \mathbf{e}^{b} \alpha^{c}\right) \\
& =-\int_{\Sigma}\left(\mathrm{d} \alpha_{a} \wedge \delta \mathbf{e}^{a}+\epsilon^{a}{ }_{b c} \omega_{a} \alpha^{b} \wedge \delta \mathbf{e}^{c}-\epsilon^{a}{ }_{b c} \delta \omega_{a} \wedge \mathbf{e}^{b} \alpha^{c}\right)  \tag{1.25}\\
& =-\delta \mathrm{d} \int_{\Sigma} \alpha_{a} \mathbf{e}^{a}+\delta \int_{\Sigma}\left(\alpha_{a} \mathrm{~d} \mathbf{e}^{a}+\epsilon^{a}{ }_{b c} \omega^{a} \wedge \mathbf{e}^{b} \alpha^{c}\right) \\
& =-\delta\left(-\int_{\Sigma} \alpha_{a} \mathrm{~d}_{\omega} \mathbf{e}^{a}+\int_{S} \alpha_{a} \mathbf{e}^{a}\right)=-\delta J_{\alpha} .
\end{align*}
$$

and

$$
\begin{align*}
\mathfrak{t}_{\phi}^{\mathrm{t}} \Omega_{\Sigma} & =-\int_{\Sigma} \operatorname{Tr}\left(\delta_{\phi}^{\mathrm{t}} \omega \wedge \delta \mathbf{e}-\delta \omega \wedge \delta_{\phi}^{\mathrm{t}} \mathbf{e}\right) \\
& =-\int_{\Sigma}\left(s \Lambda \epsilon_{a b c} \mathbf{e}^{a} \phi^{b} \wedge \delta \mathbf{e}^{c}-\delta \omega_{a} \wedge \mathrm{~d}_{\omega} \phi^{a}\right) \\
& =\int_{\Sigma}\left(s \Lambda \epsilon_{a b c} \mathbf{e}^{a} \wedge \delta \mathbf{e}^{b} \phi^{c}+\delta \omega_{a} \wedge \mathrm{~d} \phi^{a}+\epsilon^{a b c} \delta_{a} \wedge \omega_{b} \phi_{c}\right)  \tag{1.26}\\
& =-\delta \mathrm{d} \int_{\Sigma} \phi^{a} \omega_{a}+\delta \int_{\Sigma} \phi^{a}\left(\mathrm{~d} \omega_{a}+\frac{1}{2} \epsilon^{a b c} \omega_{b} \wedge \omega_{c}+\frac{s}{2} \Lambda \epsilon_{a b c} \mathbf{e}^{b} \wedge \mathbf{e}^{c}\right) \\
& =-\delta\left(-\int_{\Sigma} \phi^{a}\left(F_{a}+s \Lambda E_{a}\right)+\int_{S} \phi^{a} \omega_{a}\right)=-\delta P_{\phi} .
\end{align*}
$$

Therefore, the boundary charges are given by

$$
\begin{align*}
& J_{\alpha}=-\int_{\Sigma} \alpha_{a} \mathrm{~d}_{\omega} \mathbf{e}^{a}+\int_{S} \alpha_{a} \mathbf{e}^{a} \simeq \int_{S} \alpha_{a} \mathbf{e}^{a},  \tag{1.27}\\
& P_{\phi}=-\int_{\Sigma} \phi^{a}\left(F_{a}+s \Lambda E_{a}\right)+\int_{S} \phi^{a} \omega_{a} \simeq \int_{S} \phi^{a} \omega_{a} . \tag{1.28}
\end{align*}
$$

[^6]The Hamiltonian $H_{\xi}$ of gravity is defined, in the covariant phase space formalism, as the diffeomorphism charge, generated by the diffeomorphism transformation $\delta_{\xi}^{\mathrm{d}}$. Then one can straightforwardly compute that

$$
\begin{align*}
\mathfrak{l}_{\delta_{\xi}} \Omega_{\Sigma} & =-\int_{\Sigma} \operatorname{Tr}\left(\delta_{\xi}^{\mathrm{d}} \omega \wedge \delta \mathbf{e}-\delta \omega \wedge \delta_{\xi}^{\mathrm{d}} \mathbf{e}\right) \\
& =-\delta J_{\iota_{\xi} \omega}-\delta P_{\iota_{\xi}} \mathbf{e}-\int_{\Sigma}\left(\left(\iota_{\xi} \mathcal{C}\right)_{a} \delta \mathbf{e}^{a}+\left(\iota_{\xi} \mathcal{T}\right)^{a} \delta \omega_{a}\right) \\
& \simeq \int_{S} \operatorname{Tr}\left(\iota_{\xi} \omega \delta \mathbf{e}+\mathfrak{l}_{\xi} \mathbf{e} \delta \omega_{a}\right)  \tag{1.29}\\
& =-\delta \int_{S} \operatorname{Tr}\left(\iota_{\xi} \omega \mathbf{e}\right)+\mathfrak{l}_{\xi} \int_{\Sigma} \operatorname{Tr}(\delta \omega \wedge \mathbf{e})=-\delta Q_{\xi}+\mathfrak{l}_{\xi} \Theta \equiv-\delta H_{\xi}
\end{align*}
$$

where $Q_{\xi}$ is the diffeomorphism Noether charge [128].
The symplectic form (1.24) generates the Poisson brackets $(i, j \in\{1,2\}$ denotes the spacetime indices tangent to $\Sigma$ and $x, y$ are points on $\Sigma$.)

$$
\begin{equation*}
\left\{\omega_{a}^{i}(x), \mathbf{e}_{j}^{b}(y)\right\}=\epsilon_{i}^{j} \eta^{a}{ }_{b} \delta^{2}(x-y), \quad\left\{\omega_{a}^{i}(x), \omega_{b}^{j}(y)\right\}=\left\{\mathbf{e}_{i}^{a}(x), \mathbf{e}_{j}^{b}(y)\right\}=0 . \tag{1.30}
\end{equation*}
$$

One can thus compute the boundary symmetry algebra

$$
\begin{equation*}
\left\{J_{\alpha}, J_{\beta}\right\}=J_{[\alpha, \beta]}, \quad\left\{P_{\phi}, P_{\psi}\right\}=s \Lambda J_{[\phi, \psi]}, \quad\left\{J_{\alpha}, P_{\phi}\right\}=P_{[\alpha, \phi]}+\int_{S} \phi^{a} \mathrm{~d} \alpha_{a} \tag{1.31}
\end{equation*}
$$

One the other hand, (1.27) and (1.28) mean that the generators $J_{\alpha}$ and $P_{\phi}$ generate canonical transformation

$$
\begin{equation*}
\delta_{\alpha}^{L} \cdot=\left\{J_{\alpha}, \cdot\right\}, \quad \delta_{\phi}^{t} \cdot=\left\{P_{\phi}, \cdot\right\}, \tag{1.32}
\end{equation*}
$$

which can also be used to compute (1.31).
As an explicit example, we consider the manifold as a solid cylinder and parametrize the coordinate as $(t, r, \theta)$ where $t \in\left[t_{i}, t_{f}\right], r \in[0, R]$ and $\theta \in[0,2 \pi]$. The boundary $S$ is then located at $t=t_{0}, r=R$. The symmetry current are given by $(j(\theta), p(\theta))=\left(\omega^{\theta}, \mathbf{e}_{\theta}\right)$. (1.31) can be written as the Poisson brackets of the currents ${ }^{13}$ :

$$
\begin{align*}
\left\{j^{a}(\theta), j^{b}\left(\theta^{\prime}\right)\right\} & =\epsilon^{a b}{ }_{c} \delta\left(\theta-\theta^{\prime}\right) j^{c}(\theta)  \tag{1.33a}\\
\left\{j^{a}(\theta), p_{b}\left(\theta^{\prime}\right)\right\} & =\epsilon^{a}{ }_{b}{ }^{c} \delta\left(\theta-\theta^{\prime}\right) p_{c}(\theta)-\delta_{b}^{a} \partial_{\theta} \delta\left(\theta-\theta^{\prime}\right),  \tag{1.33b}\\
\left\{p_{a}(\theta), p_{b}(\theta)\right\} & =s \Lambda \epsilon_{a b c} \delta\left(\theta-\theta^{\prime}\right) j^{c}(\theta) \tag{1.33c}
\end{align*}
$$

We define their Fourier transformation

$$
\begin{equation*}
J_{n}^{a} \approx \int_{S} e^{-i n \theta} j^{a}(\theta) \mathrm{d} \theta, \quad P_{m}^{a} \approx \int_{S} e^{-i n \theta} p_{a}(\theta) \mathrm{d} \theta \tag{1.34}
\end{equation*}
$$

with the normalized measure on the circle $\int_{S} \mathrm{~d} \theta=1$. Then the Poisson brackets of the Fourier modes are

$$
\begin{equation*}
\left\{J_{n}^{a}, J_{m}^{b}\right\}=\epsilon_{c}^{a b} J_{n+m}^{c}, \quad\left\{P_{n}^{a}, P_{m}^{b}\right\}=s \Lambda \epsilon_{c}^{a b} J_{n+m}^{c}, \quad\left\{J_{n}^{a}, P_{m}^{b}\right\}=\epsilon_{c}^{a b} P_{m+n}^{c}-i n \delta^{a b} \delta_{n+m, 0} \tag{1.35}
\end{equation*}
$$

When $\Lambda=0$, (1.31) is the Poincaré loop algebra $L(\mathfrak{i s u}(2))$ with central extension, with the BMS group as the subgroup. Understanding how the Poincaré loop algebra can be discretized is an open question. In [92], the authors proposed a limit starting from the discrete picture to recover this loop algebra, when $\Lambda=0$. The generalization to the $\Lambda \neq 0$ case is under investigation.

### 1.4 Chern-Simons formalism

Another formulation often used to study 3D gravity is Chern-Simons formulation [60]. It is a 3D topological field theory intensively studied in mathematics and condensed matter physics (e.g. knots invariants [210], (extended) topological quantum field theory [86], fractional quantum hall effects [213]). The Chern-Simon action on a 3D manifold $\mathcal{M}$ for a gauge group $G$, whose Lie algebra is denoted as $\mathfrak{g}$, is defined as

$$
\begin{equation*}
S_{\mathrm{CS}}[\mathcal{A}]=\frac{k}{4 \pi} \int_{\mathcal{M}} \operatorname{Tr}\left(\mathcal{A} \wedge \mathrm{d} \mathcal{A}+\frac{1}{3} \mathcal{A} \wedge[\mathcal{A} \wedge \mathcal{A}]\right) \tag{1.36}
\end{equation*}
$$

[^7]which gives $\left\{j^{a}(\theta), p_{b}\left(\theta^{\prime}\right)\right\}=\epsilon^{a}{ }_{b}{ }^{c} \delta\left(\theta-\theta^{\prime}\right) p_{c}(\theta)-\delta_{b}^{a} \partial_{\theta} \delta\left(\theta-\delta^{\prime}\right)$ as given in (1.33b).
where $\mathcal{A}$ is a $\mathfrak{g}$-valued one-form, $k$ is the level of energy and $\operatorname{Tr}$ is the Ad-invariant invariant bilinear form on $\mathfrak{g}$. The equation of motion of the Chern-Simons action is the flatness condition
\[

$$
\begin{equation*}
\mathrm{d} \mathcal{A}+\frac{1}{2}[\mathcal{A} \wedge \mathcal{A}]=0 \tag{1.37}
\end{equation*}
$$

\]

It was first discovered by Achúcarro and Townsend [2] then elaborated by Witten in his seminal paper [209] that 3D gravity can be written as a Chern-Simons action with the gauge group given by the isometry group of gravity which depends on the signature under study and the sign of the cosmological constant. Consider $\mathfrak{g}$ to be a 6 -dimensional Lie algebra with generators $J^{a}, P_{a}, a=1,2,3$ satisfying the commutator

$$
\begin{equation*}
\left[J^{a}, J^{b}\right]=\epsilon_{c}^{a b} J^{c}, \quad\left[J^{a}, P_{b}\right]=\epsilon^{a}{ }_{b}{ }^{c} P_{c}, \quad\left[P_{a}, P_{b}\right]=\epsilon_{a b c} s \Lambda J^{c} . \tag{1.38}
\end{equation*}
$$

Note that we are using the same convention $\epsilon^{a}{ }_{b}{ }^{c}=s$ as is in Section 1.2. The Ad-invariant bilinear form for the generators is defined as

$$
\begin{equation*}
\operatorname{Tr}\left(J^{a} J^{b}\right)=0, \quad \operatorname{Tr}\left(P_{a} P_{b}\right)=0, \quad \operatorname{Tr}\left(P_{a} J^{b}\right)=\eta_{a}^{s}{ }_{a}^{b} . \tag{1.39}
\end{equation*}
$$

First, let us analyze this gauge group for different cases - Euclidean/Lorentzian signature and $\Lambda=0, \Lambda>0, \Lambda<0$. The first commutator in (1.38) implies that $J^{a}$ 's are generators of $\mathrm{SU}(s)$. When $\Lambda=0$, the commutators of $P_{a}$ 's vanish thus $P_{a}$ are generators of $\mathbb{R}^{3}$. That the second commutator gives only $P_{c}$ on the right hand side means that there is only action of $J^{a}$ 's on $P_{a}$ 's but not the other way around, which translates into a semi-direct product structure in constructing $G$. When $\Lambda \neq 0$, we consider $s \Lambda<0$ and $s \Lambda>0$ separately. When $s \Lambda<0$, one takes $P_{a}=i \sqrt{|\Lambda|} J^{a}$ then the second and third commutators in (1.38) follow from the first one, which implies that $G$ is the complexification of $\operatorname{SU}(s)$. In the case of $s \Lambda>0$, on the other hand, one can take $P_{a}=\sqrt{|\Lambda|} J^{a}$ to realize these commutators hence $\mathfrak{g}$ is the double copy of $\mathrm{SU}(s)$. The isometry group associated to (1.38) is summarized in Table 1.1.

| $G$ | $s=+$ | $s=-$ |
| :---: | :---: | :---: |
| $\Lambda=0$ | $\mathrm{SU}(2) \ltimes \mathbb{R}^{3}$ | $\mathrm{SL}(2, \mathbb{R}) \ltimes \mathbb{R}^{3}$ |
| $\Lambda<0$ | $\mathrm{SL}(2, \mathbb{C})$ | $\mathrm{SL}(2, \mathbb{R}) \times \mathrm{SL}(2, \mathbb{R})$ |
| $\Lambda>0$ | $\mathrm{SU}(2) \times \mathrm{SU}(2)$ | $\mathrm{SL}(2, \mathbb{C})$ |

Table 1.1: The isometry group of 3D gravity for Euclidean $(s=+)$ and Lorentzian $(s=-)$ signatures and for different signs of the cosmological constant.

Let the gauge group element $\mathcal{A}$ take value in the triads and the spin connections in the way of

$$
\begin{equation*}
\mathcal{A}=\mathbf{e}^{a} P_{a}+\omega_{a} J^{a}, \tag{1.40}
\end{equation*}
$$

and take $k=\frac{1}{4 G}^{14}$, then the Chern-Simons action can be equivalently written as

$$
\begin{equation*}
S_{\mathrm{CS}}[\mathbf{e}, \omega]=\int_{\mathcal{M}} \operatorname{Tr}\left(\mathbf{e} \wedge\left(\mathrm{d} \omega+\frac{1}{2}[\omega \wedge \omega]+s \frac{\Lambda}{3}[\mathbf{e} \wedge \mathbf{e}]\right)\right)+\int_{\partial \mathcal{M}} \operatorname{Tr}(\mathbf{e} \wedge \omega) \tag{1.41}
\end{equation*}
$$

which is identical to (1.14) up to a boundary term which is the first-order formulation of the GHY action. The equation of motion (1.37) can also be separated, using (1.40), into the torsion-free and curvature-free equations of motion (1.16).

The Chern-Simons formulation is a powerful tool to construct, in a unified way, 3D gravity in different signatures, with or without a cosmological constant and even for introducing particles (e.g. [61]).The vast amount of study and results on the Chern-Simons theory makes this formulation of 3D gravity an inviting starting point for quantizing gravity as the concepts and methods in gauge theories and quantum topological theories can be naturally applied (e.g. [209, 19, 7, 8, 27]). Despite the benefits of using the Chern-Simons formulation of gravity mentioned above, its use to generalize to 4D gravity and hence 4D quantum gravity is limited since 4 D gravity can not be formulated into a Chern-Simons action (see however $[125,126]$ for recent works relating SL(2, $\mathbb{C})$ Chern-Simons theory to 4 D quantum gravity in the path integral approach).

3D gravity action written in terms of the triads and connections can also be generalized to the most general form that is diffeomorphism and Lorentz invariant, called the MielkeBaekler action [153, 20]. See a recent work [113] of the analysis of this action. On the other hand, adding a boundary term to gravity, as we did in this chapter for general consideration, turns the gauge symmetries in the bulk into physical symmetries possessing non-vanishing charges on the boundaries. The boundary symmetry algebra depends on the location of the boundaries, the type of boundaries and the boundary conditions imposed. (See $[124,123]$ for works on the most general boundary condition in 3D gravity.) Over the years, massive works have been done to unfold the boundary symmetry algebras of gravity and possible physical applications. (See e.g. recent works [101, 88, 89, 90, 107, 106] and references therein.) One of the most important applications is in the context of black holes, for instance, to define the black hole states and compute the black hole entropy (see

[^8]e.g. $[14,25,54,83,114])$. This requires understanding the quantum gravity theory in the presence of boundaries. We leave the discussion on the quantum theory to the second half of the thesis.

In the context of LQG, the starting point to quantize the 3 D gravity is the BF formulation. Our goal for the next chapter is to construct the phase space by carefully choosing the basic variables which form dual pairs well-fitted in the Poisson-Lie group language. Such a representation is powerful in constructing the kinematical and dynamical phase space as well as quantizing the theory.

## Chapter 2

## Deformed loop gravity

To quantize 3D gravity from the BF formalism (1.14), one needs to regularize the degrees of freedom in order to obtain a Poisson bracket forming an algebra which is not distributional. Indeed, the basic variables $\left(\omega_{\nu}^{j}(\vec{x}), e_{\mu}^{i}(\vec{x})\right)$ are functions of the spatial position $\vec{x} \in \Sigma$. Therefore, the direct quantization of their Poisson brackets into commutators would lead to operator-valued distribution which is singular and does not form a closed algebra. One natural way, stemming from quantizing the Yang-Mills theory [151, 111, 66, 112], is to work on path-dependent states or, more precisely, loop-dependent states. This motivates the use of holonomies - $G$-valued variables - provided that the connection values in $\mathfrak{g}$, the Lie algebra of $G$. The holonomy can be viewed as a smeared ${ }^{1}$ function of the connection along a path over the spatial sub-manifold. Such a smearing process can also be performed for its conjugate variables, the densitized triad, and can be generalized to 4D gravity.

To start with, one needs to decide which (pair of) group-valued basic variables to take to define the kinematical phase space. Let us first consider the $\Lambda=0$ case. The smeared function along some path of $\omega_{\nu}^{j}(\vec{x})$ gives rise to an $\mathrm{SU}(2)$ holonomy and the smeared function of $\left.e_{\mu}^{i}(\vec{x})\right)$ leads to an $\mathbb{R}^{3}$ flux which is the conjugate momentum of the holonomy. They form the so-called loop gravity phase space with Poisson structure emerging from (1.30) [200, 182]. We will review this phase space in Section 2.5. The holonomy and flux variables are turned into operators in the quantization process, which capture nicely the quantum

[^9]flat geometries. This establishes that $\left(\omega_{\nu}^{j}(\vec{x}), e_{\mu}^{i}(\vec{x})\right)$ is a good pair of basic variables to start with. When $\Lambda \neq 0$, we want to address the same question. The most natural choice of basic variables would be still $\left(\omega_{\nu}^{j}(\vec{x}), e_{\mu}^{i}(\vec{x})\right)$, identical to the $\Lambda=0$ case. Then one only needs to smear the Poisson algebra and constraints described in Chapter 1. Such a choice was the first one used in the literature but leads to an anomaly when considering the (regularized) curvature constraint [169].

A useful guide comes from the existing quantum theories of 3D gravity. It was first discovered in the Chern-Simons formalism of gravity by Witten in [210] that the topological invariant quantum observable is described by some quantum group. Shortly later, this topological invariance was constructed mathematically rigorously using quantum group theory by Reshetikhin and Turaev [177], and soon re-discovered in the so-called TuraevViro model [204]. This is known as a spinfoam model for 3D quantum gravity with a nonvanishing cosmological constant in the Euclidean signature. One lesson from this model is that the cosmological constant deforms the symmetry group of the flat $(\Lambda=0)$ case into a quantum group. Last but not least, also based on the Chern-Simons formulation, the combinatorial quantization approach $[7,8]$ points out that the gauge symmetry is deformed when $\Lambda \neq 0$.

Inspired by this idea, it was later proposed to use new connections $A_{ \pm}=\omega \pm \sqrt{\Lambda} \mathbf{e}$ (in the case of $\Lambda>0$ ) which are quantized to non-commutative holonomy operators [158, 159]. In this approach (and other approaches that we will mention in the quantum part of the thesis), the triads are kept unchanged thus the Gauss constraint expressed solely in terms of the triads is the same as the $\Lambda=0$ case. From the geometrical perspective, this amounts to taking 2D flat geometries as the building blocks in constructing the global 3 D geometry [43]. In this way, the quantum group features come as the regularization in the quantization process and are put by hand. It is, therefore, unnatural to extract the physical (or geometrical) meaning of such a non-commutativity within these frameworks.

Another way is to perform the deformation at the kinematical level. This means one considers a different definition of triads which stores curved geometry information. This was first realized at the discrete and quantum level [40, 39]. The spirit is to first realize that the quantum symmetry can be described by the Drinfeld double, which is not apparent in the flat case (see however the early works on the Ponzano-Regge model [104, 105, 160, 152] with a discussion on the Drinfeld double), and secondly that the Drinfeld double is mathematically linked to the Poisson-Lie group and Poisson-Lie algebra [135] at the classical level. It was only recently that such symmetries were derived in the continuous theory [72]. From the geometrical point of view, such an approach is also in accordance with the claim that, in the case of $\Lambda \neq 0$, taking the discrete curved geometry instead of the flat ones as the building blocks to build the global geometry could simplify the
quantization process and better approximate the continuous (diffeomorphism) symmetry [67, 23, 24].

In this chapter, we start reviewing the work of [72] in Section 2.1. We define a new pair of triad and connection which form a dual pair in the sense of a Poisson-Lie algebra. It follows with a discretization process to truncate the degrees of freedom, which we summarize in Section 2.2 following [72]. It leads to the notion of $q$-deformed loop gravity phase space ${ }^{2}$ after the standard discretization process, which we describe in Section 2.3. Already at this level, we are able to connect the LQG approach with another quantum gravity approach - the combinatorial quantization [7, 8]. We will describe in Section 2.4 how we can rebuild the $q$-deformed loop gravity phase space from that discovered by Fock and Rosly [85]. To analyze the relation explicitly, we focus on an example when $\Sigma$ is a torus. The $q$-deformed loop gravity phase space for this toy model is given in Appendix B.2. These results were published in [78]. Finally, in Section 2.5, we take the $\Lambda \rightarrow 0$ limit of the $q$-deformed loop gravity model and rewrite the standard loop gravity phase space in the different mathematical framework.

### 2.1 Change of variables

We first realize that, as in the Turaev-Viro model, the quantum group structure can be seen as the deformation of some group structure with a deformation parameter depending on the value of $\Lambda$. Classically, the geometry, solution of the constraints, is curved in the presence of a non-vanishing cosmological constant. However, the torsion constraint, which encodes the gauge symmetries does not depend on the cosmological constant. To have a deformed symmetry realization at the quantum level means that some ad hoc treatment needs to be done in the quantization process.

It is therefore natural to look for a different formulation of the theory such that the torsion constraint encoding the gauge symmetry is depending on the cosmological constant, already at the classical level.

We want to identify at the classical level a new pair of variables leading to a new set of constraints all depending on $\Lambda$, from which the quantum group structure will eventually emerge naturally.

[^10]This can be done by implementing a canonical transformation generated by a boundary term to the action. Such an added boundary term keeps the equations of motion unchanged but deforms the notion of torsion. The deformation parameter was actually proposed [72] after the construction of the discrete theory [40] and the quantum theory [39]. We will see in Section 2.5 then Chapter 4 that the desired quantum group symmetries show up after the standard quantization process due to precisely our particular choice of new variables.

### 2.1.1 The new action

We now review the canonical transformation introduced in [72]. We introduce a constant vector $\mathbf{n}=\mathbf{n}^{a} \tau_{a}$ whose norm is constrained to be given by the cosmological constant i.e. $\mathbf{n}^{2}=-\Lambda$. We also demand that $\mathrm{d} \mathbf{n}=0$ and that $\mathbf{n}$ is constant under the variations i.e. $\delta \mathbf{n}=0$. We add a boundary term to the action (1.14) as follows.

$$
\begin{align*}
S_{A \mathrm{BF}}^{\prime}[\mathbf{e}, \omega] & =-\int_{\mathcal{M}} \mathbf{e}^{a} \wedge\left(F_{a}+s \frac{\Lambda}{3} E_{a}\right)-\int_{\partial \mathcal{M}} \mathrm{d}^{2} x E_{a} \mathbf{n}^{a}  \tag{2.1}\\
& \left.=-\int_{\mathcal{M}} \operatorname{Tr}\left(\mathbf{e} \wedge\left(F+s \frac{\Lambda}{3} E\right)\right)+\mathrm{d}(E \cdot \mathbf{n})\right) .
\end{align*}
$$

Consider the foliation $\mathcal{M}=\Sigma \times \mathbb{R}$, the variation of the new action

$$
\begin{align*}
\delta S_{\Lambda \mathrm{BF}}^{\prime}=-\int_{\mathcal{M}} \operatorname{Tr}(\delta \mathbf{e} \wedge(F+s \Lambda E)+\delta \omega & \left.\wedge \mathrm{d}_{\omega} \mathbf{e}\right)-\int_{\Sigma} \Theta^{\prime} \\
& \Theta^{\prime}=\left(\delta \omega_{a} \wedge \mathbf{e}^{a}+[\delta \mathbf{e} \wedge \mathbf{e}]_{a} \mathbf{n}^{a}\right)=\left(\delta\left(\omega_{a}-\epsilon_{a b c} \mathbf{e}^{b} \mathbf{n}^{c}\right) \wedge \mathbf{e}^{a}\right) \tag{2.2}
\end{align*}
$$

leads to a new symplectic potential which reads

$$
\begin{equation*}
\Theta^{\prime}=\operatorname{Tr}(\delta A \wedge \mathbf{e}), \quad A[\omega, \mathbf{e}] \equiv \omega-[\mathbf{e}, \mathbf{n}] \tag{2.3}
\end{equation*}
$$

where $A$ is the new connection. The change of variables $(\omega, \mathbf{e}) \rightarrow(A, \mathbf{e})$ can be viewed as a canonical transformation, which is generated by the boundary term $\int_{\partial \mathcal{M}} \operatorname{Tr}(E \cdot \mathbf{n})$. Note that we still demand the boundary condition $\left.\delta e\right|_{\Sigma}=0$ in the new variable analysis. One can thus re-express the curvature $F[\omega]$ in terms of the new connection,

$$
\begin{align*}
F[\omega]= & \mathrm{d}(A+[\mathbf{e}, \mathbf{n}])+\frac{1}{2}[(A+[\mathbf{e}, \mathbf{n}]) \wedge(A+[\mathbf{e}, \mathbf{n}])] \\
& =F[A]+\mathrm{d}[\mathbf{e}, \mathbf{n}]+[A \wedge[\mathbf{e}, \mathbf{n}]]+\frac{1}{2}[[\mathbf{e}, \mathbf{n}] \wedge[\mathbf{e}, \mathbf{n}]]  \tag{2.4}\\
& =F[A]+\mathrm{d}_{A}[\mathbf{e}, \mathbf{n}]+\frac{1}{2}[[\mathbf{e}, \mathbf{n}] \wedge[\mathbf{e}, \mathbf{n}]]
\end{align*}
$$

Let us denote $F[A]$ by $F^{\prime}$ for short. Then the new action (2.1) can be re-expressed in terms of the new pair of variables $(\mathbf{e}, A)$ as

$$
\begin{align*}
S_{\Lambda \mathrm{BF}}^{\prime}[\mathbf{e}, A]=-\int_{\mathcal{M}} \operatorname{Tr}\left(\mathbf{e} \wedge F^{\prime}+\mathbf{e} \wedge \mathrm{d}_{A}[\mathbf{e}, \mathbf{n}]\right. & +\frac{1}{2} \mathbf{e} \wedge[[\mathbf{e}, \mathbf{n}] \wedge[\mathbf{e}, \mathbf{n}]] \\
& \left.+s \frac{\Lambda}{6} \mathbf{e} \wedge[\mathbf{e} \wedge \mathbf{e}]+\frac{1}{2} \mathrm{~d}([\mathbf{e} \wedge \mathbf{e}] \mathbf{n})\right) \tag{2.5}
\end{align*}
$$

This expression can be dramatically simplified. Firstly, the third and fourth terms cancel according to the identities

$$
\begin{align*}
\operatorname{Tr}(\mathbf{e} \wedge[[\mathbf{e}, \mathbf{n}] \wedge[\mathbf{e}, \mathbf{n}]]) & =\epsilon_{a b} \epsilon^{b}{ }_{l m} \epsilon^{c}{ }_{p q} \mathbf{e}^{a} \wedge \mathbf{e}^{l} \wedge \mathbf{e}^{p} \mathbf{n}^{m} \mathbf{n}^{q} \\
& =s \epsilon^{b}{ }_{l m} \mathbf{e}^{a} \wedge \mathbf{e}^{l} \wedge\left(\mathbf{e}^{a} \mathbf{n}^{m} \mathbf{n}^{b}-\mathbf{e}^{b} \mathbf{n}^{m} \mathbf{n}^{a}\right) \\
& =s \operatorname{Tr}(\mathbf{e} \wedge \mathbf{e}) \operatorname{Tr}(\mathbf{e} \wedge[\mathbf{n}, \mathbf{n}])-\frac{1}{3} s \operatorname{Tr}(\mathbf{n n}) \operatorname{Tr}(\mathbf{e} \wedge[\mathbf{e} \wedge \mathbf{e}])  \tag{2.6}\\
& =-s \frac{\Lambda}{3} \operatorname{Tr}(\mathbf{e} \wedge[\mathbf{e} \wedge \mathbf{e}])
\end{align*}
$$

The second and last terms combine to give ${ }^{3}$

$$
\begin{equation*}
\operatorname{Tr}\left(\mathbf{e} \wedge \mathrm{d}[\mathbf{e}, \mathbf{n}]+\mathbf{e} \wedge[A \wedge[\mathbf{e}, \mathbf{n}]]+\frac{1}{2} \mathrm{~d}([\mathbf{e} \wedge \mathbf{e}] \mathbf{n})\right)=-\operatorname{Tr}\left(E \wedge \mathrm{~d}_{A} \mathbf{n}\right) \tag{2.7}
\end{equation*}
$$

Therefore, when using the new connection, the action takes a simple form

$$
\begin{equation*}
S_{A \mathrm{BF}}^{\prime}[\mathbf{e}, A]=-\int_{\mathcal{M}} \operatorname{Tr}\left(\mathbf{e} \wedge F^{\prime}-E \wedge \mathrm{~d}_{A} \mathbf{n}\right) \tag{2.8}
\end{equation*}
$$

We now take $\mathbf{e}$ and $A$ to be independent variables. The variation of (2.8) gives the equations of motion

$$
\begin{align*}
& \frac{\delta S_{\Lambda \mathrm{BF}}^{\prime}}{\delta \mathbf{e}} \Longrightarrow \mathcal{C}^{\prime}=F^{\prime}-\left[\mathbf{e} \wedge \mathrm{d}_{A} \mathbf{n}\right] \simeq 0  \tag{2.9}\\
& \frac{\delta S_{\Lambda \mathrm{BF}}^{\prime}}{\delta A} \Longrightarrow \mathcal{T}^{\prime}=\mathrm{d}_{A} \mathbf{e}+[E, \mathbf{n}] \simeq 0
\end{align*}
$$

The symplectic form can be written as

$$
\begin{equation*}
\Omega_{\Sigma}=-\int_{\Sigma} \operatorname{Tr}(\delta A \wedge \delta \mathbf{e}) \tag{2.10}
\end{equation*}
$$

[^11]With this new symplectic form at hand, one can study the algebra of symmetries by performing the same analysis as we did in Chapter 1. We describe this analysis in a concise manner in the next subsection.

### 2.1.2 The new symmetry algebra and the Manin pair

Let us now study the local Lorentz transformation $\delta_{\alpha}^{\prime L}$ and local translation $\delta_{\phi}^{\prime t}$ of the new pair of variables, compared to (1.19). Note that since $\mathbf{n}$ is taken to be kinematical, $\delta_{\alpha}^{\prime \mathrm{L}} \mathbf{n}=\delta_{\phi}^{\prime \mathrm{t}} \mathbf{n}=0$.

$$
\begin{equation*}
\delta_{\alpha}^{\prime \mathrm{L}} \mathbf{e}=[\mathbf{e}, \alpha], \quad \delta_{\alpha}^{\prime \mathrm{L}} A=\mathrm{d}_{A} \alpha+[\mathbf{e},[\mathbf{n}, \alpha]], \quad \delta_{\phi}^{\prime \mathrm{t}} \mathbf{e}=\mathrm{d}_{A} \phi+[[\mathbf{e}, \phi], \mathbf{n}], \quad \delta_{\phi}^{\prime \mathrm{t}} A=\left[\phi, \mathrm{d}_{A} \mathbf{n}\right] . \tag{2.11}
\end{equation*}
$$

Only the Lorentz transformation of the triad is unchanged and the other transformations have different shapes. Therefore, we expect a new Poisson structure of the boundary charges $\left(J_{\alpha}^{\prime}, P_{\phi}^{\prime}\right)$.

We first apply the contraction for the symplectic form with the transformation vectors to get the boundary charges

$$
\begin{align*}
& \mathfrak{l}_{\delta_{\alpha}^{\prime} \mathrm{L}} \Omega_{\Sigma}=-\delta J_{\alpha}^{\prime} \Longrightarrow J_{\alpha}^{\prime}=-\int_{\Sigma} \alpha_{a}\left(\mathrm{~d}_{A} \mathbf{e}+[E, \mathbf{n}]\right)+\int_{S} \alpha_{a} \mathbf{e}^{a} \simeq \int_{S} \alpha_{a} \mathbf{e}^{a}  \tag{2.12}\\
& \mathfrak{l}_{\delta_{\phi}^{\prime}} \Omega_{\Sigma}=-\delta P_{\phi}^{\prime} \Longrightarrow P_{\phi}^{\prime}=-\int_{\Sigma} \phi^{a}\left(F_{a}^{\prime}-\left[\mathbf{e} \wedge \mathrm{d}_{A} \mathbf{n}\right]_{a}\right)+\int_{S} \phi^{a} A_{a} \simeq \int_{S} \phi^{a} A_{a}
\end{align*}
$$

Indeed, the symplectic form generates the new Poisson brackets

$$
\begin{equation*}
\left\{A_{a}^{i}(x), \mathbf{e}_{j}^{b}(y)\right\}=\epsilon_{i}^{j} \delta_{b}^{a} \delta^{2}(x-y), \quad\left\{A_{a}^{i}(x), A_{b}^{j}(y)\right\}=\left\{\mathbf{e}_{i}^{a}(x), \mathbf{e}_{j}^{b}(y)\right\}=0, \tag{2.13}
\end{equation*}
$$

from which the Poisson algebra of the symmetry charges read

$$
\begin{align*}
\left\{J_{\alpha}^{\prime}, J_{\beta}^{\prime}\right\} & =J_{[\alpha, \beta]}^{\prime}  \tag{2.14a}\\
\left\{P_{\phi}^{\prime}, P_{\psi}^{\prime}\right\} & =P_{[[\phi, \psi], \mathbf{n}]}^{\prime}+\int_{S} \operatorname{Tr}([\phi, \psi] \mathrm{d} \mathbf{n})  \tag{2.14b}\\
\left\{J_{\alpha}^{\prime}, P_{\phi}^{\prime}\right\} & =P_{[\alpha, \phi]}^{\prime}+J_{[\phi,[\alpha, \mathbf{n}]]}^{\prime}+\int_{S} \operatorname{Tr}(\phi \mathrm{~d} \alpha) \tag{2.14c}
\end{align*}
$$

Let us now compare this Poisson algebra and (1.31). Firstly, the subalgebra (2.14a) of $\left\{J_{\alpha}^{\prime}\right\}$ is the same as that of $\left\{J_{\alpha}\right\}$. Recall that we imposed $\mathrm{d} \mathbf{n}=0$. We also assume that $\left.\mathrm{d} \alpha\right|_{S}=0$ so that the central charges in (2.14) vanish. In this way, the charges $\left\{P_{\phi}^{\prime}\right\}$ form a closed algebra (depending on the vector $\mathbf{n}$ ), which is the major difference from the case
of the algebra for $\left\{P_{\phi}\right\}$. Finally, the mixed Poisson bracket (2.14c) is expressed in terms of both charges $J_{\alpha}^{\prime}$ and $P_{\phi}^{\prime}$ with a structure related to the notion of a Manin pair, in the language of Lie bialgebra [135]. We refer readers to [72] for more details. A brief review of the Lie bialgebra for a general Lie group is given in Appendix A.1.

Since the algebra of $\left\{P_{\phi}^{\prime}\right\}$ depends on $\mathbf{n}$, it is convenient to choose a specific direction for $\mathbf{n}$. We denote the sign of $\Lambda$ by $\sigma$. For the Euclidean signature with a positive $\Lambda$, we choose $\mathbf{n}^{a}=(0,0, i \sqrt{|\Lambda|})$ and the metric $\eta=(+,+,+)$, while for other cases, we take $\mathbf{n}^{a}=(0,0,-\sigma s \sqrt{|\Lambda|})$ and the metric $\eta=(+,-\sigma s,-\sigma)$ [72]. They all give $\mathbf{n}^{a} \mathbf{n}_{a}=-\Lambda$. Specifically, when $\Lambda=0, \mathbf{n}=0$ or $\mathbf{n}$ is null (resp. Grasmannian) in the Lorentzian (resp. Euclidean) case.

We notice that the on-shell version of the symmetry charges (2.12) are

$$
\begin{equation*}
J_{\alpha}^{\prime} \simeq \int_{S} \operatorname{Tr}(\alpha \mathbf{e})=J_{\alpha}, \quad P_{\phi}^{\prime} \simeq \int_{S} \operatorname{Tr}(\phi A)=\int_{S} \operatorname{Tr}(\phi(\omega+[\mathbf{n}, \mathbf{e}])), \tag{2.15}
\end{equation*}
$$

which can be quantized to be the generators

$$
\begin{equation*}
J_{\alpha_{a}}^{\prime} \rightarrow J^{a} \equiv \tau^{a}, \quad P_{\phi^{a}}^{\prime} \rightarrow P_{a}+\epsilon_{a b c} \mathbf{n}^{b} J^{c}=: \rho_{a} \tag{2.16}
\end{equation*}
$$

where $J^{a}, P^{a}$ satisfy the commutation relations (1.38). (To be consistent with literatures [41, 42], we will use $\tau^{a}$ and $\rho_{a}$ to denote the generators and also denote $\kappa=\sqrt{|\Lambda|}$. ) They satisfy the Lie brackets

$$
\begin{array}{l|l}
{\left[\tau^{a}, \tau^{b}\right]=\alpha_{c}^{a b} \tau^{c}} \\
{\left[\rho_{a}, \rho_{b}\right]=\beta_{a b}^{c} \rho_{c}}  \tag{2.17}\\
{\left[\tau^{a}, \rho_{b}\right]=\beta_{b c}^{a} \tau^{c}-\alpha_{b}^{c a} \rho_{c}}
\end{array}, \quad \text { where } \quad \alpha_{c}^{a b}=\epsilon_{c}^{a b}{ }_{c}^{c} \quad \beta_{a b}^{c}=s\left(\mathbf{n}_{b} \delta_{a}^{c}-\mathbf{n}_{a} \delta_{b}^{c}\right) .
$$

We recognize the Lie algebra structure of the classical double ${ }^{4} \mathfrak{d}_{s}=\mathfrak{s u}(s) \bowtie \mathfrak{a n}(2)$. In other words, $\mathfrak{s u}(s)$ and $\mathfrak{a n}(2)$ form a Manin pair. Another important structure of a Manin pair is a bilinear dual map $\langle\rangle:, \mathfrak{s u}(2) \otimes \mathfrak{a n}(2) \rightarrow \mathbb{C}$ such that

$$
\begin{equation*}
\left\langle\tau^{a}, \rho_{b}\right\rangle=\left\langle\rho_{b}, \tau^{a}\right\rangle=\delta_{b}^{a}, \quad\left\langle\tau^{a}, \tau^{b}\right\rangle=\left\langle\rho_{a}, \rho_{b}\right\rangle=0 . \tag{2.18}
\end{equation*}
$$

The simplest case among the four cases is the Euclidean signature with a negative cosmological constant, i.e. $(s=+, \sigma=-)$, as $\tau^{a}$ 's are generators of $\mathrm{SU}(2)$ which is a

[^12]compact group and $\mathfrak{s l}(2, \mathbb{C}) \cong \mathfrak{s u}(2) \bowtie \mathfrak{a n}(2)$ admits an Iwasawa decomposition. We will focus on this specific case in the rest of this thesis.

Therefore, by performing the canonical transformation, the new connection $A$ is still $\mathfrak{s u}(2)$ valued while the triad $\mathbf{e}$ now takes value in $\mathfrak{a n}(2)$. Since the torsion constraint $\mathcal{T}^{\prime}$ (2.9) is written in terms of the triads and $\mathbf{n}$, this implies that the gauge symmetries are deformed by the cosmological constant. We will see this will result in the deformed kinematical phase space in loop gravity upon a proper discretization process which we now briefly describe. More details can be found in [72].

### 2.2 Discretization of variables

In this section, we briefly summarize the discretization procedure from the new continuous variables $(A(\vec{x}), \mathbf{e}(\vec{x}))$ on $\Sigma$ we just obtained to discrete variables living on graphs, which was detailly described in [72]. (The $\Lambda=0$ case was illustrated in more details in [91, 189]). It leads to the basic discrete variables for the $q$-deformed loop gravity phase space. The discretization process can be separated into two steps. The first step is to consider a triangulation ${ }^{5}$ of the manifold $\Sigma$, from which one can construct a graph dual to it. The second step is to truncate the infinite number of degrees of freedom on $\Sigma$ to a finite number of degrees of freedom on the graph by solving the constraints within each triangle.

Let us now fix the terminology and notation as follows. In the triangulation picture, a 2 -simplex, or 2 -skeleton, is a triangle, denoted as $\triangle$; a 1 -simplex is an edge, denoted as $\bar{e}$; and a 0 -simplex is a vertex, denoted as $\bar{v}$. The boundary of a $\triangle$, composed of three edges, is denoted by $\partial \triangle$. We will also consider the oriented dual 2-complex of the triangulation embedded in $\Sigma$, which we call the graph and is denoted as $\Gamma$. $\Gamma$ is composed with faces f's, links $e$ 's and nodes $v$ 's. Indeed, such a graph is 3 -valent, meaning that each node is attached to three links. When $e$ is incident to $v$, we denote $e \in v$. When $e$ is on the boundary of $f$, we denote $e \in \partial f$. One face $f$ is dual to one vertex $\bar{v}$; one oriented link $e$ is dual to one edge $\bar{e}$; and one node $v$ is dual to one triangle $\triangle$. By $\Gamma$ being oriented, we mean that $f$ 's are oriented to the orientation of $\Sigma$ and that each $e$ is given an orientation. In this way, we can also fix the orientation of all the edges $\bar{e}$ 's in the triangulation by demanding that the orientations of $e_{i}, \bar{e}_{i}$ and $\Sigma$ satisfy the right-hand rule, where $e_{i}$ is dual to $\bar{e}_{i}$. An example is illustrated in fig.2.1.

[^13]

Figure 2.1: Trianglulation (in black solid) for $\Sigma$ composed of three tiangles and its oriented dual graph $\Gamma$ (in red dashed). Each link $e_{i}$ is dual to the edge $\bar{e}_{i}$. The orientation of $\Sigma$ is pointing out of the paper. Then the orientations of $e_{i}, \bar{e}_{i}$ and $\Sigma$ satisfy the right-hand rule.

The triangulation described above is the first step of the distretization process. The next step is to truncate the degrees of freedom to edges and vertices. This is done by solving the equations of motion (2.9) within each triangle. The solution gives $\mathcal{A}_{\triangle}=A_{\triangle}+\mathbf{e}_{\triangle} \in \mathfrak{s l}(2, \mathbb{C})$ associated to each $\partial \triangle$, or equivalently $\mathcal{A}_{v}=A_{v}+\mathbf{e}_{v}$ associated to the node $v$ dual to $\triangle$ in the graph picture. The solution $\mathcal{A}_{v}$ is parametrized by an $\operatorname{SL}(2, \mathbb{C})$ element $G_{v}$, which can be written, by the Iwasawa decomposition, into the product of an $\operatorname{AN}(2)^{6}$ element $x_{v}$ and $\mathrm{SU}(2)$ element $h_{v}$, i.e. $G_{v}=x_{v} h_{v}$ [72]. Explicitly, ${ }^{7}$

$$
\mathcal{A}_{v}=G_{v}^{-1} \mathrm{~d} G_{v}=\left(x_{v} h_{v}\right)^{-1} \mathrm{~d}\left(x_{v} h_{v}\right) \quad \Longrightarrow \quad \left\lvert\, \begin{align*}
& A_{v}=h_{v}^{-1} \mathrm{~d} h_{v}+\left(h_{v}^{-1}\left(x_{v}^{-1} \mathrm{~d} x_{v}\right) h_{v}\right)_{\mathfrak{s u}(2)}  \tag{2.19}\\
& \mathbf{e}_{v}=\left(h_{v}^{-1}\left(x_{v} \mathrm{~d} x_{v}\right) h_{v}\right)_{\mathfrak{a n}(2)}
\end{align*}\right.
$$

where the subscript $\mathfrak{s u}(2)$ means taking the $\mathfrak{s u}(2)$ part of the $\mathfrak{s l}(2, C)$-value variable $h_{v}^{-1}\left(x_{v}^{-1} \mathrm{~d} x_{v}\right) h_{v}$. Likewise for the subscript $\mathfrak{a n}(2)$. As we have solved the constraints at any point, say $p \in \Sigma$,
polygon. For each $n$-gon, one can add $n-3$ edges connecting a randomly selected vertex and all other vertices to decompose it into $n-2$ triangles, each of which has at least one side coming from the original $n$-gon. Thus triangulation can be viewed as the most elementary cell decomposition.
${ }^{6}$ In some literature, $\mathrm{AN}(2)$ is also denoted as $\mathrm{SB}(2, \mathbb{C})$ standing for the special Borel group. We will describe more details on this group in Section 2.3.
${ }^{7}$ Consider the gauge transformation by $G_{v}$ of the connection $\mathcal{A}_{v}^{0}$,

$$
\mathcal{A}_{v}^{0} \rightarrow \mathcal{A}_{v}=G_{v}^{-1} \mathcal{A}_{v}^{0} G_{v}+G_{v}^{-1} \mathrm{~d} G_{v}
$$

Since $\mathcal{A}_{v}^{0}=0$ is a solution to the flatness $F\left[\mathcal{A}_{v}\right]=0$. One can gauge fix $\mathcal{A}_{v}^{0}$ to 0 then the expression of $\mathcal{A}_{v}=G_{v}^{-1} \mathrm{~d} G_{v}$ is the gauge transformation of the connection at 0 which preserves the constraint
within $\triangle$, the solution $\mathcal{A}_{v}$ in general can be written as a function $\mathcal{A}_{v}(p)=\left(G_{v}^{-1} \mathrm{~d} G_{v}\right)(p)$ of the point $p$. When $p$ is $v$, we gauge fix $G_{v}(v)$ to be $\mathbb{1}$, then it is natural to view $G_{v}(p) \equiv G_{v p}$ as the holonomy along a path from $v$ to $p$. We also take the convention that $G_{p v}=G_{v p}^{-1}$. The symplectic form (2.10) on $\Sigma$ can thus be written as the the sum of that on each triangle $\triangle$ (or its dual $v$ ), each of which can be shown to be equal to the sum of the symplectic form on the boundary edges $\bar{e} \in \partial \triangle$ [72], that is

$$
\begin{equation*}
\Omega_{\Sigma}=\sum_{v} \Omega_{v}=\sum_{v} \sum_{\bar{e} \in \partial \Delta} \Omega_{v}^{\bar{e}}=-\frac{1}{2} \sum_{v} \int_{v} \operatorname{Tr}\left(\delta \mathcal{A}_{v} \wedge \delta \mathcal{A}_{v}\right) . \tag{2.20}
\end{equation*}
$$


(a)

(b)

Figure 2.2: (a) Two adjacent triangles $\triangle$ (left, dual to node $v$ ) and $\triangle^{\prime}$ (it right, dual to node $v^{\prime}$ ) sharing one edge $\bar{e}$ whose source and target vertices are $s(\bar{e})=\bar{v}$ and $t(\bar{e})=\bar{v}^{\prime}$ respectively. The $\operatorname{SL}(2, \mathbb{C})$ holonomies $G_{v \bar{v}}, G_{\bar{v} v^{\prime}}, G_{v \bar{v}^{\prime}}, G_{\bar{v}^{\prime} v^{\prime}}$ (in dotted blue) are constrainted by the relation $G_{v \bar{v}} G_{\bar{v} v^{\prime}}=G_{v \bar{v}^{\prime}} G_{\bar{v}^{\prime} v^{\prime}}$. (b)Taking the Iwasawa decomposition of the $\operatorname{SL}(2, \mathbb{C})$ holonomies given in $(a)$, the relation $G_{v \bar{v}} G_{\bar{v} v^{\prime}}=G_{v \bar{v}^{\prime}} G_{\bar{v}^{\prime} v^{\prime}}$ can be rewitten as $\ell u=\tilde{u} \tilde{\ell}$ where these elements are defined in (2.24).

Now we consider two triangles $\triangle$ - dual to node $v$ - and $\triangle^{\prime}$ - dual to node $v^{\prime}$ - who share one edge $\bar{e}$ as illustrated in fig.2.2. For sake of continuity, we demand that $\mathcal{A}(p)$ defined in the frames $\triangle$ and $\triangle^{\prime}$ share the same value on $\bar{e}$, that is

$$
\begin{equation*}
\mathcal{A}_{v}(p)=\mathcal{A}_{v^{\prime}}(p) \quad \Longleftrightarrow \quad G_{p v} \mathrm{~d} G_{v p}=G_{p v^{\prime}} \mathrm{d} G_{v^{\prime} p}, \quad \forall p \in \bar{e} \tag{2.21}
\end{equation*}
$$

Let $G_{p v^{\prime}}=G_{p v} G_{v v^{\prime}}$. Pluging in the right equation of (2.21), one arrives at $G_{v v^{\prime}}$ being a constant. This implies that

$$
\begin{equation*}
G_{v \bar{v}} G_{\bar{v} v^{\prime}}=G_{v \bar{v}^{\prime}} G_{\bar{v}^{\prime} v^{\prime}} \tag{2.22}
\end{equation*}
$$

This is illustrated in fig.2.2a. Taking the Iwasawa decomposition $G_{v p}=x_{v p} h_{v p}$ while $G_{p v}=h_{p v} x_{p v}$ (like wise for $G_{v^{\prime} p}$ and $G_{p v^{\prime}}$ ), (2.22) is equivalent to

$$
\begin{equation*}
x_{v \bar{v}} h_{v \bar{v}} h_{\bar{v} v^{\prime}}{\bar{v} \bar{v}^{\prime}}=x_{v \bar{v}^{\prime}} h_{v \bar{v}^{\prime}} h_{\bar{v}^{\prime} v^{\prime}} x_{\bar{v}^{\prime} v^{\prime}} \quad \Longleftrightarrow \quad x_{\bar{v}^{\prime} v} x_{v \bar{v}} h_{v \bar{v}} h_{\bar{v} v^{\prime}}=h_{v \bar{v}^{\prime}} h_{\bar{v}^{\prime} v^{\prime}} x_{\bar{v}^{\prime} v^{\prime}} v_{v^{\prime} \bar{v}} \tag{2.23}
\end{equation*}
$$

If we define the group valued variables

$$
\begin{equation*}
(\ell, \tilde{\ell}):=\left(x_{\bar{v}^{\prime} v} x_{v \bar{v}}, x_{\bar{v}^{\prime} v^{\prime}} x_{v^{\prime} \bar{v}}\right) \in \operatorname{AN}(2), \quad(u, \tilde{u}):=\left(h_{v \bar{v}} h_{\bar{v} v^{\prime}}, h_{v \bar{v}^{\prime}} h_{\bar{v}^{\prime} v^{\prime}}\right) \in \mathrm{SU}(2) \tag{2.24}
\end{equation*}
$$

then (2.22) is equivalent to the constraint

$$
\begin{equation*}
\ell u=\tilde{u} \tilde{\ell} \tag{2.25}
\end{equation*}
$$

as illustrated in fig.2.2b. The variables $\ell, \tilde{\ell}, u, \tilde{u}$ are used to contruct the $q$-deformed loop gravity phase space which we will describe in Section 2.3, and (2.25) is essential to define the so-called "ribbon structure" therein. A key question is whether such a phase space can be deduced from the symplectic from (2.10). It was shown in [72] that it is indeed the case. In particular, it was proven in [72] that the symplectic form for the shared edge $\bar{e}$ of two triangles $\triangle, \triangle^{\prime}$ (whose dual nodes are $v$ and $v^{\prime}$ respectively) gains contribution from both triangles and takes the form of ${ }^{8}$

$$
\begin{equation*}
\Omega^{\bar{e}}=\Omega_{v}^{\prime \bar{e}}-\Omega_{v^{\prime}}^{\bar{e}}=-\frac{1}{2} \int \operatorname{Tr}\left(\delta \tilde{u} \tilde{u}^{-1} \wedge \delta \ell \ell^{-1}+u^{-1} \delta u \wedge \tilde{\ell}^{-1} \delta \tilde{\ell}\right) \tag{2.26}
\end{equation*}
$$

On the other hand, the Poisson bracket between the variables $\ell, \tilde{\ell}, u, \tilde{u}$ can be obtained in the covariant phase space formalism using the new symplectic form (2.20) as we did in Chapter 1. A systematic but lengthy calculation gives rise to the Poisson brackets neatly written in the Poisson-Lie group language which we describe in the next subsection (see (2.35) and (2.36)). We refer to [72] for more details. See also a similar discretization process for the flat case in [91, 189, 188].

At the end of the day, the truncation of degrees of freedom leads us from a phase space on $\Sigma$ to a phase space on $\Gamma$, which contains a finite number of degrees of freedom at the kinematical level. Note that $\mathrm{SU}(2)$ and $\mathrm{AN}(2)$, as subgroups of $\mathrm{SL}(2, \mathbb{C})$, are of the same footing, hence one can decide at this point which subgroup we choose as the configuration space then the other subgroup would describe the conjugate momentum space. This is called the choice of polarization [71]. To emphasize the notion of deformed loop gravity, we choose $\mathrm{SU}(2)$ to describe the configuration space, which is the same as in loop gravity. Then the momentum space is given by the $\mathrm{AN}(2)$ group, which can be seen as a deformation of $\mathbb{R}^{3}$, the momentum space of loop gravity with $\Lambda=0$.

[^14]
## $2.3 \quad q$-deformed loop gravity phase space

In this section, we construct the phase space of the $q$-deformed loop gravity for the case of Euclidean signature with $\Lambda<0$ in terms of the $\mathrm{SU}(2)$ and $\mathrm{AN}(2)$ discrete variables we obtain in the discretization procedure. It was first introduced in [40] and later developed in a series of works by Bonzom, Dupuis, Girelli, Livine and the author [39, 73, 77, 42]. The discrete variables we work with are different from those defined in [158, 159]. We will see that our discrete variables are elements of a pair of groups forming a Heisenberg double, which possesses a symplectic structure by definition and hence can be used to describe a phase space. A toy model for a simple graph embedded on the torus is summarized in Appendix B.2, which was illustrated in more detail in our published work [77].

### 2.3.1 Ribbon for one link

We first consider a single graph link, whose phase space is described by $\operatorname{SL}(2, \mathbb{C})$ as a group. The relevant mathematical frameworks are the classical double (at the Lie algebra level) and the Heisenberg double (at the group level), which we review in Appendix A.1. Provided the symplectic structure, $\mathrm{SL}(2, \mathbb{C})$ is equivalent to a Heisenberg double $\mathcal{D}(\mathrm{SU}(2))$ of $\mathrm{SU}(2)$ with the dual group $\mathrm{SU}(2)^{*}=\mathrm{AN}(2)$, the group of $2 \times 2$ lower triangular matrices with positive real diagonal entries and determinant 1 . We parametrize an $\operatorname{AN}(2)$ element $\ell$ as

$$
\ell=\left(\begin{array}{cc}
\lambda & 0  \tag{2.27}\\
z & \lambda^{-1}
\end{array}\right), \quad \lambda \in \mathbb{R}^{+}, z \in \mathbb{C} .
$$

We write $\mathcal{D}(\mathrm{SU}(2)) \cong \mathrm{SU}(2) \bowtie \mathrm{AN}(2)$ with $\bowtie$ inheriting from the Lie algebra mutual action. Their duality and the Poisson structure are also built from the Lie algebra level.

Since we fixed the signature and the sign of $\Lambda$, we can now write out explicitly the $\mathrm{SU}(2)$ and $\mathrm{AN}(2)$ generators

$$
\begin{align*}
& \tau^{a}=\frac{\sigma^{a}}{2 i} \in \mathfrak{s u}(2), \quad \rho^{a}=i \kappa\left(\tau^{a}-i\left[\tau^{3}, \tau^{a}\right]\right) \in \mathfrak{a n}(2) \\
& \tau^{1}=\frac{1}{2}\left(\begin{array}{cc}
0 & -i \\
-i & 0
\end{array}\right), \quad \tau^{2}=\frac{1}{2}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad \tau^{3}=\frac{1}{2}\left(\begin{array}{cc}
-i & 0 \\
0 & i
\end{array}\right) \\
& \quad \rho^{1}=i \kappa \tau^{-}=\kappa\left(\begin{array}{cc}
0 & 0 \\
1 & 0
\end{array}\right), \quad \rho^{2}=-\kappa \tau^{-}=\kappa\left(\begin{array}{cc}
0 & 0 \\
i & 0
\end{array}\right), \quad \rho^{3}=i \kappa \tau^{3}=\frac{\kappa}{2}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) . \tag{2.28}
\end{align*}
$$

Mathematically, the Lie algebra structure of $\mathfrak{a n}(2)$ is determined by a cocycle $\delta$, which is a map $\delta: \mathfrak{s u}(2) \rightarrow \mathfrak{s u}(2) \otimes \mathfrak{s u}(2)$. This defines a Lie bialgebra $(\mathfrak{s u}(2), \delta)$. On the other hand, adding a cocycle $\delta_{*}: \mathfrak{a n}(2) \rightarrow \mathfrak{a n}(2) \otimes \mathfrak{a n}(2)$ to $\mathfrak{a n}(2)$ Lie algebra that determines the Lie algebra structure of $\mathfrak{s u}(2)$ defines the Lie bialgebra $\left(\mathfrak{a n}(2), \delta_{*}\right)$. These cocycles act explicitly on the generators as
$\delta\left(\tau^{c}\right)=\kappa\left(\delta_{a}^{c} \delta_{b}^{3}-\delta_{a}^{3} \delta_{b}^{c}\right) \tau^{a} \otimes \tau^{b}, \quad \delta_{*}\left(\rho_{c}\right)=\epsilon^{a b}{ }_{c} \rho_{a} \otimes \rho_{b} \quad \longrightarrow \quad \left\lvert\, \begin{aligned} & {\left[\tau^{a}, \tau^{b}\right]=\epsilon_{c}^{a b} \tau^{c}} \\ & {\left[\rho_{a}, \rho_{b}\right]=\kappa\left(\delta_{a}^{c} \delta_{b}^{3}-\delta_{a}^{3} \delta_{b}^{c}\right) \rho_{c}}\end{aligned}\right.$,
where the Lie algebra $(2.17)$ of $\mathfrak{s u}(2)$ and $\mathfrak{a n}(2)$ introduced before with the chosen parametrization $\mathbf{n}=(0,0, \kappa)$ is recovered. The bilinear form dualizing $\mathfrak{s u}(2)$ and $\mathfrak{a n}(2)$ is

$$
\begin{equation*}
\langle M, N\rangle:=-\frac{1}{2 \kappa} \operatorname{Im}(\operatorname{Tr}(M N)), \quad M, N \in \mathfrak{s l}(2, \mathbb{C}), \tag{2.30}
\end{equation*}
$$

thus $\left\langle\rho_{a}, \tau^{b}\right\rangle=\delta_{a}^{b},\left\langle\rho_{a}, \rho_{b}\right\rangle=\left\langle\tau^{a}, \tau^{b}\right\rangle=0$ as desired. Given the representation of the generators, one can also compute

$$
\begin{equation*}
\left[\tau^{a}, \rho_{b}\right]=\kappa\left(\delta_{b}^{a} \delta_{3}^{c}-\delta_{b}^{3} \delta_{a}^{c}\right) \tau^{c}+\epsilon^{a}{ }_{b}{ }^{c} \rho_{c}, \tag{2.31}
\end{equation*}
$$

which is consistent with (2.17). Together with (2.29), they are precisely the Lie bialgebra structure of the classical double $\left(\mathfrak{d}(\mathfrak{s u}(2)), \delta_{\mathfrak{d}}\right)$ which is a quasitriangular Lie bialgebra with the Lie algebra $\mathfrak{d}(\mathfrak{s u}(2))=\mathfrak{s u}(2) \bowtie \mathfrak{a n}(2)$ and the cocycle $\delta_{\mathfrak{d}}$ (See (A.13) for its action on the Lie algebra objects). It is called quasitriangular in the sense that the cocycle $\delta_{\mathfrak{d}}$ is a coboundary $\delta_{\mathfrak{d}}=\partial r$ of some cochain such that satisfies a so-called classical Yang-Baxter equation. Such a cochain $r \in \mathfrak{d} \otimes \mathfrak{d}$ is also called the classical $r$-matrix, or $r$-matrix for short. ${ }^{9}$ We denote $r \equiv r_{12}=\sum r_{[1]} \otimes r_{[2]}, r_{21}:=\sum r_{[2]} \otimes r_{[1]}$. More generally, $r_{i j}$ means that $r_{[1]}$ is in the $i$-th vector space, $r_{[2]}$ is in the $j$-th vector space and all other vector spaces are identity. Using this notation, the classical Yang-Baxter equation is expressed as

$$
\begin{equation*}
\left[r_{12}, r_{13}\right]+\left[r_{12}, r_{23}\right]+\left[r_{13}, r_{23}\right]=0 . \tag{2.32}
\end{equation*}
$$

In the fundamental representation, an $r$-matrix for $\mathfrak{d}(\mathfrak{s u}(2))$ giving rise to the commutators (2.29) and (2.31) can be written as a $4 \times 4$ matrix

$$
r=-\sum_{a} \tau^{a} \otimes \rho_{a}=\frac{i \kappa}{4}\left(\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.33}\\
0 & -1 & 4 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) \in \mathfrak{s u}(2) \otimes \mathfrak{a n}(2) \subset \mathfrak{d} \otimes \mathfrak{d}
$$

[^15]Exponentiating the Lie subalgebras $\mathfrak{s u}(2)$ and $\mathfrak{a n}(2)$ of $\mathfrak{d}(\mathfrak{s u}(2))$, one obtains the Heisenberg double $\left(\mathcal{D}(\mathrm{SU}(2)), \pi_{H}\right)$, whose Poisson structure $\pi_{H}$ is fully determined by the $r$-matrix inheriting from $\mathfrak{d}(\mathfrak{s u}(2))$. Explicitly, the Poisson bracket is given by

$$
\begin{equation*}
\left\{d_{1}, d_{2}\right\}=-r_{21} d_{1} d_{2}+d_{1} d_{2} r=r d_{1} d_{2}-d_{1} d_{2} r_{21}, \quad \forall d \in \mathrm{SL}(2, \mathbb{C}) \tag{2.34}
\end{equation*}
$$

where we have used the standard notation $d_{1}=d \otimes \mathbb{\square}, d_{2}=\mathbb{\square} \otimes d$. The last equality in (2.34) is guaranteed by the fact that the symmetric part $r_{s}=\frac{1}{2}\left(r+r_{21}\right)$ of the $r$-matrix is a Casimir hence $\left[r_{s}, d_{1} d_{2}\right]=0$

On the other hand, since the two subgroups $\mathrm{SU}(2)$ and $\mathrm{AN}(2)$ are of the same footing, one can equivalently write the phase space as the Heisenberg double $\mathcal{D}(\mathrm{AN}(2))$ of $\mathrm{AN}(2)$ with a different $r$-matrix $\tilde{r} \in \mathfrak{a n}(2) \otimes \mathfrak{s u}(2)$ exchanging the generators on the two subspaces from (2.33) in the fundamental representation, i.e. $\tilde{r}=r_{21}, \tilde{r}_{21}=r$. The two different ways of viewing the phase space $\operatorname{SL}(2, \mathbb{C})$ correspond to the only two possible Iwasawa decompositions of a given $\operatorname{SL}(2, \mathbb{C})$ element $d$. We refer the decomposition $d=\ell u$ with $\ell \in \mathrm{AN}(2), u \in \mathrm{SU}(2)$ to be the left Iwasawa decomposition and $d=\tilde{u} \tilde{\ell}$ with $\tilde{\ell} \in \mathrm{AN}(2), \tilde{u} \in$ $\mathrm{SU}(2)$ to be the right Iwasawa decomposition. Then from (2.34), we can deduce the Poisson brackets between $\ell$ and $u$ [40]:

$$
\begin{equation*}
\left\{\ell_{1}, \ell_{2}\right\}=-\left[r_{21}, \ell_{1} \ell_{2}\right], \quad\left\{\ell_{1}, u_{2}\right\}=-\ell_{1} r_{21} u_{2}, \quad\left\{u_{1}, \ell_{2}\right\}=\ell_{2} r u_{1}, \quad\left\{u_{1}, u_{2}\right\}=-\left[r, u_{1} u_{2}\right] \tag{2.35}
\end{equation*}
$$

and the Poisson brackets between $\tilde{\ell}$ and $\tilde{u}$ :

$$
\begin{equation*}
\left\{\tilde{\ell}_{1}, \tilde{\ell}_{2}\right\}=\left[r_{21}, \tilde{\ell}_{1} \tilde{\ell}_{2}\right], \quad\left\{\tilde{\ell}_{1}, \tilde{u}_{2}\right\}=-\tilde{u}_{2} r_{21} \tilde{\ell}_{1}, \quad\left\{\tilde{u}_{1}, \tilde{\ell}_{2}\right\}=\tilde{u}_{1} r \tilde{\ell}_{2}, \quad\left\{\tilde{u}_{1}, \tilde{u}_{2}\right\}=\left[r, \tilde{u}_{1} \tilde{u}_{2}\right] . \tag{2.36}
\end{equation*}
$$

It is easy to check that the equivalence of the left and right Iwasawa decomposition forms a second class constraint (meaning that they do not close under Poisson brackets), which we call the "ribbon constraint"

$$
\begin{equation*}
\mathcal{C}=\ell u \tilde{\ell}^{-1} \tilde{u}^{-1} \tag{2.37}
\end{equation*}
$$

The name "ribbon" will become clear when we represent graphically these two equal Iwasawa decompositions. Concretely, a link $e$ is thickened into a ribbon $R(e)$ with

- long links, parallel to $e$, carrying $\mathrm{SU}(2)$ elements $u, \tilde{u}$ called holonomies
- short links carrying $\mathrm{AN}(2)$ elements $\ell, \tilde{\ell}$ and called fluxes [40].

This is represented in fig.2.3 together with a choice of orientations (detailed below). We have fixed the orientation of the long ribbon links decorated with $u$ and $\tilde{u}$ to be opposite


Figure 2.3: The ribbon graph associated to the ribbon constraint. The ribbon carries two pairs of variables $(\ell, u)$ and $(\tilde{\ell}, \tilde{u})$. The ribbon constraint associated to a ribbon is represented as the trivialization of the ribbon loop $\ell u \tilde{\ell}^{-1} \tilde{u}^{-1}$.
to that of the link, which automatically fixes the orientation of the two short links of a ribbon to have the ribbon constraint (2.37) satisfied.

By solving the ribbon constraint, we obtain the Poisson brackets between $(\tilde{\ell}, \tilde{u})$ and $(\ell, u)$ :

$$
\begin{array}{ll}
\left\{\ell_{1}, \tilde{u}_{2}\right\}=-r_{21} \ell_{1} \tilde{u}_{2}, & \left\{\tilde{\ell}_{1}, u_{2}\right\}=-\tilde{\ell}_{1} u_{2} r_{21}, \quad\left\{u_{1}, \tilde{\ell}_{2}\right\}=\tilde{\ell}_{2} u_{1} r, \quad\left\{\tilde{u}_{1}, \ell_{2}\right\}=r \tilde{u}_{1} \ell_{2}, \\
\left\{\tilde{\ell}_{1}, \ell_{2}\right\}=0, & \left\{\tilde{u}_{1}, u_{2}\right\}=0 . \tag{2.38}
\end{array}
$$

Consider the fundamental represenation of $\mathrm{SU}(2)$ and $\mathrm{AN}(2)$ variables, each of the Poisson brackets written in the form of (2.35), (2.36) and (2.38) is a $4 \times 4$ matrix of Poisson brackets. Writing out the matrix elements of $\ell, u, \tilde{\ell}$ and $\tilde{u}$, one can write out the explicit Poisson brackets of these matrix elements. We collect these Poisson brackets in Appendix B.1. The dimension of the phase space for a ribbon is $12-6=6$ upon imposing the ribbon constraint, thus consistent with the dimension of $\operatorname{SL}(2, \mathbb{C})$.

It is important to notice that there is another version of the ribbon constraint available. Indeed, in the definition, we used the lower triangular matrices. But instead, we could use the upper triangular matrices. The equivalence between the two formulations can be seen by using the composition of the adjoint and inverse on the ribbon constraint,

$$
\begin{equation*}
\mathcal{C}=\ell u \tilde{\ell}^{-1} \tilde{u}^{-1} \rightarrow \mathcal{C}^{-1 \dagger}=\ell^{-1 \dagger} u \tilde{\ell}^{\dagger} \tilde{u}^{-1} \tag{2.39}
\end{equation*}
$$

which amounts to replacing $\ell$ and $\tilde{\ell}$ with respectively $\ell^{-1 \dagger}$ and $\tilde{\ell}^{-1 \dagger}$ (and similarly with $u, \tilde{u}$ but obviously $u^{-1 \dagger}=u$ for any $\left.u \in \mathrm{SU}(2)\right)$. Therefore, only the short link structure is changed, as in fig.2.4. The associated transformation preserving the Lie algebra $\mathfrak{a n}(2)$ is given by $\rho^{i} \rightarrow-\left(\rho^{i}\right)^{\dagger}$. As a consequence, one switches the $r$-matrix by $r \rightarrow-r^{\dagger}=r_{21}$. All Poisson brackets are given in Appendix B.1.

Deformed flux vectors. Combing the two parametrizations together, we construct the Hermitian matrices $\ell \ell^{\dagger}=: X=\kappa X_{0} \square-\kappa \vec{X} \cdot \vec{\sigma}$ and $\ell^{\dagger} \ell=: X^{\mathrm{op}}=\kappa X_{0}^{\mathrm{op}} \square-\kappa \vec{X}^{\mathrm{op}} \cdot \vec{\sigma}$


Figure 2.4: The conjugate ribbon structure defined in terms of upper triangular matrices.
where the traceless parts give components of vectors $\vec{X}$ and $\vec{X}{ }^{\text {op }}$. Written in terms of the parametrization (2.27), they read explicitly

$$
\begin{array}{l|l}
X=\ell \ell^{\dagger}=\left(\begin{array}{cc}
\lambda^{2} & \lambda \bar{z} \\
\lambda z & \lambda^{-2}+|z|^{2}
\end{array}\right), \quad & \begin{array}{l}
X_{0}=\frac{1}{2 \kappa} \operatorname{Tr}\left(\ell \ell^{\dagger}\right)=\frac{1}{2 \kappa}\left(\lambda^{2}+\lambda^{-2}+|z|^{2}\right) \\
\vec{X}=-\frac{1}{2 \kappa} \operatorname{Tr}\left(\ell \ell^{\dagger} \vec{\sigma}\right)
\end{array}  \tag{2.40}\\
X^{\mathrm{op}}=\ell^{\dagger} \ell=\left(\begin{array}{cc}
\lambda^{2}+|z|^{2} & \lambda^{-1} \bar{z} \\
\lambda^{-1} z & \lambda^{-2}
\end{array}\right), & \begin{array}{l}
X_{0}^{\mathrm{op}}=X_{0} \\
\vec{X}^{\mathrm{op}}=-\frac{1}{2 \kappa} \operatorname{Tr}\left(\ell^{\dagger} \ell \vec{\sigma}\right)
\end{array}
\end{array}
$$

where the 4 -vector $X^{\mu}(\mu=0,1,2,3)$ lives on the space-like 3 -hyperboloid in the $3+1$ Minkowski space, $X^{\mu} X_{\mu}=X_{0}^{2}-\vec{X}^{2}=\kappa^{-2}$. The deformation parameter $\kappa$ clearly plays the role of the curvature. The 3D component of $X^{\mu}$ defines the flux vector $X$ at the ribbon source.

Similarly, $\tilde{X}$ and $\tilde{X}^{\text {op }}$ can be written in terms of the tilde spinors in the same way. They are stable under the adjoint action of $\mathrm{SU}(2)$,

$$
\begin{equation*}
\tilde{X}=\tilde{u}^{-1} X \tilde{u}, \quad u^{-1} X^{\mathrm{op}} u=\tilde{X}^{\mathrm{op}} \tag{2.41}
\end{equation*}
$$

which is the same transformation of the flux vectors in the flat case as we will see in Section 2.5. They capture the deformed geometry of the discretization of $\Sigma$, which possesses the hyperbolic nature [40]. In particular, the Gauss constraint for a three-valent node describes the closure of a hyperbolic triangle, whose side lengths are given by the vector $X$ 's or $X^{\text {op }}$ 's for the corresponding side (see [40]).
$\mathrm{SU}(2)$ transformations. Write $w=\square+i \vec{\epsilon} \cdot \vec{\sigma}$ an infinitesimal $\mathrm{SU}(2)$ group element. Then, the variation of a phase space function $h$ under a left infinitesimal $\mathrm{SU}(2)$ transformation is given by [40]:

$$
\begin{equation*}
\delta_{\epsilon} h=-\lambda^{-2} \kappa^{-1}\{\operatorname{Tr} W X, h\}=-\lambda^{-2} \kappa^{-1}\left\{2 \epsilon_{z} \lambda^{2}+\epsilon_{-} \lambda z+\epsilon_{+} \lambda \bar{z}, h\right\}, \tag{2.42}
\end{equation*}
$$

where $W=\epsilon_{z}\left(\mathbb{\square}+\sigma_{z}\right)+\epsilon_{-} \sigma_{+}+\epsilon_{+} \sigma_{-}$and $X$ is the flux vector defined in (2.40).

Change of edge orientations. The way we associate variables to the sides of a ribbon has been described above, as in fig.2.3. Changing the orientation of an edge is an involution $\mathfrak{m}$ which has the following effects on the variables,

$$
\begin{equation*}
\mathfrak{m}: u \mapsto \tilde{u}^{-1}, \quad \mathfrak{m}: \ell \mapsto \tilde{\ell}^{-1} \tag{2.43}
\end{equation*}
$$

and since it is an involution, $\mathfrak{m}(\tilde{u})=u^{-1}$ and $\mathfrak{m}(\tilde{\ell})=\ell^{-1}$.

### 2.3.2 Ribbon graph and the first-class constraints

Considering now a full graph $\Gamma$ embedded in $\Sigma$, we thicken it into a ribbon graph $\Gamma_{\mathrm{r}}$ by thickening every link into a ribbon in the same way as in fig.2.3, where all ribbons are embedded in $\Sigma$. An example is given in fig.2.5.


Figure 2.5: A graph $\Gamma$ (on the left) and its correspondent ribbon graph $\Gamma_{\mathrm{r}}$ (on the right).

As such, a ribbon graph contains three types of simple faces (with no links inside):
i. faces within the ribbon $R(e)$ 's for which the ribbon constraints are imposed - these are the faces in grey in fig.2.5;
ii. faces surrounded by the short links of the ribbons decorated with fluxes only - these are fat nodes - we call them ribbon nodes. If $v$ is a node of $\Gamma$, then let $R(v)$ be the the corresponding ribbon node in $\Gamma_{\mathrm{r}}$. In fig.2.5, these are faces $R\left(v_{1}\right), R\left(v_{2}\right)$ and $R\left(v_{3}\right)$.
iii. faces surrounded by the long links of the ribbons - these are the faces from the original graph. There is one such face - $f$ in fig.2.5.

Within each ribbon $R(e)$, the holonomies and fluxes satisfy the Poisson brackets (2.35), (2.36) and (2.38), while variables from different ribbons commute. Apart from the ribbon constraints, we also have two sets of first-class constraints, namely the Gauss constraints which are associated to nodes and the flatness constraints ${ }^{10}$ which are associated to faces.

The Gauss constraints and the kinematical phase space. For an $n$-valent node $v$, the Gauss constraint imposes that the ordered product of the fluxes along the short links of $R(v)$ is trivial. Explicitly, the Gauss constraint reads

$$
\mathcal{G}_{v}=\vec{\prod}_{i}^{n} \ell_{e_{i}, v}, \quad \ell_{e_{i}, v}=\left\{\begin{array}{lll}
\ell_{i} & \text { if } & o_{i}=1  \tag{2.44}\\
\tilde{\ell}_{i}^{-1} & \text { if } & o_{i}=-1
\end{array}\right.
$$

where $o_{i}=1$ corresponds to an outgoing link and $o_{i}=-1$ corresponds to an incoming link. For instance, the Gauss constraint for $R\left(v_{3}\right)$ in fig. 2.5 is $\mathcal{G}_{v_{3}}=\tilde{\ell}_{2}^{-1} \ell_{6} \ell_{3} \simeq \mathbb{0}$.

The Gauss constraint generates $\mathrm{SU}(2)$ transformations. A phase space function $h$ transforms under the infinitesimal rotation parametrized by a infinitesimal vector $\vec{\epsilon}$ as [40]

$$
\delta_{\epsilon} h=-\kappa^{-1} \prod_{i=1}^{n} \Lambda_{i}^{-2}\left\{\operatorname{Tr}\left(W \mathcal{G}_{v} \mathcal{G}_{v}^{\dagger}\right), h\right\}, \quad \text { with } W=\left(\begin{array}{cc}
2 \epsilon_{z} & \epsilon_{-}  \tag{2.45}\\
\epsilon_{+} & 0
\end{array}\right)
$$

where $\Lambda_{\tilde{\sim}}$ is the first diagonal element of the matrix (2.27) of the $i$-th flux, $\ell_{e_{i}, v}$, in $\mathcal{G}_{v}$, that is $\lambda_{i}$ or $\tilde{\lambda}_{i}^{-1}$.

Alternatively, one can use the parametrization with $\ell^{\dagger}$ and $\tilde{\ell}^{\dagger}$ for the fluxes as in fig.2.4. Then the Gauss constraint is transformed accordingly

$$
\begin{equation*}
\mathcal{G}_{v} \rightarrow \mathcal{G}_{v}^{\dagger-1} \tag{2.46}
\end{equation*}
$$

and we have the same action in terms of the symmetry if we consider

$$
\delta_{\epsilon} h=-\frac{1}{\kappa} \prod_{i=1}^{n} \Lambda_{i}^{-2}\left\{\operatorname{Tr}\left(\tilde{W}\left(\mathcal{G}_{v} \mathcal{G}_{v}^{\dagger}\right)^{-1}\right), h\right\}, \quad \text { with } \tilde{W}=\left(\begin{array}{cc}
0 & -\epsilon_{-}  \tag{2.47}\\
-\epsilon_{+} & 2 \epsilon_{z}
\end{array}\right)
$$

[^16]where $\Lambda_{i}$ is still $\lambda_{i}$ or $\tilde{\lambda}_{i}^{-1}$ according to the orientation of the link $e_{i}$.
In fact, such a parametrization is not only an alternative one but a necessary piece for constructing the complete kinematical phase space as $\ell$ and $\tilde{\ell}$ only contain $z$ and $\tilde{z}$ in their matrix elements, while one also needs access to their complex conjugate counterparts $\bar{z}$ and $\overline{\tilde{z}}$ which are stored in $\ell^{-1 \dagger}$ and $\tilde{\ell}^{\dagger}$ respectively. We will see in Chapter 4 that both $z$ and $\bar{z}$ (as well as $\tilde{z}$ and $\overline{\tilde{z}}$ ) are needed to construct the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ generators upon quantization.

Gauss constraints generate local $\mathrm{SU}(2)$ transformations through the Poisson brackets [40, 41]. As usual in symplectic geometry, first-class constraints are not only imposed but one also needs to quotient out the phase space by the orbits they generate. This is called the symplectic quotient. Here, one obtains $\mathcal{P}_{\text {kin }}=\operatorname{SL}(2, \mathbb{C})^{E} / / \mathrm{SU}(2)^{V}$ which is called the kinematical phase space, where $E$ and $V$ denotes the number of links and nodes in $\Gamma$.

It was shown in [40] that the Gauss constraint for a trivalent node geometrically represents the hyperbolic cosine law, implying that the kinematical phase space describes hyperbolic discrete geometries (more particularly hyperbolic triangles in that case).

The flatness constraints and the physical phase space. For a face surrounded by $m$ long links, the flatness constraint imposes that the ordered product of the holonomies along the long links of ribbons is trivial. It is expressed in a similar way as the Gauss constraint,

$$
\mathcal{F}_{f}=\overrightarrow{\prod_{i}^{m}} u_{e_{i}, f}, \quad u_{e_{i}, f}=\left\{\begin{array}{lll}
u_{i} & \text { if } & o_{i}=1  \tag{2.48}\\
\tilde{u}_{i}^{-1} & \text { if } & o_{i}=-1
\end{array}\right.
$$

where the orientation is relative to the orientation of $f$, which is naturally generated by the orientation of $\Sigma$. Flatness constraints generate (deformed) translations [40]. The physical phase space is then obtained via the symplectic quotient of the kinematical phase space by the flatness constraints, $\mathcal{P}_{\text {phys }}=\mathcal{P}_{\text {kin }} / / \mathrm{AN}(2)^{F}$ with $F$ the number of the faces in $\Gamma$.

We also give an explicit example of the phase space for a simple group embedded on a torus in Appendix B. 2 and construct with the holonomies and fluxes of the ribbon graph the physical observables which form the Goldman brackets [122]. This will be compared to the Fock-Rosly phase space structure which we will describe in the next section. We also refer to [77] for more details.

Up to now, we have developed the $q$-deformed loop gravity phase space in terms of the holonomy and flux variables. The use of the $r$-matrix is reminiscent of the phase space constructed by Fock and Rosly [85], which became well-known after it was used by Alekeev, Grosse and Schomerus to define the combinatorial quantization of the Chern-Simons theory
$[7,8]$. This hints that there may be an explicit relation between our deformed phase space and the Fock-Rosly one. This is indeed the case as shown in [77], which we describe in the next section.

### 2.4 Relation with the Fock-Rosly construction

As illustrated in Chapter 1, 3D Euclidean gravity with $\Lambda<0$ can be reformulated as an $\operatorname{SL}(2, \mathbb{C})$ Chern-Simons theory. The symplectic structure of the moduli space of flat $\operatorname{SL}(2, \mathbb{C})$ graph connections up to $\operatorname{SL}(2, \mathbb{C})$ gauge transformations can be described by the so-called Fock-Rosly brackets. Quantizing this bracket and promoting it to commutators of operators leads to the combinatorial quantization of Chern-Simons theory [7, 8, 53]. The question we want to explore is whether the 3D $q$-deformed loop gravity framework could be reconciled with the Fock-Rosly phase space. This can be seen as a first step to understanding the relation between the LQG approach and the quantum Chern-Simons theory. To be explicit, we work on a toy model when $\Sigma$ is a torus. This is the simplest compact 2D manifold with a non-trivial topology, which allows us to construct non-trivial global observables.

### 2.4.1 Fock-Rosly construction

Let us first briefly review the Fock-Rosly construction introduced in [85]. It is built on a compact, oriented Riemann surface. We consider a cell decomposition of that surface and focus on the graph defined by its 1 -skeleton. We consider a Riemann surface with no boundaries for simplicity ${ }^{11}$. We define a graph connection, as in lattice gauge theory, by assigning an $\operatorname{SL}(2, \mathbb{C})$ group element, or holonomy, to each oriented link of the graph. The Fock-Rosly construction provides the space of flat graph connections with a symplectic structure compatible with gauge transformations. More precisely, we impose the flatness of the $\operatorname{SL}(2, \mathbb{C})$ connection around every face of the graph and consider equivalence classes under $\operatorname{SL}(2, \mathbb{C})$ gauge transformations at every node of the graph.

For this purpose, we introduce another combinatorial structure to the graph, a linear order, denoted as $\prec$, of the links around each node. This is visually realized by adding a cilium at each node, separating the links of the lowest and highest order. For each link $\alpha$, we denote as $\alpha_{(s)}$ the half-link incident to the source and $\alpha_{(t)}$ the opposite half-link incident to the target. When two links $\alpha$ and $\beta$ are incident to a same node $v$, i.e. $\alpha, \beta \in v, \alpha \prec \beta$
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Figure 2.6: One node with three incident links $e_{1}, e_{2}, e_{3}$. The thick short strand represents the cilium sitting at the node. The linear order of three links reads $e_{1} \prec e_{2} \prec e_{3}$.
(or equivalent $\beta \succ \alpha$ ) represents that link $\beta$ is of higher order than $\alpha$ relative to the node $v$. (When the orientation is specified, say $\alpha_{(s)}, \beta_{(t)} \in v$, it is clearer to say $\alpha_{(s)} \prec \beta_{(t)}$.) It means when one sweeps the cilium sitting on $v$ in the direction induced by the orientation of $\Sigma$, the cilium meets with $\alpha$ before $\beta$. An example is shown in fig.2.6. A graph with a linear order on each node is called a ciliated graph. On a ciliated graph, we further assign an $r$-matrix $r(v)$ to each node $v$. Each $r$-matrix is decomposed as $r(v)=r_{s}+r_{a}(v)$ in terms of its symmetric part $r_{s}=\frac{1}{2}\left(r(v)+r_{21}(v)\right)$ and its antisymmetric part $r_{a}=\frac{1}{2}\left(r(v)-r_{21}(v)\right)$. As the notation suggests, we require that the symmetric parts $r_{s}$ of the $r$-matrices are all the same and do not depend on the nodes, while their antisymmetric parts $r_{a}(v)$ are left free. This allows us to define a Poisson structure on the space of graph connections by the following bivector [85]:

$$
\begin{equation*}
\pi_{\mathrm{FR}}=\sum_{v}\left(\sum_{\alpha, \beta \in v ; \alpha \prec \beta} r^{i j}(v) X_{i}^{\alpha} \wedge X_{j}^{\beta}+\frac{1}{2} \sum_{\alpha \in v} r^{i j}(v) X_{i}^{\alpha} \wedge X_{j}^{\alpha}\right) \tag{2.49}
\end{equation*}
$$

where $X_{i}^{\alpha}=L_{i}^{\alpha}+R_{i}^{\alpha}$ is the sum of the right-invariant vector $R_{i}^{\alpha}$ and the left-invariant vector $L_{i}^{\alpha}$ associated to the $\operatorname{SL}(2, \mathbb{C})$ group element on link $\alpha$ and the basis $t_{i} \in \mathfrak{s l}(2, \mathbb{C})$. They act on functions $\mathcal{F} \in C^{\infty}\left(\operatorname{SL}(2, \mathbb{C})^{E}\right)$ as

$$
\begin{equation*}
L_{i}^{\alpha} f\left(g_{\alpha}, \cdots\right)=\left.\frac{\mathrm{d}}{\mathrm{~d} \nu}\right|_{\nu=0} f\left(e^{-\nu t_{i}} g_{\alpha}, \cdots\right), \quad R_{i}^{\alpha} f\left(g_{\alpha}, \cdots\right)=\left.\frac{\mathrm{d}}{\mathrm{~d} \nu}\right|_{\nu=0} f\left(g_{\alpha} e^{\nu t_{i}}, \cdots\right) . \tag{2.50}
\end{equation*}
$$

The bivector $\pi_{\mathrm{FR}}$ defines the Poisson brackets for all configurations. It would be clearer to write the Poisson brackets for different cases out. Let us call $G^{e} \in \operatorname{SL}(2, \mathbb{C})$ the holonomy along the link $e$. We call $s(e)$ and $t(e)$ respectively the source and target nodes of the link $e$. Then the Fock-Rosly bracket $\left\{G_{1}^{e}, G_{2}^{e^{\prime}}\right\}_{\text {FR }}$ between the holonomies along the two links $e$ and $e^{\prime}$ is defined by distinguishing the various configurations (the list below is not exhaustive but representative):

- For a single link $e$ with distinct source and target, i.e. $s(e) \neq t(e)$ :

$$
\begin{equation*}
\left\{G_{1}^{e}, G_{2}^{e}\right\}_{\mathrm{FR}}=r_{a}(s(e)) G_{1}^{e} G_{2}^{e}+G_{1}^{e} G_{2}^{e} r_{a}(t(e)) \tag{2.51a}
\end{equation*}
$$

- For a single closed curve $e$ oriented counterclockwise, i.e. $s(e)=t(e)$ and $e_{(s)} \prec e_{(t)}$ :

$$
\begin{equation*}
\left\{G_{1}^{e}, G_{2}^{e}\right\}_{\mathrm{FR}}=r_{a} G_{1}^{e} G_{2}^{e}+G_{2}^{e} G_{1}^{e} r_{a}+G_{2}^{e} r_{21} G_{1}^{e}-G_{1}^{e} r G_{2}^{e} \tag{2.51b}
\end{equation*}
$$

- For a single closed curve $e$ oriented counterclockwise, i.e. $s(e)=t(e)$ and $e_{(t)} \prec e_{(s)}$ :

$$
\begin{equation*}
\left\{G_{1}^{e}, G_{2}^{e}\right\}_{\mathrm{FR}}=r_{a} G_{1}^{e} G_{2}^{e}+G_{2}^{e} G_{1}^{e} r_{a}+G_{1}^{e} r_{21} G_{2}^{e}-G_{2}^{e} r G_{1}^{e} \tag{2.51c}
\end{equation*}
$$

- For two links $e, e^{\prime}$ with the same source but different targets distinct from the source, i.e. $s(e)=s\left(e^{\prime}\right)$ but $s(e), t(e), t\left(e^{\prime}\right)$ all three distinct, and $e_{(s)} \prec e_{(s)}^{\prime}$ :

$$
\begin{equation*}
\left\{G_{1}^{e}, G_{2}^{e^{\prime}}\right\}_{\mathrm{FR}}=r G_{1}^{e} G_{2}^{e^{\prime}} \tag{2.51d}
\end{equation*}
$$

- For two closed loops $e, e^{\prime}$ intersecting at a single node, i.e. $s(e)=s\left(e^{\prime}\right)=t(e)=t\left(e^{\prime}\right)$, with the order $e_{(s)} \prec e_{(s)}^{\prime} \prec e_{(t)} \prec e_{(t)}^{\prime}$ :

$$
\begin{equation*}
\left\{G_{1}^{e}, G_{2}^{e^{\prime}}\right\}_{\mathrm{FR}}=r G_{1}^{e} G_{2}^{e^{\prime}}+G_{1}^{e} G_{2}^{e^{\prime}} r+G_{2}^{e^{\prime}} r_{21} G_{1}^{e}-G_{1}^{e} r G_{2}^{e^{\prime}} \tag{2.51e}
\end{equation*}
$$

All the Poisson brackets between two non-intersecting links vanish. Then the gauge transformations at nodes, $G^{e} \mapsto H_{s(e)} G^{e} H_{t(e)}^{-1}$ for $H_{v} \in \mathrm{SL}(2, \mathbb{C})$, is a Poisson map leaving the Fock-Rosly bracket invariant [85]. This confirms that the Fock-Rosly brackets provide the moduli space of flat graph connection up to gauge transformations with a symplectic structure. One can further show that the definition of the Fock-Rosly bracket is stable under contraction and deletion of links and leads to the so-called Goldman bracket [85].

If we compare the Fock-Rosly Poisson brackets (2.51) and those of the $q$-deformed loop gravity ((2.35), (2.36) and (2.38)) on the same ribbon graph $\Gamma_{\mathrm{r}}$, they look very different. Apparently, in the $q$-deformed loop gravity phase space, variables from different ribbons Poisson commute even though they are assigned on two ribbon links intersecting to the same node in $\Gamma_{\mathrm{r}}$. This is not the case in the Fock-Rosly phase space. In fact, we will explain below that one needs to go one step further and introduce a "fat graph" $\Gamma_{\text {fat }}$ and that the $q$-deformed loop gravity on $\Gamma_{\mathrm{r}}$ turns out to result from the Fock-Rosly structure on $\Gamma_{\text {fat }}$ by a partial gauge-fixing.

### 2.4.2 Gauge fixing of Fock-Rosly on the torus

In this subsection, we show that the loop gravity phase space for a given graph can be obtained from the Fock-Rosly phase space through a particular gauge fixing. We will start from the Fock-Rosly setup on a fat graph $\Gamma_{\text {fat }}$ fattened from a ribbon graph $\Gamma_{\mathrm{r}}$ with special assignments of $r$-matrices and cilia on nodes. Then we apply some particular gauge-fixing to the holonomies on links by acting with some gauge transformations on the nodes one after the other one. The gauge fixing process can change the values of the holonomies to our preference but does not change the Poisson brackets. It allows us to fix the holonomies on the auxiliary links to be the identity, which means one can shrink these auxiliary links and change $\Gamma_{\text {fat }}$ to $\Gamma_{\mathrm{r}}$. In this way, we get a ribbon graph with the loop gravity phase space structure from a bigger graph with the Fock-Rosly phase space structure.


Figure 2.7: (left) Basic graph for the 2-torus, with two links $e_{1}$, $e_{2}$ wrapping around the torus meeting at a single node $v$ and surrounding a single face $f$. (right) The corresponding ribbon graph on the torus, parametrized by $\ell, \tilde{\ell}, m, \tilde{m} \in \mathrm{AN}(2)$ and $u, \tilde{u}, v, \tilde{v} \in \mathrm{SU}(2)$. The ribbons, shaded in grey, are the thickened graph links.

To be explicit, we consider the ribbon graph as shown in fig.2.7, which is analyzed in more detail in Appendix B.2. What we do here is to unfold the four 4 -valent nodes of the ribbon graph fig. 2.7 into pairs of 3 -valent nodes by adding an intermediate link. This leads to a graph with twelve links, each decorated with $\operatorname{SL}(2, \mathbb{C})$ holonomies. This is the fat graph on which we apply the Fock-Rosly structure. We note $L, U, \tilde{L}, \tilde{U}, M, V, \tilde{M}, \tilde{V}$ the eight group elements along the ribbon links, and $P, Q, S, T$ the four group elements on the new intermediate links. To simplify the notations, we refer to the link through the $\mathrm{SL}(2, \mathbb{C})$ group element it carries.

In order to recover the loop gravity Poisson structure, we assign the $r$-matrix $r_{21}$ to the source nodes of the intermediate links $s(P), s(Q), s(S)$ and $s(T)$, while we assign the $r$-matrix $r$ to their target nodes $t(P), t(Q), t(S)$ and $t(T)$. We further choose all the cilia


Figure 2.8: A fat graph on the torus. Nodes $s(P), s(Q), s(S)$ and $s(T)$ (in red) are assigned the $r$-matrix $r_{21}$, while nodes $t(P), t(Q), t(S)$ and $t(T)$ (in blue) are assigned $r$. On each node, a cilium is introduced to fix the linear order of the links around this node. The cilia are chosen to all look into the face $f_{1}$.
looking inwards to the face $f_{1}$ to fix the convention. A different choice of cilia would still lead to the loop gravity phase space.

The Fock-Rosly brackets can be read directly from their definition (2.51a)-(2.51d) applied to the fat graph shown in fig.2.8. All the non-vanishing Fock-Rosly brackets related to $P$ are

$$
\begin{array}{lll}
\left\{P_{1}, L_{2}\right\}_{\mathrm{FR}}=L_{2} r P_{1}, & \left\{L_{1}, P_{2}\right\}_{\mathrm{FR}}=-L_{1} r_{21} P_{2}, & \left\{P_{1}, U_{2}\right\}_{\mathrm{FR}}=-r P_{1} U_{2}, \\
\left\{U_{1}, P_{2}\right\}_{\mathrm{FR}}=r_{21} U_{1} P_{2}, & \left\{P_{1}, M_{2}\right\}_{\mathrm{FR}}=P_{1} r M_{2}, & \left\{M_{1}, P_{2}\right\}_{\mathrm{FR}}=-P_{2} r_{21} M_{1},  \tag{2.52}\\
\left\{P_{1}, \tilde{V}_{2}\right\}_{\mathrm{FR}}=P_{1} r \tilde{V}_{2}, & \left\{\tilde{V}_{1}, P_{2}\right\}_{\mathrm{FR}}=-P_{2} r_{21} \tilde{V}_{1}, & \left\{P_{1}, P_{2}\right\}_{\mathrm{FR}}=\left[r_{21}, P_{1} P_{2}\right] .
\end{array}
$$

The Fock-Rosly phase space is defined on top of the Poisson brackets given above by imposing the flatness of the $\operatorname{SL}(2, \mathbb{C})$ connection around the four faces of the fatter graph:

$$
\begin{align*}
& \mathcal{C}^{f_{1}}=T L P M Q \tilde{L}^{-1} S \tilde{M}^{-1},  \tag{2.53a}\\
& \mathcal{C}^{f_{2}}=U Q^{-1} V S^{-1} \tilde{U}^{-1} T^{-1} \tilde{V}^{-1} P^{-1},  \tag{2.53b}\\
& \mathcal{C}^{f_{3}}=L U \tilde{L}^{-1} \tilde{U}^{-1},  \tag{2.53c}\\
& \mathcal{C}^{f_{4}}=M V \tilde{M}^{-1} \tilde{V}^{-1}, \tag{2.53d}
\end{align*}
$$

and quotienting the $\mathrm{SL}(2, \mathbb{C})$ group action at the eight nodes of the graph.

If we look at the Fock-Rosly brackets for the eight group elements $L, U, \tilde{L}, \tilde{U}, M, V, \tilde{M}, \tilde{V}$, they are the same Poisson brackets as for the loop gravity phase space parametrized by the group elements $\ell, u, \tilde{\ell}, \tilde{u}, m, v, \tilde{m}, \tilde{v}$. The only difference is that the Fock-Rosly brackets involve $\mathrm{SL}(2, \mathbb{C})$ group elements, while the loop gravity group elements live alternatively in the subgroups $\mathrm{SU}(2)$ and $\mathrm{AN}(2)$. Thus, in order to recover the loop gravity phase space, we perform a partial gauge fixing of these $\operatorname{SL}(2, \mathbb{C})$ group elements. We start at the node $t(T)=s(L)=s(\tilde{U})$ and will go around the face $f_{1}$. We use the $\mathrm{SL}(2, \mathbb{C})$ gauge invariance at that node to fix $T=0$. Then moving to the following node $t(L)=s(U)=s(P)$, we use the Iwasawa decompositions $L=\ell u^{L}$ and $U=\ell^{U} u$ and perform a gauge transformation:

$$
u^{L} \ell^{U}=\ell^{\prime} u^{\prime}, \quad G=\left(\ell^{\prime}\right)^{-1} u^{L}, \quad \left\lvert\, \begin{array}{lllll}
L & \mapsto & L G^{-1} & =\ell \ell^{\prime} & \in \operatorname{AN}(2)  \tag{2.54}\\
U & \mapsto & G U & =u^{\prime} u & \in \operatorname{SU}(2) \\
P & \mapsto & G P & =\left(\ell^{\prime}\right)^{-1} u^{L} P
\end{array}\right.
$$

thus gauge fixing $L$ to live in $\mathrm{AN}(2)$ and $U$ to live in $\mathrm{SU}(2)$.
Next, at the following node, $t(P)=s(M)=s(\tilde{V})$, we perform an $\operatorname{SL}(2, \mathbb{C})$ gauge transformation to gauge fix to $P=0$. Then we repeat this pair of gauge fixings all around the central face $f_{1}$. So at the node $t(M)=s(V)=s(Q)$, we gauge fix to $M \in \operatorname{AN}(2)$ and $V \in \mathrm{SU}(2)$. At the node $t(Q)=t(U)=t(\tilde{L})$ we gauge fix to $Q=\mathbb{0}$. At the node $s(S)=s(\tilde{L})=t(\tilde{U})$, we gauge fix to $\tilde{L} \in \mathrm{AN}(2)$ and $\tilde{U} \in \mathrm{SU}(2)$. At the node $t(S)=t(V)=t(\tilde{M})$, we gauge fix to $S=0$.

Finally at the last node $s(T)=s(\tilde{M})=t(\tilde{V})$, we do not do anything. The flatness condition around the face $f_{1}$ automatically implies that the group element $\tilde{M}$ lives in $\mathrm{AN}(2)$ while the flatness condition around the face $f_{2}$ automatically implies that the group element $\tilde{V}$ lives in the $\mathrm{SU}(2)$ subgroup. Since we do not gauge-fix the group action at the last node of the graph, we are left with a single $\operatorname{SL}(2, \mathbb{C})$ gauge invariance of our partially gauge-fixed group variables.

This reproduces exactly the setting of the $q$-deformed loop gravity variables on the ribbon graph, with the group elements $\ell, \tilde{\ell}, m, \tilde{m} \in \mathrm{AN}(2)$ and $u, \tilde{u}, v, \tilde{v} \in \mathrm{SU}(2)$ satisfying the flatness constraints around the 4 faces of the graph:

$$
\begin{equation*}
\mathcal{C}^{f_{1}}=u v \tilde{u}^{-1} \tilde{v}^{-1}, \quad \mathcal{C}^{f_{2}}=\ell m \tilde{\ell}^{-1} \tilde{m}^{-1}, \quad \mathcal{C}^{f_{3}}=\ell u \tilde{\ell}^{-1} \tilde{u}^{-1}, \quad \mathcal{C}^{f_{4}}=m v \tilde{m}^{-1} \tilde{v}^{-1} \tag{2.55}
\end{equation*}
$$

Since the $\operatorname{SL}(2, \mathbb{C})$ group action at the nodes is a Poisson map for the Fock-Rosly symplectic structure [85], it is straightforward to check that the Fock-Rosly brackets on the original $\mathrm{SL}(2, \mathbb{C})$ group elements $L, U, \tilde{L}, \tilde{U}, M, V, \tilde{M}, \tilde{V}$ directly descend to Poisson brackets on the
gauge-fixed group variables $\ell, u, \tilde{\ell}, \tilde{u}, m, v, \tilde{m}, \tilde{v}$ :

$$
\begin{array}{lll}
\left\{\ell_{1}, \ell_{2}\right\}_{\mathrm{FR}}=-\left[r_{21}, \ell_{1} \ell_{2}\right], & \left\{u_{1}, u_{2}\right\}_{\mathrm{FR}}=-\left[r, u_{1} u_{2}\right], & \left\{\tilde{\ell}_{1}, \tilde{\ell}_{2}\right\}_{\mathrm{FR}}=\left[r_{21}, \tilde{\ell}_{1} \tilde{\ell}_{2}\right], \\
\left\{\tilde{u}_{1}, \tilde{u}_{2}\right\}_{\mathrm{FR}}=\left[r, \tilde{u}_{1} \tilde{u}_{2}\right], & \left\{m_{1}, m_{2}\right\}_{\mathrm{FR}}=-\left[r_{21}, m_{1} m_{2}\right], & \left\{v_{1}, v_{2}\right\}_{\mathrm{FR}}=-\left[r, v_{1} v_{2}\right], \\
\left\{\tilde{m}_{1}, \tilde{m}_{2}\right\}_{\mathrm{FR}}=\left[r_{21}, \tilde{m}_{1} \tilde{m}_{2}\right], & \left\{\tilde{v}_{1}, \tilde{v}_{2}\right\}_{\mathrm{FR}}=\left[r, \tilde{v}_{1} \tilde{v}_{2}\right], & \left\{\ell_{1}, u_{2}\right\}_{\mathrm{FR}}=-\ell_{1} r_{21} u_{2}, \\
\left\{\tilde{\ell}_{1}, \tilde{u}_{2}\right\}_{\mathrm{FR}}=-\tilde{u}_{2} r_{21} \tilde{\ell}_{1}, & \left\{m_{1}, v_{2}\right\}_{\mathrm{FR}}=-m_{1} r_{21} v_{2}, & \left\{\tilde{m}_{1}, \tilde{v}_{2}\right\}_{\mathrm{FR}}=-\tilde{v}_{2} r_{21} \tilde{m}_{1} . \tag{2.56}
\end{array}
$$

These are precisely the (flat or $q$-deformed) loop gravity Poisson brackets. $\mathcal{C}^{f_{1}}$ and $\mathcal{C}^{f_{2}}$ are still first class constraints generating respectively the gauge invariance under $\mathrm{AN}(2)$ translation and $\mathrm{SU}(2)$ rotations, while $\mathcal{C}^{f_{3}}$ and $\mathcal{C}^{f_{4}}$ are second class constraints directly hardcoded in the Poisson brackets. This explicitly shows that the loop gravity phase space can be reconstructed from the Fock-Rosly description by a specific gauge fixing.

Let us stress that the partial gauge fixing introduced here mapping the Fock-Rosly phase space to the $q$-deformed loop gravity phase space is very different from the gauge fixing usually done in the Fock-Rosly approach to go from a refined graph to a coarsegrained graph (subgraph of the original graph) by simply setting all the extra $\mathrm{SL}(2, \mathbb{C})$ group elements to the identity. These different gauge fixings produce different intermediate Poisson brackets, which nevertheless all lead to the same Goldman brackets on the $\mathrm{SL}(2, \mathbb{C})$ gauge-invariant variables. See [77] for more discussion. These analysis and results can be generalized to graphs on a general 2D manifold with no boundaries. For a given graph, one merely needs to start from a corresponding fat graph with the Fock-Rosly Poisson structure and apply the same gauge fixing procedure to obtain the ribbon graph with the Poisson structure of the deformed loop gravity. For manifolds with boundaries, we need to specify the ribbon configurations on the boundaries for the ribbon graph depending on the boundary conditions and be careful on the gauge fixing procedure located at the boundaries for the corresponding fat graph. We leave it for future investigation.

With such an explicit relation, it follows that the observable algebra constructed in the Fock-Rosly phase space and the loop gravity phase space coincide. This relation builds a bridge between the LQG quantization approach and the combinatorial quantization approach at the classical level, while the complete relation at the quantum level remains to be explored.

### 2.5 The $\Lambda=0$ case: loop gravity

Finally, we end this chapter by considering the $\Lambda \rightarrow 0$ limit of the $q$-deformed loop gravity model developed above. To deserve the name of " $q$-deformation", one needs to recover
the standard 3D loop gravity structure. To this end, we first review the $\Lambda=0$ case of 3D gravity in the standard description in Subsection 2.5.1. It turns out that it can be rewritten in the Heisenberg double framework (Subsection 2.5.2) as we did in the $q$-deformed loop gravity but defined with a different $r$-matrix and a different group. This gives a unified construction of the discrete phase space for gravity with or without cosmological constant, and the $q$-deformed phase space is then really a deformed version of the standard loop gravity phase space. Conversely, one can also directly take the $\Lambda \rightarrow 0$ limit of the variables in the $q$-deformed loop gravity model to recover those in the flat case. We perform this analysis in Subsection 2.5.3. This can be seen as a consistency check to further confirm the notion of deformation. It will also be useful as a reference when we build the spinorial phase space in the next chapter.

### 2.5.1 The standard phase space for 3D loop gravity

The phase space for canonical 3D loop gravity encodes the basic geometrical degrees of freedom of a discretized 2D surface (see [71, 91] for a thorough and careful discretization). Considering an oriented graph $\Gamma$, the basic building block is a $T^{*} \mathrm{SU}(2) \cong \operatorname{ISU}(2)$ phase space associated to each link $e \in \Gamma$. For each oriented link, we define a group element $g_{e} \in \mathrm{SU}(2)$ along the link and a vector $\vec{x}_{e} \in \mathbb{R}^{3}$ thought of as living on the source node $s(e)$ of the link $e$, as illustrated on fig.2.9. We identify this vector with an $\mathfrak{s u}(2)$-Lie algebra valued element $x_{e}:=x_{e}^{a} \sigma^{a}$. The group element $g_{e}$ gives the holonomy of the $\mathrm{SU}(2)$ connection along the link while the vector $x_{e}$ is the discretized geometric flux transverse to that link, defined as the integrated triad along the edge of a 2D triangulation dual to the graph.

(a) Oriented graph $\Gamma$.


$$
\left(g_{e}, x_{e}\right) \in \mathrm{SU}(2) \times \mathfrak{s u}(2)
$$

(b) $T^{*} \mathrm{SU}(2)$ phase space on the link $e$.

$\mathcal{G}_{v}=\sum_{e \mid v=s(e)} x_{e}-\sum_{e \mid v=t(e)} \tilde{x}_{e}$
(c) Gauss constraint at a node $v$.

Figure 2.9: Holonomy-flux phase space for 3D loop gravity on a graph $\Gamma$.

Decomposing the flux vector on the Pauli matrix basis for Hermitian matrices, $x_{e}=$
$x_{e}^{a} \sigma^{a}(a=1,2,3)$, the $T^{*} \mathrm{SU}(2)$ symplectic structure is explicitly given by the Poisson brackets:

$$
\begin{equation*}
\left\{x_{e}^{a}, g_{e}\right\}=\frac{i}{2} \sigma^{a} g_{e}, \quad\left\{x_{e}^{a}, x_{e}^{b}\right\}=\epsilon^{a b c} x_{e}^{c}, \quad\left\{g_{e}, g_{e}\right\}=0 \tag{2.57}
\end{equation*}
$$

We also define the flux vector at the target node $t(e)$ by parallel transporting $x_{e}$ by the $\mathrm{SU}(2)$ holonomy $g_{e}, \tilde{x}_{e}=g_{e} \triangleright x_{e}=g_{e}^{-1} x_{e} g_{e}$, satisfying flipped $\mathfrak{s u}(2)$ algebra Poisson brackets:

$$
\begin{equation*}
\left\{x_{e}^{a}, \tilde{x}_{e}^{b}\right\}=0, \quad\left\{\tilde{x}_{e}^{a}, g_{e}\right\}=\frac{i}{2} g_{e} \sigma^{a}, \quad\left\{\tilde{x}_{e}^{a}, \tilde{x}_{e}^{b}\right\}=-\epsilon^{a b c} \tilde{x}_{e}^{c} \tag{2.58}
\end{equation*}
$$

We now consider the graph $\Gamma$ with $E$ links. The loop gravity phase space on $\Gamma$ is defined by considering the collection of the independent $T^{*} \mathrm{SU}(2)$ phase spaces living on each link $e \in \Gamma$ and coupling them at the graph nodes by a Gauss constraint. At each node $v \in \Gamma$,

$$
\begin{equation*}
\mathcal{G}_{v}^{a}=\sum_{e \mid v=s(e)} x_{e}^{a}-\sum_{e \mid v=t(e)} \tilde{x}_{e}^{a} \simeq 0 . \tag{2.59}
\end{equation*}
$$

Imposing $\overrightarrow{\mathcal{G}_{v}}=\overrightarrow{0}$ amounts to requiring that the incoming flux at the node $v$ equals the outgoing flux. This Gauss constraint generates the gauge invariance under $\mathrm{SU}(2)$ transformations around the node:

$$
\begin{equation*}
\left\{\mathcal{G}^{a}, \mathcal{G}^{b}\right\}=\epsilon^{a b c} \mathcal{G}^{c}, \quad \forall e\left|v=s(e), \quad\left\{\mathcal{G}^{a}, x_{e}^{b}\right\}=\epsilon^{a b c} x_{e}^{c}, ~ 子 \quad \forall e\right| v=t(e), \quad\left\{\mathcal{G}^{a}, \tilde{x}_{e}^{b}\right\}=\epsilon^{a b c} \tilde{x}_{e}^{c} . \tag{2.60}
\end{equation*}
$$

The symplectic quotient of the product of the link phase spaces $T^{*} \mathrm{SU}(2)^{E}$ by the Gauss constraint defines the kinematical phase space of 3D loop gravity on the graph $\Gamma$. In the context of loop gravity in $3+1$ dimensions, this holonomy-flux phase space is interpreted as discrete three-dimensional twisted geometries [108] (see also [78, 109, 100]). Here, in 3D space-time dimensions, these are meant to represent 2D discrete geometries. This becomes explicit once we impose the Hamiltonian constraints for 3D loop quantum gravity, implemented as flatness constraints for the $\mathrm{SU}(2)$ holonomies around loops of the graph, which implies that we can reconstruct a 2 D geometric triangulation dual to the graph (see e.g. [43, 44, 38]).

### 2.5.2 Poincaré group as a Heisenberg double

In fact, the Poincaré group as a phase space can also be written as a Heisenberg double, which was not realized until the work of [40] (see also [77]). This allows us to view the
loop gravity phase space as the $\Lambda \rightarrow 0$ limit of that of the $q$-deformed loop gravity in the same framework. Indeed, when $\kappa=0$, the Lie brackets (2.29) for $\rho^{a}$ vanish hence the Lie algebra for the fluxes becomes $\mathbb{R}^{3}$ and the group of the phase space becomes the Poincaré group $\operatorname{ISU}(2)=\mathrm{SU}(2) \ltimes \mathbb{R}^{3}$. In this subsection, we will see that considering the Poincaré group as a Heisenberg double, the Poisson structure of $\operatorname{ISU}(2)$ is encoded in the $r$-matrix given as the tensor product of the generators of $\operatorname{SU}(2)$ and $\mathbb{R}^{3}$ (see e.g. [3, 135]).

We start by representing Poincaré group elements $(g, x) \in \mathrm{SU}(2) \times \mathbb{R}^{3}$ in terms of $4 \times$ 4 matrices written as $2 \times 2$ block matrices ${ }^{12}$ :

$$
(g, x)=\left(\begin{array}{c|c}
g & i x g  \tag{2.61}\\
\hline 0 & g
\end{array}\right)
$$

where $g \in \mathrm{SU}(2)$ is represented in its fundamental representation as a $2 \times 2$ unitary matrix and $x=\vec{x} \cdot \vec{\sigma} \in \mathfrak{s u}(2)$ is represented as a $2 \times 2$ traceless Hermitian matrix. For $x \neq 0$, the expression $x g$ is the polar decomposition of an arbitrary $2 \times 2$ invertible complex matrix. These provide a representation of the Poincaré group multiplication:

$$
\begin{align*}
&\left(g_{1}, x_{1}\right)\left(g_{2}, x_{2}\right)=\left(\begin{array}{c|c}
g_{1} & i x_{1} g_{1} \\
\hline 0 & g_{1}
\end{array}\right)\left(\begin{array}{c|c}
g_{2} & i x_{2} g_{2} \\
\hline 0 & g_{2}
\end{array}\right) \\
&=\left(\begin{array}{c|c}
g_{1} g_{2} & i\left(x_{1}+g_{1} x_{2} g_{1}^{-1}\right) g_{1} g_{2} \\
\hline 0 & g_{1} g_{2}
\end{array}\right)=\left(g_{1} g_{2}, x_{1}+g_{1} x_{2} g_{1}^{-1}\right) . \tag{2.63}
\end{align*}
$$

Each Poincaré group element admits a unique decomposition as the product of a translation and a rotation:

$$
\begin{align*}
&(g, x)=\left(\begin{array}{c|c}
g & i x g \\
\hline 0 & g
\end{array}\right)=\left(\begin{array}{c|c}
\mathbb{0} & i x \\
\hline 0 & \mathbb{\square}
\end{array}\right)\left(\begin{array}{c|c}
g & 0 \\
\hline 0 & g
\end{array}\right)=(\mathbb{\square}, x)(g, 0)=\ell u \\
& \text { with } \ell=(\mathbb{0}, x) \text { and } u=(g, 0) . \tag{2.64}
\end{align*}
$$

[^18]The generators of the Poincaré Lie algebra are the $J^{a}$ 's for the $\mathrm{SU}(2)$ subgroup and $E^{a}$ for the $\mathfrak{s u}(2)$ subgroup :

$$
\begin{align*}
& J^{a}=\frac{1}{2}\left(\begin{array}{c|c}
\sigma^{a} & 0 \\
\hline 0 & \sigma^{a}
\end{array}\right), \quad u=e^{i v^{a} J^{a}}=\left(\begin{array}{c|c}
g & 0 \\
\hline 0 & g
\end{array}\right) \text { with } g=e^{\frac{i}{2} v^{a} \sigma^{a}},  \tag{2.65}\\
& E^{a}=\left(\begin{array}{c|c}
0 & \sigma^{a} \\
\hline 0 & 0
\end{array}\right), \quad E^{a} E^{b}=0, \forall a, b, \quad \ell=e^{i x^{a} E^{a}}=\square+i x^{a} E^{a}=\left(\begin{array}{c|c}
\square & i x \\
\hline 0 & \mathbb{\square}
\end{array}\right), \tag{2.66}
\end{align*}
$$

which satisfies the Poincaré algebra commutators:

$$
\begin{equation*}
\left[J^{a}, J^{b}\right]=i \epsilon^{a b c} J^{c}, \quad\left[J^{a}, E^{b}\right]=i \epsilon^{a b c} E^{c}, \quad\left[E^{a}, E^{b}\right]=0 \tag{2.67}
\end{equation*}
$$

Provided with the bilinear form on the Lie algebra $\mathfrak{i s u}(2)$ spanned by the $E^{a}$ and $J^{a}$,

$$
\mathcal{B}(M, N):=\operatorname{Tr}\left[M N\left(\begin{array}{l|l}
0 & 0  \tag{2.68}\\
\hline \mathbb{\square} & 0
\end{array}\right)\right], \quad \forall M, N \in \mathfrak{i s u}(2),
$$

which defines a pairing between the rotation and translation generators, $\mathcal{B}\left(E^{a}, J^{b}\right)=\delta^{a b}$, $\mathcal{B}\left(E^{a}, E^{b}\right)=\mathcal{B}\left(J^{a}, J^{b}\right)=0$, the Heisenberg double structure defines a $r$-matrix:

$$
\begin{equation*}
r=\sum_{a} J^{a} \otimes E^{a}, \quad r_{21}=\sum_{a} E^{a} \otimes J^{a} \tag{2.69}
\end{equation*}
$$

which naturally satisfies the classical Yang-Baxter equation [77].
Moreover, this $r$-matrix defines a Poisson bracket on the Poincaré group ISU(2) endowing it with a phase space structure:

$$
\begin{equation*}
\left\{\ell_{1}, \ell_{2}\right\}=-\left[r_{21}, \ell_{1} \ell_{2}\right], \quad\left\{u_{1}, u_{2}\right\}=-\left[r, u_{1} u_{2}\right], \quad\left\{\ell_{1}, u_{2}\right\}=-\ell_{1} r_{21} u_{2}, \quad\left\{u_{1}, \ell_{2}\right\}=\ell_{2} r u_{1} \tag{2.70}
\end{equation*}
$$

which takes exactly the same form as (2.35). It can also be directly written in a compact form as a Poisson bracket for an arbitrary Poincaré group element :

$$
\begin{equation*}
d \equiv(g, x)=\ell u, \quad\left\{d_{1}, d_{2}\right\}=r d_{1} d_{2}-d_{1} d_{2} r_{21} \tag{2.71}
\end{equation*}
$$

which reproduces the form of (2.34). Explicitly computing the Poisson brackets between $\ell$ and $u$ leads back to the $T^{*} \mathrm{SU}(2)$ brackets of the 3D loop gravity phase space structure for the variables on a link:

$$
\begin{equation*}
\{g, g\}=0, \quad\left\{x^{a}, g\right\}=\frac{i}{2} \sigma^{a} g, \quad\left\{x^{a}, x^{b}\right\}=\epsilon^{a b c} x^{c} \tag{2.72}
\end{equation*}
$$

as was given in (2.57). In particular, it is interesting that the Poisson bracket $\left\{u_{1}, u_{2}\right\}$ vanishes because $u \otimes u$ commutes with $r$ for $u \in \mathrm{SU}(2)$. We have seen that this Poisson bracket becomes non-trivial in the deformed case accounting for a non-vanishing cosmological constant.

We now want to get the Poisson bracket for the target flux $\tilde{x}$. We assume that the parallel transport equation along the link amounts to switching the decomposition as follows.

$$
\begin{equation*}
d=(g, x)=(\mathbb{0}, x)(g, 0)=(g, 0)(\mathbb{0}, \tilde{x}) . \tag{2.73}
\end{equation*}
$$

Then decomposing the Poincaré group element $d=\tilde{u} \tilde{\ell}$ with actually $\tilde{u}=u \equiv(g, 0)$ gives similar Poisson brackets:

$$
\begin{equation*}
\left\{\tilde{\ell}_{1}, \tilde{\ell}_{2}\right\}=\left[r_{21}, \tilde{\ell}_{1} \tilde{\ell}_{2}\right], \quad\left\{\tilde{\ell}_{1}, \tilde{u}_{2}\right\}=-\tilde{u}_{2} r_{21} \tilde{\ell}_{1}, \quad\left\{\tilde{u}_{1}, \tilde{\ell}_{2}\right\}=\tilde{u}_{1} r \tilde{\ell}_{2}, \quad\left\{\tilde{u}_{1}, \tilde{u}_{2}\right\}=\left[r, \tilde{u}_{1} \tilde{u}_{2}\right] \tag{2.74}
\end{equation*}
$$

which leads to the switched $T^{*} \mathrm{SU}(2)$ brackets for $\tilde{g}=g$ and $\tilde{x}$ :

$$
\begin{equation*}
\{g, g\}=0, \quad\left\{\tilde{x}^{a}, g\right\}=\frac{i}{2} g \sigma^{a}, \quad\left\{\tilde{x}^{a}, \tilde{x}^{b}\right\}=-\epsilon^{a b c} \tilde{x}^{c} \tag{2.75}
\end{equation*}
$$

where we recognize (2.36). (2.73) can be graphically represented flatnss constraint for a ribbon as shown in fig.2.10.


Figure 2.10: The ribbon graph for loop gravity with $\ell, \tilde{\ell} \in \mathfrak{s u}(2)$ and $u=u t \in \mathrm{SU}(2)$. The ribbon constraint can be written as $\ell u \tilde{\ell}^{-1} \tilde{u}^{-1}$, hence in the same form of the $q$-deformed case.

This allows us to reformulate the Poisson bracket for the $\operatorname{ISU}(2)$ holonomy $d=(g, x)$ going along the ribbon in terms of the $r$-matrix for the Poincaré group seen as a Heisenberg double hence establishing that the $q$-deformed loop gravity structure is really a $q$-deformed loop gravity.

### 2.5.3 $\kappa \rightarrow 0$ limit of the deformed flux vectors

One can also take the $\kappa \rightarrow 0$ limit of the $q$-deformed variables $\vec{X}$ defined in (2.40) and likewise for $\overrightarrow{\tilde{X}}$, which would recover the flat flux vectors $\vec{x}$ and $\overrightarrow{\tilde{x}}$ and the Poisson brackets (2.35) and (2.36) would recover (2.57) and (2.58). We now establish these.

Recall that

$$
\left\lvert\, \begin{array}{l|l}
X^{0}=\frac{1}{2 \kappa}\left(\lambda^{2}+\lambda^{-2}+|z|^{2}\right)  \tag{2.76}\\
X^{1}=-\frac{1}{2 \kappa} \lambda(z+\bar{z}) \\
X^{2}=-\frac{i}{2 \kappa} \lambda(\bar{z}-z) \\
X^{3}=-\frac{1}{2 \kappa}\left(\lambda^{2}-\lambda^{-2}-|z|^{2}\right)
\end{array}\right., \quad, \quad \begin{aligned}
& \tilde{X}^{0}=\frac{1}{2 \kappa}\left(\tilde{\lambda}^{2}+\tilde{\lambda}^{-2}+|\tilde{z}|^{2}\right) \\
& \tilde{X}^{1}=-\frac{1}{2 \kappa} \tilde{\lambda}(\tilde{z}+\overline{\tilde{z}}) \\
& \tilde{X}^{2}=-\frac{i}{2 \kappa} \tilde{\lambda}(\overline{\tilde{z}}-\tilde{z}) \\
& \tilde{X}^{3}=-\frac{1}{2 \kappa}\left(\tilde{\lambda}^{2}-\tilde{\lambda}^{-2}-|\tilde{z}|^{2}\right)
\end{aligned} .
$$

We first write the Poisson brackets (2.35), (2.36) and (2.38) explicitly in terms of the deformed flux vectors $X^{\mu}$ and $\tilde{X}^{\mu}$ :

$$
\begin{aligned}
& \left\lvert\, \begin{array}{l|l}
\left\{X^{a}, X^{b}\right\}=\epsilon_{a b c} \kappa\left(X^{0}-X^{3}\right) X^{c}, & \left\{\tilde{X}^{a}, \tilde{X}^{b}\right\}=-\epsilon_{a b c} \kappa\left(\tilde{X}^{0}-\tilde{X}^{3}\right) \tilde{X}^{c} \\
\left\{X^{1}, \tilde{u}\right\}=\frac{i}{2} \kappa\left(X^{0}-X^{3}\right) \sigma^{1} \tilde{u}, & \left\{\tilde{X}^{1}, \tilde{u}\right\}=\frac{i}{2} \kappa\left(\tilde{X}^{0}-\tilde{X}^{3}\right) \tilde{u} \sigma^{1} \\
\left\{X^{2}, \tilde{u}\right\}=\frac{i}{2} \kappa\left(X^{0}-X^{3}\right) \sigma^{2} \tilde{u}, & \left\{\tilde{X}^{2}, \tilde{u}\right\}=\frac{i}{2} \kappa\left(\tilde{X}^{0}-\tilde{X}^{3}\right) \tilde{u} \sigma^{2} \\
\left\{X^{3}+X^{0}, \tilde{u}\right\}=\frac{i}{2} \kappa\left(X^{0}-X^{3}\right) \sigma^{3} \tilde{u}, & \left\{\tilde{X}^{3}+\tilde{X}^{0}, \tilde{u}\right\}=\frac{i}{2} \kappa\left(\tilde{X}^{0}-\tilde{X}^{3}\right) \tilde{u} \sigma^{3}, \\
\left\{X^{0}, X^{a}\right\}=\left\{\tilde{X}^{0}, \tilde{X}^{a}\right\}=\left\{X^{a}, \tilde{X}^{b}\right\}=0 .
\end{array}\right.
\end{aligned}
$$

The difference with the standard flat holonomy-flux brackets of the $T^{*} \mathrm{SU}(2)$ phase space, given in (2.57) and (2.58), are the rescaling factors $\lambda^{2}=\kappa\left(X^{0}-X^{3}\right)$ and $\tilde{\lambda}^{2}=\kappa\left(\tilde{X}^{0}-\tilde{X}^{3}\right)$. The flat limit $\kappa \rightarrow 0$ is an inhomogeneous scaling of the flux 4 -vector. As $\kappa$ is sent to 0 , the hyperboloid $X_{0}^{2}-\vec{X}^{2}=\kappa^{-2}$ becomes the flat $\mathbb{R}^{3}$ space, with the inhomogeneous limit $\kappa X^{0} \rightarrow 1$, with $X^{0} \sim \kappa^{-1}$ sent to $+\infty$, while the 3 D flux vector $X^{a}$ remains finite. This actually sends the $\mathrm{SL}(2, \mathbb{C})$ Poisson brackets written above to the $T^{*} \mathrm{SU}(2)$ Poisson brackets of the standard "flat" loop gravity, given in (2.57) and (2.58).

To avoid the subtleties of the inhomogeneous re-scaling limit, we can take the Euler parametrization of the $\mathrm{AN}(2)$ fluxes in terms of the $\mathrm{AN}(2)$ generators [40, 77]:
$\ell=e^{-j^{3} \rho^{3}} e^{-j^{1} \rho^{1}} e^{-j^{2} \rho^{2}}, \quad \lambda=e^{-\frac{\kappa}{2} j^{3}}, \quad z=-\kappa e^{\frac{\kappa}{2} j^{3}}\left(j^{1}+i j^{2}\right)=-e^{\frac{\kappa}{2} j^{3}} \kappa j^{+}, \quad \bar{z}=-e^{\frac{\kappa}{2} j^{3}} \kappa j^{-}$,
where $j^{a} \in \mathbb{R}^{3}$ is an arbitrary 3 -vector. The flat limit $\kappa \rightarrow 0$ is taken keeping the 3 -vector $j^{a}$ finite:

$$
\left\lvert\, \begin{array}{l|l}
\kappa X^{0}=\cosh \kappa j^{3}+\frac{\kappa^{2}}{2} e^{\kappa j^{3}} j^{+} j^{-} \xrightarrow{\kappa \rightarrow 0} 1, & X^{1}=j^{1},  \tag{2.79}\\
X^{3}=\frac{\sinh \kappa j^{3}}{\kappa}-\frac{\kappa}{2} e^{\kappa j^{3}} j^{+} j^{-} \xrightarrow{\kappa \rightarrow 0} j^{3}, & X^{2}=j^{2} .
\end{array}\right.
$$

Similarly defining the 3 -vector $\tilde{j}^{a}$ for the target flux $\tilde{\ell}$, we recover the $T^{*} \operatorname{SU}(2)$ Poisson brackets (2.57) and (2.58) of flat loop gravity in the limit $\kappa \rightarrow 0$ :

$$
\begin{array}{lll}
\left\{j^{a}, j^{b}\right\} \rightarrow \epsilon_{a b c} j^{c}, & \left\{j^{a}, \tilde{u}\right\} \rightarrow \frac{i}{2} \sigma^{a} \tilde{u}, & \{\tilde{u}, \tilde{u}\} \rightarrow 0 \\
\left\{\tilde{j}^{a}, \tilde{j}^{b}\right\} \rightarrow-\epsilon_{a b c} \tilde{j}^{c}, & \left\{\tilde{j}^{a}, \tilde{u}\right\} \rightarrow \frac{i}{2} \tilde{u} \sigma^{a}, & \left\{j^{a}, \tilde{j}\right\}=0 . \tag{2.80}
\end{array}
$$

Reciprocally, the $\operatorname{SL}(2, \mathbb{C})$ Poisson brackets (2.77) define the curved deformation of the $T^{*} \mathrm{SU}(2)$ Poisson brackets extending them to take into account a non-vanishing cosmological constant. This establishes that the $q$-deformed loop gravity phase space variables and the Poisson structures are the deformations of the Poincaré phase space counterpart, with the deformation parameter determined by the value of the cosmological constant.

To summarize, we have reviewed in this section the loop gravity phase space with $\Lambda=0$ in terms of the holonomy and flux vectors. As we will start introducing the notion of spinors in the next chapter from the flat case, the holonomy-flux algebra described here serves as a reference to justify the construction of spinors. We have also related the loop gravity phase space to the $q$-deformed phase space illustrated in Section 2.3 in two ways - firstly by reformulating the loop gravity phase space in the Heisenberg double framework and secondly by taking the $\kappa \rightarrow 0$ limit of the phase space variables in the $q$-deformed phase space to recover the holonomy and flux vectors in the loop gravity phase space. A unified description of the phase space for $\Lambda=0$ and $\Lambda \neq 0$ cases could be useful for building the relation to the Chern-Simons quantization in a more systematic manner, which is left for future investigation. This construction can also be generalized to 4D gravity. This has been initiated in recent works [121, 117], where the Drinfeld double was generalized to the notion of 2-Drinfeld double in terms of 2-groups.

## Chapter 3

## Spinorial representation for loop gravity

We described in the previous chapter the loop gravity phase space using the holonomy-flux variables in the flat $(\Lambda=0)$ case and the $q$-deformed case with the corresponding deformed variables. These phase spaces can be equivalently represented by the (deformed) $\mathrm{SU}(2)$ covariant spinors. A spinor is a pair of complex variables transforming covariantly under $\mathrm{SU}(2)$. They live on the half-links of the lattice and thus will make it easier to construct local, gauge-invariant quantities, i.e. observables. Note that these spinors do not encode matter degrees of freedom, they are just a different parametrization of the phase-space. There were initially introduced in the LQG formalism as a different parametrization of the $T^{*} \operatorname{SU}(2)$ phase space $[118,98,99,142,44,75,74]$. The benefits of using spinors will be fully revealed at the quantum level, which we will explore in Chapter 7.

In this chapter, we intend to construct the deformed spinors which provide an alternative parametrization of the deformed holonomy-flux phase space, which will allow us to construct the (deformed) notion of observables for this setup. We start by introducing spinors in the flat case in Section 3.1, which reproduce the holonomy-flux phase space for $\Lambda=0$. We then perform a $\kappa$-deformation on these spinors, which is helpful to recover the AN(2) parametrization, e.g. $z, \lambda$ in (2.27). However, these deformed versions of spinors are not covariant under $\mathrm{SU}(2)$. We are then led to further deform them to be the $\mathrm{SU}(2)$ covariant ones. These $\mathrm{SU}(2)$-covariant spinors are the key objects we will use to construct the quantum theory. Their definitions are in fact highly hinted by the quantum spinors $[33,148]$ which will be clear when we introduce them in Chapter 5.

### 3.1 Spinors as geometrical objects

In this section, we review the definition of spinors and use it to construct the spinorial phase space of loop gravity, which is isomorphic to the holonomy-flux phase space described in Section 2.5.

Let us introduce the spinor components $\zeta_{A} \in \mathbb{C}\left(A= \pm \frac{1}{2}\right)$ and their complex conjugate $\bar{\zeta}_{A}$ where the subscripts are denoted as $\pm$ for short. (The same subscript notation will be used for the deformed spinors and their quantizations.) Then a spinor is defined as

$$
|\zeta\rangle:=\binom{\zeta_{-}}{\zeta_{+}}, \quad\langle\zeta|:=\left(\begin{array}{ll}
\bar{\zeta}_{-}, & \bar{\zeta}_{+} \tag{3.1}
\end{array}\right) .
$$

We also introduce the dual spinor by a dual map $\varsigma$

$$
\mid \zeta] \equiv|\varsigma \zeta\rangle:=\left(\begin{array}{cc}
0 & -1  \tag{3.2}\\
1 & 0
\end{array}\right)|\bar{\zeta}\rangle=\binom{-\bar{\zeta}_{+}}{\bar{\zeta}_{-}}, \quad\left[\zeta \mid \equiv\langle\varsigma \zeta|:=\langle\bar{\zeta}|\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)=\left(\begin{array}{ll}
-\zeta_{+}, & \zeta_{-}
\end{array}\right) .\right.
$$

A spinor and its corresponding dual spinor share the same norm, which we denote as $N=\langle\zeta \mid \zeta\rangle=[\zeta \mid \zeta]=N_{-}+N_{+} \equiv \zeta_{-} \bar{\zeta}_{-}+\zeta_{+} \bar{\zeta}_{+}$. A spinor transforms covariantly under the $\mathrm{SU}(2)$ action $|\zeta\rangle \rightarrow g|\zeta\rangle(g \in \mathrm{SU}(2))$ in the fundamental representation of $\mathrm{SU}(2)$. Thus the $\mathrm{SU}(2)$-, hence $\mathrm{SL}(2, \mathbb{C})$ - by complexification, invariant objects can be naturally formed by the inner product of two spinors, say $|\zeta\rangle$ (or $\mid \zeta]$ ) and $|\gamma\rangle$ (or $\mid \gamma]$ )

$$
\begin{equation*}
\langle\gamma \mid \zeta\rangle=[\zeta \mid \gamma]=\sum_{A= \pm 1 / 2} \bar{\gamma}_{A} \zeta_{A}, \quad\left[\gamma|\zeta\rangle=-\gamma_{+} \zeta_{-}+\gamma_{-} \zeta_{+}, \quad\langle\gamma| \zeta\right]=-\bar{\gamma}_{-} \bar{\zeta}_{+}+\bar{\gamma}_{+} \bar{\zeta}_{-} . \tag{3.3}
\end{equation*}
$$

$\mid \zeta]$ is dual to $|\zeta\rangle$ in the sense that they are orthogonal via the inner product, i.e. $[\zeta|\zeta\rangle \equiv 0$.
Now we want to use some copies of these spinors to reconstruct the loop gravity phase space structure for one link. Consider a pair of spinors $\{|\zeta\rangle,|\tilde{\zeta}\rangle\}$, whose components are provided with the Poisson brackets

$$
\begin{equation*}
\left\{\zeta_{A}, \bar{\zeta}_{B}\right\}=\left\{\tilde{\zeta}_{A}, \overline{\tilde{\zeta}}_{B}\right\}=-i \delta_{A B}, \quad A, B= \pm 1 / 2 \tag{3.4}
\end{equation*}
$$

and all the non-tilde spinors commute with the tilde spinors. As for the non-tilde spinors, we denote the norm $\tilde{\zeta}_{A} \bar{\zeta}_{A}$ of $\tilde{\zeta}_{A}$ as $\tilde{N}_{A}$ and $\tilde{N}=\tilde{N}_{-}+\tilde{N}_{+}=\langle\tilde{\zeta} \mid \tilde{\zeta}\rangle=[\tilde{\zeta} \mid \tilde{\zeta}]$. We assign this pair of spinors on a link as in fig.3.1.


Figure 3.1: The spinors associated to a link $e$ and related by parallel transport by an $\mathrm{SU}(2)$ group element $g_{e}^{-1}$. The non-tilde spinor $\left|\zeta_{e}\right\rangle$ is assigned to the source of the link and the tilde spinor $\mid \tilde{\zeta}]$ is assigned to the target of the link.

This pair of spinors reproduce the holonomy and flux $(g, \vec{x}) \in \mathrm{SU}(2) \ltimes \mathbb{R}^{3}$ (or equivalently $\left.(g, \overrightarrow{\tilde{x}}) \in \mathrm{SU}(2) \ltimes \mathbb{R}^{3}\right)$ in the flat case as follows. We introduce the Hermitian matrices $\mathbf{x}:=|\zeta\rangle\langle\zeta|$ and $\tilde{\mathbf{x}}:=|\tilde{\zeta}\rangle\langle\tilde{\zeta}|$, then project them onto the identity and the Pauli matrices

$$
\begin{align*}
|\zeta\rangle\langle\zeta|=x_{0} \square-\vec{x} \cdot \vec{\sigma} \quad \text { with } \quad x_{0} \equiv|\vec{x}| \equiv \frac{1}{2}\langle\zeta \mid \zeta\rangle, & \vec{x} \\
\mid \tilde{\zeta}]\left[\tilde{\zeta} \mid=\tilde{x}_{0} \rrbracket-\overrightarrow{\tilde{x}} \cdot \vec{\sigma}\left\langle\quad \text { with } \quad \tilde{x}_{0} \equiv\right| \overrightarrow{\tilde{x}} \left\lvert\, \equiv \frac{1}{2}[\tilde{\zeta}|\tilde{\zeta}| \bar{\zeta}]\right.,\right. & \overrightarrow{\vec{x}} \quad \equiv \frac{1}{2}[\tilde{\zeta}|\vec{\sigma}| \tilde{\zeta}] \in \mathbb{R}^{3}, \tag{3.5}
\end{align*}
$$

where $|\vec{x}|$ (resp. $|\overrightarrow{\tilde{x}}|)$ is the norm of the vector $\vec{x}$ (resp. $\overrightarrow{\tilde{x}}$ ). The vectors $\vec{x}$ and $\overrightarrow{\tilde{x}}$ are the flux vectors we introduced in the holonomy-flux representation.

We now relate the non-tilde spinor variables and the tilde spinor variables by an $\mathrm{SU}(2)$ action

$$
\begin{equation*}
\left.\left.g^{-1}|\zeta\rangle=\mid \tilde{\zeta}\right], \quad g^{-1} \mid \zeta\right]=-|\tilde{\zeta}\rangle, \quad g \in \mathrm{SU}(2) . \tag{3.6}
\end{equation*}
$$

The first relation is illustrated in fig.3.1. Then one can deduce that the matrices $\mathbf{x}$ and $\tilde{\mathbf{x}}$ are related by an $\mathrm{SU}(2)$ adjoint action: $\tilde{\mathbf{x}}=g^{-1} \mathbf{x} g$. (3.6) determines the $\mathrm{SU}(2)$ group element $g$ uniquely to be ${ }^{1}$

$$
\begin{equation*}
g=\frac{|\zeta\rangle[\tilde{\zeta}|-| \zeta]\langle\tilde{\zeta}|}{\sqrt{\langle\zeta \mid \zeta\rangle\langle\tilde{\zeta} \mid \tilde{\zeta}\rangle}} \tag{3.7}
\end{equation*}
$$

which is the reconstruction of the holonomy in the loop gravity phase space. (3.7) also implies that the spinors $|\zeta\rangle$ and $|\tilde{\zeta}\rangle$ satisfy a norm matching constraint

$$
\begin{equation*}
\mathcal{N}:=\langle\zeta \mid \zeta\rangle-\langle\tilde{\zeta} \mid \tilde{\zeta}\rangle, \tag{3.8}
\end{equation*}
$$

which generates a $\mathrm{U}(1)$ transformation on spinors $\{\mathcal{N},|\zeta\rangle\}=i|\zeta\rangle,\{\mathcal{N},|\tilde{\zeta}\rangle\}=-i|\tilde{\zeta}\rangle$. The finite gauge transformation reads

$$
\begin{equation*}
|\zeta\rangle \xrightarrow{\mathrm{U}(1)} e^{i \theta}|\zeta\rangle, \quad|\tilde{\zeta}\rangle \xrightarrow{\mathrm{U}(1)} e^{-i \theta}|\tilde{\zeta}\rangle, \quad\langle\zeta| \xrightarrow{\mathrm{U}(1)} e^{-i \theta}\langle\zeta|, \quad\langle\tilde{\zeta}| \xrightarrow{\mathrm{U}(1)} e^{i \theta}\langle\tilde{\zeta}| . \tag{3.9}
\end{equation*}
$$

[^19]One can not only reproduce the holonomy and flux variables, but also the Poisson brackets between them. Using (3.4), the variables $(\vec{x}, g)$ (or equivalently $(\overrightarrow{\tilde{x}}, g)$ ) defined in (3.5) and (3.7) indeed satisfy

$$
\begin{array}{lll}
\left\{x^{a}, g\right\}=\frac{i}{2} \sigma^{a} g, & \left\{x^{a}, x^{b}\right\}=\epsilon^{a b c} x^{c}, & \{g, g\} \stackrel{\mathcal{N}=0}{=} 0  \tag{3.10}\\
\left\{\tilde{x}^{a}, g\right\}=\frac{i}{2} g \sigma^{a}, & \left\{\tilde{x}^{a}, \tilde{x}^{b}\right\}=-\epsilon^{a b c} \tilde{x}^{c}, & \left\{x^{a}, \tilde{x}^{b}\right\}=0
\end{array}
$$

which are the Poisson structure of the loop gravity phase space with $\Lambda=0$, i.e. the $T^{*} \mathrm{SU}(2)$ phase space described in Section 2.5. Note that $(x, g)$ are invariant under the $\mathrm{U}(1)$ transformation (3.9), thus the loop gravity phase space can be reconstructed completely as a symplectic reduction of the spinor phase space $\mathbb{C}^{2} \times \mathbb{C}^{2}$ :

$$
\begin{equation*}
T^{*} \mathrm{SU}(2) \backslash\{|\vec{x}|=0\}=\mathbb{C}^{2} \times \mathbb{C}^{2} \backslash\{\langle\zeta \mid \zeta\rangle=0,\langle\tilde{\zeta} \mid \tilde{\zeta}\rangle=0\} / / \mathrm{U}(1) \tag{3.11}
\end{equation*}
$$

Let us now consider an oriented graph $\Gamma$ with E links and V nodes. For each link $e$, we assign a non-tilde spinors $\left|\zeta_{e}\right\rangle$ to its source node $s(e)$ and a tilde spinors $\left.\mid \tilde{\zeta}_{e}\right]$ to its target node $t(e)$. They are related by an $\mathrm{SU}(2)$ action thus satisfy the norm matching constraint

$$
\begin{equation*}
\left.g_{e}^{-1}\left|\zeta_{e}\right\rangle=\mid \tilde{\zeta}_{e}\right], \quad\left\langle\zeta_{e} \mid \zeta_{e}\right\rangle=\left[\tilde{\zeta}_{e} \mid \tilde{\zeta}_{e}\right] \tag{3.12}
\end{equation*}
$$

$g_{e}$ 's can be viewed as an assignment to the links. The kinematical phase space of $\Gamma$ is defined as the collection of $\left(\zeta_{e}, \tilde{\zeta}_{e}\right) \in \mathbb{C}^{2} \times \mathbb{C}^{2}$ for each link imposing the closure constraints $\overrightarrow{\mathcal{C}_{v}}$ for each node:

$$
\begin{equation*}
\overrightarrow{\mathcal{C}_{v}}=\sum_{e \mid v=s(e)}\left\langle\zeta_{e}\right| \vec{\sigma}\left|\zeta_{e}\right\rangle-\sum_{e \mid v=t(e)}\left[\tilde{\zeta}_{e}|\vec{\sigma}| \tilde{\zeta}_{e}\right] \tag{3.13}
\end{equation*}
$$

The phase space defined with spinors allows us to have a $\mathrm{U}(n)$ reformulation of LQG after quantization [98, 99, 50]. The essential idea, from the geometrical point of view, is to change the building blocks from degrees of freedom on links (which are holonomies or fluxes) to those on nodes (which are spinors). For each ( $n$-valent) node $v$, we define an $n \times n$ symmetric matrix $\mathbf{E}$ and two $n \times n$ asymmetric matrices $\mathbf{F}$ and $\mathbf{G}$ with complex entries representing the correlation of spinors associated to different half-links incident to the same node. (we will use the Latin indices $i, j, k, l$ in the subscript to label the legs of the node):

$$
\begin{array}{ll}
E_{i j}=\left\langle\zeta_{i} \mid \zeta_{j}\right\rangle, & E_{j i}=\bar{E}_{i j} \\
F_{i j}=\left[\zeta_{i}\left|\zeta_{j}\right\rangle,\right. & F_{j i}=-F_{i j}  \tag{3.14}\\
\left.G_{i j}=\bar{F}_{i j} \equiv\left\langle\zeta_{j}\right| \zeta_{i}\right], & G_{j i}=-G_{i j}
\end{array}
$$

where the bar denotes the complex conjugate. These $\operatorname{SU}(2)$ observables form a closed algebra. With no loss of generality, consider that all the links incident to the node $v$ are outgoing, then the Poisson brackets of the components read

$$
\begin{align*}
& \left\{E_{i j}, E_{k l}\right\}=i\left(\delta_{i l} E_{k j}-\delta_{j k} E_{i l}\right), \quad\left\{E_{i j}, F_{k l}\right\}=i\left(\delta_{i l} F_{j k}-\delta_{i k} F_{j l}\right) \\
& \left\{E_{i j}, G_{k l}\right\}=i\left(\delta_{j l} G_{i k}-\delta_{j k} G_{i l}\right), \quad\left\{F_{i j}, F_{k l}\right\}=0, \quad\left\{G_{i j}, G_{k l}\right\}=0  \tag{3.15}\\
& \left\{F_{i j}, G_{k l}\right\}=i\left(\delta_{i k} E_{l j}-\delta_{i l} E_{k j}+\delta_{j l} E_{k i}-\delta_{j k} E_{l i}\right)
\end{align*}
$$

It can be seen from the first Poisson bracket that the components of the matrix $\mathbf{E}$ form a $\mathfrak{u}(n)$ Poisson algebra and the components of $\mathbf{E}, \mathbf{F}, \mathbf{G}$ together form a $\mathfrak{s o}^{*}(2 n)$ Poisson algebra [120]. We will use the spinors defined in this subsection to define a spinfoam model for 3D quantum gravity with $\Lambda=0$ in Chapter 7 whose building blocks capture the conformal geometries, different from the standard spinfoam model. On the other hand, to recover the $q$-deformed loop gravity phase space, one needs to deform the spinors and their Poisson brackets (3.4). We will describe below how this deformation is performed, which also lead to the deformation of the algebras (3.15).

## $3.2 \quad q$-deformed spinors

We aim to find the spinors that transform covariantly under the $\mathrm{SU}(2)$ gauge transformation (2.45) (or (2.47)) in the $q$-deformed phase space. To this end, one needs to start from the correct spinor variables. Indeed, the spinor variables $\zeta_{A}$ and $\tilde{\zeta}_{A}$ capture only the flat geometries as they reproduce the loop gravity phase space and no $\Lambda$ information is encoded. We will perform a deformation of these spinor variables in two consecutive steps to arrive at the $\mathrm{SU}(2)$-covariant spinors in the $q$-deformed picture. Graphically, spinors are assigned to the half links of each link. After the deformation, each $\mathrm{SU}(2)$-covariant spinor is associated to the two half ribbon links meeting at the same node of a ribbon. The deformation process can be summarized as in fig.3.2, with the spinors therein defined in the main text. Some of the initial results have been given in [73], and the main part of the rest of this chapter is from the work in [41] by the author and collaborators.


Figure 3.2: Two consecutive deformations of the spinors in the flat case to arrive at the $\mathrm{SU}(2)$-covariant spinors in the ribbon picture.

### 3.2.1 Basic variables

We can now define the $\kappa$-deformed spinor $\left|\zeta^{\kappa}\right\rangle$ from $|\zeta\rangle$, with its dual $\left\langle\zeta^{\kappa}\right|$ and norm $\left\langle\zeta^{\kappa} \mid \zeta^{\kappa}\right\rangle$ [73] (Recall that $\kappa=\sqrt{|\Lambda|}$ ):

$$
\begin{gather*}
\zeta_{A}^{\kappa}:=\zeta_{A} \sqrt{\frac{\sinh \left(\frac{\kappa}{2} N_{A}\right)}{\frac{\kappa}{2} N_{A}}}, \quad \bar{\zeta}_{A}^{\kappa} \equiv \overline{\zeta_{A}^{\kappa}}, \quad \text { with } N_{A}=\bar{\zeta}_{A} \zeta_{A}  \tag{3.16}\\
\left\langle\zeta^{\kappa} \mid \zeta^{\kappa}\right\rangle=\sum_{A} \bar{\zeta}_{A}^{\kappa} \zeta_{A}^{\kappa}=\sum_{A} \frac{2}{\kappa} \sinh \left(\frac{\kappa N_{A}}{2}\right)=\frac{1}{\kappa} \sum_{A}\left(e^{\frac{\kappa N_{A}}{2}}-e^{\frac{-\kappa N_{A}}{2}}\right) \geq 0, \tag{3.17}
\end{gather*}
$$

These $\kappa$-deformed spinors satisfy the following Poisson brackets

$$
\begin{equation*}
\left\{\zeta_{A}^{\kappa}, \bar{\zeta}_{B}^{\kappa}\right\}=-i \delta_{A B} \cosh \left(\frac{\kappa N_{A}}{2}\right), \quad\left\{N_{A}, \zeta_{B}^{\kappa}\right\}=i \delta_{A B} \zeta_{A}^{\kappa}, \quad\left\{N_{A}, \bar{\zeta}_{B}^{\kappa}\right\}=-i \delta_{A B} \bar{\zeta}_{A}^{\kappa} \tag{3.18}
\end{equation*}
$$

It is easy to check that we recover the undeformed Poisson brackets (3.4) when $\kappa \rightarrow 0$. The deformed variable $\left|\tilde{\zeta}^{\kappa}\right\rangle$ is defined from $|\tilde{\zeta}\rangle$ by (3.16) and (3.17) where all $\zeta_{A}$ are replaced by $\tilde{\zeta}_{A}$.

Change of link orientations. Since there are no differences between $\left|\zeta^{\kappa}\right\rangle$ and $\left|\tilde{\zeta}^{\kappa}\right\rangle$, and since changing the orientation of a link exchanges the two sectors, it is natural to lift the involution $\mathfrak{m}$ to the spinor space as follows,

$$
\begin{equation*}
\mathfrak{m}\left(\zeta_{A}^{\kappa}\right)=\tilde{\zeta}_{A}^{\kappa}, \quad \mathfrak{m}\left(\tilde{\zeta}_{A}^{\kappa}\right)=\zeta_{A}^{\kappa}, \quad \text { for } A= \pm 1 / 2 \tag{3.19}
\end{equation*}
$$

Reconstructing the fluxes. We will use $\zeta_{ \pm}^{\kappa}$ to reconstruct $\ell$ and $\tilde{\zeta}_{ \pm}^{\kappa}$ to reconstruct $\tilde{\ell}$. Since the spinors in the tilde and non-tilde sectors are identical whereas $\mathfrak{m}(\ell) \neq \tilde{\ell}, \ell$ can
not be the same function of $\zeta_{ \pm}^{\kappa}$ as $\tilde{\ell}$ is of $\tilde{\zeta}_{ \pm}^{\kappa}$. We use

$$
\begin{align*}
& \lambda \equiv \exp \left(\frac{\kappa}{4}\left(N_{+}-N_{-}\right)\right), \quad z \equiv-\kappa \bar{\zeta}_{-}^{\kappa} \zeta_{+}^{\kappa}, \\
& \tilde{\lambda} \equiv \exp \left(\frac{\kappa}{4}\left(\tilde{N}_{-}-\tilde{N}_{+}\right)\right), \quad \tilde{z} \equiv \kappa \tilde{\zeta}_{-}^{\kappa} \tilde{\zeta}_{+}^{\kappa} . \tag{3.20}
\end{align*}
$$

By applying $\mathfrak{m}$ to (3.20), we recover as expected that $\mathfrak{m}(\lambda)=\tilde{\lambda}^{-1}$ and $\mathfrak{m}(z)=-\tilde{z}$. The AN(2) matrices $\ell$ and $\tilde{\ell}$ become functions of the spinors,

$$
\ell\left(\zeta_{ \pm}^{\kappa}, \bar{\zeta}_{ \pm}^{\kappa}\right)=\left(\begin{array}{cc}
\lambda & 0  \tag{3.21}\\
z & \lambda^{-1}
\end{array}\right), \quad \tilde{\ell}\left(\tilde{\zeta}_{ \pm}^{\kappa}, \bar{\zeta}_{ \pm}^{\kappa}\right)=\left(\begin{array}{cc}
\tilde{\lambda} & 0 \\
\tilde{z} & \tilde{\lambda}^{-1}
\end{array}\right)
$$

and $\mathfrak{m}(\ell)=\tilde{\ell}^{-1}$. It is easy to check that these $\operatorname{AN}(2)$ matrix elements do satisfy the expected explicit Poisson brackets (B.4). Let us point out that $z, \bar{z}, \lambda$ all commute with $N=N_{-}+N_{+},\{N, \bar{z}\}=\{N, \lambda\}=\{N, z\}=0$.

While the deformed variables $\left|\zeta^{\kappa}\right\rangle$ and $\left|\tilde{\zeta}^{\kappa}\right\rangle$ are important in parametrizing the $\operatorname{AN}(2)$ elements and generating the (infinitesimal) rotation transformations [40], they are not yet the spinors we will use to reconstruct the holonomy-flux phase space, because they do not transform covariantly under the $\mathrm{SU}(2)$ action.

### 3.2.2 Covariant Spinors

Let us now define the variables which transform covariantly as spin $1 / 2$ under $\mathrm{SU}(2)$, i.e. either (2.45) or (2.47), depending on if we consider the ribbon variable $\ell$ or $\ell^{-1 \dagger}$. We consider the first case, where we deal with $\ell$. We recall that $X=\ell \ell^{\dagger}$ with $\ell$ an $\mathrm{AN}(2)$ element now parametrized as in (3.21) whose entries are defined in terms of the spinor variables given in (3.20).

Covariant spinor. An $\mathrm{SU}(2)$-covariant spinor (henceforth spinor) $|T\rangle$ is defined by the transformation law

$$
\delta_{\epsilon}|T\rangle \equiv(w-0)|T\rangle=i\left(\begin{array}{cc}
\epsilon_{z} & \epsilon_{-}  \tag{3.22}\\
\epsilon_{+} & -\epsilon_{z}
\end{array}\right)|T\rangle
$$

As shown in [79], the only two independent solutions (up to normalization) to equating the RHS of (3.22) with the RHS of (2.42) are $|t\rangle$ and its dual $\mid t]$ defined as

$$
\left.|t\rangle=\binom{t_{-}}{t_{+}}=\binom{e^{\frac{\kappa N_{+}}{4}} \zeta_{-}^{\kappa}}{e^{-\frac{\kappa N_{-}}{4}} \zeta_{+}^{\kappa}}, \quad \mid t\right]=\left(\begin{array}{cc}
0 & -1  \tag{3.23}\\
1 & 0
\end{array}\right)|\bar{t}\rangle=\binom{-\bar{t}_{+}}{\bar{t}_{-}}=\binom{-e^{-\frac{\kappa N_{-}}{4} \bar{\zeta}_{+}^{\kappa}}}{e^{\frac{\kappa N_{+}}{4} \bar{\zeta}_{-}^{\kappa}}}
$$

The norm is a function of the non-deformed norm $N$,

$$
\langle t \mid t\rangle=[t \mid t]=\frac{2}{\kappa} \sinh \left(\frac{\kappa}{2} N\right) .
$$

The Poisson brackets of the components are

$$
\begin{array}{lll}
\left\{t_{-}, t_{+}\right\}=\frac{i \kappa}{2} t_{-} t_{+}, & \left\{t_{-}, \bar{t}_{-}\right\}=\frac{i \kappa}{2}\left(t_{-} \bar{t}_{-}-\frac{2}{\kappa} e^{\frac{\kappa}{2} N}\right), & \left\{t_{-}, \bar{t}_{+}\right\}=0, \\
\left\{\bar{t}_{-}, \bar{t}_{+}\right\}=-\frac{i \kappa}{2} \bar{t}_{-} \bar{t}_{+}, & \left\{t_{+}, \bar{t}_{+}\right\}=-\frac{i \kappa}{2}\left(t_{+} \bar{t}_{+}+\frac{2}{\kappa} e^{-\frac{\kappa}{2} N}\right), & \left\{t_{+}, \bar{t}_{-}\right\}=0 . \tag{3.24}
\end{array}
$$

Braided covariant spinor. The spinor $|t\rangle$ can be "parallell transported" by $\ell^{-1}$, which produces another spinor, whose transformation law under $\mathrm{SU}(2)$ is called braided. Explicitly, using (3.20), we have

$$
\ell^{-1}|t\rangle=\left(\begin{array}{cc}
\lambda^{-1} & 0  \tag{3.25}\\
-z & \lambda
\end{array}\right)\binom{e^{\frac{\kappa N_{+}}{4}} \zeta_{-}^{\kappa}}{e^{-\frac{\kappa N_{-}}{4}} \zeta_{+}^{\kappa}}=e^{\frac{\kappa N}{4}}\binom{e^{-\frac{\kappa N_{+}}{4}} \zeta_{-}^{\kappa}}{e^{\frac{\kappa N_{-}}{4}} \zeta_{+}^{\kappa}},
$$

which prompts the definition of the following spinor ${ }^{2}$,

$$
\begin{equation*}
|\tau\rangle \equiv e^{-\frac{\kappa N}{4}} \ell^{-1}|t\rangle \tag{3.26}
\end{equation*}
$$

The dual of $|\tau\rangle$ is

$$
\left.\mid \tau] \left.=\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)|\bar{\tau}\rangle=\binom{-\bar{\tau}_{+}}{\bar{\tau}_{-}}=\binom{-e^{\frac{\kappa N_{-}}{4}} \bar{\zeta}_{+}^{\kappa}}{e^{-\frac{\kappa N_{+}}{4} \bar{\zeta}_{-}^{\kappa}}}=e^{\frac{\kappa}{4} N} \ell^{-1} \right\rvert\, t\right] .
$$

On the other hand, as the ribbon structure can be equivalently represented by either $\ell$ or $\ell^{-1 \dagger}$ as shown in (2.39), one expects that $|\tau\rangle$ can also be defined by parallelly transporting $|t\rangle$ with $\ell^{\dagger}$. This is indeed the case,

$$
\begin{equation*}
\left.\left.|\tau\rangle=e^{\frac{\kappa N}{4}} \ell^{\dagger}|t\rangle, \quad \mid \tau\right] \left.=e^{-\frac{\kappa N}{4}} \ell^{\dagger} \right\rvert\, t\right] . \tag{3.27}
\end{equation*}
$$

Hence whether we use $\ell$ or $\ell^{-1 \dagger}$ we get essentially the same object.
The Poisson brackets of the components of $|\tau\rangle$ are the same as those of $|t\rangle$ and $\mid t]$ with $\tau_{A}$ replacing $t_{-A}$ and $\bar{\tau}_{A}$ replacing $\bar{t}_{-A}$, i.e.

$$
\begin{array}{lll}
\left\{\tau_{-}, \tau_{+}\right\}=-\frac{i \kappa}{2} \tau_{-} \tau_{+}, & \left\{\tau_{-}, \bar{\tau}_{-}\right\}=-\frac{i \kappa}{2}\left(\tau_{-} \bar{\tau}_{-}+\frac{2}{\kappa} e^{-\kappa N}\right), & \left\{\tau_{-}, \bar{\tau}_{+}\right\}=0 \\
\left\{\bar{\tau}_{-}, \bar{\tau}_{+}\right\}=\frac{i \kappa}{2} \overline{\tau_{-}} \bar{\tau}_{+}, & \left\{\tau_{+}, \bar{\tau}_{+}\right\}=\frac{i \kappa}{2}\left(\tau_{+} \bar{\tau}_{+}-\frac{2}{\kappa} e^{\kappa N}\right), & \left\{\bar{\tau}_{-}, \tau_{+}\right\}=0 . \tag{3.28}
\end{array}
$$

[^20]$|\tau\rangle$ defines what we call a braided spinor. Indeed, it transforms as a spinor under the $\mathrm{SU}(2)$ transformations generated by (2.42), but with a group element $w^{\prime}$ related to $w$ through $\ell$. Since triangular matrices are not stable under conjugation by $\mathrm{SU}(2)$ group elements, we need to introduce another $\mathrm{SU}(2)$ group element to stabilize the transformation. Let ${ }^{(w)} \ell \in \mathrm{AN}(2)$ and $w^{\prime} \in \mathrm{SU}(2)$ be defined by the Iwasawa decomposition
\[

$$
\begin{equation*}
w \ell={ }^{(w)} \ell w^{\prime} . \tag{3.29}
\end{equation*}
$$

\]

Then we say that $\ell$ transforms as

$$
\begin{equation*}
\ell \quad \xrightarrow{w \in \operatorname{SU}(2)} \quad{ }^{(w)} \ell=w \ell w^{\prime-1} \in \operatorname{AN}(2) . \tag{3.30}
\end{equation*}
$$

Going at the infinitesimal level [40],

$$
w \sim \mathbb{\square}+i \vec{\epsilon} \cdot \vec{\sigma}=\mathbb{\square}+i\left(\begin{array}{cc}
\epsilon_{z} & \epsilon_{-}  \tag{3.31}\\
\epsilon_{+} & -\epsilon_{z}
\end{array}\right), \quad w^{\prime} \sim \mathbb{\square}+i \overrightarrow{\epsilon^{\prime}} \cdot \vec{\sigma}=\mathbb{\square}+i\left(\begin{array}{cc}
\epsilon_{z}^{\prime} & \epsilon_{-}^{\prime} \\
\epsilon_{+}^{\prime} & -\epsilon_{z}^{\prime}
\end{array}\right),
$$

the relation between $\vec{\epsilon}$ and $\overrightarrow{\epsilon^{\prime}}$ is given by

$$
\begin{equation*}
\epsilon_{ \pm}^{\prime}=\lambda^{-2} \epsilon_{ \pm}, \quad \epsilon_{z}^{\prime}=\epsilon_{z}+1 / 2\left(\lambda^{-1} z \epsilon_{-}+\lambda^{-1} \bar{z} \epsilon_{+}\right) . \tag{3.32}
\end{equation*}
$$

One can then check that, remarkably, the transformation generated by (2.42) is a rotation by (the infinitesimal version of) $w^{\prime}$

$$
\begin{equation*}
\delta_{\epsilon}|\tau\rangle=-\lambda^{-2} \kappa^{-1}\{\operatorname{Tr} W X,|\tau\rangle\}=i\binom{\epsilon_{z}^{\prime} \tau_{-}+\epsilon_{-}^{\prime} \tau_{+}}{\epsilon_{+}^{\prime} \tau_{-}-\epsilon_{z}^{\prime} \tau_{+}} \sim\left(w^{\prime}-\mathbb{\square}\right)|\tau\rangle \tag{3.33}
\end{equation*}
$$

$\mid \tau]$ is also a braided covariant spinor. The transformation (3.33) can also be written as a non-braided one, but generated with $X^{\mathrm{op}}:=\ell^{\dagger} \ell$ instead of $X$,

$$
\begin{equation*}
\delta_{\epsilon}|\tau\rangle=\lambda^{2} \kappa^{-1}\left\{\operatorname{Tr} W^{\prime}\left(X^{\mathrm{op}}\right)^{-1},|\tau\rangle\right\}=\lambda^{2} \kappa^{-1}\left\{2 \epsilon_{z}^{\prime} \lambda^{-2}-\epsilon_{-}^{\prime} \lambda^{-1} z-\epsilon_{+}^{\prime} \lambda^{-1} \bar{z},|\tau\rangle\right\}=\left(w^{\prime}-\mathbb{0}\right)|\tau\rangle, \tag{3.34}
\end{equation*}
$$

with $W^{\prime}=\epsilon_{z}^{\prime}\left(\mathbb{0}+\sigma_{z}\right)+\epsilon_{-}^{\prime} \sigma_{+}+\epsilon_{+}^{\prime} \sigma_{-}$.

### 3.2.3 The tilde spinors

Covariant spinors and braided covariant spinors for the tilde sector, the "tilde covariant spinors", are defined in a similar way as the non-tilde ones. We have

$$
\begin{equation*}
\left.|\tilde{t}\rangle=\mathfrak{m}(|t\rangle)=\binom{\tilde{t}_{-}}{\tilde{t}_{+}}=\binom{e^{\frac{\kappa \tilde{N}_{+}}{4} \tilde{\zeta}_{-}^{\kappa}}}{e^{-\frac{\kappa \tilde{N}_{-}}{4}} \tilde{\zeta}_{+}^{\kappa}}, \quad \mid \tilde{t}\right]=\binom{-\overline{\tilde{t}}_{+}}{\tilde{\tilde{t}}_{-}}=\binom{-e^{-\frac{\kappa \tilde{N}_{-}}{4} \overline{\tilde{\zeta}}_{+}^{\kappa}}}{e^{\frac{\kappa \tilde{N}_{+}}{4} \tilde{\zeta}_{-}^{\kappa}}}, \tag{3.35}
\end{equation*}
$$

$$
\begin{equation*}
\left.|\tilde{\tau}\rangle=\mathfrak{m}(|\tau\rangle)=\binom{\tilde{\tau}_{-}}{\tilde{\tau}_{+}}=\binom{e^{-\frac{\kappa \tilde{N}_{+}}{\tilde{L}_{-}} \tilde{\zeta}_{-}^{\kappa}}}{e^{\frac{\kappa \tilde{N}_{-}}{4}} \tilde{\zeta}_{+}^{\kappa}}, \quad \mid \tilde{\tau}\right]=\binom{-\overline{\tilde{\tau}}_{+}}{\bar{\tau}_{-}}=\binom{-e^{\frac{\kappa \tilde{N}_{-}}{4} \overline{\tilde{\zeta}}_{+}^{\kappa}}}{e^{-\frac{\kappa \tilde{N}_{+}}{4} \tilde{\tilde{\zeta}}_{-}^{\kappa}}}, \tag{3.36}
\end{equation*}
$$

whose norms are given by

$$
\begin{equation*}
\langle\tilde{t} \mid \tilde{t}\rangle=[\tilde{t} \mid \tilde{t}]=\langle\tilde{\tau} \mid \tilde{\tau}\rangle=[\tilde{\tau} \mid \tilde{\tau}]=\frac{2}{\kappa} \sinh \left(\frac{\kappa}{2} \tilde{N}\right) . \tag{3.37}
\end{equation*}
$$

They are independent of the non-tilde spinors, i.e. all the components Poisson commute with those of the non-tilde spinors. The Poisson brackets of the tilde spinor components are the same as the non-tilde ones:

$$
\begin{array}{lll}
\left\{\tilde{t}_{-}, \tilde{t}_{+}\right\}=\frac{i \kappa}{2} \tilde{t}_{-} \tilde{t}_{+}, & \left\{\tilde{t}_{-}, \overline{\tilde{t}}_{-}\right\}=\frac{i \kappa}{2}\left(\tilde{t}_{-} \overline{\tilde{t}}_{-}-\frac{2}{\kappa} e^{\frac{\kappa}{2} N}\right), & \left\{\tilde{t}_{-}, \overline{\tilde{t}}_{+}\right\}=0, \\
\left\{\tilde{t}_{-}, \tilde{t}_{+}\right\}=-\frac{i \kappa}{2} \tilde{t}_{-} \tilde{t}_{+}, & \left\{\tilde{t}_{+}, \overline{\tilde{t}}_{+}\right\}=-\frac{i \kappa}{2}\left(\tilde{t}_{+} \overline{\tilde{t}}_{+}+\frac{2}{\kappa} e^{-\frac{\kappa}{2} N}\right), & \left\{\tilde{t}_{-}, \tilde{t}_{+}\right\}=0, \\
\left\{\tilde{\tau}_{-}, \tilde{\tau}_{+}\right\}=-\frac{i \kappa}{2} \tilde{\tau}_{-} \tilde{\tau}_{+}, & \left\{\tilde{\tau}_{-}, \bar{\tau}_{-}\right\}=-\frac{i \kappa}{2}\left(\tilde{\tau}_{-} \bar{\tau}_{-}+\frac{2}{\kappa} e^{-\frac{\kappa}{2} \tilde{N}}\right), & \left\{\tilde{\tau}_{-}, \overline{\tilde{\tau}}_{+}\right\}=0,  \tag{3.39}\\
\left\{\bar{\tau}_{-}, \overline{\tilde{\tau}}_{+}\right\}=\frac{i \kappa}{2} \overline{\tilde{\tau}}_{-} \overline{\tilde{\tau}}_{+}, & \left\{\tilde{\tau}_{+}, \overline{\tilde{\tau}}_{+}\right\}=\frac{i \kappa}{2}\left(\tilde{\tau}_{+} \bar{\tau}_{+}-\frac{2}{\kappa} e^{\frac{\kappa}{2} \tilde{N}^{2}}\right), & \left\{\tilde{\tau}_{-}, \tilde{\tau}_{+}\right\}=0 .
\end{array}
$$

Note however that $\tilde{\ell}$ is not the same function of $\tilde{\zeta}_{ \pm}^{\kappa}$ as $\ell$ is of $\zeta_{ \pm}^{\kappa}$, see (3.20), (3.21). In fact, we have $\mathfrak{m}(\ell)=\tilde{\ell}^{-1}$ where we recall that $\mathfrak{m}$ defined in (3.19) is an operator which adds tildes to $\zeta_{ \pm}^{\kappa}$ and their complex conjugates. As a consequence, the relation between $|\tilde{t}\rangle$ and $|\tilde{\tau}\rangle$ is not obtained by adding tildes to $|\tau\rangle=e^{-\frac{\kappa N}{4}} \ell^{-1}|t\rangle=e^{\frac{\kappa N}{4}} \ell^{\dagger}|t\rangle$. Instead we act with $\mathfrak{m}$ to get

Since the Poisson brackets of the tilde spinors are the same (with tildes) as the non-tilde ones, the generator of $\mathrm{SU}(2)$ transformations for the tilde spinors is given by

$$
\begin{equation*}
\mathfrak{m}\left(-\lambda^{-2} \kappa^{-1} \operatorname{Tr}(W X)\right)=-\tilde{\lambda}^{2} \kappa^{-1} \operatorname{Tr} W\left(\tilde{X}^{\mathrm{op}}\right)^{-1} \tag{3.41}
\end{equation*}
$$

where $\tilde{X}^{\text {op }}=\tilde{\ell}^{\dagger} \tilde{\ell}$. This is consistent with the Gauss constraint (2.44), which is a product of $\ell$ and $\tilde{\ell}^{-1}$ depending on the orientations of the ribbons. Explicitly, we can expand $\operatorname{Tr} W\left(\tilde{X}^{\mathrm{op}}\right)^{-1}$ as

$$
\begin{equation*}
\operatorname{Tr} W\left(\tilde{X}^{\mathrm{op}}\right)^{-1}=2 \epsilon_{z} \tilde{\lambda}^{-2}-\epsilon_{-} \tilde{\lambda}^{-1} \tilde{z}-\epsilon_{+} \tilde{\lambda}^{-1} \overline{\tilde{z}} \tag{3.42}
\end{equation*}
$$

It is then straightforward using the Poisson brackets from Appendix B. 1 to show that the tilde spinors (3.36) satisfy the following equations

$$
\begin{align*}
& \delta_{\epsilon}|\tilde{t}\rangle=-\tilde{\lambda}^{2} \kappa^{-1}\left\{\operatorname{Tr}\left(W\left(\tilde{X}^{\mathrm{op}}\right)^{-1}\right),|\tilde{t}\rangle\right\}=(w-\square)|\tilde{t}\rangle,  \tag{3.43a}\\
& \left.\left.\left.\delta_{\epsilon} \tilde{t}\right]=-\tilde{\lambda}^{2} \kappa^{-1}\left\{\operatorname{Tr}\left(W\left(\tilde{X}^{\mathrm{op}}\right)^{-1}\right), \mid \tilde{t}\right]\right\}=(w-0) \mid \tilde{t}\right],  \tag{3.43b}\\
& \delta_{\epsilon}|\tilde{\tau}\rangle=-\tilde{\lambda}^{2} \kappa^{-1}\left\{\operatorname{Tr}\left(W\left(\tilde{X}^{\mathrm{op}}\right)^{-1}\right),|\tilde{\tau}\rangle\right\}=\left(w^{\prime \prime}-0\right)|\tilde{\tau}\rangle,  \tag{3.43c}\\
& \left.\left.\left.\delta_{\epsilon} \mid \tilde{\tau}\right]=-\tilde{\lambda}^{2} \kappa^{-1}\left\{\operatorname{Tr}\left(W\left(\tilde{X}^{\mathrm{op}}\right)^{-1}\right), \mid \tilde{\tau}\right]\right\}=\left(w^{\prime \prime}-0\right) \mid \tilde{\tau}\right], \tag{3.43d}
\end{align*}
$$

where the infinitesimal $\mathrm{SU}(2)$ elements $w=\square+i \vec{\epsilon} \cdot \vec{\sigma}$ and $w^{\prime \prime}=\square+i \overrightarrow{\epsilon^{\prime \prime}} \cdot \vec{\sigma}$ are related by the right $\mathrm{SU}(2)$ transformation of $\tilde{\ell}$, i.e.

$$
\tilde{\ell} \quad \xrightarrow{w \in \operatorname{SU}(2)} \tilde{\ell}^{(w)}=w^{\prime \prime-1} \tilde{\ell} w \in \operatorname{AN}(2), \left\lvert\, \begin{align*}
& w \sim \mathbb{\square}+i \vec{\epsilon} \cdot \vec{\sigma}=\mathbb{\square}+i\left(\begin{array}{cc}
\epsilon_{z} & \epsilon_{-} \\
\epsilon_{+} & -\epsilon_{z}
\end{array}\right)  \tag{3.44}\\
& w^{\prime \prime} \sim \mathbb{\square}+i \overrightarrow{\epsilon^{\prime \prime}} \cdot \vec{\sigma}=\mathbb{\square}+i\left(\begin{array}{cc}
\epsilon_{z}^{\prime \prime} & \epsilon_{-}^{\prime \prime} \\
\epsilon_{+}^{\prime \prime} & -\epsilon_{z}^{\prime \prime}
\end{array}\right) .
\end{align*} .\right.
$$

Thus the two infinitesimal parameters $\vec{\epsilon}$ and $\overrightarrow{\epsilon^{\prime \prime}}$ are related by

$$
\begin{equation*}
\epsilon_{ \pm}^{\prime \prime}=\tilde{\lambda}^{2} \epsilon_{ \pm}, \quad \epsilon_{z}^{\prime \prime}=\epsilon_{z}-1 / 2\left(\tilde{\lambda} z \epsilon_{-}+\lambda \overline{\tilde{z}} \epsilon_{+}\right) \tag{3.45}
\end{equation*}
$$

Just like there are two ways to write the transformations of $|\tau\rangle$ and $\mid \tau]$, there are also two for $|\tilde{\tau}\rangle$ and $\mid \tilde{\tau}]$. While we have seen above the equivalent of (3.33), the equivalent of (3.34) is

$$
\begin{align*}
& \delta_{\epsilon}|\tilde{\tau}\rangle=\mathfrak{m}\left(\lambda^{2} \kappa^{-1}\right)\left\{\operatorname{Tr}\left(W^{\prime \prime} \mathfrak{m}\left(X^{\mathrm{op}-1}\right)\right),|\tilde{\tau}\rangle\right\}=\tilde{\lambda}^{-2} \kappa^{-1}\left\{\operatorname{Tr}\left(W^{\prime \prime} \tilde{X}\right),|\tilde{\tau}\rangle\right\}  \tag{3.46a}\\
& \left.\left.\delta_{\epsilon} \mid \tilde{\tau}\right]=\tilde{\lambda}^{-2} \kappa^{-1}\left\{\operatorname{Tr}\left(W^{\prime \prime} \tilde{X}\right), \mid \tilde{\tau}\right]\right\} \tag{3.46b}
\end{align*}
$$

and it is clear that $|\tilde{\tau}\rangle$ and $\mid \tilde{\tau}]$ are braided spinors in the same sense as $|\tau\rangle, \mid \tau]$.
There is a nice geometric interpretation of the relations (3.26) and (3.40) which define the braided covariant spinors. If we consider $|t\rangle$ to sit at a node of $\Gamma_{\mathrm{r}}$ which is the target of the short link carrying $\ell$, then $|\tau\rangle=e^{-\frac{\kappa N}{4}} \ell^{-1}|t\rangle$ sits on the node of $\Gamma_{\mathrm{r}}$ at the source of the short link carrying $\ell$. In other words, $|\tau\rangle$ results from parallelly transporting $|t\rangle$ by $\ell^{-1}$. Similarly $|\tilde{\tau}\rangle$ is the result of parallelly transporting $|\tilde{t}\rangle$ by $\tilde{\ell}$. This is represented in fig.3.2.

### 3.3 Recovering the $q$-deformed holonomy-flux variables

Now that we have defined the two pairs of spinors $(|t\rangle,|\tau\rangle)$ and $(\mid \tilde{\tau}], \mid \tilde{t}])$, each pair of which are related by the flux $\ell$ or $\tilde{\ell}$, it is natural to assign them to the corners (that is the nodes on a ribbon) of the ribbon link as in fig.3.3.


Figure 3.3: Ribbon graph for a link with one spinor on each corner.

We assume the norm matching condition $N=\tilde{N}$ so that the tilde spinors and their corresponding non-tilde spinors have the same norm:

$$
\begin{equation*}
\langle t \mid t\rangle=[\tilde{\tau} \mid \tilde{\tau}]=\frac{2}{\kappa} \sinh \frac{\kappa N}{2} . \tag{3.47}
\end{equation*}
$$

The holonomies $u, \tilde{u} \in \mathrm{SU}(2)$ can be parametrized in terms of these spinors

$$
\begin{equation*}
u=\frac{|\tau\rangle[\tilde{t}|-| \tau]\langle\tilde{t}|}{\sqrt{\langle\tau \mid \tau\rangle\langle\tilde{t} \mid \tilde{t}\rangle}}, \quad \tilde{u}=\frac{|t\rangle[\tilde{\tau}|-| t]\langle\tilde{\tau}|}{\sqrt{\langle t \mid t\rangle\langle\tilde{\tau} \mid \tilde{\tau}\rangle}}, \quad \text { with } N=\tilde{N} \tag{3.48}
\end{equation*}
$$

so that the following parallel transport relations are satisfied,

$$
\begin{array}{llll}
u \mid \tilde{t}]=|\tau\rangle, & u|\tilde{t}\rangle=-\mid \tau], & \left.u^{-1}|\tau\rangle=\mid \tilde{t}\right], & \left.u^{-1} \mid \tau\right]=-|\tilde{t}\rangle, \\
\tilde{u}|\tilde{\tau}\rangle=-\mid t], & \tilde{u} \mid \tilde{\tau}]=|t\rangle, & \left.\tilde{u}^{-1} \mid t\right]=-|\tilde{\tau}\rangle, & \left.\tilde{u}^{-1}|t\rangle=\mid \tilde{\tau}\right] . \tag{3.49}
\end{array}
$$

Therefore, the ribbon graph fig.3.2 illustrates the full transport relations of the four spinors. Finally, they solve the ribbon constraint:
and the same can be done with the equivalent ribbon constraint $\ell^{-1 \dagger} u \tilde{\ell}^{\dagger} \tilde{u}^{-1}=\mathbb{0}$. These spinors thus live on the constraint surface generated by the ribbon constraint $\mathcal{C}$. The matrix components defined in (3.48) also satisfy the desired Poisson brackets (see (B.4)).

Deformed flux variables in terms of the deformed spinors. We furthermore write the flux vectors $\ell \ell^{\dagger}=X \equiv \kappa X_{0} \rrbracket-\kappa \vec{X} \cdot \vec{\sigma}$ and $\ell^{\dagger} \ell \equiv X^{\mathrm{op}}=\kappa X_{0}^{\mathrm{op}} \rrbracket-\kappa \vec{X}^{\mathrm{op}} \cdot \vec{\sigma}$ defined in
(2.40) in terms of the spinors. Their components can be represented in term of the spinors $|t\rangle$ and $|\tau\rangle$,

$$
\begin{equation*}
X_{0}=\frac{1}{\kappa} \sqrt{1+\frac{\kappa^{2}}{4}\langle t \mid t\rangle^{2}}=X_{0}^{\mathrm{op}}=\frac{1}{\kappa} \sqrt{1+\frac{\kappa^{2}}{4}\langle\tau \mid \tau\rangle^{2}}, \quad \vec{X}=\frac{1}{2}\langle t| \vec{\sigma}|t\rangle, \quad \vec{X}^{\mathrm{op}}=\frac{1}{2}\langle\tau| \vec{\sigma}|\tau\rangle . \tag{3.51}
\end{equation*}
$$

Similarly, $\tilde{\ell} \tilde{\ell}^{\dagger} \equiv \tilde{X}=\kappa \tilde{X}_{0} \square-\kappa \overrightarrow{\tilde{X}} \cdot \vec{\sigma}$ and $\tilde{\ell}^{\dagger} \tilde{\ell} \equiv \tilde{X}^{\mathrm{op}}=\kappa \tilde{X}_{0}^{\mathrm{op}} \square-\kappa \overrightarrow{\tilde{X}}^{\mathrm{op}} \cdot \vec{\sigma}$ can be written with the tilde spinors but the dual sectors. Explicitly,

$$
\begin{equation*}
\tilde{X}_{0}=\frac{1}{\kappa} \sqrt{1+\frac{\kappa^{2}}{4}[\tilde{\tau} \mid \tilde{\tau}]^{2}}=\tilde{X}_{0}^{\mathrm{op}}=\frac{1}{\kappa} \sqrt{1+\frac{\kappa^{2}}{4}[\tilde{t} \mid \tilde{t}]^{2}}, \quad \overrightarrow{\tilde{X}}=\frac{1}{2}[\tilde{\tau}|\vec{\sigma}| \tilde{\tau}], \quad \overrightarrow{\tilde{X}}^{\mathrm{op}}=\frac{1}{2}[\tilde{t}|\vec{\sigma}| \tilde{t}] . \tag{3.52}
\end{equation*}
$$

These objects transform as vectors under the $\operatorname{SU}(2)$ transformation as $\tilde{X}=\tilde{u}^{-1} X \tilde{u}$ and $u^{-1} X^{\text {op }} u=\tilde{X}^{\text {op }}$, consistently with (3.49), and as such can be seen as the deformation of the flat flux vectors (see (3.5)).

When $\kappa \rightarrow 0,|t\rangle, \mid \tilde{t}]$ is identical to $|\tau\rangle, \mid \tilde{\tau}]$ respectively, as it can be directly seen from their definition (3.23), (3.26) and (3.36). We recover then the flat case where there is only one pair of spinors associated to each link. The flux vectors $\vec{X}$ and $\overrightarrow{\tilde{X}}$ become the standard flat flux vectors which we denote $\vec{x}$ and $\overrightarrow{\tilde{x}}$ respectively. As a consistency check, one can take the $\kappa \rightarrow 0$ limit for $X$ (3.51) and $\tilde{X}$ (3.52) defined in terms of the spinors, or more explicitly in terms of the $\kappa$-deformed spinor variables as in (3.20). Let us rewrite

$$
\begin{align*}
& X=\left(\begin{array}{cc}
\lambda^{2} & \lambda \bar{z} \\
\lambda z & \lambda^{-2}+|z|^{2}
\end{array}\right)=\left(\begin{array}{cc}
e^{\frac{\kappa\left(N_{+}-N_{-}\right)}{2}} & -\kappa e^{\frac{\kappa\left(N_{+}-N_{-}\right)}{4} \zeta_{-}^{\kappa} \bar{\zeta}_{+}^{\kappa}} \\
-\kappa e^{\frac{\kappa\left(N_{+}-N_{-}\right)}{4}} \zeta_{+}^{\kappa} \bar{\zeta}_{-}^{\kappa} & e^{\frac{\kappa\left(N_{-}-N_{+}\right)}{2}}+4 \sinh \frac{\kappa N_{+}}{2} \sinh \frac{\kappa N_{-}}{2}
\end{array}\right) \\
& \xrightarrow{\kappa \rightarrow 0}\left(\begin{array}{cc}
1+\frac{\kappa\left(N_{+}-N_{-}\right)}{2} & -\kappa \zeta_{-} \bar{\zeta}_{+} \\
-\kappa \zeta_{+} \bar{\zeta}_{-} & 1+\frac{\kappa\left(N_{-}-N_{+}\right)}{2}
\end{array}\right)=\left(1+\frac{\kappa N}{2}\right) \rrbracket-\kappa \vec{x} \cdot \vec{\sigma}, \\
& \tilde{X}=\left(\begin{array}{cc}
\tilde{\lambda}^{2} & \tilde{\lambda} \overline{\tilde{z}} \\
\tilde{\lambda} \tilde{z} & \tilde{\lambda}^{-2}+|\tilde{z}|^{2}
\end{array}\right)=\left(\begin{array}{cc}
e^{\frac{\kappa\left(\tilde{N}_{-}-\tilde{N}_{+}\right)}{2}} & \kappa e^{\frac{\kappa\left(\tilde{N}_{-}-\tilde{N}_{+}\right)}{4}} \tilde{\zeta}_{-}^{\kappa} \overline{\tilde{\zeta}}_{+}^{\kappa} \\
\kappa e^{\frac{\kappa\left(\tilde{N}_{-}-\tilde{N}_{+}\right)}{4}} \tilde{\zeta}_{+}^{\kappa} \overline{\tilde{\zeta}}_{-}^{\kappa} & e^{\frac{\kappa\left(\tilde{N}_{+}-\tilde{N}_{-}\right)}{2}}+4 \sinh \frac{\kappa \tilde{N}_{+}}{2} \sinh \frac{\kappa \tilde{N}_{-}}{2}
\end{array}\right) \\
& \xrightarrow{\kappa \rightarrow 0}\left(\begin{array}{cc}
1+\frac{\kappa\left(\tilde{N}_{-}-\tilde{N}_{+}\right)}{\tilde{\tilde{Z}}^{2}} & \kappa \tilde{\zeta}_{-} \overline{\tilde{\zeta}}_{+} \\
\kappa \tilde{\zeta}_{-} & 1+\frac{\kappa\left(\tilde{N}_{+}-\tilde{N}_{-}\right)}{2}
\end{array}\right)=\left(1+\frac{\kappa \tilde{N}}{2}\right) \rrbracket-\kappa \overrightarrow{\tilde{x}} \cdot \vec{\sigma}, \tag{3.53}
\end{align*}
$$

where $\vec{x}$ and $\overrightarrow{\vec{x}}$ are defined in (3.5). Therefore, the $\kappa \rightarrow 0$ limit of the flux vectors $\vec{X}$ and $\overrightarrow{\tilde{X}}$ (2.40) recover the flat fluxes

$$
\begin{equation*}
\vec{X}=-\frac{1}{2 \kappa} \operatorname{Tr}(X \vec{\sigma}) \xrightarrow{\kappa \rightarrow 0} \vec{x}, \quad \overrightarrow{\tilde{X}}=-\frac{1}{2 \kappa} \operatorname{Tr}(\tilde{X} \vec{\sigma}) \xrightarrow{\kappa \rightarrow 0} \overrightarrow{\tilde{x}} . \tag{3.54}
\end{equation*}
$$

The same limit can be achieved for $\vec{X}^{\mathrm{op}}$ and $\overrightarrow{\tilde{X}}^{\mathrm{op}}$ as $|t\rangle \stackrel{\kappa \rightarrow 0}{\longleftrightarrow}|\tau\rangle$ and $\left.\left.\mid \tilde{t}\right] \stackrel{\kappa \rightarrow 0}{\longleftrightarrow} \mid \tilde{\tau}\right]$.
As shown in [73], the phase space $\operatorname{SL}(2, \mathbb{C})$ with the Poisson structure (2.34) for one ribbon is equivalent to $\mathcal{S}_{\kappa} \times \tilde{\mathcal{S}}_{\kappa} / / \mathcal{M}$, with $\mathcal{S}_{\kappa}=\left\{|t\rangle \in \mathbb{C}^{2} \backslash\{\langle t \mid t\rangle=0\}\right\}$ the spinor phase space with the Poisson structure (3.24), $\tilde{\mathcal{S}}_{\kappa}=\left\{|\tilde{t}\rangle \in \mathbb{C}^{2} \backslash\{\langle\tilde{t} \mid \tilde{t}\rangle=0\}\right\}$ the phase space with the Poisson structure (3.38), and $\mathcal{M}:=N-\tilde{N}$ the norm matching constraint. It is a simple check that the dimension of such a phase space is $8-2=6$, matching that of the holonomy-flux phase space constructed in Section 2.3.

### 3.4 Spinorial observables

### 3.4.1 The spinorial phase space

For a given graph, we take the Cartesian product of the spinor phase space over all links of $\Gamma$. A link $e$ carries variables spinors $\left|t_{e}\right\rangle,\left|\tau_{e}\right\rangle,\left|\tilde{t}_{e}\right\rangle,\left|\tilde{\tau}_{e}\right\rangle$ and their duals. We have already seen in Section 3.3 that those variables reconstruct the holonomy-flux variables in a way which automatically solves the ribbon constraint in each ribbon. We are thus left with imposing the Gauss constraint at each node of $\Gamma$.

Let us consider an $n$-valent node $v$ of $\Gamma$. We then pick an arbitrary link incident to it, which we denote by $e_{1}$, and then going counterclockwise starting from $e_{1}$, we label the other incident links by $e_{2}, \cdots, e_{n}$ and identify $e_{n+1} \equiv e_{1}$. In the ribbon graph $\Gamma_{\mathrm{r}}, v$ gives rise to an $n$-gon $R(v)$ and each link $e_{i}$ to a ribbon $R\left(e_{i}\right)$. Each of them shares a node with its two neighbor ribbons, one clockwise and one counter-clockwise.

It is convenient to unify the notation for spinors as follows,

$$
\begin{array}{llll}
t^{-}=|t\rangle & \left.t^{+}=\mid t\right] & \tau^{-}=|\tau\rangle & \left.\tau^{+}=\mid \tau\right]  \tag{3.55}\\
\tilde{t}^{-}=|\tilde{t}\rangle & \left.\tilde{t}^{+}=\mid \tilde{t}\right] & \tilde{\tau}^{-}=|\tilde{\tau}\rangle & \left.\tilde{\tau}^{+}=\mid \tilde{\tau}\right],
\end{array}
$$

or component-wise

$$
\begin{array}{llll}
t_{A}^{-}=t_{A}, & t_{A}^{+}=(-1)^{\frac{1}{2}-A} \bar{t}_{-A}, & \tau_{A}^{-}=\tau_{A}, & \tau_{A}^{+}=(-1)^{\frac{1}{2}-A} \bar{\tau}_{-A},  \tag{3.56}\\
\tilde{t}_{A}^{-}=\tilde{t}_{A}, & \tilde{t}_{A}^{+}=(-1)^{\frac{1}{2}-A} \tilde{\tilde{t}}_{-A}, & \tilde{\tau}_{A}^{-}=\tilde{\tau}_{A}, & \tilde{\tau}_{A}^{+}=(-1)^{\frac{1}{2}-A} \tilde{\tau}_{-A},
\end{array} \quad A= \pm \frac{1}{2} .
$$

We use the same notation as in (2.48) to denote the fluxes on the boundary links of $R(v)$ as $\ell_{e_{i}, v}$. Denote the spinor sitting at the source node of $\ell_{e_{i}, v}$ to be $t_{e_{i} v}^{\epsilon}$ and that sitting at its target is $\tau_{e_{i} v}^{\epsilon}$. Referring to fig.3.2, they are explicitly

$$
\left\lvert\, \begin{array}{l|l}
t_{e_{i v}}^{\epsilon}=t_{i}^{\epsilon}  \tag{3.57}\\
\tau_{e_{i} v}^{\epsilon}=\tau_{i}^{\epsilon}
\end{array}\right. \text { if } o_{i}=+, \quad \begin{aligned}
& t_{e_{i} v}^{\epsilon}=\tilde{t}_{i}^{\epsilon} \\
& \tau_{e_{i} v}^{\epsilon}=\tilde{\tau}_{i}^{\epsilon}
\end{aligned} \text { if } o_{i}=-
$$

Indeed, each node in $\Gamma_{\mathrm{r}}$ is assigned two spinors from two different ribbons. For instance, the spinors $\tau_{e_{i+1} v}^{\epsilon}$ and $t_{e_{i} v}^{\epsilon}$ sit at the node where $\ell_{e_{i}, v}$ and $\ell_{e_{i+1}, v}$ intersect. The following proposition shows that these two spinors, except $t_{e_{n}}^{\epsilon}$ sitting at the base node, are all braidedcovariant under the $\mathrm{SU}(2)$ transformation generated by the Gauss constraint.
Proposition 3.4.1. The spinors $\tau_{e_{i+1}, v}^{\epsilon_{i+1}}$ and $t_{e_{i}, v}^{\epsilon_{i}}(i=1, \cdots, n)$ on the node of $\Gamma_{r}$ are braided-covariant under the $\mathrm{SU}(2)$ transformation defined in (2.45) by the same braided infinitesimal $\mathrm{SU}(2)$ parameter denoted by $w^{(i)}=\mathbb{\square}+i\left(\begin{array}{cc}\epsilon_{z}^{(i)} & \epsilon_{-}^{(i)} \\ \epsilon_{+}^{(i)} & \epsilon_{z}^{(i)}\end{array}\right)$. Parametrize $\ell_{e_{i}, v}=$ $\left(\begin{array}{cc}\Lambda_{i} & 0 \\ \mathfrak{z}_{i} & \Lambda_{i}^{-1}\end{array}\right)$, then the transformation reads

$$
\begin{align*}
& \delta_{\epsilon} \epsilon_{e_{i} v}^{\epsilon}=-\kappa^{-1}\left(\prod_{k=1}^{n} \Lambda_{k}^{-2}\right)\left\{\operatorname{Tr} W \mathcal{G} \mathcal{G}^{\dagger}, t_{e_{i} v}^{\epsilon}\right\}=\left(w^{(i+1)}-0\right) t_{e_{i} v}^{\epsilon},  \tag{3.58a}\\
& \delta_{\epsilon} \tau_{e_{i} v}^{\epsilon}=-\kappa^{-1}\left(\prod_{k=1}^{n} \Lambda_{k}^{-2}\right)\left\{\operatorname{Tr} W \mathcal{G} \mathcal{G}^{\dagger}, \tau_{e_{i} v}^{\epsilon}\right\}=\left(w^{(i)}-\mathbb{\square}\right) \tau_{e_{i} v}^{\epsilon}, \tag{3.58b}
\end{align*}
$$

where parameters in $w^{(i)}$ are defined by induction as

$$
\left\lvert\, \begin{array}{l|l}
\epsilon_{ \pm}^{(i)}=\Lambda_{i}^{-2} \epsilon_{ \pm}^{(i+1)}  \tag{3.59}\\
\epsilon_{z}^{(i)}=\epsilon_{z}^{(i+1)}+\frac{1}{2}\left(\Lambda_{i}^{-1} \mathfrak{z}_{i} \epsilon_{-}^{(i+1)}+\Lambda_{i}^{-1} \overline{\mathfrak{z}}_{i} \epsilon_{+}^{(i+1)}\right)
\end{array} \quad\right., \quad \text { and } \quad \left\lvert\, \begin{gathered}
\epsilon_{ \pm}^{(n+1)} \equiv \epsilon_{ \pm} \\
\epsilon_{z}^{(n+1)} \equiv \epsilon_{z}
\end{gathered}\right., . i=1, \cdots, n
$$

The proof is given in Proof B.3.1.

### 3.4.2 Scalar products of spinors

We will build local invariant quantities by taking scalar products between spinors from different links which meet at the same node of $\Gamma$. Due to the ribbon structure, they might meet at the same node in $\Gamma_{\mathrm{r}}$ or at different nodes in $\Gamma_{\mathrm{r}}$. In the latter case, parallel transport around the ribbon node is required to evaluate the scalar product at a common node in $\Gamma_{\mathrm{r}}$. An example of the situation is given for a 3-valent node in fig.3.4. One can form (quadratic) scalar products of spinors from two adjacent links $e_{i}$ and $e_{i+1}$. The symmetry transformation is induced at the node where the ribbons meet and if they sit at the same node, this ensures that the scalar product is invariant. One can also define observables for spinors not sitting at the same node. But in this case, it is necessary to parallel transport one spinor to the other in order to ensure invariance.

Invariants from spinors sitting at the same node in $\Gamma_{\mathbf{r}}$. The spinors $t_{e_{i} v}^{\epsilon_{i}}$ and $\tau_{e_{i+1} v}^{\epsilon_{i+1}}$ sit at the same node in $\Gamma_{\mathrm{r}}$. One can build directly the quadratic observables denoted $E_{i, i+1}^{\epsilon_{i}, \epsilon_{i+1}}$ with these two spinors by forming their scalar products

$$
\begin{align*}
E_{i, i+1}^{\epsilon_{i}, \epsilon_{i+1}} & =\epsilon_{i} \sum_{A= \pm 1 / 2}(-1)^{\frac{1}{2}+A} t_{e_{i} v,-A}^{\epsilon_{i}} \tau_{e_{i+1}}^{\epsilon_{i+1}} \\
& =\left\{\begin{array}{lll}
\epsilon_{i} \sum_{A= \pm 1 / 2}(-1)^{\frac{1}{2}+A} t_{i,-A}^{\epsilon_{i}} \tau_{i+1, A}^{\epsilon_{i+1}}, & \text { for } & o_{i}=o_{i+1}=1 \\
\epsilon_{i} \sum_{A= \pm 1 / 2}(-1)^{\frac{1}{2}+A} t_{i,-A}^{\epsilon_{i}} \tilde{\tau}_{i+1, A}^{\epsilon_{i+1}}, & \text { for } & o_{i}=-o_{i+1}=1 \\
\epsilon_{i} \sum_{A= \pm 1 / 2}(-1)^{\frac{1}{2}+A} \tilde{t}_{i,-A}^{\epsilon_{i}} \tau_{i+1, A}^{\epsilon_{i+1}}, & \text { for } & -o_{i}=o_{i+1}=1 \\
\epsilon_{i} \sum_{A= \pm 1 / 2}(-1)^{\frac{1}{2}+A} \tilde{t}_{i,-A}^{\epsilon_{i}} \tilde{\tau}_{i+1, A}^{\epsilon_{i+1}}, & \text { for } & o_{i}=o_{i+1}=-1
\end{array}\right. \tag{3.60}
\end{align*}
$$

Consider for instance $o_{i}=o_{i+1}=1, E_{i, i+1}^{\epsilon_{i}, \epsilon_{i+1}}$ encodes four possible options of scalar products depending on the signs of $\epsilon_{i}= \pm$ and $\epsilon_{i+1}= \pm$.

$$
\epsilon_{i} \sum_{A= \pm 1 / 2}(-1)^{\frac{1}{2}+A} t_{i,-A}^{\epsilon_{i}} \tau_{i+1, A}^{\epsilon_{i+1}}=\left\{\begin{array}{lll}
{\left[t^{\epsilon_{i}}\left|\tau^{\epsilon_{i+1}}\right\rangle\right.} & \text { for } & \epsilon_{i}=\epsilon_{i+1}=-  \tag{3.61}\\
{\left[t^{\epsilon_{i}} \mid \tau^{\epsilon_{i+1}}\right]} & \text { for } & \epsilon_{i}=-, \epsilon_{i+1}=+ \\
\left\langle t^{\epsilon_{i}} \mid \tau^{\epsilon_{i+1}}\right\rangle & \text { for } & \epsilon_{i}=+, \epsilon_{i+1}=- \\
\left.\left\langle t^{\epsilon_{i}}\right| \tau^{\epsilon_{i+1}}\right] & \text { for } & \epsilon_{i}=\epsilon_{i+1}=+
\end{array} .\right.
$$

They are by definition invariant under the $\mathrm{SU}(2)$ transformation acting on the node of $\Gamma_{\mathrm{r}}$ where the two spinors meet. Indeed, under an $\mathrm{SU}(2)$ transformation with $g \in \mathrm{SU}(2)$, $\left[t^{\epsilon_{i}} \mid \rightarrow\right.$ $\left.\left.\left[t^{\epsilon_{i}}\left|g^{-1},\left\langle t^{\epsilon_{i}}\right| \rightarrow\left\langle t^{\epsilon_{i}}\right| g^{-1},\right| \tau^{\epsilon_{i+1}}\right\rangle \rightarrow g\left|\tau^{\epsilon_{i+1}}\right\rangle, \mid \tau^{\epsilon_{i+1}}\right] \rightarrow g \mid \tau^{\epsilon_{i+1}}\right]$ and so clearly all $E_{i, i+1}^{\epsilon_{i}, \epsilon_{i+1}}$ defined in (3.61) are invariant under $\mathrm{SU}(2)$ transformations. Since those transformations are generated by the Gauss constraint as shown in Proposition 3.4.1, we find directly the following corollary.

Corollary 3.4.2. The scalar product $E_{i, i+1}^{\epsilon_{i}, \epsilon_{i+1}}$ defined in (3.60) is invariant under the infinitesimal gauge transformation $\delta_{\epsilon}$ generated by the Gauss constraint defined in (2.45), i.e.

$$
\begin{equation*}
\delta_{\epsilon} E_{i, i+1}^{\epsilon_{i}, \epsilon_{i+1}}=0 \tag{3.62}
\end{equation*}
$$

Invariants from spinors sitting at different nodes in $\Gamma_{\mathbf{r}}$. We now explain how to build invariants for an arbitrary pair of links $i, j=1, \ldots, n$ incident to an $n$-valent node. As before, we can work with the ribbon decorated with $\ell, \tilde{\ell}$ or $\ell^{-1 \dagger}, \tilde{\ell}^{-1 \dagger}$. We choose to explicit the case where we use $\ell, \tilde{\ell}$, and the other case is obtained in a similar way.


Figure 3.4: A node with three incident links $e_{1}, e_{2}, e_{3}$ (in gray) and the correspondent ribbon graph. The four possible orientations for $e_{1}$ and $e_{2}$ with a fix orientation $o_{3}=-1$ for $e_{3}$ are illustrated separately. The spinors defining the scalar product $E_{12}^{\epsilon_{1}, \epsilon_{2}}$ can be read at the common corner (in red) of the ribbons associated to $e_{1}$ and $e_{2}$.

Consider first $j=i+1$ so that the links share a node in $\Gamma_{\mathrm{r}}$. Then we know of the invariant $E_{i, i+1}^{\epsilon_{i}, \epsilon_{i+1}}$. We can also try to define an observable in terms of $\tau_{i}$ and $\tau_{i+1}$. We have showed that the scalar product of $t_{i}$ and $\tau_{i+1}$ is an observable. On the other hand, we know that $t_{i}$ is the result of transporting $\tau_{i}$ by $\ell_{e_{i} v}$, see (3.26), (3.40) ( $\ell_{e_{i} v}$ is defined in (2.44)). Therefore we can in fact transport $\tau_{i+1}$ by $\ell_{e_{i} v}$ so that it sits at the same node as $\tau_{i}$ in $\Gamma_{\mathrm{r}}$. Obviously one gets the same invariant as in (3.60). To be explicit, we focus on the scalar product $E_{12}^{\epsilon_{1}, \epsilon_{2}}$ with no loss of generality.

Proposition 3.4.3. Up to a coefficient $e^{ \pm \frac{\kappa N_{1}}{4}}$, we have that

$$
\begin{align*}
& E_{12}^{\epsilon_{1}, \epsilon_{2}} \\
& =\left\{\begin{array}{l}
\epsilon_{1} \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tau_{1,-A}^{\epsilon_{1}}\left(\ell_{1}^{-1} \tau_{2}^{\epsilon_{2}}\right)_{A} \sim \epsilon_{1} \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tau_{1,-A}^{\epsilon_{1}}\left(\ell_{1}^{\dagger} \tau_{2}^{\epsilon_{2}}\right)_{A}, \text { if } o_{1}=o_{2}=1 \\
\epsilon_{1} \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tau_{1,-A}^{\epsilon_{1}}\left(\ell_{1}^{-1} \tilde{\tau}_{2}^{\epsilon_{2}}\right)_{A} \sim \epsilon_{1} \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tau_{1,-A}^{\epsilon_{1}}\left(\ell_{1}^{\dagger} \tilde{\tau}_{2}^{\epsilon_{2}}\right)_{A}, \text { if } o_{1}=-o_{2}=1 \\
\epsilon_{1} \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tilde{\tau}_{1,-A}^{\epsilon_{1}}\left(\tilde{\ell}_{1} \tau_{2}^{\epsilon_{2}}\right)_{A} \sim \epsilon_{1} \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tilde{\tau}_{1,-A}^{\epsilon_{1}}\left(\tilde{\ell}_{1}^{-1 \dagger} \tau_{2}^{\epsilon_{2}}\right)_{A}, \text { if }-o_{1}=o_{2}=1 \\
\epsilon_{1} \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tilde{\tau}_{1,-A}^{\epsilon_{1}}\left(\tilde{\ell}_{1} \tilde{\tau}_{2}^{\epsilon_{2}}\right)_{A} \sim \epsilon_{1} \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tilde{\tau}_{1,-A}^{\epsilon_{1}}\left(\tilde{\ell}_{1}^{-1 \dagger} \tilde{\tau}_{2}^{\epsilon_{2}}\right)_{A}, \text { if } o_{1}=o_{2}=-1
\end{array}\right.
\end{align*}
$$

Proof. Consider the definition (3.60) and focus on the first case, with $o_{1}=o_{2}=1$. Then, we apply (3.26), $\left(\ell_{1} \tau_{1}^{\epsilon_{1}}\right)_{A} \propto t_{1, A}^{\epsilon_{1}}$ and that $\left(\ell_{1}^{-1 \dagger} \tau_{1}^{\epsilon_{1}}\right)_{A} \propto t_{1, A}^{\epsilon_{1}}$ up to coefficients $e^{ \pm \frac{\kappa N_{1}}{4}}$. We further have

$$
\begin{equation*}
\left(\ell^{-1}\right)_{A B}=(-1)^{B-A} \ell_{-B-A}, \quad\left(\ell^{\dagger}\right)_{A B}=(-1)^{B-A}\left(\ell^{-1 \dagger}\right)_{-B-A} . \tag{3.64}
\end{equation*}
$$

Putting these equalities together, we get the proposition.
In the quantization scheme, since we need to order the Hilbert spaces, and build the spinor operators using some braided permutation to the following Hilbert space we will need to set up a reference point. We will see that the notion of braided permutation is nothing else than the quantum version of the parallel transport we are discussing. As a consequence, the notion of quantum observable based on the braiding will be associated to the formulation (3.63) instead of (3.60).

We generalize this construction to links $e_{i}, e_{j}$ incident to the same node in $\Gamma$ but with $j \neq i+1$. To simplify the notations of (3.57), we denote $\tau_{i}^{\epsilon_{i}} \equiv \tau_{e_{i} v}^{\epsilon_{i}}$ and similarly for other spinors. Up to parallel transport by $\ell_{e_{i} v}, \ell_{e_{j} v}$, we can always build our observables from the spinors $\tau_{i}^{\epsilon_{i}}, \tau_{j}^{\epsilon_{j}}$. The recipe is to parallel transport $\tau_{j}^{\epsilon_{j}}$ around the ribbon node to meet $\tau_{i}^{\epsilon_{i}}$ at the same node in $\Gamma_{\mathrm{r}}$. This is done by introducing $\mathcal{L}_{i j}$ (resp. $\mathcal{L}_{i j}^{-1 \dagger}$ ), the AN(2) holonomy consisting of the product of $\ell^{-1}$ and $\tilde{\ell}$ (resp. $\ell^{\dagger}$ and $\tilde{\ell}^{-1 \dagger}$ ) clockwise around $R(v)$ from $j$ to $i$,

## Proposition 3.4.4. The quantity

$$
E_{i j}^{\epsilon_{i}, \epsilon_{j}}=\left\{\begin{array}{l}
\sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tau_{i,-A}^{\epsilon_{i}}\left(\mathcal{L}_{i j} \tau_{j}^{\epsilon_{j}}\right)_{A} \sim \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tau_{i,-A}^{\epsilon_{i}}\left(\mathcal{L}_{i j}^{-1 \dagger} \tau_{j}^{\epsilon_{j}}\right)_{A}, \text { if } o_{i}=o_{j}=1  \tag{3.65}\\
\sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tau_{i,-A}^{\epsilon_{i}}\left(\mathcal{L}_{i j} \tilde{\tau}_{j}^{\epsilon_{j}}\right)_{A} \sim \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tau_{i,-A}^{\epsilon_{i}}\left(\mathcal{L}_{i j}^{-1 \dagger} \tilde{\tau}_{j}^{\epsilon_{j}}\right)_{A}, \text { if } o_{i}=-o_{j}=1 \\
\sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tilde{\tau}_{i,-A}^{\epsilon_{i}}\left(\mathcal{L}_{i j} \tau_{j}^{\epsilon_{j}}\right)_{A} \sim \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tilde{\tau}_{i,-A}^{\epsilon_{i}}\left(\mathcal{L}_{i j}^{-1 \dagger} \tau_{j}^{\epsilon_{j}}\right)_{A}, \text { if }-o_{i}=o_{j}=1 \\
\sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tilde{\tau}_{i,-A}^{\epsilon_{i}}\left(\mathcal{L}_{i j} \tilde{\tau}_{j}^{\epsilon_{j}}\right)_{A} \sim \sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} \tilde{\tau}_{i,-A}^{\epsilon_{i}}\left(\mathcal{L}_{i j}^{-1 \dagger} \tilde{\tau}_{j}^{\epsilon_{j}}\right)_{A}, \text { if } o_{i}=o_{j}=-1
\end{array}\right.
$$

is an observable, i.e. $\delta_{\epsilon} E_{e_{i} e_{j}}^{\epsilon_{i}, \epsilon_{j}}=0$.
As in the case of the adjacent links, we can have different expressions of the same observable, depending on where we set the reference node in the ribbon. (For instance, referring to fig.3.4, one can take the node in red or the node in blue as the reference node on the ribbon of $e_{1}$.)

Now that we have defined observables we could discuss the algebra they form. Unlike the previous works [73], the definition of the observables seems to depend on the orientation of the links. Given some choice of orientation, we can determine the algebra the observables satisfy. Instead of doing so, we will first look at the quantization of this algebra in Chapter 5. We will see that each case of orientation is actually quantized in the same way, so that there is a unique quantum observable for the different orientations. Said otherwise, the natural quantum observables do not depend on the orientation, hence we can recover a unique deformed quantum algebra. This means in particular that the apparent different formulations (in terms of the spinors/orientation of the links) of the observables just give different representations of the same Poisson algebra.

## Chapter 4

## Quantization: $q$-deformed LQG

Having constructed the classical phase space, the Poisson algebra and the constraint algebra, we are now ready to quantize the classical structure to construct the Hilbert space, following the Dirac quantization programme. The quantum theory in the following few chapters is the core of this thesis and contains most of the original work of the author. This chapter is based on [41]. Before we describe the quantization process, let us emphasize the physical and mathematical guidelines.

As has been mentioned a few times above, we take it as hints that the quantum theory of 3D gravity with a $\Lambda \neq 0$ captures quantum group [58, 148] symmetries. This has been shown to be the case in the quantization based on the Chern-Simons formulation of 3D gravity either through the path integral method [210, 177] or the combinatorial quantization approach $[7,8]$ as well as the spinfoam approach [204]. The quantum groups describing the quantum gravity theories in these existing models are all formulated as deformations of some Lie groups that describe the classical features with deformation parameters determined by $\Lambda$. Our goal is to re-produce these quantum group symmetries in the LQG framework starting from the classical theory defined in terms of the Lie bialgebra as described in chapter 2. This relies on the deep mathematical correspondence between Lie bialgebras and Hopf algebras, which are the general notion of quantum groups.

Mathematically, there are (at least) two ways to understand the quantization process if one considers the relation between classical mechanics and quantum mechanics. One way is to replace the Poisson algebra of functions on group, say $\{A, B\}$, in classical mechanics into a (non-commutative) quantum algebra $[\hat{A}, \hat{B}]=i \hbar \widehat{\{A, B\}}$ where $\hat{A}$ and $\hat{B}$ are (noncommutative) operators. Another way is to introduce an auxiliary parameter, say $t$ (which can contain the information of $\hbar$ ), and use it to parametrize a deformation, which deforms
the classical Poisson algebra into a non-commutative one. We require that the $t \rightarrow 0$ limit recovers the classical Poisson algebra at the first $t$-order [148]. Mathematically, this is how a Lie bialgebra can be recovered as the infinitesimal notion of a Hopf algebra, in an analogous way that a Lie algebra is an infinitesimal notion of a Lie group. In fact, this is the reason why we construct in Chapter 4 the classical continuous and discrete theory in the language of Lie bialgebra. The deformation parameter $\kappa$ introduced in Chapter 2 and also used in Chapter 3 can be promoted by exponentiation to a deformation parameter $q \equiv e^{\kappa \hbar}$ which combines the value of the cosmological constant and quantum parameter $\hbar$.

We now mention the mathematical ingredients we need for quantizing the classical kinematical phase space of a ribbon graph into a Hilbert space. The Hilbert space structure is based on two dual pairs of Hopf algebras $\left(\mathcal{U}_{q}(\mathfrak{s u}(2)), \mathrm{SU}_{q}(2)\right)$ and $\left(\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2)), \mathrm{SU}_{q^{-1}}(2)\right)$ with $q$ real. They are dual pairs in the sense of Hopf algebra duality [148]. $\mathcal{U}_{q}(\mathfrak{s u}(2))$ (resp. $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ ) is isomorphic to $q$-deformed function $F_{q}(\operatorname{AN}(2))$ (resp. $\left.F_{q^{-1}}(\operatorname{AN}(2))\right)$ and gives the quantization of fluxes while $\mathrm{SU}_{q}(2)$ (resp. $\left.\mathrm{SU}_{q^{-1}}(2)\right)$ describes the $q$-deformation of the holonomies. More precisely, in the ribbon picture, the two fluxes on a ribbon are quantized to a $\mathcal{U}_{q}(\mathfrak{s u}(2))$ element and a $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ element respectively, while the two holonomies are respectively quantized to an $\mathrm{SU}_{q}(2)$ element and an $\mathrm{SU}_{q^{-1}}(2)$ element. The Poisson structure of the classical phase space, as we will see, is precisely the first order in $\hbar$ of the defining commutation relations of the above two Hopf algebras. The main concepts used in this section are the quasitriangular Hopf algebra and the dual quasitriangular Hopf algebra which are different Hopf algebras with the same quantum $\mathcal{R}$-matrix [148] ${ }^{1}$. The mathematical construction of the (dual) quasitriangular Hopf algebra for a general Hopf algebra is concisely reviewed in Appendix A.2.

In this chapter, we first summarize in Section 4.1 the definitions and properties of the Hopf algebra $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathrm{SU}_{q}(2)$. With this mathematical knowledge, we give a complete quantization of the kinematical phase space in Section 4.2. It was first introduced in [39] but the $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ part of the structure was not realized therein. We completed this structure in [41]. We also realize, in the LQG framework, that one can extract the geometrical meaning of the quantum $\mathcal{R}$-matrix, which was understood as a mathematical "structure constant" in Hopf algebra. Finally in Section 4.3, we quantize the Gauss constraint and solve for the intertwiners as the states invariant under the quantum Gauss constraint.

[^21]
## 4.1 $\quad \mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathrm{SU}_{q}(2)$

Introduce a real deformation parameter $q=e^{\kappa \hbar}$ which includes the quantum parameter $\hbar$ and the cosmological constant information encoded in $\kappa$. The key point is to realize that the classical dual pair $\left(\mathrm{SU}(2)^{*} \equiv \mathrm{AN}(2), \mathrm{SU}(2)\right)$ whose Lie bialgebra structures are given by the classical $r$-matrix can be $q$-deformed into the pair formed by the quasitriangular Hopf algebra $\left(\mathcal{U}_{q}(\mathfrak{s u}(2)), \mathcal{R}\right)$ and by the dual quasitriangular Hopf algebra $\left(\mathrm{SU}_{q}(2), \mathcal{R}\right)$. Let us first recall the mathematical facts of these two Hopf algebras. We refer to quantum group textbooks e.g. $[148,58]$ for more details on these two Hopf algebras.

Definition 4.1.1 $\left(\left(\mathcal{U}_{q}(\mathfrak{s u}(2)), \mathcal{R}\right)\right)$. The quasitriangular Hopf algebra $\left(\mathcal{U}_{q}(\mathfrak{s u}(2)), \mathcal{R}\right)$ is generated by the identity and $J_{ \pm}, K=q^{\frac{J_{z}}{2}}$ with the relations

$$
\begin{equation*}
K J_{ \pm} K^{-1}=q^{ \pm \frac{1}{2}} J_{ \pm}, \quad\left[J_{+}, J_{-}\right]=\left[2 J_{z}\right], \quad \text { with }[n] \equiv \frac{q^{\frac{n}{2}}-q^{-\frac{n}{2}}}{q^{\frac{1}{2}}-q^{-\frac{1}{2}}} \tag{4.1}
\end{equation*}
$$

This form a Hopf algebra with the coproduct $\triangle: \mathcal{U}_{q}(\mathfrak{s u}(2)) \rightarrow \mathcal{U}_{q}(\mathfrak{s u}(2)) \otimes \mathcal{U}_{q}(\mathfrak{s u}(2))$, antipode $S: \mathcal{U}_{q}(\mathfrak{s u}(2)) \rightarrow \mathcal{U}_{q}(\mathfrak{s u}(2))$ and counit $\epsilon: \mathcal{U}_{q}(\mathfrak{s u}(2)) \rightarrow \mathbb{C}$ which act on the generators as

$$
\begin{array}{lll}
\triangle\left(J_{ \pm}\right):=J_{ \pm} \otimes K+K^{-1} \otimes J_{ \pm}, & S\left(J_{ \pm}\right):=-q^{ \pm \frac{1}{2}} J_{ \pm}, & \epsilon(K)=1  \tag{4.2}\\
\triangle(K):=K \otimes K, & S(K):=K^{-1}, & \epsilon\left(J_{ \pm}\right)=0
\end{array}
$$

This Hopf algebra is quasitriangular with an $\mathcal{R}$-matrix $\mathcal{R} \in \mathcal{U}_{q}(\mathfrak{s u}(2)) \otimes \mathcal{U}_{q}(\mathfrak{s u}(2))$ :

$$
\begin{equation*}
\mathcal{R}=q^{J_{z} \otimes J_{z}} \sum_{n=0}^{\infty} \frac{\left(1-q^{-1}\right)^{n}}{[n]!} q^{\frac{n(n-1)}{4}}\left(q^{\frac{J_{z}}{2}} J_{+}\right)^{n} \otimes\left(q^{-\frac{J_{z}}{2}} J_{-}\right)^{n} \tag{4.3}
\end{equation*}
$$

A number $[n]$ defined as in (4.1) is called the $q$-number. The $\mathcal{R}$-matrix is the quantum version of the classical $r$-matrix and it satisfies the quantum Yang-Baxter equation (QYBE)

$$
\begin{equation*}
\mathcal{R}_{12} \mathcal{R}_{13} \mathcal{R}_{23}=\mathcal{R}_{23} \mathcal{R}_{13} \mathcal{R}_{12} \tag{4.4}
\end{equation*}
$$

where we have used the standard notation $\mathcal{R}_{12}=\sum \mathcal{R}_{(1)} \otimes \mathcal{R}_{(2)} \otimes \mathbb{\square}, \mathcal{R}_{23}=\rrbracket \otimes \mathcal{R}_{(1)} \otimes$ $\mathcal{R}_{(2)}, \mathcal{R}_{13}=\mathcal{R}_{(1)} \otimes \mathbb{\square} \otimes \mathcal{R}_{(2)}$. In the fundamental representation $(j=1 / 2)$, the generators are represented as $2 \times 2$ matrices

$$
\left.J_{-}\right|_{j=1 / 2}=\left(\begin{array}{cc}
0 & 0  \tag{4.5}\\
1 & 0
\end{array}\right),\left.\quad J_{+}\right|_{j=1 / 2}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right),\left.\quad K\right|_{j=1 / 2}=\left(\begin{array}{cc}
q^{\frac{1}{4}} & 0 \\
0 & q^{-\frac{1}{4}}
\end{array}\right) .
$$

We denote the $\mathcal{R}$-matrix (4.3) in the fundamental representation by $R$, which is a $4 \times 4$ matrix that takes the form

$$
R=\left.\left(\begin{array}{cccc}
q^{\frac{1}{4}} & 0 & 0 & 0  \tag{4.6}\\
0 & q^{-\frac{1}{4}} & q^{-\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) & 0 \\
0 & 0 & q^{-\frac{1}{4}} & 0 \\
0 & 0 & 0 & q^{\frac{1}{4}}
\end{array}\right) \equiv \mathcal{R}\right|_{j=1 / 2}
$$

Clearly, the first $\hbar$-order of $R$ recovers the classical $r$-matrix (2.33) in the fundamental representation, i.e.

$$
\begin{equation*}
R=\mathbb{\square} \otimes+i \hbar r+O\left(\hbar^{2}\right) \tag{4.7}
\end{equation*}
$$

We are particularly interested in the $2 \times 2$ matrix operators, denoted as $Q^{ \pm}$, whose elements $\left(q^{ \pm}\right)^{i}{ }_{j}(i, j= \pm)$ are given by the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ elements [148]. They are defined as

$$
Q^{+}=\left(\begin{array}{cc}
K & 0  \tag{4.8}\\
q^{-\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) J_{+} & K^{-1}
\end{array}\right), \quad Q^{-}=\left(\begin{array}{cc}
K^{-1} & -q^{\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) J_{-} \\
0 & K
\end{array}\right)
$$

The coproduct and counit of $Q^{ \pm}$are given by

$$
\begin{equation*}
\triangle\left(Q^{ \pm}\right)=Q^{ \pm} \otimes Q^{ \pm}, \quad \epsilon\left(Q^{ \pm}\right)=0, \quad \text { i.e. } \quad \triangle\left(\left(q^{ \pm}\right)_{j}^{i}\right)=\sum_{k}\left(q^{ \pm}\right)^{i}{ }_{k} \otimes\left(q^{ \pm}\right)^{k}{ }_{j}, \quad \epsilon\left(\left(q^{ \pm}\right)\right)^{i}=\delta_{j}^{i} . \tag{4.9}
\end{equation*}
$$

They satisfy

$$
\begin{equation*}
Q_{1}^{ \pm} Q_{2}^{ \pm} R=R Q_{2}^{ \pm} Q_{1}^{ \pm}, \quad Q_{1}^{-} Q_{2}^{+} R=R Q_{2}^{+} Q_{1}^{-} \tag{4.10}
\end{equation*}
$$

with $Q_{1}^{ \pm}=Q^{ \pm} \otimes \mathbb{\square}$ and $Q_{2}^{ \pm}=\mathbb{\square} \otimes Q^{ \pm}$.
$\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ is generated by the same generators as $\mathcal{U}_{q}(\mathfrak{s u}(2))$ with the same commutation relations (4.1) but possessing a different coproduct denoted as $\bar{\triangle}$ and a different antipode denoted as $\bar{S}$. They act on the generators as
$\bar{\triangle}\left(J_{ \pm}\right):=J_{ \pm} \otimes K^{-1}+K \otimes J_{ \pm}, \quad \bar{\triangle}(K):=K \otimes K, \quad \bar{S}\left(J_{ \pm}\right):=-q^{\mp \frac{1}{2}} J_{ \pm}, \quad \bar{S}(K):=K^{-1}$.
The two coproducts and two antipodes are related by

$$
\bar{\triangle}=\sigma \circ \triangle, \quad \bar{S}=S^{-1}
$$

where $\sigma$ is the permutation operator acting on the tensor space as $\sigma(a \otimes b)=b \otimes a$.

Definition 4.1.2 $\left(\left(\mathrm{SU}_{q}(2), \mathcal{R}\right)\right)$. The dual quasitriangular Hopf algebra $\left(\mathrm{SU}_{q}(2), \mathcal{R}\right)$ is generated by identity and the coordinate functions $T=\left(\begin{array}{ll}t_{--} & t_{-+} \\ t_{+-} & t_{++}\end{array}\right)$on the space of $2 \times 2$ matrices satisfying

$$
\begin{equation*}
R T_{1} T_{2}=T_{2} T_{1} R \tag{4.12}
\end{equation*}
$$

where $R$ is defined in (4.6), and quotient with the $q$-determinant $\operatorname{det}_{q} T:=t_{--} t_{++}-$ $q^{-\frac{1}{2}} t_{-+} t_{+-}=\mathbb{0}$. The antipode, coproduct and counit are given by

$$
\begin{align*}
& S(T)=\left(\begin{array}{cc}
t_{++} & -q^{\frac{1}{2}} t_{-+} \\
-q^{-\frac{1}{2}} t_{+-} & t_{--}
\end{array}\right) \quad \triangle(T)=T \otimes T, \quad \epsilon(T)=\mathbb{0},  \tag{4.13}\\
& \text { i.e. } \triangle\left(t^{i}{ }_{j}\right)=\sum_{k= \pm} t^{i}{ }_{k} \otimes t^{k}{ }_{j}, \quad \epsilon\left(t^{i}{ }_{j}\right)=\delta_{j}^{i}, \quad i, j= \pm .
\end{align*}
$$

This Hopf algebra is dual quasitriangular with the $\mathcal{R}$-matrix defined in (4.3) which is viewed as a map $\mathcal{R}: \mathrm{SU}_{q}(2) \otimes \mathrm{SU}_{q}(2) \rightarrow \mathbb{C}$.

The commutation relation (4.12) is equivalent to the following relations.

$$
\begin{array}{ll}
t_{--} t_{-+}=q^{-\frac{1}{2}} t_{-+} t_{--}, & t_{--} t_{+-}=q^{-\frac{1}{2}} t_{+-} t_{--}, \quad t_{-+} t_{++}=q^{-\frac{1}{2}} t_{++} t_{-+}  \tag{4.14}\\
t_{+-} t_{++}=q^{-\frac{1}{2}} t_{++} t_{+-}, & t_{-+} t_{+-}=t_{+-} t_{-+}, \quad\left[t_{--}, t_{++}\right]=-\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) t_{-+} t_{+-} .
\end{array}
$$

The duality between $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathrm{SU}_{q}(2)$ can be represented by the bilinear map between the operator matrices $Q^{ \pm}$and $T$ as follows [148]. (See e.g. [58] for a more detailed proof of the duality relation)

$$
\begin{equation*}
\left\langle T_{1}, Q_{2}^{+}\right\rangle=R, \quad\left\langle T_{1}, Q_{2}^{-}\right\rangle=R_{21}^{-1}, \quad \text { i.e. } \quad\left\langle t^{i}{ }_{j},\left(q^{+}\right)^{k}{ }_{l}\right\rangle=R_{j l}^{i k}, \quad\left\langle t^{i}{ }_{j},\left(q^{-}\right)^{k}{ }_{l}\right\rangle=\left(R^{-1}\right)_{j l l}^{i k}, \tag{4.15}
\end{equation*}
$$

where $R_{21}=\sigma \circ R=\sum R_{(2)} \otimes R_{(1)}$.

### 4.2 From phase space to Hopf algebras

We are interested in the quantization of the Poisson brackets (2.35) and (2.36) for a single ribbon. To this aim, we construct the operators associated to the classical variables (the holonomy-flux algebra) and introduce the Hilbert space structure on which we represent these operators.

### 4.2.1 Poisson bracket quantization

As a first step, we introduce the deformation parameter, $q=e^{\hbar \kappa}$. Then the classical $r$ matrix is quantized as $r \rightarrow R$ according to the relation (4.7). Note that one obtains the inverse matrix $R^{-1}$ if one replaces $q$ by $q^{-1}$. We quantize the holonomies and fluxes to be matrices of operators $\ell \rightarrow L, u \rightarrow U, \tilde{\ell} \rightarrow \tilde{L}, \tilde{u} \rightarrow \tilde{U}$. The quantization of the Poisson brackets (2.35) and (2.36) gives the following commutation relations for the matrices of operators [194, 6]

$$
\begin{array}{llll}
R_{21} U_{1} U_{2}=U_{2} U_{1} R_{21}, & R L_{1} L_{2}=L_{2} L_{1} R, & L_{1} R_{21}^{-1} U_{2}=U_{2} L_{1}, & L_{2} R^{-1} U_{1}=U_{1} L_{2}, \\
R_{21}^{-1} \tilde{U}_{1} \tilde{U}_{2}=\tilde{U}_{2} \tilde{U}_{1} R_{21}^{-1}, & R^{-1} \tilde{L}_{1} \tilde{L}_{2}=\tilde{L}_{2} \tilde{L}_{1} R^{-1}, & \tilde{U}_{2} R_{21} \tilde{L}_{1}=\tilde{L}_{1} \tilde{U}_{2}, & \tilde{U}_{1} R \tilde{L}_{2}=\tilde{L}_{2} \tilde{U}_{1} \\
\tilde{L}_{1} U_{2} R_{21}^{-1}=U_{2} \tilde{L}_{1}, & R \tilde{U}_{1} L_{2}=L_{2} U_{1}, & R_{21}^{-1} L_{1} \tilde{U}_{2}=\tilde{U}_{2} L_{1}, & U_{1} \tilde{L}_{2} R=\tilde{L}_{2} U_{1}, \tag{4.16}
\end{array}
$$

The Poisson brackets (2.35), (2.36) and (2.38) are recovered at the first order through the map $[\hat{A}, \hat{B}]=i \hbar \widehat{\{A, B\}}$. Note that $R^{-1}$ appears because of the minus sign difference between the classical Poisson structures respectively defined in (2.35) and in (2.36).

The classical Casimir $r+r_{21}$ can be quantized as $R_{21} R$ and requesting this operator to be a Casimir implies that

$$
\begin{equation*}
\left[R_{21} R, L_{1} L_{2}\right]=\left[R_{21} R, U_{2} U_{1}\right]=\left[R_{21} R, \tilde{L}_{2} \tilde{L}_{1}\right]=\left[R_{21} R, \tilde{U}_{1} \tilde{U}_{2}\right]=0 \tag{4.17}
\end{equation*}
$$

Using this in (4.16) leads to the following equivalent commutation relations

$$
\begin{align*}
R_{21} U_{1} U_{2} & =U_{2} U_{1} R_{21}
\end{align*} \quad \Longleftrightarrow \quad R^{-1} U_{1} U_{2}=U_{2} U_{1} R^{-1},
$$

Note that the $\mathcal{R}$-matrix for $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ is simply the inverse of the $\mathcal{R}$-matrix for $\mathcal{U}_{q}(\mathfrak{s u}(2))$. Comparing to the defining commutation relations (4.10) and (4.12) for $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathrm{SU}_{q}(2)$ respectively, one realizes that the commutation relations (4.18) of the quantum holonomies with themselves and those of the quantum fluxes with themselves included in (4.16) imply that the holonomies and fluxes can be quantized as

$$
\left\lvert\, \begin{align*}
& \ell \in \operatorname{AN}(2) \rightarrow L \in \operatorname{Fun}_{q^{-1}}(\operatorname{AN}(2)) \cong \mathcal{U}_{q^{-1}}(\mathfrak{s u}(2)) \\
& u \in \operatorname{SU}(2) \rightarrow U \in \mathrm{SU}_{q^{-1}}(2) \\
& \tilde{\ell} \in \operatorname{AN}(2) \rightarrow \tilde{L} \in \operatorname{Fun}_{q}(\operatorname{AN}(2)) \cong \mathcal{U}_{q}(\mathfrak{s u}(2))  \tag{4.19}\\
& \tilde{u} \in \operatorname{SU}(2) \rightarrow \tilde{U} \in \operatorname{SU}_{q}(2)
\end{align*}\right.
$$

We have in particular

$$
L=\left(\begin{array}{cc}
K^{-1} & 0  \tag{4.20}\\
-q^{\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) J_{+} & K
\end{array}\right), \quad \tilde{L}=\left(\begin{array}{cc}
\tilde{K} & 0 \\
q^{-\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) \tilde{J}_{+} & \tilde{K}^{-1}
\end{array}\right)
$$

where $\left(\tilde{J}_{ \pm}, \tilde{K}\right)$ are another copy of the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ generators commuting with the non-tilde pieces. The antipodes $\bar{S}(L)$ and $S(\tilde{L})$ are given by acting the correspondent antipodes on all the matrix elements. That is

$$
\begin{align*}
& \bar{S}(L)=\left(\begin{array}{cc}
\bar{S}\left(K^{-1}\right) & 0 \\
-q^{\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) \bar{S}\left(J_{+}\right) & \bar{S}(K)
\end{array}\right)=\left(\begin{array}{cc}
K & 0 \\
q^{-\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) J_{+} & K^{-1}
\end{array}\right),  \tag{4.21}\\
& S(\tilde{L})=\left(\begin{array}{cc}
S(\tilde{K}) & 0 \\
q^{-\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) S\left(\tilde{J}_{+}\right) & S\left(\tilde{K}^{-1}\right)
\end{array}\right)=\left(\begin{array}{cc}
\tilde{K}^{-1} & 0 \\
-q^{\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) \tilde{J}_{+} & \tilde{K}
\end{array}\right) . \tag{4.22}
\end{align*}
$$

Neither of these antipodes is an involution. However, they are the inverse of each other: $\bar{S} \circ S=S \circ \bar{S}=\square$. Also notice that the antipode acting on the quantum holonomies and quantum fluxes plays the role of exchanging $q \leftrightarrow q^{-1}$. That is, $\bar{S}(U) \in \mathrm{SU}_{q}(2), S(\tilde{U}) \in$ $\mathrm{SU}_{q^{-1}}(2), \bar{S}(L) \in \mathcal{U}_{q}(\mathfrak{s u}(2)), S(\tilde{L}) \in \mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$. Thus when the antipode acts twice on the same quantum holonomy/flux, both $\bar{S}$ and $S$ need to be used which leads to the original object.

We note that the left Iwasawa decomposition leads to elements in the Hopf algebras, $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ and $\mathrm{SU}_{q^{-1}}(2)$ while the right decomposition leads to elements in the Hopf algebras, $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathrm{SU}_{q}(2)$. At the classical level, this is reflected in the presence of the minus sign difference between (2.35), (2.36), the Poisson structures respectively for the elements $u, \ell$ of the left Iwasawa decomposition and for the elements $\tilde{u}, \tilde{\ell}$ of the right Iwasawa decomposition.

One can also quantize the phase space element $d=\ell u \in \mathrm{SL}(2, \mathbb{C})$ into an operator matrix. At first glance, it would lead to $\mathrm{SL}_{q}(2, \mathbb{C})^{2}$. However, since the Heisenberg double is not a Poisson-Lie group, its quantization does not lead to a Hopf algebra either ${ }^{3}$.
Nevertheless, one can form the objects $L U$ and $\tilde{U} \tilde{L}$ whose commutation relation would give the quantization of the Poisson bracket (2.34). They are not necessarily equal as the $q$ determinant is not preserved under matrix multiplication, i.e. $\operatorname{det}_{q}(\tilde{U} \tilde{L}) \neq \operatorname{det}_{q}(\tilde{U}) \operatorname{det}_{q}(\tilde{L})$ and $\operatorname{det}_{q^{-1}}(L U) \neq \operatorname{det}_{q^{-1}} L \operatorname{det}_{q^{-1}} U$. To fix the coefficient, we define

$$
\begin{equation*}
D=c_{L}(q) L U=c_{R}(q) \tilde{U} \tilde{L} \tag{4.23}
\end{equation*}
$$

such that $\operatorname{det}_{q} D=\mathbb{0}$, where $c_{L}(q)$ and $c_{R}(q)$ are $q$-dependent constants whose $q \rightarrow 1$ limit are both one. This will guarantee that the classical limit gives back (2.34). These constants

[^22]will not affect the commutation relations. We then can write the quantum version of the ribbon constraint as
\[

$$
\begin{equation*}
L U=\frac{c_{L}(q)}{c_{R}(q)} \tilde{U} \tilde{L} \tag{4.24}
\end{equation*}
$$

\]

Coupling the commutation relations in (4.16), one finds that the quantization of the Poisson bracket (2.34) gives the following equivalent commutation relations.

$$
\begin{equation*}
R D_{1} D_{2}=D_{2} D_{1} R_{21} \quad \Longleftrightarrow \quad R_{21}^{-1} D_{1} D_{2}=D_{2} D_{1} R^{-1} \tag{4.25}
\end{equation*}
$$

The equivalence of these two equations can be shown by using the Casimir property (4.17) of $R_{21} R$. Corresponding to the matrix elements of $D=\left(\begin{array}{cc}\hat{a} & \hat{b} \\ \hat{c} & \hat{d}\end{array}\right)$, (4.25) is equivalent to the following relations:

$$
\begin{align*}
& \hat{a} \hat{b}=q^{\frac{1}{2}} \hat{b} \hat{a}, \quad \hat{c} \hat{d}=q^{\frac{1}{2}} \hat{d} \hat{c}, \quad \hat{a} \hat{c}=q^{-\frac{1}{2}} \hat{c} \hat{a}, \quad \hat{b} \hat{d}=q^{-\frac{1}{2}} \hat{d} \hat{b},  \tag{4.26}\\
& \hat{a} \hat{d}=\hat{d} \hat{a}, \quad \hat{b} \hat{c}-\hat{c} \hat{b}=-\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) \hat{a} \hat{d} .
\end{align*}
$$

This shows clearly that $D \notin \mathrm{SL}_{q}(2, \mathbb{C})$.
Lastly, the matrix $R$ also captures completely the duality in the sense of Hopf algebra between the quantum holonomies and quantum fluxes according to (4.15). Denote the matrices $U=\left(\begin{array}{cc}U_{--} & U_{-+} \\ U_{+-} & U_{++}\end{array}\right), \tilde{U}=\left(\begin{array}{ll}\tilde{U}_{--} & \tilde{U}_{-+} \\ \tilde{U}_{+-} & \tilde{U}_{++}\end{array}\right)$and use the parametrization (4.20) of $L, \tilde{L}$. Then the dualities between $L, U$ and between $\tilde{L}, \tilde{U}$ mean

$$
\begin{align*}
& \left\langle U_{--}, K^{ \pm}\right\rangle=q^{ \pm \frac{1}{4}}, \quad\left\langle U_{-+}, J_{+}\right\rangle=\left\langle U_{-+}, J_{-}\right\rangle=1, \quad\left\langle U_{++}, K^{ \pm}\right\rangle=q^{\mp \frac{1}{4}}  \tag{4.27}\\
& \left\langle\tilde{U}_{--}, \tilde{K}^{ \pm}\right\rangle=q^{ \pm \frac{1}{4}}, \quad\left\langle\tilde{U}_{-+}, \tilde{J}_{+}\right\rangle=\left\langle\tilde{U}_{-+}, \tilde{J}_{-}\right\rangle=1, \quad\left\langle\tilde{U}_{++}, \tilde{K}^{ \pm}\right\rangle=q^{\mp \frac{1}{4}}
\end{align*}
$$

and other bilinear maps vanish.
In this section, we have fully quantized the Poisson brackets (2.34), (2.35) and (2.36) and extend the duality between the classical fluxes and holonomies in the sense of Lie bialgebra to the duality between the quantum fluxes and quantum holonomies in the sense of Hopf algebra. We have found that the quantum symmetry of 3 D gravity with a (negative) cosmological constant is captured by the quantum groups $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathrm{SU}_{q}(2)$ (if taking $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ and $\mathrm{SU}_{q^{-1}}(2)$ as the isomorphism of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathrm{SU}_{q}(2)$ respectively). This is consistent with the results in the literature from other approaches [204, 53, 185]. The advantage here is that we derive these results starting from first principle and following the loop quantization program. It is thus encouraging to apply the flux and holonomy we defined in this model for future developments of the quantum theory and to generalize to higher dimensions.

### 4.2.2 The $\mathcal{R}$-matrix contains the information about fluxes and holonomies

Let us add some additional comments on the defining relations

$$
\begin{equation*}
L_{1} L_{2} R^{-1}=R^{-1} L_{2} L_{1}, \quad R^{-1} U_{1} U_{2}=U_{2} U_{1} R^{-1}, \quad \tilde{L}_{1} \tilde{L}_{2} R=R \tilde{L}_{2} \tilde{L}_{1}, \quad R \tilde{U}_{1} \tilde{U}_{2}=\tilde{U}_{2} \tilde{U}_{1} R \tag{4.28}
\end{equation*}
$$

for the quantum fluxes and quantum holonomies. It is well-known [184] that they can be obtained from the (QYBE) (4.4), which in components is written as

$$
\begin{equation*}
\sum_{k_{1}, k_{2}, k_{3}} \mathcal{R}_{k_{1}}^{i_{1}{ }_{k_{2}}{ }_{2} \mathcal{R}_{j_{1}} k_{k_{3}}{ }^{i_{3}} \mathcal{R}_{j_{2}}^{\prime \prime k_{2}}{ }_{j_{3}}^{k_{3}}=\sum_{k_{1}, k_{2}, k_{3}} \mathcal{R}_{k_{2}}^{\prime \prime i_{2}}{ }_{k_{3}}^{i_{3}} \mathcal{R}_{k_{1}}^{i_{1}}{ }_{j_{3}}^{k_{3}} \mathcal{R}_{j_{1}{ }_{j_{2}}^{k_{1}}{ }_{2} .} . . .{ }_{2} .} \tag{4.29}
\end{equation*}
$$

Here, $\mathcal{R}, \mathcal{R}^{\prime}, \mathcal{R}^{\prime \prime}$ are different copies of the $\mathcal{R}$-matrix. The first two indices $(i, j)$ of $\mathcal{R}^{i}{ }_{j}{ }_{l}{ }_{l}$ are the indices for $\mathcal{R}_{(1)}$ and the last two indices $(k, l)$ are the indices for $\mathcal{R}_{(2)}$ given the decomposition $\mathcal{R}=\sum \mathcal{R}_{(1)} \otimes \mathcal{R}_{(2)}$.

Let us fix the representation of $\mathcal{R}_{(2)}, \mathcal{R}_{(2)}^{\prime}$ and $\mathcal{R}^{\prime \prime}$ to be the fundamental representation of $\mathcal{U}_{q}(\mathfrak{s u}(2))$, then the indices $\left(i_{2}, i_{3}\right),\left(j_{2}, j_{3}\right),\left(k_{2}, k_{3}\right) \in\left\{-\frac{1}{2}, \frac{1}{2}\right\}$ in (4.29). In this representation, we then have

$$
\begin{equation*}
\left(\tilde{L}^{k}{ }_{l}\right)^{\alpha}{ }_{\beta}=\mathcal{R}^{\alpha}{ }_{\beta}^{k}{ }_{l} \tag{4.30}
\end{equation*}
$$

where the indices $k, l= \pm \frac{1}{2}$ are the indices labelling the matrix elements of $\tilde{L}$, while $\alpha, \beta$ are the indices of the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ generators in any representation. The QYBE (4.29) thus can be written as $\tilde{L}_{1} \tilde{L}_{2} R=R \tilde{L}_{2} \tilde{L}_{1}$, which is the third relation of (4.28).

On the other hand, fixing the representation of $\mathcal{R}, \mathcal{R}_{(1)}^{\prime}$ and $\mathcal{R}_{(1)}^{\prime \prime}$ to be the fundamental representation and using that

$$
\begin{equation*}
\left(\tilde{U}_{j}^{i}\right)^{\alpha}{ }_{\beta}=\mathcal{R}_{j}^{i \alpha}{ }_{j}^{\alpha} \tag{4.31}
\end{equation*}
$$

when $i, j \in\left\{-\frac{1}{2}, \frac{1}{2}\right\}$, the QYBE can be written as $R \tilde{U}_{1} \tilde{U}_{2}=\tilde{U}_{2} \tilde{U}_{1} R$, which reproduce the last relation in (4.28).

In the same spirit, the first two equations in (4.28) are the QYBE for the $\mathcal{R}$-matrix of $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ (which is the inverse of the $\mathcal{R}$-matrix of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ ) in a given representation. Therefore, the $\mathcal{R}$-matrix captures the quantum holonomy and quantum flux information in its two sub-spaces. This gives a more geometrical interpretation to the $\mathcal{R}$-matrix in terms of quantum "holonomies" either in some deformation of $\operatorname{AN}(2)$ or $\mathrm{SU}(2)^{4}$.

[^23]The construction of tensor operators (such as spinor and vector operators) usually requires some braiding defined in terms of the $\mathcal{R}$-matrix to transform appropriately [179, 175]. We will show in Chapter 5 how this braiding can be re-interpreted in a more geometrical setting, i.e. in terms of parallel transport. Last but not least, as the $\mathcal{R}$-matrix has been intensively used and studied in the integrable lattice model (see e.g. [147, 84] and a recent lecture note [178] and reference therein), we expect that the methodology and analysis therein can offer lessons on understanding the quantum structure of LQG. We leave this for future investigation.

### 4.3 Kinematical Hilbert space intertwiners

Let us consider a node $v$ with $n(n \geq 3)$ incident links. A quantum state on this node lives in the tensor product of the $n$ vector spaces or dual vector spaces for the incident links depending on their orientations. The quantized Gauss constraint, as an operator on such a space, is provided by the coproduct of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$. In this section, we construct the quantized Gauss constraint and solve it. The solutions are the so-called intertwiner states. It was first given in [39], in which different definitions of the quantum fluxes were used.


Figure 4.1: An $n$-valent node $v$ (in gray) with incident links $e_{1}, e_{2}, \cdots, e_{n}$ attached on $v$ in a cyclic order and its corresponding ribbon graph.

Denote the incident links by $e_{1}, e_{2}, \cdots, e_{n}$ in a cyclic order in the counterclockwise orientation as shown in fig.4.1. We rewrite the classical Gauss constraint on $v$ (in an inverse way compared to (2.44)) as $\mathcal{G}_{v}=\mathcal{L}_{1} \mathcal{L}_{2} \cdots \mathcal{L}_{n}$ with $\mathcal{L}_{i}=\tilde{\ell}_{i}$ if $o_{i}=-1$ and $\mathcal{L}_{i}=\ell^{-1}$ if $o_{i}=1$.

Upon quantization, $\tilde{\ell}$ is quantized to $\tilde{L}$ and $\ell^{-1}$ is quantized to $L^{-1}:=\bar{S}(L)$. The change of orientation for a link leads to the exchange of $\tilde{L}$ and $L$ in the quantized Gauss constraint thus the exchange of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ operators. Moreover, the change of orientation results in the exchange between the representation on the vector space and the dual representation ${ }^{5}$ on the dual vector space. We can thus define the associated quantum state for an incoming link in the representation space of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and the associated state for an outgoing link in the dual representation space of $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$. Combining these ideas, we consider the representation $\Pi(\tilde{L})=\tilde{L}$ of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ in the quantized Gauss constraint for an incoming link, while for an outgoing link we need to consider the dual representation $\Pi^{*}(\bar{S}(L)) \equiv S \circ \bar{S}(L)=L$ of $\mathcal{U}_{q}(\mathfrak{s u}(2))$. The quantized Gauss constraint on $v$ is thus
$\hat{\mathcal{G}}_{v}=\triangle^{(n-1)}(\hat{\mathcal{L}})$, with $\triangle^{(n-1)}=(\triangle \otimes \mathbb{\mathbb { C }}) \circ \triangle^{(n-2)}, \quad \triangle\left(\hat{\mathcal{L}}_{i j}\right)=\sum_{k= \pm} \hat{\mathcal{L}}_{1, i k} \otimes \hat{\mathcal{L}}_{2, k j}, i, j= \pm$.
On the right hand side of the last equation, $\hat{\mathcal{L}}_{\alpha}=\tilde{L}$ if $o_{\alpha}=-1$ and $\hat{\mathcal{L}}_{\alpha}=L$ if $o_{\alpha}=1$ with $\alpha=1,2$ denoting the incident links.

### 4.3.1 Kinematical Hilbert space

Let us now construct the Hilbert space, more particularly the kinematical Hilbert space, denoted as $\mathcal{H}_{\text {kin }}$, of the $q$-deformed LQG model. A Hilbert space is mathematically defined as a squared integrable space with a measure defining the inner product of states - elements in the Hilbert space. And the kinematical Hilbert space is spanned by the state invariant under the quantum Gauss constraint. These states are called the spin network states.

Let us first take a step back and consider the case $\Lambda=0$. It is well-known that the kinematical Hilbert space for one link in 3D LQG is $L_{2}(\mathrm{SU}(2), \mathrm{d} g)$ with $\mathrm{d} g$ being the Haar measure of $\mathrm{SU}(2)^{6}$. According to the Peter-Weyl theorem, this Hilbert space can be written as the direct sum of the tensor products of all the irreducible (denoted by a half-integer, called spin $j$ ) vector spaces $\mathcal{V}^{j}$ and the irreducible dual vector spaces $\mathcal{V}^{* j}$, which is formally

[^24]written as
\[

$$
\begin{equation*}
\mathcal{H}_{e}=L_{2}(\mathrm{SU}(2), \mathrm{d} g)=\bigoplus_{j=\mathrm{N} / 2} \mathcal{V}^{j} \otimes \mathcal{V}^{* j} \tag{4.33}
\end{equation*}
$$

\]

Before imposing any constraint, the Hilbert space for a graph $\Gamma$ composed of $E$ links is the $E$-times tensor product of the Hilbert space for a single link. Graphically, one can understand that $\mathcal{V}_{e}^{j}$ for a link $e$ is the vector space associated to the half-link incident to the target node $t(e)$ and $\mathcal{V}^{* j}$ is the dual vector space associated to the half-link incident to the source node $s(e)$. It is common that instead of studying the whole Hilbert space, one specifies on certain irreducible ${ }^{7}$ representations. In this spirit, we assign a spin $j_{e}$ to each oriented link $e$, implying that we are picking the representation space $\mathcal{V}_{e}^{j} \otimes \mathcal{V}_{e}^{* j}$ for this link. Then a spin network state for an $n$-valent node $v$ is a state invariant under the $\mathrm{SU}(2)$ transformation imposed on $v$. Such an $\mathrm{SU}(2)$-invariant space is denoted as $\operatorname{Inv}\left(\bigotimes_{e \mid t(e)=v} \mathcal{V}_{e}^{j} \otimes \bigotimes_{e \mid s(e)=v} \mathcal{V}_{e}^{* j}\right)$. The basis of the kinematical Hilbert space $\mathcal{H}_{\text {kin }}$ is given by the intertwiners, which by definition are states invariant under $\mathrm{SU}(2)$ transformations.

We now want to generalize the spin network states and hence the kinematical Hilbert space from the flat case to the $q$-deformed case by considering the irreducible representations of $\mathrm{SU}_{q}(2)$ (or of $\mathcal{U}_{q}(\mathfrak{s u}(2)$ ) which are identical). The generalization is rather direct and we collect some ingredients needed for future illustration here [33]. To simplify the notation, we still denote the vector space and dual vector space of the spin $j$ representation for $\mathrm{SU}_{q}(2)$ by $\mathcal{V}^{j}$ and $\mathcal{V}^{* j}$ in the rest of this section unless it brings confusion.

For the spin $j$ representation space, we introduce an orthonormal basis called the magnetic state basis denoted as $|j, m\rangle \in \mathcal{V}^{j}$ by a spin $j$ and a magnetic number $m$ which can take $2 j+1$ different values: $-j, \cdots, j$. Dualizing it, we get the corresponding magnetic state basis $\langle j, m| \in \mathcal{V}^{* j}$ for the dual representation space. It is an orthonormal basis in the sense that their inner product gives

$$
\begin{equation*}
\langle k, n \mid j, m\rangle=\delta_{j k} \delta_{m n} \tag{4.34}
\end{equation*}
$$

They form a complete basis for the vector space $\mathcal{V}^{j} \otimes \mathcal{V}^{* j}$, that is

$$
\begin{equation*}
\sum_{m}|j, m\rangle\langle j, m|=\mathbb{V}_{\mathcal{V}^{j} \otimes \mathcal{V}^{* j}} . \tag{4.35}
\end{equation*}
$$

We now use these formulas to construct the $\mathcal{U}_{q}(\mathfrak{s u}(2))$-invariant states in the kinematical Hilbert space of $q$-deformed LQG for a single node. Note that the flat case, which is more well-known, can be recovered at $q=1$ for all these results.

[^25]
### 4.3.2 Intertwiners for three-valent nodes

We are particularly interested in the case of $n=3$ which corresponds to triangulation of $\Sigma$. We specify the quantum Gauss constraints for the different orientations in this case. Firstly, consider a node with three links $e_{1}, e_{2}, e_{3}$ incoming, as given in fig.3.4d. The quantum Gauss constraint reads

$$
\hat{\mathcal{G}}=\triangle^{(2)} \tilde{L}=\left(\begin{array}{cc}
\tilde{K} \otimes \tilde{K} \otimes \tilde{K} & 0  \tag{4.36}\\
q^{-\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right)\left(\tilde{K}^{-1} \otimes \tilde{K}^{-1} \otimes \tilde{J}_{+}\right. & \tilde{K}^{-1} \otimes \tilde{K}^{-1} \otimes \tilde{K}^{-1} \\
\left.+\tilde{K}^{-1} \otimes \tilde{J}_{+} \otimes \tilde{K}+\tilde{J}_{+} \otimes \tilde{K} \otimes \tilde{K}\right) &
\end{array}\right)
$$

An intertwiner $i_{j_{1} j_{2} j_{3}} \in \operatorname{Inv}\left(\mathcal{V}^{j_{1}} \otimes \mathcal{V}^{j_{2}} \otimes \mathcal{V}^{j_{3}}\right)$ is defined as a state on a node invariant under the quantum Gauss constraint, that is the eigenstate for $\hat{\mathcal{G}} i_{j_{1} j_{2} j_{3}}=i_{j_{1} j_{2} j_{3}}$. Note that the generators act on the magnetic basis state $|j, m\rangle$ as

$$
\begin{equation*}
J_{ \pm}|j, m\rangle=\sqrt{[j \pm m+1][j \mp m]}|j, m \pm 1\rangle, \quad K|j, m\rangle=q^{\frac{m}{2}}|j, m\rangle \tag{4.37}
\end{equation*}
$$

and $\tilde{J}_{ \pm}, \tilde{K}$ act in the same way. Using the recurrence relation of the $q$-Wigner-Clebsch-Gordan (WCG) coefficient ${ }_{q} C_{m_{1} m_{2} m_{3}}^{j_{1}}{ }_{2}^{j_{2}}{ }_{j}^{j_{3}}$ [33]:

$$
\begin{align*}
& -\sqrt{\left[j_{3} \mp m_{3}\right]\left[j_{3} \pm m_{3}+1\right]}{ }_{q} C_{m_{1} m_{2} m_{3} \pm 1}^{j_{1}}{ }^{j_{2}}{ }_{j_{3}}^{j_{3}}=0, \tag{4.38}
\end{align*}
$$

we can solve the Gauss constraint, $\hat{\mathcal{G}} i_{j_{1} j_{2} j_{3}}=i_{j_{1} j_{2} j_{3}}$, and get the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ intertwiner defined as

$$
\begin{equation*}
\left.i_{j_{1} j_{2} j_{3}}=\sum_{m_{i}} \frac{(-1)^{j_{3}+m_{3}}}{\sqrt{\left[d_{j_{3}}\right]}} q^{-\frac{m_{3}}{2}}{ }_{q} C_{m_{1} m_{2}-m_{3}}^{j_{1}} j_{2}{\underset{j}{3}}^{j_{3}}, m_{1}\right\rangle \otimes\left|j_{2}, m_{2}\right\rangle \otimes\left|j_{3}, m_{3}\right\rangle \tag{4.39}
\end{equation*}
$$

When changing the orientation of any link, the correspondent intertwiner can be obtained by turning the representation, say $j$, associated to the orientation-changed link to the dual representation $j^{*}$. To do this, we make use of the $\mathcal{U}_{q}(\mathfrak{s u}(2))$-invariant bilinear form, $\mathcal{B}_{q}: \mathcal{V}^{j} \otimes \mathcal{V}^{j} \rightarrow \mathbb{C}$, which is defined with the $q$-WCG coefficient projected on the trivial representation [33]. Explicitly, for two given vectors $w=\sum_{m} w_{m}|j, m\rangle, r=\sum_{n} r_{n}|j, n\rangle \in \mathcal{V}^{j}$,

$$
\begin{equation*}
\mathcal{B}_{q}(w, r)=\sum_{m}{ }_{q} C_{-m}^{j}{ }_{m}^{j}{ }_{0}^{0} w_{-m} r_{m}=\sum_{m}(-1)^{j+m} q^{-\frac{m}{2}} w_{-m} r_{m} . \tag{4.40}
\end{equation*}
$$

One can thus define the dual vector $w^{*}$ of $w$ as

$$
\begin{equation*}
w^{*} \equiv \sum_{m}\langle j, m| w_{m}^{*}:=\sum_{m}\langle j, m| q^{-\frac{m}{2}}(-1)^{j+m} w_{-m} \quad \Longrightarrow \quad w_{m}^{*}=q^{-\frac{m}{2}}(-1)^{j+m} w_{-m} \tag{4.41}
\end{equation*}
$$

Apparently, this dual operation is not involution. One can also define the dual vector with the $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$-invariant bilinear form $\mathcal{B}_{q^{-1}}$, that is to replace $q$ with $q^{-1}$ in (4.41).

When link $e_{2}$ is outgoing and $e_{1}, e_{3}$ incoming, as given in fig.3.4c, one needs to dualize the vector on $e_{2}$, that is to change ${ }_{q} C_{m_{1} m_{2}-m_{3}}^{j_{1}} j_{2} j_{3}\left|j_{2}, m_{2}\right\rangle \rightarrow{ }_{q} C_{m_{1}}^{j_{1}}-m_{2}{ }_{2}{ }_{-m_{3}}\left\langle j_{2}, m_{2}\right|$ and add $(-1)^{j_{2}+m_{2}} q^{-\frac{m_{2}}{2}}$ according to (4.41). Thus the correspondent intertwiner is

$$
\begin{equation*}
i_{j_{1} j_{2}^{*} j_{3}}=\sum_{m_{i}} \frac{(-1)^{j_{3}+m_{3}}}{\sqrt{\left[d_{j_{3}}\right]}} q^{-\frac{m_{3}+m_{2}}{2}}(-1)^{j_{2}+m_{2}}{ }_{q} C_{m_{1}-m_{2}-m_{3}}^{j_{1}}{\underset{j}{2}}_{j_{2}}^{j_{3}}\left|j_{1}, m_{1}\right\rangle \otimes\left\langle j_{2}, m_{2}\right| \otimes\left|j_{3}, m_{3}\right\rangle, \tag{4.42}
\end{equation*}
$$

which can be checked to be the eigenstate for the quantum Gauss constraint

$$
\hat{\mathcal{G}}=\tilde{L} \otimes L \otimes \tilde{L}=\left(\begin{array}{cc}
\tilde{K} \otimes K^{-1} \otimes \tilde{K} & 0  \tag{4.43}\\
q^{-\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right)\left(\tilde{K}^{-1} \otimes K \otimes \tilde{J}_{+}\right. & \tilde{K}^{-1} \otimes K \otimes \tilde{K}^{-1} \\
\left.-q^{\frac{1}{2}} \tilde{K}^{-1} \otimes J_{+} \otimes \tilde{K}+\tilde{J}_{+} \otimes K^{-1} \otimes \tilde{K}\right) &
\end{array}\right)
$$

When link $e_{1}$ is outgoing and $e_{2}, e_{3}$ incoming, as given in fig.3.4b, the intertwiner is obtained using the same dualization as in (4.42) but for $j_{1}$ and $m_{1}$. The last case for keeping $e_{3}$ unchanged is to switch both $e_{1}$ and $e_{2}$ to be outgoing, as given in fig.3.4a, then the same dualization should be applied to both $\left(j_{1}, m_{1}\right)$ and $\left(j_{2}, m_{2}\right)$.

What needs special care is when one switches the orientation of $e_{3}$, i.e. when $e_{3}$ is outgoing and $e_{1}, e_{2}$ incoming. In this case, one needs to dualize the vector on $e_{3}$ with a different rule. This is because the $q$-WCG coefficient ${ }_{q} C_{m_{1} m_{2} m_{3}}^{j_{1} j_{2}}{ }^{j_{3}}=\left\langle j_{1}, m_{1} ; j_{2}, m_{2} \mid\left(j_{1} j_{2}\right) j_{3}, m_{3}\right\rangle$ can be viewed as the coefficient $w_{m_{1}}$ (resp. $w_{m_{2}}$ ) of a vector in $\mathcal{V}^{j_{1}}\left(\right.$ resp. $\left.\mathcal{V}^{j_{2}}\right)$ or the coefficient $w_{m_{3}}^{*}$ of a dual vector in $\mathcal{V}^{j_{3} *}$ in the sense of the decomposition (4.41).

Note that the factor $(-1)^{j_{3}+m_{3}} q^{-\frac{m_{3}}{2}}$ in $i_{j_{1} j_{2} j_{3}}$ is the transformation factor from the coefficient $w_{m}$ of a vector $w$ to the coefficient $w_{m}^{*}$ of a dual vector $v^{*}$ as shown in (4.41), thus one needs to change $\left.(-1)^{j_{3}+m_{3}} q^{-\frac{m_{3}}{2}}{ }_{q} C_{m_{1} m_{2}}^{j_{1}}{ }_{-m_{3}}^{j_{2}}{ }_{3}{ }_{3}, m_{3}\right\rangle \rightarrow(-1)^{j_{3}-m_{3}} q^{\frac{m_{3}}{2}}{ }_{q} C_{m_{1} m_{2}}^{j_{1}}{ }_{m_{3}}^{j_{3}}\left\langle j_{3}, m_{3}\right|$ and add $(-1)^{j_{3}-m_{3}} q^{-\frac{m_{3}}{2}}$ which is the factor of the inverse transformation of $w^{*}$. This leads to the intertwiner

$$
\begin{equation*}
i_{j_{1} j_{2} j_{3}^{*}}=\sum_{m_{i}} \frac{1}{\sqrt{\left[d_{j_{3}}\right]}} q C_{m_{1}}^{j_{1}}{\underset{m}{2}}^{j_{2}}{\underset{m}{3}}^{m_{3}}\left|j_{1}, m_{1}\right\rangle \otimes\left|j_{2}, m_{2}\right\rangle \otimes\left\langle j_{3}, m_{3}\right| \tag{4.44}
\end{equation*}
$$

which is exactly the eigenstate for the quantum Gauss constraint
(4.44) can also be used to define the $q$-WCG coefficient

$$
\begin{equation*}
{ }_{q} C_{m_{1} m_{2} m_{3}}^{j_{1} j_{2} j_{3}}:=\left\langle j_{1}, m_{1}\right| \otimes\left\langle j_{2}, m_{2}\right| i_{j_{1} j_{2} j_{3}^{*}}\left|j_{3}, m_{3}\right\rangle \tag{4.46}
\end{equation*}
$$

Indeed, when we change the orientation of $e_{3}$ again, we recovers the original intertwiner $i_{j_{1} j_{2} j_{3}}$ by adding the regular factor $(-1)^{j_{3}+m_{3}} q^{-\frac{m_{3}}{2}}$ as in obtaining $i_{j_{1} j_{2}^{*} j_{3}}$ from $i_{j_{1} j_{2} j_{3}}$.

As the last example, we consider the case of three links outgoing, the correspondent intertwiner is

$$
\begin{align*}
i_{j_{1}^{*} j_{2}^{*} j_{3}^{*}}= & \sum_{m_{i}} \frac{(-1)^{j_{3}-m_{3}}}{\sqrt{\left[d_{j_{3}}\right]}} q^{\frac{m_{3}}{2}} q^{-\frac{m_{1}+m_{2}+m_{3}}{2}}(-1)^{j_{1}+m_{1}}(-1)^{j_{2}+m_{2}}(-1)^{j_{3}-m_{3}} \\
& { }_{q} C_{-m_{1}-m_{2} m_{3}}^{j_{1}}\left\langle j_{1}, m_{1}\right| \otimes\left\langle j_{2}, m_{2}\right| \otimes\left\langle j_{3}, m_{3}\right| \\
= & \sum_{m_{i}} \frac{1}{\sqrt{\left[d_{j_{3}}\right]}} q^{\frac{m_{3}}{2}}(-1)^{j_{1}+m_{1}}(-1)^{j_{2}+m_{2}}{ }_{q} C_{-m_{1}-m_{2} m_{3}}^{j_{1}} j_{2} j_{1}, m_{1} \mid \otimes\left\langle j_{2}, m_{2}\right| \otimes\left\langle j_{3}, m_{3}\right| . \tag{4.47}
\end{align*}
$$

To summarize, we have clarified the quantization of the holonomy-flux algebra for one ribbon and the Gauss constraint for a three-valent node with incident links of any orientation and the corresponding intertwiner. These serve as the hints to quantize the deformed spinors that we will describe in Chapter 5 and the yardstick to measure the consistency of the results. Recall that the quantum fluxes defined in (4.20) can be defined from the $\mathcal{R}$ matrix of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ and form neat dualities with the quantum holonomies in terms of the $\mathcal{R}$-matrix, as given in (4.27). We thus believe that the intertwiners built from the quantized Gauss constraint with such quantum fluxes are more useful in constructing the kinematical Hilbert space and are more promising to link to the Turaev-Viro model. This is left for future investigation.

## Chapter 5

## Quantum spinorial representation of $q$-deformed LQG

The canonical quantization we did for holonomy and fluxes can also be performed on the classical deformed spinors we introduced in Chapter 3 and promote them to operators. These quantum deformed spinor operators, or quantum spinors for short, can recover the $q$-deformed LQG structure described in Chapter 4.

The use of quantum spinor in LQG was first introduced for the flat case ( $q=1$ ) $[118,98,99,142,44,75,74]$. One of the most appealing results is that the quantum spinors can be used as a tool to define the $\mathrm{SU}(2)$ coherent states, which build the $\mathrm{U}(N)$ formulation of LQG (see e.g. [98, 99, 50]). In this formalism, the focus of building quantum states is turned from the spin networks on links to the coherent intertwiners on nodes as, for a given graph, spins live on links while spinors live on nodes. The application of quantum spinors in the spinfoam model has also been much explored (e.g. [82, 96, 141]) See Chapter 7 for more discussion on the this topic.

The spinor operators that meet at an $n$-valent node can then define gauge invariant operators. Moreover, the latter form a $\mathfrak{u}(n)$ algebra of operators at each $n$-valent node. Later on [120], the larger algebra $\mathfrak{s o}^{*}(2 n)$ was identified as the full algebra of observables associated to $n$-valent nodes. These observables are the most fundamental ones since any other observable in the holonomy and flux variables, such as Wilson loops, can be rewritten as a function of those fundamental observables [144]. In other words, they parametrize the invariant subspace of the phase space.

The generalization to the quantum group case $\mathrm{SU}_{q}(2)$ was not fully understood until now and this is what we intend to achieve in this chapter (with $q$ real). Here we quantize
the spinors directly, which gives rise to spinor operators. Those objects have already been developed quite extensively using the full algebraic apparatus of quantum groups [179, 175], such as the notion of braiding, induced by the quantum $\mathcal{R}$-matrix. Those algebraic considerations thus provide the guide lines to actually build local observables directly at the quantum level [80, 81]. However, since we are working on a graph, it is also natural to use the geometric picture to construct the observables in terms of quantum parallel transport. Note that in the non-deformed case, no parallel transport is involved in these local observables. However, in the deformed case, $\mathrm{AN}(2)$ elements play the role of holonomies to transport spinors around the ribbon structure of nodes. It was already noticed in [39] that one can find quantum invariants without using the braiding provided by the $\mathcal{R}$-matrix. In this chapter, we clarify this aspect and show that these two different approaches, algebra versus geometry, actually coincide beautifully. Indeed, the notion of braided permutation used to construct the tensor operators can be understood as a specific parallel transport along the ribbons. This interpretation in the context of loop quantum gravity is new to the best of our knowledge.

Quantizing the spinors leads to the quantization of the local observables which are built with them. The algebra of those observables around a node of valence $n$ is shown to be a $q$-deformation of $\mathfrak{s o}^{*}(2 n)$ from [120], with a $\mathcal{U}_{q}(\mathfrak{u}(n))$ subalgebra. This is proved by reproducing the Serre-Chevalley relations from our quantized observables.

This chapter contains one of the key results of this thesis and it is based on [41] by the author and collaborators. In Section 5.1, we introduce the quantum spinor formalism. We provide the quantization rule to have the quantum deformed spinors. We then show in Section 5.2 that the quantum holonomy-flux algebra can be fully recovered by the quantum spinors in a geometrically clear way. In Section 5.4 , we show that the action of the $\mathcal{R}$ matrix can be interpreted as parallel transport. This section contains the main original results of this chapter. Finally, in Section 5.5, Finally, we obtain the quantization of the local observables and prove that they form a deformation of $\mathfrak{s o}^{*}(2 n)$ in terms of the SerreChevalley relations. These observables will be used intensively in the next chapter for constructing the Hamiltonian constraint.

### 5.1 Quantizing the spinors

In this section, we quantize the deformed spinors $t^{\epsilon}, \tau^{\epsilon}, \tilde{t}^{\epsilon}, \tilde{\tau}^{\epsilon}$ defined in Section 3.2. We will describe their properties as quantum spinors. Let us first work on the non-tilde variables, then the tilde variables follow the same quantization law but give rise to an independent copy of operators.

The quantization of the deformed variables $\zeta_{A}^{\kappa}, \bar{\zeta}_{A}^{\kappa}, N_{A}$ will give rise to the $q$-deformation of the Jordan map for $\mathfrak{s u}(2)$. Indeed these variables can be quantized as $q$-boson operators: the variables $\zeta_{A}^{\kappa}$ are quantized as $q$-boson annihilation operators, the variables $\bar{\zeta}_{A}^{\kappa}$ as $q$-boson creation operators and the variables $N_{A}$ as number operators. Explicitly,

$$
\begin{array}{ll}
\left(\zeta_{-}^{\kappa}, \zeta_{+}^{\kappa}\right) \rightarrow(a, b), & \left(\bar{\zeta}_{-}^{\kappa}, \bar{\zeta}_{+}^{\kappa}\right) \rightarrow\left(a^{\dagger}, b^{\dagger}\right), \\
\left(\tilde{\zeta}_{-}^{\kappa}, N_{+}\right) \rightarrow\left(N_{a}, N_{b}\right),  \tag{5.1}\\
\left(\tilde{\zeta}_{+}^{\kappa}\right) \rightarrow(\tilde{a}, \tilde{b}), & \left(\tilde{\tilde{\zeta}}_{-}^{\kappa} \tilde{亏}_{+}^{\kappa}\right) \rightarrow\left(\tilde{a}^{\dagger}, \tilde{b}^{\dagger}\right), \\
\left(\tilde{N}_{-}, \tilde{N}_{+}\right) \rightarrow\left(\tilde{N}_{a}, \tilde{N}_{b}\right) .
\end{array}
$$

These $q$-harmonic oscillators obey the following commutation rules

$$
\begin{equation*}
a a^{\dagger}-q^{\mp \frac{1}{2}} a^{\dagger} a=q^{ \pm \frac{N_{a}}{2}}, \quad a^{\dagger} a-q^{ \pm \frac{1}{2}} a a^{\dagger}=-q^{ \pm \frac{N_{a}+1}{2}}, \quad\left[N_{a}, a^{\dagger}\right]=a^{\dagger}, \quad\left[N_{a}, a\right]=-a \tag{5.2}
\end{equation*}
$$

from which one can deduce

$$
\begin{equation*}
q^{N_{a} / 2} a^{\dagger}=q^{1 / 2} a^{\dagger} q^{N_{a} / 2}, q^{N_{a} / 2} a=q^{-1 / 2} a q^{N_{a} / 2}, a^{\dagger} a=\left[N_{a}\right] \equiv \frac{q^{N_{a} / 2}-q^{-N_{a} / 2}}{q^{\frac{1}{2}}-q^{-\frac{1}{2}}}, a a^{\dagger}=\left[N_{a}+1\right] . \tag{5.3}
\end{equation*}
$$

Similar relations hold for the operators $\left(b, b^{\dagger}, N_{b}\right)$ and the tilde variables. The different sets of $q$-boson operators $\left(a, a^{\dagger}, N_{a}\right)\left(b, b^{\dagger}, N_{b}\right),\left(\tilde{a}, \tilde{a}^{\dagger}, \tilde{N}_{a}\right)$ and $\left(\tilde{b}, \tilde{b}^{\dagger}, \tilde{N}_{b}\right)$ all commute with each other.

States can be labeled by their occupation numbers, $\left|n_{a}\right\rangle=a^{\dagger n_{a}}|0\rangle / \sqrt{\left[n_{a}\right]}$ and $\left|n_{b}\right\rangle=$ $b^{\dagger n_{b}}|0\rangle / \sqrt{\left[n_{b}\right]}$, and

$$
\begin{equation*}
\left|n_{a}, n_{b}\right\rangle_{\mathrm{HO}}=\left|n_{a}\right\rangle \otimes\left|n_{b}\right\rangle . \tag{5.4}
\end{equation*}
$$

The $q$-deformed Jordan map is [33],

$$
\begin{equation*}
J_{+}=a^{\dagger} b, J_{-}=a b^{\dagger}, K=q^{\frac{J_{z}}{2}}=q^{\frac{N_{a}-N_{b}}{4}}, \tilde{J}_{+}=\tilde{a}^{\dagger} \tilde{b}, \tilde{J}_{-}=\tilde{a} \tilde{b}^{\dagger}, \tilde{K}=q^{\frac{\tilde{J}_{z}}{2}}=q^{\frac{\tilde{N}_{a}-\tilde{N}_{b}}{4}} . \tag{5.5}
\end{equation*}
$$

Indeed, with the quantization map (5.1), we recover the classical generators $z, \bar{z}, \lambda$ and $\tilde{z}, \overline{\tilde{z}}, \tilde{\lambda}$ at the linear $\hbar$-order of the quantum fluxes (4.20) by taking $q=e^{\kappa \hbar}=1+\kappa \hbar+O\left(\hbar^{2}\right)$,

$$
\left\lvert\, \begin{array}{l|l}
-q^{\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) J_{+} \quad \rightarrow \quad z=-\kappa \bar{\zeta}_{-}^{\kappa} \zeta_{+}^{\kappa}  \tag{5.6}\\
K^{-1} \rightarrow \lambda=\exp \left(\frac{\kappa}{4}\left(N_{+}-N_{-}\right)\right)
\end{array}\right., \quad \begin{aligned}
& q^{\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) \tilde{J}_{+} \quad \rightarrow \quad \tilde{z}=\kappa \overline{\tilde{\zeta}}_{-}^{\kappa} \tilde{\zeta}_{+}^{\kappa} \\
& \tilde{K} \quad \rightarrow \quad \tilde{\lambda}=\exp \left(\frac{\kappa}{4}\left(\tilde{N}_{-}-\tilde{N}_{+}\right)\right)
\end{aligned}
$$

We define the right adjoint action ${ }^{1}$, denoted as (resp. $\left.\boldsymbol{\square}\right)$, of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ (resp.
$\left.\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))\right)$ on some operator $\mathcal{O}$ :

$$
\begin{array}{rlrl}
J_{ \pm} \mathcal{O} & =S\left(J_{ \pm}\right) \mathcal{O} K+S\left(K^{-1}\right) \mathcal{O} J_{ \pm}, & K \backsim \mathcal{O} & =S(K) \mathcal{O} K \\
& =-q^{ \pm \frac{1}{2}} J_{ \pm} \mathcal{O} K+K \mathcal{O} J_{ \pm} & & \\
=K^{-1} \mathcal{O} K \\
J_{ \pm} \mathcal{O} & =\bar{S}\left(J_{ \pm}\right) \mathcal{O} K^{-1}+\bar{S}(K) \mathcal{O} J_{ \pm} & K-\mathcal{O} & =\bar{S}(K) \mathcal{O} K  \tag{5.7b}\\
& =-q^{\mp \frac{1}{2}} J_{ \pm} \mathcal{O} K^{-1}+K^{-1} \mathcal{O} J_{ \pm}, & & =K^{-1} \mathcal{O} K
\end{array}
$$

Let $\mathcal{V}^{j}$ be the irreducible representation of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ of dimension $2 j+1$. The basis state $|j, m\rangle \in \mathcal{V}^{j}$ of fixed magnetic number $m$ is the Fock state $\left|n_{a}, n_{b}\right\rangle_{\text {HO }}$,

$$
\begin{equation*}
|j, m\rangle=|j+m, j-m\rangle_{\mathrm{HO}} \equiv \frac{\left(a^{\dagger}\right)^{j+m}\left(b^{\dagger}\right)^{j-m}}{\sqrt{[j+m]![j-m]!}}|0,0\rangle_{\mathrm{HO}}, \tag{5.8}
\end{equation*}
$$

i.e. $\quad j=\frac{1}{2}\left(n_{a}+n_{b}\right)$ and $m=\frac{1}{2}\left(n_{a}-n_{b}\right)$. The $q$-bosons act on those states as

$$
\begin{array}{ll}
a^{\dagger}|j, m\rangle=\sqrt{[j+m+1]}\left|j+\frac{1}{2}, m+\frac{1}{2}\right\rangle, & a|j, m\rangle=\sqrt{[j+m]}\left|j-\frac{1}{2}, m-\frac{1}{2}\right\rangle, \\
b^{\dagger}|j, m\rangle=\sqrt{[j-m+1]}\left|j+\frac{1}{2}, m-\frac{1}{2}\right\rangle, & b|j, m\rangle=\sqrt{[j-m]}\left|j-\frac{1}{2}, m+\frac{1}{2}\right\rangle,  \tag{5.9}\\
N_{a}|j, m\rangle=(j+m)|j, m\rangle, & N_{b}|j, m\rangle=(j-m)|j, m\rangle .
\end{array}
$$



Figure 5.1: The reference ribbon. The spinor operators $\mathbf{t}^{\epsilon}$ and $\tilde{\mathbf{t}}^{\epsilon}$ are $\mathcal{U}_{q}(\mathfrak{s u}(2))$ quantum spinors, while $\boldsymbol{\tau}^{\epsilon}$ and $\widetilde{\boldsymbol{\tau}}^{\epsilon}$ are $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ quantum spinors.

With the quantization map given above, we are now ready to define the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ quantum spinors, which decorate the ribbon as in fig.5.1. A $\mathcal{U}_{q}(\mathfrak{s u}(2))$ (resp.

[^26]$\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ ) quantum spinor, denoted as $\mathbf{T}=\binom{\mathbf{T}_{-}}{\mathbf{T}_{+}}$, by definition should transform under the $\mathcal{U}_{q}(\mathfrak{s u}(2))\left(\right.$ resp. $\left.\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))\right)$ adjoint action as a spinor, i.e.
\[

$$
\begin{equation*}
J_{ \pm} \bullet \mathbf{T}_{ \pm}=0, \quad J_{ \pm} \bullet \mathbf{T}_{\mp}=\mathbf{T}_{\mp}, \quad K \bullet \mathbf{T}_{ \pm}=q^{\mp \frac{1}{4}} \mathbf{T}_{ \pm} \tag{5.10}
\end{equation*}
$$

\]

where $\bullet$ is the right adjoint action (which can be either or ).
Remark 5.1.1. According to Biedenharn's terminology [33], the relations (5.10) define what he calls conjugate spinors. This is what we will call the right adjoint quantum spinors in this article. A left adjoint quantum spinor, or a quantum spinor according to Biedenharn's terminology, is defined by the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ or $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ left adjoint action. Denote uniformly the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ or $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ left adjoint action by $\circ$, then the left adjoint action of the generators on a left adjoint quantum spinor, say $\mathbf{T}^{\prime}$, is

$$
J_{ \pm} \circ \mathbf{T}_{ \pm}^{\prime}=0, \quad J_{ \pm} \circ \mathbf{T}_{\mp}^{\prime}=\mathbf{T}_{\mp}^{\prime}, \quad K \circ \mathbf{T}_{ \pm}^{\prime}=q^{ \pm \frac{1}{4}} \mathbf{T}_{ \pm}^{\prime}
$$

Note the different behavior under the action of $K$ compared to (5.10). A $\mathcal{U}_{q}(\mathfrak{s u}(2))$ right adjoint quantum spinor ${ }_{q} \mathbf{T}$ can be obtained via a $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ left adjoint quantum spinor ${ }_{q^{-1}} \mathbf{T}^{\prime}$ with the relation ${ }_{q} \mathbf{T}_{A}=(-1)^{\frac{1}{2}-A} q^{\frac{A}{2}}{ }_{q^{-1}} \mathbf{T}_{A}^{\prime}$, while a $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ right adjoint quantum spinor ${ }_{q^{-1}} \mathbf{T}$ can be obtained via an $\mathcal{U}_{q}(\mathfrak{s u}(2))$ left adjoint quantum spinor ${ }_{q} \mathbf{T}^{\prime}$ with the relation ${ }_{q^{-1}} \mathbf{T}_{A}=(-1)^{\frac{1}{2}-A} q^{-\frac{A}{2}}{ }_{q} \mathbf{T}_{A}^{\prime}$.

A spinor operator is a special example of a tensor operator $\mathbf{T}^{j=\frac{1}{2}}$. A tensor operator $\mathbf{T}^{j}$ associated with the representation $j$ transforms under the adjoint action as an element of the representation $j$. The Wigner-Eckart theorem provides the matrix elements of any tensor operator $\mathbf{T}^{j}$.

Theorem 5.1.2 (Wigner-Eckart Theorem for $\mathcal{U}_{q}(\mathfrak{s u}(2))$ [33] ). The matrix element of a tensor operator $\mathbf{T}^{j}$ of rank $j$ with $j$ an irreducible representation of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ is proportional to the $q-W C G$ coefficient:

$$
\begin{equation*}
\left\langle j_{1}, m_{1}\right| \mathbf{T}_{m}^{j}\left|j_{2}, m_{2}\right\rangle=N_{j_{1} j_{2}}^{j}{ }_{q} C_{m_{1}}^{j_{1}}{ }_{m}^{j} j_{2}{ }_{2}, \tag{5.11}
\end{equation*}
$$

where $\mathbf{T}_{m}^{j}$ is the $m$-th component of $\mathbf{T}^{j},{ }_{q} C_{m_{1}}^{j_{1}} \underset{m_{m}}{j}{\underset{m}{2}}^{j_{2}}$ is the $q$-WCG coefficient for coupling $j_{1}$ and $j$ to get $j_{2}$ and $N_{j_{1} j_{2}}^{j}$ is a constant independent of $m, m_{1}, m_{2}$.

The quantization map (5.1) leads to the quantum spinors defined as

$$
\begin{align*}
& |t\rangle=\binom{e^{\frac{\kappa N_{+}}{4}} \zeta_{-}^{\kappa}}{e^{-\frac{N_{-}-}{4}} \zeta_{+}^{K}} \rightarrow \mathbf{t}^{-}=\binom{\mathbf{t}_{-}^{-}}{\mathbf{t}_{+}^{-}}=\binom{q^{\frac{N_{b}}{4} a}}{q^{-\frac{N_{a}}{4}} b},  \tag{5.12a}\\
& \mid t]=\binom{-e^{-\frac{\kappa N_{-}}{4} \bar{\zeta}_{+}^{\kappa}}}{e^{\frac{\kappa N_{+}}{4}} \bar{\zeta}_{-}^{\kappa}} \rightarrow \mathbf{t}^{+}=\binom{\mathbf{t}_{-}^{+}}{\mathbf{t}_{+}^{+}}=\binom{-b^{\dagger} q^{-\frac{N_{a}+1}{4}}}{a^{\dagger} q^{\frac{N_{b}+1}{4}}},  \tag{5.12b}\\
& |\tau\rangle=\binom{e^{-\frac{\kappa N_{+}}{4}} \zeta_{-}^{\kappa}}{e^{\frac{\kappa N_{-}}{4}} \zeta_{+}^{\kappa}} \rightarrow \boldsymbol{\tau}^{-}=\binom{\boldsymbol{\tau}_{-}^{-}}{\boldsymbol{\tau}_{+}^{-}}=\binom{q^{-\frac{N_{b}}{4}} a}{q^{\frac{N_{a}}{4}} b},  \tag{5.12c}\\
& \mid \tau]=\binom{-e^{\frac{\kappa N_{-}}{}} \bar{\zeta}_{+}^{\kappa}}{e^{-\frac{\kappa N_{+}}{4}} \bar{\zeta}_{-}^{\kappa}} \rightarrow \boldsymbol{\tau}^{+}=\binom{\boldsymbol{\tau}_{-}^{+}}{\boldsymbol{\tau}_{+}^{+}}=\binom{-b^{\dagger} q^{\frac{N_{a}+1}{}}}{a^{\dagger} q^{-\frac{N_{b}+1}{4}}}, \tag{5.12d}
\end{align*}
$$

$$
\begin{align*}
& |\tilde{\tau}\rangle=\binom{e^{-\frac{\kappa \bar{N}_{+}}{4}} \tilde{\zeta}_{-}^{\kappa}}{e^{\frac{\kappa \tilde{N}_{-}}{4}} \tilde{\zeta}_{+}^{K}} \rightarrow \tilde{\boldsymbol{\tau}}^{-}=\binom{\tilde{\boldsymbol{\tau}}_{-}^{-}}{\tilde{\boldsymbol{\tau}}_{+}^{-}}=\binom{q^{-\frac{\tilde{N}_{b}}{4}} \tilde{a}}{q^{\frac{\bar{N}_{a}}{4}} \tilde{b}},  \tag{5.12~g}\\
& \mid \tilde{\tau}]=\binom{-e^{\frac{\kappa \tilde{N}_{-}}{4}} \overline{\tilde{\zeta}}_{+}^{\kappa}}{e^{-\frac{\kappa \tilde{N}_{+}}{4}} \overline{\tilde{\zeta}}_{-}^{\kappa}} \rightarrow \tilde{\boldsymbol{\tau}}^{+}=\binom{\tilde{\boldsymbol{\tau}}_{-}^{+}}{\tilde{\boldsymbol{\tau}}_{+}^{+}}=\binom{-\tilde{b}^{\dagger} q^{\frac{\tilde{N}_{a}+1}{4}}}{\tilde{a}^{\dagger} q^{-\frac{\tilde{N}_{b}}{4}}} .
\end{align*}
$$

The spinors $t^{\epsilon}$ and $\tilde{t}^{\epsilon}$ are quantized as $\mathcal{U}_{q}(\mathfrak{s u}(2))$ spinor operators while the (braided) spinors $\tau^{\epsilon}$ and $\tilde{\tau}^{\epsilon}$ are quantized as $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ spinor operators. Indeed, under the right adjoint action, these quantum spinors transform as desired:

$$
\begin{align*}
& J_{ \pm}>\mathbf{t}_{ \pm}^{\epsilon}=0, \quad J_{ \pm}>\mathbf{t}_{\mp}^{\epsilon}=\mathbf{t}_{ \pm}^{\epsilon}, \quad K>\mathbf{t}_{ \pm}^{\epsilon}=q^{\mp \frac{1}{4}} \mathbf{t}_{ \pm}^{\epsilon}, \\
& J_{ \pm}>\tilde{\mathbf{t}}_{ \pm}^{\epsilon}=0, \quad J_{ \pm}>\tilde{\mathbf{t}}_{\mp}^{\epsilon}=\tilde{\mathbf{t}}_{ \pm}^{\epsilon}, \quad K>\tilde{\mathbf{t}}_{ \pm}^{\epsilon}=q^{\mp \frac{1}{4} \tilde{\mathbf{t}}_{ \pm}^{\epsilon},} \\
& J_{ \pm}>\boldsymbol{\tau}_{ \pm}^{\epsilon}=0, \quad J_{ \pm} \bar{\square} \boldsymbol{\tau}_{\mp}^{\epsilon}=\boldsymbol{\tau}_{ \pm}^{\epsilon}, \quad K-\boldsymbol{\tau}_{ \pm}^{\epsilon}=q^{\mp \frac{1}{4}} \boldsymbol{\tau}_{ \pm}^{\epsilon},  \tag{5.13}\\
& J_{ \pm} \nabla \widetilde{\boldsymbol{\tau}}_{ \pm}^{\epsilon}=0, \quad J_{ \pm} \bar{\nabla} \widetilde{\boldsymbol{\tau}}_{\mp}^{\epsilon}=\tilde{\boldsymbol{\tau}}_{ \pm}, \quad K \overline{\boldsymbol{\tau}_{ \pm}^{\epsilon}}=q^{\mp \frac{1}{4}} \tilde{\boldsymbol{\tau}}_{ \pm}^{\epsilon} .
\end{align*}
$$

As a consequence, the Wigner-Eckart theorem tells us that

$$
\begin{align*}
\left\langle j_{1}, m_{1}\right| \mathbf{t}_{m}^{\epsilon}\left|j_{2}, m_{2}\right\rangle & =\delta_{j_{1}, j_{2}+\epsilon / 2} \sqrt{\left[d_{j_{1}}\right]}{ }_{q} C_{m_{1}-m m_{2}}^{j_{1}},  \tag{5.14a}\\
\left\langle j_{1}, m_{1}\right| \boldsymbol{\tau}_{m}^{\epsilon}\left|j_{2}, m_{2}\right\rangle & =\delta_{j_{1}, j_{2}+\epsilon / 2} \sqrt{\left[d_{\left.j_{1}\right]}\right]_{q^{-1}}} C_{m_{1}-m m_{2}}^{j_{1}} \frac{1}{2} j_{2}  \tag{5.14b}\\
\left\langle j_{1}, m_{1}\right| \tilde{\mathbf{t}}_{m}^{\epsilon}\left|j_{2}, m_{2}\right\rangle & =\delta_{j_{1}, j_{2}+\epsilon / 2} \sqrt{\left[d_{j_{1}}\right]_{q}} C_{m_{1}-m m_{2}}^{j_{1}}, j_{2}  \tag{5.14c}\\
\left\langle j_{1}, m_{1}\right| \widetilde{\boldsymbol{\tau}}_{m}^{\epsilon}\left|j_{2}, m_{2}\right\rangle & =\delta_{j_{1}, j_{2}+\epsilon / 2} \sqrt{\left[d_{j_{1}}\right]_{q^{-1}}} C_{m_{1}-m m_{2}}^{j_{1}} . \frac{1}{2} j_{2} \tag{5.14d}
\end{align*}
$$

Therefore, as in the quantum fluxes, we again see both the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ structures appearing upon quantization. We decorate the ribbon with spinor operators as in fig.5.1. $\mathbf{t}^{\epsilon}$ and $\tilde{\mathbf{t}}^{\epsilon}$ are the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ quantum spinors, while $\boldsymbol{\tau}^{\epsilon}$ and $\widetilde{\boldsymbol{\tau}}^{\epsilon}$ are the $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ quantum spinors both in the sense of the right adjoint action. The quantum spinor components satisfy the commutation relations

We define the inner products of the spinors with a bilinear form $\mathcal{B}_{q}$ determined by the $q$-WCG coefficient $\pm \sqrt{[2]}{ }_{q} C_{m}^{\frac{1}{2} \frac{1}{2} 0}= \pm \delta_{m,-n}(-1)^{1 / 2-m} q^{m / 2}$ with $q$ compatible with the spinor nature. $\mathcal{B}_{q}$ thus defines a (non-symmetric) metric on the spinors. We denote the inner products as spinor brackets in the following way

$$
\begin{align*}
& \langle\mathbf{t} \mid \mathbf{t}\rangle:=\mathcal{B}_{q}\left(\mathbf{t}^{+}, \mathbf{t}^{-}\right)=-\sqrt{[2]}{ }_{q} C_{m}^{\frac{1}{2}}{ }_{-m}^{\frac{1}{2}}{ }_{0}^{0} \mathbf{t}_{-m}^{+} \mathbf{t}_{m}^{-}=[N], \\
& \langle\boldsymbol{\tau} \mid \boldsymbol{\tau}\rangle:=\mathcal{B}_{q^{-1}}\left(\boldsymbol{\tau}^{+}, \boldsymbol{\tau}^{-}\right)=-\sqrt{[2]}{ }_{q^{-1}} C_{m-m}^{\frac{1}{2}} \frac{1}{2}{ }_{0}{ }_{0} \boldsymbol{\tau}_{-m}^{+} \boldsymbol{\tau}_{m}^{-}=[N],  \tag{5.16}\\
& \langle\tilde{\mathbf{t}} \mid \tilde{\mathbf{t}}\rangle:=\mathcal{B}_{q}\left(\tilde{\mathbf{t}}^{+}, \tilde{\mathbf{t}}^{-}\right)=-\sqrt{[2]}{ }_{q} C_{m}^{\frac{1}{2}} \begin{array}{c}
\frac{1}{2} \\
\frac{2}{2} \\
0
\end{array} \tilde{\mathbf{t}}_{-m}^{+} \tilde{\mathbf{t}}_{m}^{-}=[\tilde{N}], \\
& \langle\tilde{\boldsymbol{\tau}} \mid \widetilde{\boldsymbol{\tau}}\rangle:=\mathcal{B}_{q^{-1}}\left(\widetilde{\boldsymbol{\tau}}^{+}, \widetilde{\boldsymbol{\tau}}^{-}\right)=-\sqrt{[2]}{ }_{q^{-1}} C_{m}^{\frac{1}{2}} \frac{1}{\frac{1}{2}}{ }_{-m 0} 0 \widetilde{\boldsymbol{\tau}}_{-m}^{+} \widetilde{\boldsymbol{\tau}}_{m}^{-}=[\tilde{N}],
\end{align*}
$$

as well as

$$
\begin{align*}
& {[\mathbf{t} \mid \mathbf{t}]:=\mathcal{B}_{q}\left(\mathbf{t}^{-}, \mathbf{t}^{+}\right)=\sqrt{[2]}{ }_{q} C_{m-m 0}^{\frac{1}{2}}{ }_{-1}^{\frac{1}{2}}{ }_{0}^{0} \mathbf{t}_{-m}^{-} \mathbf{t}_{m}^{+}=[N+2],} \\
& {[\boldsymbol{\tau} \mid \boldsymbol{\tau}]:=\mathcal{B}_{q^{-1}}\left(\boldsymbol{\tau}^{-}, \boldsymbol{\tau}^{+}\right)=\sqrt{[2]}{ }_{q^{-1}} C_{m}^{\frac{1}{2}} \begin{array}{c}
\frac{1}{2} \\
2
\end{array}{ }_{0}^{0} \boldsymbol{\tau}_{-m}^{-} \boldsymbol{\tau}_{m}^{+}=[N+2],} \\
& {[\tilde{\mathbf{t}} \mid \tilde{\mathbf{t}}]:=\mathcal{B}_{q}\left(\tilde{\mathbf{t}}^{-}, \tilde{\mathbf{t}}^{+}\right)=\sqrt{[2]}{ }_{q} C_{m}^{\frac{1}{2}} \begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
\mathrm{t}_{-m} & \tilde{\mathbf{t}}_{m}^{+} & \tilde{\mathrm{T}}^{+}
\end{array}[\tilde{N}+2],}  \tag{5.17}\\
& {[\widetilde{\boldsymbol{\tau}} \mid \widetilde{\boldsymbol{\tau}}]:=\mathcal{B}_{q^{-1}}\left(\widetilde{\boldsymbol{\tau}}^{-}, \widetilde{\boldsymbol{\tau}}^{+}\right)=\sqrt{[2]}{ }_{q^{-1}} C_{m}^{\frac{1}{2}} \begin{array}{cc}
\frac{1}{2} & 0 \\
& 0
\end{array} \widetilde{\boldsymbol{\tau}}_{-m}^{-} \widetilde{\boldsymbol{\tau}}_{m}^{+}=[\tilde{N}+2] .}
\end{align*}
$$

while it can be checked directly that the remaining vanish,

$$
\begin{align*}
{[\mathbf{t}|\mathbf{t}\rangle} & \left.:=\mathcal{B}_{q}\left(\mathbf{t}^{-}, \mathbf{t}^{-}\right)=0=\mathcal{B}_{q}\left(\mathbf{t}^{+}, \mathbf{t}^{+}\right)=:\langle\mathbf{t}| \mathbf{t}\right] \\
{[\boldsymbol{\tau}|\boldsymbol{\tau}\rangle} & \left.:=\mathcal{B}_{q^{-1}}\left(\boldsymbol{\tau}^{-}, \boldsymbol{\tau}^{-}\right)=0=\mathcal{B}_{q^{-1}}\left(\boldsymbol{\tau}^{+}, \boldsymbol{\tau}^{+}\right)=:\langle\boldsymbol{\tau}| \boldsymbol{\tau}\right] \\
{[\tilde{\mathbf{t}}|\tilde{\mathbf{t}}\rangle} & \left.:=\mathcal{B}_{q}\left(\tilde{\mathbf{t}}^{-}, \tilde{\mathbf{t}}^{-}\right)=0=\mathcal{B}_{q}\left(\tilde{\mathbf{t}}^{+}, \tilde{\mathbf{t}}^{+}\right)=:\langle\tilde{\mathbf{t}}| \tilde{\mathbf{t}}\right]  \tag{5.18}\\
{[\tilde{\boldsymbol{\tau}}|\tilde{\boldsymbol{\tau}}\rangle} & \left.:=\mathcal{B}_{q^{-1}}\left(\tilde{\boldsymbol{\tau}}^{-}, \tilde{\boldsymbol{\tau}}^{-}\right)=0=\mathcal{B}_{q^{-1}}\left(\tilde{\boldsymbol{\tau}}^{+}, \tilde{\boldsymbol{\tau}}^{+}\right)=:\langle\tilde{\boldsymbol{\tau}}| \widetilde{\boldsymbol{\tau}}\right] .
\end{align*}
$$

Unlike in the classical case, the norms of the spinors and their duals are not equal, $\langle\cdot \mid \cdot\rangle \neq$ $[\cdot \mid \cdot]$, due to the non-commutativity (5.15) of the spinor components. Furthermore, one can get $[N+1]$ or $[\tilde{N}+1]$ by the following inner products,

$$
\begin{align*}
{[N+1] } & =q^{-\frac{1}{4}}\left(\mathbf{t}_{-}^{-} \mathbf{t}_{+}^{+}-\mathbf{t}_{-}^{+} \mathbf{t}_{+}^{-}\right)=q^{\frac{1}{4}}\left(\mathbf{t}_{+}^{+} \mathbf{t}_{-}^{-}-\mathbf{t}_{+}^{-} \mathbf{t}_{-}^{+}\right) \\
& =q^{-\frac{1}{4}}\left(\boldsymbol{\tau}_{+}^{+} \boldsymbol{\tau}_{-}^{-}-\boldsymbol{\tau}_{+}^{-} \boldsymbol{\tau}_{-}^{+}\right)=q^{\frac{1}{4}}\left(\boldsymbol{\tau}_{-}^{-} \boldsymbol{\tau}_{+}^{+}-\boldsymbol{\tau}_{-}^{+} \boldsymbol{\tau}_{+}^{-}\right),  \tag{5.19}\\
{[\tilde{N}+1] } & =q^{-\frac{1}{4}}\left(\tilde{\mathbf{t}}_{-}^{-} \tilde{\mathbf{t}}_{+}^{+}-\tilde{\mathbf{t}}_{-}^{+} \tilde{\mathbf{t}}_{+}^{-}\right)=q^{\frac{1}{4}}\left(\tilde{\mathbf{t}}_{+}^{+} \tilde{\mathbf{t}}_{-}^{-}-\tilde{\mathbf{t}}_{+}^{-} \tilde{\mathbf{t}}_{-}^{+}\right) \\
& =q^{-\frac{1}{4}}\left(\tilde{\boldsymbol{\tau}}_{+}^{+} \tilde{\boldsymbol{\tau}}_{-}^{-}-\tilde{\boldsymbol{\tau}}_{+}^{-} \tilde{\boldsymbol{\tau}}_{-}^{+}\right)=q^{\frac{1}{4}}\left(\tilde{\boldsymbol{\tau}}_{-}^{-} \tilde{\boldsymbol{\tau}}_{+}^{+}-\tilde{\boldsymbol{\tau}}_{-}^{+} \tilde{\boldsymbol{\tau}}_{+}^{-}\right) . \tag{5.20}
\end{align*}
$$

They are actually those we will use to reconstruct the quantum holonomies, which we will describe in the next section.

### 5.2 Recovering the quantum holonomy-flux algebra

Both the quantum fluxes and quantum holonomies can be built from the quantum spinors in a neat way as their classical counterparts (3.48).

Holonomies. We start with the following proposition.
Proposition 5.2.1. Impose the norm matching constraint $N=\tilde{N}$. Then the operator matrix $U=\left(\begin{array}{cc}U_{--} & U_{-+} \\ U_{+-} & U_{++}\end{array}\right)$whose matrix elements are given by

$$
\begin{equation*}
U_{A B}=(-1)^{\frac{1}{2}-B} q^{\frac{B}{2}} \sum_{\epsilon= \pm} \boldsymbol{\tau}_{A}^{\epsilon} \tilde{\mathbf{t}}_{-B}^{\epsilon} \frac{1}{[N+1]} \tag{5.21}
\end{equation*}
$$

is an $\mathrm{SU}_{q^{-1}}(2)$ quantum matrix. The operator matrix $\tilde{U}=\left(\begin{array}{cc}\tilde{U}_{--} & \tilde{U}_{-+} \\ \tilde{U}_{+-} & \tilde{U}_{++}\end{array}\right)$whose matrix elements are given by

$$
\begin{equation*}
\tilde{U}_{A B}=\frac{1}{[\tilde{N}+1]}(-1)^{\frac{1}{2}+B} q^{-\frac{B}{2}} \sum_{\epsilon= \pm} \mathbf{t}_{A}^{\epsilon} \widetilde{\boldsymbol{\tau}}_{-B}^{\epsilon} \tag{5.22}
\end{equation*}
$$

is an $\mathrm{SU}_{q}(2)$ quantum matrix.
In addition, together with the fluxes $L$ and $\tilde{L}(4.20)$ defined in terms of the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ generators given by the Jordan map (5.5), the holonomies defined this way satisfy the commutation relations (4.16).

Proof. By repeatedly applying (5.15) - (5.20) and the commutation relation of the spinor components and the norm factor

$$
\begin{equation*}
\frac{1}{[N+1]} \mathbf{T}_{m}^{\epsilon}=\mathbf{T}_{m}^{\epsilon} \frac{1}{[N+1+\epsilon]}, \quad \frac{1}{[\tilde{N}+1]} \tilde{\mathbf{T}}_{m}^{\epsilon}=\tilde{\mathbf{T}}_{m}^{\epsilon} \frac{1}{[\tilde{N}+1+\epsilon]}, \quad \mathbf{T}=\mathbf{t}, \boldsymbol{\tau}, \quad \tilde{\mathbf{T}}=\tilde{\mathbf{t}}, \tilde{\boldsymbol{\tau}} \tag{5.23}
\end{equation*}
$$

one can compute that

$$
\begin{aligned}
& U_{--} U_{-+}=q^{\frac{1}{2}} U_{-+} U_{--}, \quad U_{--} U_{+-}=q^{\frac{1}{2}} U_{+-} U_{--}, \quad U_{-+} U_{++}=q^{\frac{1}{2}} U_{++} U_{-+}, \\
& U_{+-} U_{++}=q^{\frac{1}{2}} U_{++} U_{+-},\left[U_{--}, U_{++}\right]=-\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) U_{-+} U_{+-}, \quad\left[U_{-+}, U_{+-}\right]=0, \\
& \operatorname{det}_{q^{-1}} U \equiv U_{--} U_{++}-q^{\frac{1}{2}} U_{-+} U_{+-}=0, \\
& \tilde{U}_{--} \tilde{U}_{-+}=q^{-\frac{1}{2}} \tilde{U}_{-+} \tilde{U}_{--}, \quad \tilde{U}_{--} \tilde{U}_{+-}=q^{-\frac{1}{2}} \tilde{U}_{+-} \tilde{U}_{--}, \quad \tilde{U}_{-+} \tilde{U}_{++}=q^{-\frac{1}{2}} \tilde{U}_{++} \tilde{U}_{-+}, \\
& \tilde{U}_{+-} \tilde{U}_{++}=q^{-\frac{1}{2}} \tilde{U}_{++} \tilde{U}_{+-},\left[\tilde{U}_{--}, \tilde{U}_{++}\right]=\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) \tilde{U}_{-+} \tilde{U}_{+-}, \quad\left[\tilde{U}_{-+}, \tilde{U}_{+-}\right]=0, \\
& \operatorname{det}_{q} \tilde{U} \equiv \tilde{U}_{--} \tilde{U}_{++}-q^{-\frac{1}{2}} \tilde{U}_{-+} \tilde{U}_{+-}=0
\end{aligned}
$$

Referring to Definition 4.1.2, we conclude that $U$ is an $\mathrm{SU}_{q^{-1}}(2)$ quantum matrix and $\tilde{U}$ is an $\mathrm{SU}_{q}(2)$ quantum matrix.

Using the Jordan map (5.5), the commutation relations between the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ generators and the quantum spinors

$$
\begin{gather*}
\mathbf{t}_{ \pm}^{\epsilon} K=q^{\mp \frac{1}{4}} K \mathbf{t}_{ \pm}^{\epsilon}, \quad \boldsymbol{\tau}_{ \pm}^{\epsilon} K=q^{\mp \frac{1}{4}} K \boldsymbol{\tau}_{ \pm}^{\epsilon}, \quad \tilde{\mathbf{t}}_{ \pm}^{\epsilon} \tilde{K}=q^{\mp \frac{1}{4}} \tilde{K} \tilde{\mathbf{t}}_{ \pm}^{\epsilon}, \quad \tilde{\boldsymbol{\tau}}_{ \pm}^{\epsilon} \tilde{K}=q^{\mp \frac{1}{4}} \tilde{K}^{\widetilde{\boldsymbol{\tau}}_{ \pm}^{\epsilon}} \\
\mathbf{t}_{\mp}^{\epsilon} J_{ \pm}-q^{ \pm \frac{1}{4}} J_{ \pm} \mathbf{t}_{\mp}^{\epsilon}=K^{-1} \mathbf{t}_{ \pm}^{\epsilon}, \quad \mathbf{t}_{\mp} J_{\mp}=q^{ \pm \frac{1}{4}} J_{\mp} \mathbf{t}_{\mp}^{\epsilon}, \\
\boldsymbol{\tau}_{\mp}^{\epsilon} J_{ \pm}-q^{\mp \frac{1}{4}} J_{ \pm} \boldsymbol{\tau}_{\mp}^{\epsilon}=K \boldsymbol{\tau}_{ \pm}^{\epsilon}, \quad \boldsymbol{\tau}_{\mp}^{\epsilon} J_{\mp}=q^{\mp \frac{1}{4}} J_{\mp} \boldsymbol{\tau}_{\mp}^{\epsilon},  \tag{5.24}\\
\tilde{\mathbf{t}}_{\mp}^{\epsilon} \tilde{J}_{ \pm}-q^{ \pm \frac{1}{4}} \tilde{J}_{ \pm} \tilde{\mathbf{t}}_{\mp}^{\epsilon}=\tilde{K}^{-1} \tilde{\mathbf{t}}_{ \pm}^{\epsilon}, \quad \tilde{\mathbf{t}}_{\mp} \tilde{J}_{\mp}=q^{ \pm \frac{1}{4}} \tilde{J}_{\mp} \tilde{\mathbf{t}}_{\mp}^{\epsilon} \\
\tilde{\boldsymbol{\tau}}_{\mp}^{\epsilon} \tilde{J}_{ \pm}-q^{\mp \frac{1}{4}} \tilde{J}_{ \pm} \tilde{\boldsymbol{\tau}}_{\mp}^{\epsilon}=\tilde{K} \widetilde{\boldsymbol{\tau}}_{ \pm}^{\epsilon}, \quad \tilde{\boldsymbol{\tau}}_{\mp}^{\epsilon} \tilde{J}_{\mp}=q^{\mp \frac{1}{4}} \tilde{J}_{\mp} \widetilde{\boldsymbol{\tau}}_{\mp}^{\epsilon}
\end{gather*}
$$

one can show that the commutation relations in (4.16) are satisfied given the definition of the quantum holonomies (5.21), (5.22) and the quantum fluxes (4.20).

Flux vectors. We can also reconstruct the quantization of the vectors $X$ and $X^{\text {op }}$ from (2.40) in terms of the quantum spinors. They become $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ vector operators respectively, i.e. spin 1 tensor operators. The $\mathcal{U}_{q}(\mathfrak{s u}(2))$ quantum vectors can be built from the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ spinors $\mathbf{t}^{\epsilon}$ and $\tilde{\mathbf{t}}^{\epsilon}$ and the $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ vectors can be built from the $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ spinors $\boldsymbol{\tau}^{\epsilon}$ and $\widetilde{\boldsymbol{\tau}}^{\epsilon}$.

According to the $q$-WCG coupling, one can define the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ right adjoint vectors as

$$
\begin{equation*}
\mathbf{X}_{A}=\sum_{\substack{m, n= \pm \frac{1}{2} \\ m+n=A}}{ }_{q} C_{-m-n-A}^{\frac{1}{2}} \frac{1}{2} \mathbf{t}_{m}^{+} \mathbf{t}_{n}^{-}, \quad A=0, \pm 1 \tag{5.25}
\end{equation*}
$$

In components they read

$$
\begin{gathered}
\mathbf{X}_{0}={ }_{q} C_{\frac{1}{2}-\frac{1}{2} 0}^{\frac{1}{2} \frac{1}{2} 1} \mathbf{t}_{-}^{+} \mathbf{t}_{+}^{-}+{ }_{q} C_{-\frac{1}{2} \frac{1}{2} 0}^{\frac{1}{2} \frac{1}{2} 1} \mathbf{t}_{+}^{+} \mathbf{t}_{-}^{-}=\frac{1}{\sqrt{[2]}}\left(q^{\frac{1}{2}} J_{+} J_{-}-q^{-\frac{1}{2}} J_{-} J_{+}\right), \\
\mathbf{X}_{-1}={ }_{q} C_{\frac{1}{2} \frac{1}{2} 1}^{\frac{1}{2} 1} \frac{1}{2} \mathbf{t}_{-}^{+} \mathbf{t}_{-}^{-}=-J_{-} K^{-1}, \quad \mathbf{X}_{1}={ }_{q} C_{-\frac{1}{2}-\frac{1}{2}-1}^{\frac{1}{2} \frac{1}{2} 1} \mathbf{t}_{+}^{+} \mathbf{t}_{+}^{-}=J_{+} K^{-1} .
\end{gathered}
$$

It is easy to check that they behave as a vector under the action of $\mathcal{U}_{q}(\mathfrak{s u}(2))$

$$
\begin{equation*}
J_{ \pm} \triangleright \mathbf{X}_{A}=\sqrt{[1 \mp A][1 \pm A+1]} \mathbf{X}_{A \pm 1}, \quad K \triangleright \mathbf{X}_{A}=q^{-\frac{A}{2}} \mathbf{X}_{A} \tag{5.26}
\end{equation*}
$$

so that the Wigner-Eckart theorem applies and gives the matrix elements of $\mathbf{X}_{A}$ in the irreducible representation $\mathcal{V}^{j}$,

$$
\begin{equation*}
\langle j, n| \mathbf{X}_{A}|j, m\rangle=N_{j}{ }_{q} C_{n-A m}^{j 1}, \text { with } N_{j}=\sqrt{\frac{[2 j][2 j+2]}{[2]}} \tag{5.27}
\end{equation*}
$$

Similarly, one defines the $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ vector as

$$
\begin{equation*}
\mathbf{X}_{A}^{\mathrm{op}}=\sum_{\substack{m, n= \pm \frac{1}{2} \\ m+n=A}} q^{-1} C_{-m-n-A}^{\frac{1}{2}} \frac{1}{2}{ }^{1} \boldsymbol{\tau}_{m}^{+} \boldsymbol{\tau}_{n}^{-}, \quad A=0, \pm 1 \tag{5.28}
\end{equation*}
$$

whose components are

$$
\begin{aligned}
& \mathbf{X}_{0}^{\mathrm{op}}={ }_{q^{-1}} C_{\frac{1}{2}-\frac{1}{2} 0}^{\frac{1}{2} \frac{1}{1} \boldsymbol{\tau}_{-}^{+} \boldsymbol{\tau}_{+}^{-}+{ }_{q^{-1}} C_{-\frac{1}{2} \frac{1}{2} 0}^{\frac{1}{2} 1} \boldsymbol{\tau}_{+}^{+} \boldsymbol{\tau}_{-}^{-}=\frac{1}{\sqrt{[2]}}\left(q^{-\frac{1}{2}} J_{+} J_{-}-q^{\frac{1}{2}} J_{-} J_{+}\right),} \\
& \mathbf{X}_{-1}^{\mathrm{op}}={ }_{q^{-1}} C_{\frac{1}{2} \frac{1}{2} 1}^{\frac{1}{2} 1} \frac{1}{2} \boldsymbol{\tau}_{-}^{+} \boldsymbol{\tau}_{-}^{-}=-J_{-} K, \quad \mathbf{X}_{1}^{\mathrm{op}}={ }_{q^{-1}} C_{-\frac{1}{2}-\frac{1}{2}-1}^{\frac{1}{2} \frac{1}{2} 1} \boldsymbol{\tau}_{+}^{+} \boldsymbol{\tau}_{+}^{-}=J_{+} K
\end{aligned}
$$

They are indeed $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ vectors since

$$
\begin{equation*}
J_{ \pm} \mathbf{X}_{A}^{\mathrm{op}}=\sqrt{[1 \mp A][1 \pm A+1]} \mathbf{X}_{A \pm 1}, \quad K \mathbf{X}_{A}^{\mathrm{op}}=q^{-\frac{A}{2}} \mathbf{X}_{A}^{\mathrm{op}} \tag{5.29}
\end{equation*}
$$

and from the Wigner-Eckart theorem,

$$
\begin{equation*}
\langle j, n| \mathbf{X}_{A}^{\mathrm{op}}|j, m\rangle=N_{j q^{-1}} C_{n-A m}^{j 1}, \text { with } N_{j}=\sqrt{\frac{[2 j][2 j+2]}{[2]}} . \tag{5.30}
\end{equation*}
$$

One can see that $\mathbf{X}$ and $\mathbf{X}^{\text {op }}$ are the natural quantization the classical deformed vectors $\vec{X}$ and $\vec{X}^{\mathrm{op}}$ as defined in (2.40). The tilde sector of vectors $\tilde{\mathbf{X}}$ and $\tilde{\mathbf{X}}^{\text {op }}$ can also be built in the same way from $\tilde{\mathbf{t}}^{\epsilon}$ and $\widetilde{\boldsymbol{\tau}}^{\epsilon}$ respectively. In addition, higher spin quantum vectors of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ types can be built with the $q$-WCG coefficient in a similar method.

### 5.3 Flipping the ribbon

In the following, we will omit the index $\epsilon$ on the spinor operators as it is not relevant for the present discussion. We introduce the operator $\mathfrak{M}$ associated to changing the orientation of a link of $\Gamma$, which is a quantum version of $\mathfrak{m}$ defined in (3.19).

(a) The reference ribbon.

(b) The flipped ribbon.

Figure 5.2: Flipping the reference ribbon due to the change of orientation of the link $e$ is equivalent to the spinor flip $\widetilde{\boldsymbol{\tau}} \rightarrow \boldsymbol{\tau}, \quad \tilde{\mathbf{t}} \rightarrow \mathbf{t}$.

When changing the orientation of a link as shown in 5.2, we have the following involutive transformation on the spinor operators

$$
\begin{equation*}
\tilde{\boldsymbol{\tau}} \rightarrow \boldsymbol{\tau}, \quad \tilde{\mathbf{t}} \rightarrow \mathbf{t} . \tag{5.31}
\end{equation*}
$$

Since the tilde and non-tilde spinors are classically the same, and since the quantization map is the same for both (5.12), we can define

$$
\begin{equation*}
\mathfrak{M}(\mathbf{t})=\tilde{\mathbf{t}}, \quad \mathfrak{M}(\tilde{\mathbf{t}})=\mathbf{t}, \quad \mathfrak{M}(\boldsymbol{\tau})=\tilde{\boldsymbol{\tau}}, \quad \mathfrak{M}(\tilde{\boldsymbol{\tau}})=\boldsymbol{\tau}, \tag{5.32}
\end{equation*}
$$

and just like we did classically, we can lift $\mathfrak{M}$ to the $q$-bosons by setting

$$
\begin{equation*}
\mathfrak{M}(a)=\tilde{a}, \quad \mathfrak{M}\left(a^{\dagger}\right)=\tilde{a}^{\dagger}, \quad \mathfrak{M}(b)=\tilde{b}, \quad \mathfrak{M}\left(b^{\dagger}\right)=\tilde{b}^{\dagger}, \tag{5.33}
\end{equation*}
$$

and requiring that $\mathfrak{M}$ is an involution. By applying $\mathfrak{M}$ to (5.5), one finds

$$
\begin{equation*}
\mathfrak{M}\left(J_{ \pm}\right)=\tilde{J}_{ \pm}, \quad \mathfrak{M}\left(\tilde{J}_{ \pm}\right)=J_{ \pm}, \quad \mathfrak{M}(K)=\tilde{K}, \quad \mathfrak{M}(\tilde{K})=K \tag{5.34}
\end{equation*}
$$

It is then possible to find $\mathfrak{M}(L)$ in terms of $\tilde{L}$,

$$
\mathfrak{M}(L)=\left(\begin{array}{cc}
\tilde{K}^{-1} & 0  \tag{5.35}\\
-q^{\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) \tilde{J}_{+} & \tilde{K}
\end{array}\right)=S(\tilde{L})
$$

where $S$ is the antipode of $\mathcal{U}_{q}(\mathfrak{s u}(2))$. Similarly, one finds $I(\tilde{L})=\bar{S}(L)$ with $\bar{S}$ being the antipode of $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$. Indeed, $S(\bar{S}(L)) \equiv L$ and $\bar{S}(S(\tilde{L})) \equiv \tilde{L}$, consistently with the fact that $I$ is an involution.

The same can be applied to $U$. Parametrize the matrix elements of $U$ and $\tilde{U}$ as well as their antipode to be (See Definition 4.1.2 for definition of the Hopf algebra $\mathrm{SU}_{q}(2)$.)

$$
\begin{align*}
& U=\left(\begin{array}{cc}
U_{--} & U_{-+} \\
U_{+-} & U_{++}
\end{array}\right) \in \mathrm{SU}_{q^{-1}}(2), \quad \bar{S}(U)=\left(\begin{array}{cc}
U_{++} & -q^{-\frac{1}{2}} U_{-+} \\
-q^{\frac{1}{2}} U_{+-} & U_{--}
\end{array}\right),  \tag{5.36}\\
& \tilde{U}=\left(\begin{array}{cc}
\tilde{U}_{--} & \tilde{U}_{-+} \\
\tilde{U}_{+-} & \tilde{U}_{++}
\end{array}\right) \in \mathrm{SU}_{q}(2), \quad S(\tilde{U})=\left(\begin{array}{cc}
\tilde{U}_{++} & -q^{\frac{1}{2}} \tilde{U}_{-+} \\
-q^{-\frac{1}{2}} \tilde{U}_{+-} & \tilde{U}_{--}
\end{array}\right), \tag{5.37}
\end{align*}
$$

where we have used $\bar{S}$ to denote the antipode for $\mathrm{SU}_{q^{-1}}(2)$. We define the operator $\mathfrak{M}$ acting on the generators $U_{--}, U_{-+}, U_{+-}, U_{++}$of $U$ and generators $\tilde{U}_{--}, \tilde{U}_{-+}, \tilde{U}_{+-}, \tilde{U}_{++}$of $\tilde{U}$ as

$$
\begin{array}{lll}
\mathfrak{M}\left(U_{--}\right)=\tilde{U}_{++}, & \mathfrak{M}\left(U_{-+}\right)=-q^{\frac{1}{2}} \tilde{U}_{-+}, & \mathfrak{M}\left(U_{+-}\right)=-q^{-\frac{1}{2}} \tilde{U}_{+-}, \\
\mathfrak{M}\left(\tilde{U}_{--}\right)=U_{++}, & \mathfrak{M}\left(U_{++}\right)=\tilde{U}_{--},  \tag{5.38}\\
\left.U_{-+}\right)=-q^{-\frac{1}{2}} U_{-+}, & \mathfrak{M}\left(\tilde{U}_{+-}\right)=-q^{\frac{1}{2}} U_{+-}, & \mathfrak{M}\left(\tilde{U}_{++}\right)=U_{--},
\end{array}
$$

where $\mathfrak{M}$ is indeed an involution. We then have

$$
\begin{equation*}
\mathfrak{M}(U)=S(\tilde{U}), \quad \mathfrak{M}(\tilde{U})=\bar{S}(U) \tag{5.39}
\end{equation*}
$$

Recall that one can reconstruct these quantum holonomies in terms of the quantum spinors in the way as in (5.21) and (5.22) which copy here.

$$
\begin{aligned}
& U_{A B}=(-1)^{\frac{1}{2}-B} q^{\frac{B}{2}} \sum_{\epsilon= \pm} \boldsymbol{\tau}_{A}^{\epsilon} \tilde{\mathbf{t}}_{-B}^{\epsilon} \frac{1}{[N+1]} \in \mathrm{SU}_{q^{-1}}(2) \\
& \tilde{U}_{A B}=\frac{1}{[\tilde{N}+1]}(-1)^{\frac{1}{2}+B} q^{-\frac{B}{2}} \sum_{\epsilon= \pm} \mathbf{t}_{A}^{\epsilon} \widetilde{\boldsymbol{\tau}}_{-B}^{\epsilon} \in \mathrm{SU}_{q}(2)
\end{aligned}
$$

The matrix element of the antipodes of $U$ and $\tilde{U}$ defined in (5.37) can be equivalently written as

$$
\begin{align*}
& (\bar{S}(U))_{A B}=(-1)^{B-A} q^{\frac{A-B}{2}} U_{-B-A}=\frac{1}{[N+1]}(-1)^{\frac{1}{2}+B} q^{-\frac{B}{2}} \sum_{\epsilon} \tilde{\mathbf{t}}_{A}^{\epsilon} \boldsymbol{\tau}_{-B}^{\epsilon}  \tag{5.40}\\
& (S(\tilde{U}))_{A B}=(-1)^{A-B} q^{\frac{B-A}{2}} \tilde{U}_{-B-A}=(-1)^{\frac{1}{2}-B} q^{\frac{B}{2}} \sum_{\epsilon} \tilde{\boldsymbol{\tau}}_{A}^{\epsilon} t_{-B}^{\epsilon} \frac{1}{[\tilde{N}+1]} \tag{5.41}
\end{align*}
$$

Then (5.39) can be deduced from (5.32).
Therefore, we have a complete map for quantum objects in terms of flipping the ribbons. We can now focus only on one orientation for a ribbon and use the involution map $\mathfrak{M}$ to deduce the results after the change of orientation.

### 5.4 The $\mathcal{R}$-matrix as parallel transport

In the classical construction, the different spinors are related through parallel transport by the $\mathrm{AN}(2)$ holonomies. We will see that their quantum counterparts, the spinor operators, are related by $\mathrm{AN}_{q}(2)$ holonomies. We expect to have two possible cases, either lower triangular or upper triangular.

Parallel transport within a ribbon. The covariant and braided-covariant, classical, spinors of a single ribbon are related to one another by AN(2) parallel transport in (3.26)
and the first equation of (3.40).

$$
\begin{align*}
L \boldsymbol{\tau}^{\epsilon} & =\binom{K^{-1} \boldsymbol{\tau}_{-}^{\epsilon}}{-\left(q^{\frac{3}{4}}-q^{-\frac{1}{4}}\right) J_{+} \boldsymbol{\tau}_{-}^{\epsilon}+K \boldsymbol{\tau}_{+}^{\epsilon}}=q^{\frac{1+\epsilon}{4}} q^{\epsilon^{\frac{N}{4}} \mathbf{t}^{\epsilon},}  \tag{5.42a}\\
\tilde{L} \tilde{\mathbf{t}}^{\epsilon} & =\binom{\tilde{\mathbf{t}}_{-}^{\epsilon}}{\left(q^{\frac{1}{4}}-q^{-\frac{3}{4}}\right) \tilde{J}_{+} \tilde{\mathbf{t}}_{-}^{\epsilon}+\tilde{K}^{-1} \tilde{\mathbf{t}}_{+}^{\epsilon}}=q^{-\epsilon \frac{\tilde{T}}{4}} q^{-\frac{1+\epsilon}{4}} \tilde{\boldsymbol{\tau}}^{\epsilon},  \tag{5.42b}\\
K(L) \mathbf{t}^{\epsilon} & =\binom{K \mathbf{t}_{-}^{\epsilon}}{\left(q^{\frac{1}{4}}-q^{-\frac{3}{4}}\right) J_{+} \mathbf{t}_{-}^{\epsilon}+K^{-1} \mathbf{t}_{+}^{\epsilon}}=q^{-\frac{1+\epsilon}{4}} q^{-\epsilon \frac{N}{4}} \boldsymbol{\tau}^{\epsilon},  \tag{5.42c}\\
S(\tilde{L}) \tilde{\boldsymbol{\tau}}^{\epsilon} & =\binom{\tilde{K}^{-1} \widetilde{\boldsymbol{\tau}}_{-}^{\epsilon}}{-\left(q^{\frac{3}{4}}-q^{-\frac{1}{4}}\right) \tilde{J}_{+} \widetilde{\boldsymbol{\tau}}_{-}^{\epsilon}+\tilde{K} \widetilde{\boldsymbol{\tau}}_{+}^{\epsilon}}=q^{\epsilon \tilde{\tilde{N}}} q^{\frac{1+\epsilon}{4}} \tilde{\mathbf{t}}^{\epsilon} . \tag{5.42d}
\end{align*}
$$

One can take the complex conjugate of these relations and get equivalently,

$$
\begin{align*}
(-1)^{\frac{1}{2}-A} q^{\frac{A}{2}} \mathbf{t}_{-A}^{\epsilon} & =q^{\epsilon \frac{N}{4}} q^{\frac{\epsilon-2}{4}}(-1)^{\frac{1}{2}-B} q^{-\frac{B}{2}} \boldsymbol{\tau}_{-B}^{\epsilon}\left(L^{\dagger}\right)_{B}{ }^{A},  \tag{5.43a}\\
(-1)^{\frac{1}{2}-A} q^{-\frac{A}{2}} \boldsymbol{\tau}_{-A}^{\epsilon} & =q^{-\epsilon \frac{N}{4}} q^{\frac{2-\epsilon}{4}}(-1)^{\frac{1}{2}-B} q^{\frac{B}{2}} \mathbf{t}_{-B}^{\epsilon}\left(\bar{S}(L)^{\dagger}\right)_{B}{ }^{A},  \tag{5.43b}\\
(-1)^{\frac{1}{2}-A} q^{-\frac{A}{2}} \widetilde{\boldsymbol{\tau}}_{-A}^{\epsilon} & =q^{-\epsilon \frac{\tilde{N}}{4}} q^{\frac{2-\epsilon}{4}}(-1)^{\frac{1}{2}-B} q^{\frac{B}{2}} \tilde{\mathbf{t}}_{-B}^{\epsilon}\left(\tilde{L}^{\dagger}\right)_{B}{ }^{A},  \tag{5.43c}\\
(-1)^{\frac{1}{2}-A} q^{\frac{A}{2}} \tilde{\mathbf{t}}_{-A}^{\epsilon} & =q^{\epsilon \frac{\tilde{N}}{4}} q^{\frac{\epsilon-2}{4}}(-1)^{\frac{1}{2}-B} q^{-\frac{B}{2}} \widetilde{\boldsymbol{\tau}}_{-B}^{\epsilon}\left(S(\tilde{L})^{\dagger}\right)_{B}{ }^{A} . \tag{5.43d}
\end{align*}
$$

To get (5.43) from (5.42a) and (5.42d), we have used the formulas for taking the complex conjugating of spinor components

$$
\begin{array}{ll}
\left(\mathbf{t}_{A}^{\epsilon}\right)^{\dagger}=\epsilon(-1)^{\frac{1}{2}-A} q^{\frac{A}{2}} \mathbf{t}_{-A}^{-\epsilon}, & \left(\boldsymbol{\tau}_{A}^{\epsilon}\right)^{\dagger}=\epsilon(-1)^{\frac{1}{2}-A} q^{-\frac{A}{2}} \boldsymbol{\tau}_{-A}^{-\epsilon}, \\
\left(\tilde{\mathbf{t}}_{A}^{\epsilon}\right)^{\dagger}=\epsilon(-1)^{\frac{1}{2}-A} q^{\frac{A}{2}} \tilde{\mathbf{t}}_{-A}^{-\epsilon}, & \left(\widetilde{\boldsymbol{\tau}}_{A}^{\epsilon}\right)^{\dagger}=\epsilon(-1)^{\frac{1}{2}-A} q^{-\frac{A}{2}} \tilde{\boldsymbol{\tau}}_{-A}^{-\epsilon}, \tag{5.44}
\end{array}
$$

and the commutation relation of the factor $q^{\epsilon \frac{N}{4}}$ or $q^{\epsilon \frac{\tilde{N}}{4}}$ with the spinor components

$$
\begin{equation*}
q^{\epsilon \frac{N}{4}} \mathbf{t}_{A}^{\epsilon^{\prime}}=q^{\frac{\epsilon \epsilon^{\prime}}{4}} \mathbf{t}_{A}^{\epsilon^{\prime}} q^{\epsilon \frac{N}{4}}, \quad q^{\epsilon \frac{N}{4}} \boldsymbol{\tau}_{A}^{\epsilon^{\prime}}=q^{\frac{\epsilon \epsilon^{\prime}}{4}} \boldsymbol{\tau}_{A}^{\epsilon^{\prime}} q^{\epsilon \frac{N}{4}}, \quad q^{\epsilon \frac{\tilde{\tilde{N}}}{4}} \tilde{\mathbf{t}}_{A}^{\epsilon^{\prime}}=q^{\frac{\epsilon \epsilon^{\prime}}{4}} \tilde{\mathbf{t}}_{A}^{\epsilon^{\prime}} q^{\epsilon \frac{\tilde{N}}{4}}, \quad q^{\epsilon \frac{\tilde{\tilde{N}}}{4}} \widetilde{\boldsymbol{\tau}}_{A}^{\epsilon^{\prime}}=q^{\frac{\epsilon \epsilon^{\prime}}{4}} \tilde{\boldsymbol{\tau}}_{A}^{\prime} q^{\epsilon \frac{\tilde{N}}{4}} \tag{5.45}
\end{equation*}
$$

This quantum version of the parallel transport works within a single ribbon, see fig.5.2a. Let us now consider what happens when dealing with more ribbons.

Spinors for many ribbons. We are interested in defining spinor operators when dealing with many ribbons. We focus on a ribbon graph $\Gamma_{\text {rib }}$ where the graph $\Gamma$ is an $N_{v}$-valent node $v$ with $N_{v}$ links ordered and labeled as $e_{1}$ and $e_{N}$ going counterclockwise. The
ribbon graph $\Gamma_{\text {rib }}$ is an $N_{v}$-gon $R(v)$ surrounded by $N_{v}$ ribbons $R\left(e_{n}\right), n \in\left\{1, \cdots, N_{v}\right\}$. Once more, we do not consider the index $\epsilon$ which does not bring anything to the present discussion. For the ribbon $R\left(e_{n}\right)$, we introduce

$$
\begin{equation*}
\tilde{\boldsymbol{\tau}}_{n}=\mathbb{\square} \otimes \cdots \otimes \tilde{\boldsymbol{\tau}} \otimes \cdots \otimes \mathbb{\square}, \quad \tilde{\mathbf{t}}_{n}=\mathbb{\square} \otimes \cdots \otimes \tilde{\mathbf{t}} \otimes \cdots \otimes \mathbb{\square} \tag{5.46}
\end{equation*}
$$

These objects, $\tilde{\boldsymbol{\tau}}_{n}$ or $\tilde{\mathbf{t}}_{n}$, are built using permutations, starting respectively from $\tilde{\boldsymbol{\tau}}_{1}$ or $\tilde{\mathbf{t}}_{1}$. However, the permutation is not consistent with the coproduct if it is non-co-commutative. Consequently, due to the non-co-commutativity of the coproducts of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$, these objects are not spinor operators, except $\tilde{\boldsymbol{\tau}}_{1}$ and $\tilde{\mathbf{t}}_{1}$.

We now want to define spinor operators, that is objects transforming covariantly under the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ adjoint actions. To make the distinction between the objects living on the $n^{\text {th }}$ leg, $\widetilde{\boldsymbol{\tau}}_{n}$ or $\tilde{\mathbf{t}}_{n}$, and the spinor operators, we will denote ${ }^{(n)} \tilde{\boldsymbol{\tau}}$ and ${ }^{(n)} \tilde{\mathbf{t}}$, the objects transforming respectively as a $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ and $\mathcal{U}_{q}(\mathfrak{s u}(2))$ spinor operators. The construction of the spinor operators on different Hilbert spaces is usually done using the braiding induced by the $\mathcal{R}$-matrix [179].

As a consequence the usual construction of spinor operators (or any tensor operators) is in terms of the $\mathcal{R}$-matrix. There are two ways to define such a spinor operator. Explicitly, we use $\mathcal{R}_{i j}^{-1}$ or $\mathcal{R}_{j i}$ to define the $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ tensor operator ${ }^{(n)} \widetilde{\boldsymbol{\tau}}$.

$$
\begin{align*}
{ }^{(n)} \tilde{\boldsymbol{\tau}}_{A} & =\mathcal{R}_{n-1, n}^{-1} \mathcal{R}_{n-2, n}^{-1} \cdots \mathcal{R}_{2 n}^{-1} \mathcal{R}_{1 n}^{-1}\left(\tilde{\boldsymbol{\tau}}_{n}\right)_{A} \mathcal{R}_{1 n} \mathcal{R}_{2 n} \cdots \mathcal{R}_{n-2, n} \mathcal{R}_{n-1, n} \otimes \mathbb{Q} \otimes \cdots  \tag{5.47a}\\
\text { or } \quad{ }^{(n)} \widetilde{\boldsymbol{\tau}}_{A} & =\mathcal{R}_{n, n-1} \mathcal{R}_{n, n-2} \cdots \mathcal{R}_{n 2} \mathcal{R}_{n 1}\left(\widetilde{\boldsymbol{\tau}}_{n}\right)_{A} \mathcal{R}_{n 1}^{-1} \mathcal{R}_{n 2}^{-1} \cdots \mathcal{R}_{n, n-2}^{-1} \mathcal{R}_{n, n-1}^{-1} \otimes \mathbb{Q} \otimes \cdots \tag{5.47b}
\end{align*}
$$

The two formulas of (5.47) are proportional to each other with the proportionality coefficient being a function of the norms $N_{1}, \cdots, N_{n}$ which commutes with the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ (or $\left.\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))\right)$ generators. Similarly, we use $\mathcal{R}_{i j}$ or $\mathcal{R}_{j i}^{-1}$ to define the $\mathcal{U}_{q}(\mathfrak{s u}(2))$ tensor operator ${ }^{(n)} \tilde{\mathbf{t}}$

$$
\begin{align*}
{ }^{(n)} \tilde{\mathbf{t}}_{A} & =\mathcal{R}_{n-1, n} \mathcal{R}_{n-2, n} \cdots \mathcal{R}_{2 n} \mathcal{R}_{1 n}\left(\tilde{\mathbf{t}}_{n}\right)_{A} \mathcal{R}_{1 n}^{-1} \mathcal{R}_{2 n}^{-1} \cdots \mathcal{R}_{n-2, n}^{-1} \mathcal{R}_{n-1, n}^{-1} \otimes \mathbb{\square} \otimes \cdots  \tag{.5.48a}\\
\text { or } \quad{ }^{(n)} \tilde{\mathbf{t}}_{A} & =\mathcal{R}_{n, n-1}^{-1} \mathcal{R}_{n, n-2}^{-1} \cdots \mathcal{R}_{n 2}^{-1} \mathcal{R}_{n 1}^{-1}\left(\tilde{\mathbf{t}}_{n}\right)_{A} \mathcal{R}_{n 1} \mathcal{R}_{n 2} \cdots \mathcal{R}_{n, n-2} \mathcal{R}_{n, n-1} \otimes \mathbb{\square} \otimes \cdots \tag{5.48bb}
\end{align*}
$$

We now show that these $\mathcal{U}_{q^{-1}}(\mathfrak{s u}(2))$ spinors (resp. $\mathcal{U}_{q}(\mathfrak{s u}(2))$ spinors) can be equivalently obtained by using the quantum parallel transport induced by $\tilde{L}$ (resp. $S(\tilde{L})$ ) or $S(\tilde{L})^{\dagger}\left(\right.$ resp. $\left.\tilde{L}^{\dagger}\right)$.

Braiding as parallel transport. Let us focus first on the case with all ribbons $R\left(e_{n}\right)$ oriented in the same way corresponding to incoming links in the associated graph. We focus on the $N_{v}$-gon $R(v)$.

Proposition 5.4.1. The braiding induced by the $\mathcal{R}$-matrix can be seen as a parallel transport.

$$
\begin{align*}
& { }^{(n)} \tilde{\boldsymbol{\tau}}_{A}=\mathcal{R}_{n-1, n}^{-1} \mathcal{R}_{n-2, n}^{-1} \cdots \mathcal{R}_{2 n}^{-1} \mathcal{R}_{1 n}^{-1}\left(\tilde{\boldsymbol{\tau}}_{n}\right)_{A} \mathcal{R}_{1 n} \mathcal{R}_{2 n} \cdots \mathcal{R}_{n-2, n} \mathcal{R}_{n-1, n} \otimes \mathbb{\square} \otimes \cdots \\
& =\left(\tilde{L} \otimes \cdots \otimes \tilde{L} \otimes \tilde{\boldsymbol{\tau}}_{n}\right)_{A} \otimes \mathbb{\square} \otimes \cdots  \tag{5.49}\\
& =\tilde{L}_{A} A_{2} \otimes \tilde{L}_{A_{2}}{ }^{A_{3}} \otimes \cdots \otimes \tilde{\boldsymbol{\tau}}_{A_{n-1}} \otimes \mathbb{\square} \otimes \cdots, \\
& { }^{(n)} \tilde{\boldsymbol{\tau}}_{A}=\mathcal{R}_{n, n-1} \mathcal{R}_{n, n-2} \cdots \mathcal{R}_{n 2} \mathcal{R}_{n 1}\left(\tilde{\boldsymbol{\tau}}_{n}\right)_{A} \mathcal{R}_{n 1}^{-1} \mathcal{R}_{n 2}^{-1} \cdots \mathcal{R}_{n, n-2}^{-1} \mathcal{R}_{n, n-1}^{-1} \otimes \mathbb{\square} \otimes \cdots \\
& \text { or } \quad=\left(S(\tilde{L})^{\dagger} \otimes \cdots \otimes S(\tilde{L})^{\dagger} \otimes \tilde{\boldsymbol{\tau}}_{n}\right)_{A} \otimes \mathbb{Q} \otimes \cdots  \tag{5.50}\\
& =\left(S(\tilde{L})^{\dagger}\right)_{A}{ }^{A_{2}} \otimes\left(S(\tilde{L})^{\dagger}\right)_{A_{2}}{ }^{A_{3}} \otimes \cdots \otimes \tilde{\boldsymbol{\tau}}_{A_{n-1}} \otimes \mathbb{\square} \otimes \cdots, \\
& { }^{(n)} \tilde{\mathbf{t}}_{A}=\mathcal{R}_{n-1, n} \mathcal{R}_{n-2, n} \cdots \mathcal{R}_{2 n} \mathcal{R}_{1 n}\left(\tilde{\mathbf{t}}_{n}\right)_{A} \mathcal{R}_{1 n}^{-1} \mathcal{R}_{2 n}^{-1} \cdots \mathcal{R}_{n-2, n}^{-1} \mathcal{R}_{n-1, n}^{-1} \otimes \square \otimes \cdots \\
& =\left(S(\tilde{L}) \otimes \cdots \otimes S(\tilde{L}) \otimes \tilde{\mathbf{t}}_{n}\right)_{A} \otimes \mathbb{\square} \otimes \cdots  \tag{5.51}\\
& =S(\tilde{L})_{A}{ }^{A_{2}} \otimes S(\tilde{L})_{A_{2}}{ }^{A_{3}} \otimes \cdots \otimes \tilde{\mathbf{t}}_{A_{n-1}} \otimes \mathbb{\square} \otimes \cdots . \\
& { }^{(n)} \tilde{\mathbf{t}}_{A}=\mathcal{R}_{n, n-1}^{-1} \mathcal{R}_{n, n-2}^{-1} \cdots \mathcal{R}_{n 2}^{-1} \mathcal{R}_{n 1}^{-1}\left(\tilde{\mathbf{t}}_{n}\right)_{A} \mathcal{R}_{n 1} \mathcal{R}_{n 2} \cdots \mathcal{R}_{n, n-2} \mathcal{R}_{n, n-1} \otimes \square \otimes \cdots \\
& \text { or } \quad=\left(\tilde{L}^{\dagger} \otimes \cdots \otimes \tilde{L}^{\dagger} \otimes \tilde{\mathbf{t}}_{n}\right)_{A} \otimes \mathbb{\square} \otimes \cdots  \tag{5.52}\\
& =\left(\tilde{L}^{\dagger}\right)_{A}{ }^{A_{2}} \otimes\left(\tilde{L}^{\dagger}\right)_{A_{2}}{ }^{A_{3}} \otimes \cdots \otimes \tilde{\mathbf{t}}_{A_{n-1}} \otimes \mathbb{\square} \otimes \cdots .
\end{align*}
$$

The proof is lengthy and we give it in Proof B.3.2.

Geometric interpretation. We have just shown that the braiding induced by the $\mathcal{R}$ matrix can be explicitly written as a parallel transport along the ribbons using $A N_{q}(2)$ or $A N_{q^{-1}}(2)$ holonomies ${ }^{2}$. Indeed, equations (5.49) - (5.52) tell us that the algebraic definition of a tensor operator written in terms of the $\mathcal{R}$-matrix can be replaced by a definition which has a very natural geometrical interpretation when working with ribbons.

Let's illustrate the geometrical definition of the tensor operator ${ }^{(n)} \widetilde{\boldsymbol{\tau}}$ given in (5.49) in terms of parallel transports by $\tilde{L}$ 's. We put consecutively the ribbons, so that they share a node. Let us deal again with the case where all the links are incoming. The construction is illustrated in fig.5.3.

[^27]

Figure 5.3: The choice of cilium is given by the red bullet. In 5.3a, the orientation is anti-clockwise, while in 5.3b, the orientation is clock-wise. This choice matters since we usually order the tensor product from left to right.

The first step consists in identifying a reference point. This corresponds to choosing a base corner. We naturally choose the reference point to sit on the ribbon $R\left(e_{1}\right)$. The construction of the spinor operators will depend on the orientation chosen for the ordering of the ribbons: counterclockwise or clockwise starting from $R\left(e_{1}\right)$. Indeed, the source point can be the left- or right-end point. (Left- or right-end point is specified by sitting at the node in $\Gamma$ and looking towards the outgoing direction of the relevant link.) Let us choose first the right end point to be our base corner as in fig.5.3a (the node in red). This means that ${ }^{(1)} \tilde{\boldsymbol{\tau}}$ is the reference spinor. We choose to order the ribbons counter-clockwise which is the orientation consistent with the definition of the spinors given in Proposition 5.4.1.

Indeed, the parallel transport by $\tilde{L}$ indicates that we take $\widetilde{\boldsymbol{\tau}}_{2}$ - which sits at the leftend point of $R\left(e_{1}\right)$ since the right-end point of $R\left(e_{2}\right)$ is identified with the left-end point of $R\left(e_{1}\right)$ - and transport it to the reference point.

We proceed recursively with other ribbons. The object $\widetilde{\boldsymbol{\tau}}_{3}$ sitting at the right-end point of $R\left(e_{3}\right)$ which is identified with the left end point of $R\left(e_{2}\right)$. We can transport $\widetilde{\boldsymbol{\tau}}_{3}$ using $\tilde{L}$ to ${ }^{(2)} \widetilde{\boldsymbol{\tau}}$, and so on and so forth.

Therefore, the geometrical construction of the spinor operator ${ }^{(n)} \tilde{\boldsymbol{\tau}}$ is obtained by parallel transporting $\tilde{\boldsymbol{\tau}}_{n}$, which sits at the right-end point of ribbon $R\left(e_{n}\right)$, along the ribbon short sides using the $\tilde{L}$ 's to go from the right-end point to the left-end point of each ribbon until reaching the reference point (the right-end point of $R\left(e_{1}\right)$ ).

If instead, we choose the base corner to be at the left-end point of ribbon 1 , this means we use as a reference $\tilde{\mathbf{t}}$. This means that we order/add ribbons now in a clockwise manner. This is illustrated in the fig.5.3b.

Now let us discuss the case when the links do not have the same orientations.

(a) We transport $\widetilde{\boldsymbol{\tau}}_{2}$ using $\tilde{L}$ to the base cor- (b) We transport $\widetilde{\boldsymbol{\tau}}_{2}$ using $\bar{S}(L)=\tilde{L}$ to the ner (in red) to define a spinor ${ }^{(2)} \tilde{\boldsymbol{\tau}}$.

base corner (in red) to recover a spinor ${ }^{(2)} \tilde{\boldsymbol{\tau}}$.

(c) We transport $\boldsymbol{\tau}_{2}$ using $\tilde{L}$ to the base corner (in red) to recover spinor ${ }^{(2)} \boldsymbol{\tau}$.
(d) We transport $\boldsymbol{\tau}_{2}$ using $\bar{S}(L)=\tilde{L}$ to the base corner (in red) to define a spinor ${ }^{(2)} \boldsymbol{\tau}$.

Figure 5.4: The choice of base corner, the right-end point of ribbon 1, is given by the red bullet. In each case, we transport the relevant spinor living on right-end point of ribbon 2 using the holonomy in ribbon 1 . We recover the same spinor in each case as in the un-flipped case.

Flipping ribbons, again. We again drop the $\epsilon$ spinor decoration since it does not bring anything to the present discussion. As discussed in section 5.3, when we flip the orientation of the ribbon, the exchange of variables is performed by $I$ such that

$$
\begin{equation*}
I(\mathbf{t})=\tilde{\mathbf{t}}, \quad I(\boldsymbol{\tau})=\tilde{\boldsymbol{\tau}}, \quad I(L)=S(\tilde{L}), \quad I(\tilde{L})=\bar{S}(L) \tag{5.53}
\end{equation*}
$$

When flipping the orientation of a link in Proposition 5.4.1, it is thus enough to apply the operator $I$, but only to the factor of the tensor product which corresponds to this link.

For instance, consider $n=2$ and reverse the orientation of the link 2 only (not 1 ). Then applying $I$ on ribbon 2 (which we henceforth denote $I_{2}$ ) to the last line of (5.49) gives

$$
\begin{equation*}
{ }^{(2)} \boldsymbol{\tau}_{A}=I_{2}\left(\tilde{L}_{A}{ }^{B} \otimes \tilde{\boldsymbol{\tau}}_{B}\right)=\tilde{L}_{A}{ }^{B} \otimes I\left(\tilde{\boldsymbol{\tau}}_{B}\right)=\tilde{L}_{A}{ }^{B} \otimes \boldsymbol{\tau}_{B} \tag{5.54}
\end{equation*}
$$

and to the last line of (5.51),

$$
\begin{equation*}
{ }^{(2)} \mathbf{t}_{A}=S(\tilde{L})_{A}{ }^{B} \otimes \mathbf{t}_{B} . \tag{5.55}
\end{equation*}
$$

The geometric picture is as follows. The first relation (5.54) consists in the case where the base corner is at the right-end point. Because ribbon 2 is flipped, we have $\boldsymbol{\tau}_{2}$ that stands at the right-end point of ribbon 2 which is identified with the left-end point of ribbon 1 . We then parallel transport $\boldsymbol{\tau}_{2}$ using $\tilde{L}$ on the sector 1 (See Figure 5.4c). The same applies for ${ }^{(2)} \mathbf{t}_{A}$, when the base corner is taken as the left-end point.

Consider now the case where it is ribbon 1 which is flipped (outgoing) but ribbon 2 is not (it is incoming), see Figure 5.4b. We thus apply $I$ to the first factor of the tensor product in the last lines of (5.49) and (5.51),

$$
\begin{equation*}
{ }^{(2)} \tilde{\boldsymbol{\tau}}_{A}=I_{1}\left(\tilde{L}_{A}^{B} \otimes \tilde{\boldsymbol{\tau}}_{B}\right)=\bar{S}(L)_{A}^{B} \otimes \tilde{\boldsymbol{\tau}}_{B}, \quad{ }^{(2)} \tilde{\mathbf{t}}_{A}=S(I(\tilde{L}))_{A}^{B} \otimes \tilde{\mathbf{t}}_{B}=L_{A}^{B} \otimes \tilde{\mathbf{t}}_{B} . \tag{5.56}
\end{equation*}
$$

In the first case, we take the base corner to be the right-end point of ribbon 1 , which is decorated by the spinor $\boldsymbol{\tau}_{1}$. On the right-end point of ribbon 2 , identified with the left-end point of ribbon 1 , we have $\tilde{\boldsymbol{\tau}}_{2}$. We can define a spinor operator by transporting $\widetilde{\boldsymbol{\tau}}_{2}$ to the base corner through $\bar{S}(L)$, that is $(\bar{S}(L))_{A}{ }^{B} \otimes \widetilde{\boldsymbol{\tau}}_{B}$.

When both ribbon 1 and ribbon 2 are flipped, see figure 5.4 d , we use the map $I_{12}$ which flips the sectors 1 and 2 . As we just discussed, we can define the spinor

$$
\begin{equation*}
{ }^{(2)} \boldsymbol{\tau}_{A}=I_{12}\left(\tilde{L}_{A}{ }^{B} \otimes \tilde{\boldsymbol{\tau}}_{B}\right)=\bar{S}(L)_{A}{ }^{B} \otimes \boldsymbol{\tau}_{B}, \quad{ }^{(2)} \mathbf{t}_{A}=I_{12}\left(S((\tilde{L}))_{A}{ }^{B} \otimes \tilde{\mathbf{t}}_{B}\right)=L_{A}{ }^{B} \otimes \mathbf{t}_{B} . \tag{5.57}
\end{equation*}
$$

We still take the right-end point of ribbon 1 as the reference point, we have now $\boldsymbol{\tau}_{1}$ sitting at the base corner. At the right-end point of the ribbon 2 , coinciding with the left-end
point of ribbon 1 , we have $\boldsymbol{\tau}_{2}$. We can define a spinor operator by transporting $\boldsymbol{\tau}_{2}$ to the base corner through $\bar{S}(L)$, that is $(\bar{S}(L))_{A}{ }^{B} \otimes \boldsymbol{\tau}_{B}$.

To summarize, the definition of the spinor operator on different ribbons does not depend on the orientation of the links, since for example $\tilde{L}$ and $\bar{S}(L)$ are the same operators and so are $\tilde{\boldsymbol{\tau}}$ and $\boldsymbol{\tau}$. So (5.57) is the same as (5.54) and (5.55).

### 5.5 Scalar observables

We will now proceed to the quantization of the observables defined in Section 3.4. The first part of this section has already appeared in [80, 81, 39]. The spinors are promoted to spinor operators as we have discussed previously. The scalar product is obtained by contracting with Clebsch-Gordan coefficients projecting the tensor product of two spin $1 / 2$ representations to the trivial representation.

Proposition 5.5.1. The quantization of the general observable (3.65) living on the links $e_{i}$ and $e_{j}$ with $i \leq j$ is given by, up to some overall normalization constant,

$$
\mathbf{E}_{e_{i} e_{j}}^{\epsilon_{i}, \epsilon_{j}}=\left\{\begin{array}{l}
\sum_{A}(-1)^{\frac{1}{2}+A} q^{-\frac{A}{2}(i)} \widetilde{\boldsymbol{\tau}}_{-A}^{\epsilon_{i}}{ }^{(j)} \widetilde{\boldsymbol{\tau}}_{A}^{\epsilon_{j}} \text { for } o_{i}=o_{j}=-1  \tag{5.58}\\
\sum_{A}(-1)^{\frac{1}{2}-A} q^{-\frac{A}{2}(i)} \boldsymbol{\tau}_{-A}^{-\epsilon_{i}}{ }^{(j)} \widetilde{\boldsymbol{\tau}}_{A}^{\epsilon_{j}} \text { for } o_{i}=-o_{j}=-1 \\
\sum_{A}(-1)^{\frac{1}{2}+A} q^{\frac{A}{2}(i)} \widetilde{\boldsymbol{\tau}}_{-A}^{\epsilon_{i}}{ }^{(j)} \boldsymbol{\tau}_{A}^{-\epsilon_{j}} \text { for } o_{i}=-o_{j}=1 \\
\sum_{A}(-1)^{\frac{1}{2}-A} q^{\frac{A}{2}(i)} \boldsymbol{\tau}_{-A}^{-\epsilon_{i}(j)} \boldsymbol{\tau}_{A}^{-\epsilon_{j}} \text { for } o_{i}=o_{j}=1
\end{array} .\right.
$$

Since the quantum operators $\boldsymbol{\tau}^{\epsilon}$ and $\widetilde{\boldsymbol{\tau}}^{\epsilon}$ have the same matrix element, or as we discussed in section 5.3 the spinors are invariant under the flip of the ribbon, the observables for the different orientations in Proposition 5.5.1 are actually the same ${ }^{3}$. A natural question to enquire is the algebra that they satisfy, if they satisfy one. One can indeed check that if we were to build observables from the fluxes, the algebra of observables would not close (even with no quantum deformation [118]). The great advantage of using spinor variables is that they provide a closed algebra of observables [118, 98, 120]. In the non-deformed case, the algebra of observables is given in terms of the $\mathfrak{s o}^{*}(2 n)$ Lie algebra [120] where $n$ here stands for the number of links meeting at the node of $\Gamma$.

[^28]If we denote the generators of $\mathfrak{s o}^{*}(2 n)$ by $e_{i j}, f_{i j}, \tilde{f}_{i j}, i, j=1, \cdots, n$, their commutation relations are

$$
\begin{align*}
& {\left[e_{i j}, e_{k l}\right]=\delta_{j k} e_{i l}-\delta_{i l} e_{k j}, \quad\left[e_{i j}, f_{k l}\right]=\delta_{i l} f_{j k}-\delta_{i k} f_{j l}, \quad\left[e_{i j}, g_{k l}\right]=\delta_{j k} g_{i l}-\delta_{j l} g_{i k},} \\
& {\left[f_{i j}, g_{k l}\right]=\delta_{j l} e_{k i}+\delta_{i k} e_{l j}-\delta_{j k} e_{l i}-\delta_{i l} e_{k j}, \quad\left[f_{i j}, f_{k l}\right]=\left[g_{i j}, g_{k l}\right]=0 .} \tag{5.59}
\end{align*}
$$

We can identify $\mathfrak{u}(n)$ as a sub-Lie algebra of $\mathfrak{s o}^{*}(2 n)$ which is generated by $\left\{e_{i j}\right\}$.
We want to show now that a similar statement holds in the deformed case, i.e. we have a deformation of the $\mathfrak{s o}^{*}(2 n)$ algebra which contains a deformation of the $\mathfrak{u}(n)$ algebra. The deformation of the $\mathfrak{u}(n)$ algebra was already identified in [81] using the $\mathcal{R}$-matrix formalism. We extend here the construction to have the full deformation of $\mathfrak{s o}^{*}(2 n)$. We are first going to recover the deformed substructure $\mathcal{U}_{q}(\mathfrak{u}(n))$ then the full deformed algebra $\mathcal{U}_{q}\left(\mathfrak{S o}^{*}(2 n)\right)$.

Given a semi-simple Lie algebra, its deformation is given in terms of the Serre-Chevalley relations [58]. The (Cartan-Weyl) generators are constructed by induction.

We have constructed a set of observables using the spinor parametrization. As we discussed, we can obtain different parametrizations because we can use different types of parallel transport, either $L$ or $S(L)^{\dagger}$. Hence in terms of the spinor parameterization, we also have some arbitrariness in terms of the explicit expression of the observables. We know that at the classical level these observables form the algebra $\mathfrak{s o}^{*}(2 n)$. Hence we could apply the Serre-Chevalley induction for the deformed case. The goal is then to relate this construction to the parameterization in terms of the spinors. We are going to show that the Serre-Chevalley construction picks exclusively the parallel transport induced by $S(L)^{\dagger}$. Let us recall more details on the Serre-Chevalley induction process to fix the notations.

The definition of the $\mathcal{U}_{q}(\mathfrak{u}(n))$ from the Cartan-Weyl generators $\mathcal{E}_{i j}$ is as follows [33]. We first specify the Chevalley set of generators containing $n-1$ raising, $n-1$ lowering and $n-1$ diagonal generators, denoted respectively as $\mathcal{E}_{i, i+1}, \mathcal{E}_{i, i-1}$, and $\mathcal{E}_{i}$, which satisfy the following commutation relations

$$
\begin{gather*}
{\left[\mathcal{E}_{i}, \mathcal{E}_{j}\right]=0, \quad\left[\mathcal{E}_{i}, \mathcal{E}_{j, j+1}\right]=\left(\delta_{i j}-\delta_{i, j+1}\right) \mathcal{E}_{j, j+1}, \quad\left[\mathcal{E}_{i}, \mathcal{E}_{j+1, j}\right]=\left(\delta_{i, j+1}-\delta_{i j}\right) \mathcal{E}_{j+1, j},} \\
{\left[\mathcal{E}_{i, i+1}, \mathcal{E}_{j+1, j}\right]=\delta_{i j}\left[\mathcal{E}_{i}-\mathcal{E}_{i+1}\right] .} \tag{5.60}
\end{gather*}
$$

The remaining Cartan-Weyl generators $\mathcal{E}_{i j}$ and $\mathcal{E}_{j i}$ with $j>i+1$ are defined recursively as follows.

$$
\begin{align*}
\mathcal{E}_{i j} & :=q^{\frac{N_{j-1}}{2}}\left(\mathcal{E}_{i, j-1} \mathcal{E}_{j-1, j}-q^{\frac{1}{2}} \mathcal{E}_{j-1, j} \mathcal{E}_{i, j-1}\right)  \tag{5.61a}\\
\mathcal{E}_{j i} & :=q^{-\frac{N_{j-1}}{2}}\left(\mathcal{E}_{j, j-1} \mathcal{E}_{j-1, i}-q^{-\frac{1}{2}} \mathcal{E}_{j-1, i} \mathcal{E}_{j, j-1}\right) \tag{5.61b}
\end{align*}
$$

By the Jordan map, the Chevalley set can be defined in terms of the $q$-bosons $\left(a_{i}, a_{i}^{\dagger}, b_{i}, b_{i}^{\dagger}\right)$ :

$$
\left\lvert\, \begin{align*}
& \mathcal{E}_{i, i+1}=a_{i}^{\dagger} a_{i+1} q^{\frac{N_{b_{i}}-N_{b_{i+1}}}{4}}+b_{i}^{\dagger} b_{i+1} q^{\frac{-N_{a_{i}}+N_{a_{i+1}}}{4}},  \tag{5.62}\\
& \mathcal{E}_{i+1, i}=a_{i} a_{i+1}^{\dagger} q^{\frac{N_{b_{i}}-N_{b_{i+1}}}{4}}+b_{i} b_{i+1}^{\dagger} q^{\frac{-N_{a_{i}}+N_{a_{i+1}}}{4}}, \quad \mathcal{E}_{i}=N_{i}+1,
\end{align*}\right.
$$

and other generators in terms of the $q$-bosons can be deduced from (5.61). We can then identify directly the relations between the $\mathcal{U}_{q}(\mathfrak{u}(n))$ Chevalley set of generators and the quadratic operators constructed from the deformed quantum spinors. They simply are

$$
\begin{equation*}
\mathbf{E}_{i, i+1}^{+,-}=\mathcal{E}_{i, i+1}, \quad \mathbf{E}_{i, i+1}^{-,+}=\mathcal{E}_{i+1, i}, \quad \mathbf{E}_{i, i}^{+,-}=\left[\mathcal{E}_{i}-1\right], \quad \mathbf{E}_{i, i}^{-,+}=\left[\mathcal{E}_{i}+1\right] \tag{5.63}
\end{equation*}
$$

For the remaining Cartan-Weyl generators in terms of the quantum spinors, one can make use of the quantum fluxes to connect the spinors from distanced sites. The result is given in the following proposition.

Proposition 5.5.2. The Cartan-Weyl generators $\mathcal{E}_{i, i+p}$ and $\mathcal{E}_{i+p, i}$ of $\mathcal{U}_{q}(\mathfrak{u}(n))$ for any $p \in \mathbb{N}^{+}$can be expressed with the quantum spinors at sites $i$ and $i+p$ and the quantum fluxes for ribbon links connecting them. Explicitly, they can be written as

$$
\begin{gather*}
\mathcal{E}_{i, i+p}=q^{\frac{\sum_{k=1}^{p-1} N_{i+k}}{4}} \sum_{\substack{A_{i}, A_{i+1}, \cdots, A_{i+p}}}(-1)^{\frac{1}{2}+A_{i}} q^{\frac{A_{i}}{2}} \tilde{\mathbf{t}}_{i,-A_{i}}^{+} \prod_{k=1}^{p-1}\left(S\left(\tilde{L}_{i+k}\right)^{\dagger}\right)_{A_{i+k-1}} A_{i+k} \widetilde{\boldsymbol{\tau}}_{i+p, A_{i+p-1}}^{-}  \tag{5.64}\\
\mathcal{E}_{i+p, i}=q^{-\frac{\sum_{k=1}^{p-1} N_{i+k}}{4}} \sum_{\substack{A_{i}, A_{i+1}, \cdots, A_{i+p}}}(-1)^{\frac{1}{2}-A_{i}} q^{\frac{A_{i}}{2}} \tilde{\mathbf{t}}_{i,-A_{i}}^{-} \prod_{k=1}^{p-1}\left(S\left(\tilde{L}_{i+k}\right)^{\dagger}\right)_{A_{i+k-1}} A_{i+k} \widetilde{\boldsymbol{\tau}}_{i+p, A_{i+p-1}}^{+} \tag{5.65}
\end{gather*}
$$

Proof. Notice that the following relations are satisfied.

$$
\begin{gather*}
\tilde{\boldsymbol{\tau}}_{i, A}^{-} \tilde{\mathbf{t}}_{i, B}^{+}-q^{\frac{1}{2}} \tilde{\mathbf{t}}_{i, B}^{+} \widetilde{\boldsymbol{\tau}}_{i, A}^{-}=q^{-\frac{N_{i}}{4}}(-1)^{\frac{1}{2}-B} q^{\frac{B}{2}}\left(S\left(\tilde{L}_{i}\right)^{\dagger}\right)_{A}^{-B} \equiv q^{-\frac{N_{i}}{4}}(-1)^{\frac{1}{2}+A} q^{-\frac{A}{2}}\left(\tilde{L}_{i}^{\dagger}\right)_{B}{ }^{-A}, \\
\tilde{\mathbf{t}}_{i, A}^{-} \tilde{\boldsymbol{\tau}}_{i, B}^{+}-q^{-\frac{1}{2}} \widetilde{\boldsymbol{\tau}}_{i, B}^{+} \tilde{\mathbf{t}}_{i, A}^{-}=q^{\frac{N_{i}}{4}}(-1)^{\frac{1}{2}+A} q^{\frac{A}{2}}\left(S\left(\tilde{L}_{i}\right)^{\dagger}\right)_{B}{ }^{-A}=q^{\frac{N_{i}}{4}}(-1)^{\frac{1}{2}-B} q^{-\frac{B}{2}}\left(\tilde{L}_{i}^{\dagger}\right)_{A}{ }^{-B} . \tag{5.66a}
\end{gather*}
$$

Using the scalar operator of two spinors at the same corner to define the $\mathcal{U}_{q}(\mathfrak{u}(n))$ generator

$$
\begin{equation*}
\mathcal{E}_{i, i+1}=\sum_{A_{i}= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A_{i}} q^{\frac{A_{i}}{2}} \tilde{\mathbf{t}}_{i,-A_{i}}^{+} \tilde{\boldsymbol{\tau}}_{i+1, A_{i}}^{-}, \quad \mathcal{E}_{i+1, i}=\sum_{A_{i}= \pm \frac{1}{2}}(-1)^{\frac{1}{2}-A_{i}} q^{\frac{A_{i}}{2}} \tilde{\mathbf{t}}_{i,-A_{i}}^{-} \tilde{\boldsymbol{\tau}}_{i+1, A_{i}}^{+} \tag{5.67}
\end{equation*}
$$

and the induction, one can show the validity of (5.64) and (5.65).

We extend the construction to include all the different types of observables and verify that the observables $\mathbf{E}_{i j}^{\epsilon_{i}, \epsilon_{j}}$ are the generators of $\mathcal{U}_{q}\left(\mathfrak{s o}{ }^{*}(2 n)\right)$, which is the $q$-deformation of the algebra $\mathfrak{s o}^{*}(2 n)$ [120]. Denote for different sectors $\epsilon_{i}$ and $\epsilon_{j}$ for the quadratic operator $\mathbf{E}_{i j}^{\epsilon_{i}, \epsilon_{j}}$ as

$$
\begin{array}{lll}
\mathcal{E}_{i, i} \equiv \mathcal{E}_{i}:=N_{i}+1, & \mathcal{E}_{i, i+p}:=\mathbf{E}_{i, i+p}^{+,-}, & \mathcal{E}_{i+p, i}:=\mathbf{E}_{i, i+p}^{-,+}, \\
\mathcal{F}_{i, i+p}:=\mathbf{E}_{i, i+p}^{-,-}, & \mathcal{F}_{i+p, i}:=-\mathcal{F}_{i, i+p}, & \mathcal{G}_{i, i+p}:=-\mathbf{E}_{i, i+p}^{+,+}, \quad \mathcal{G}_{i+p, i}:=-\mathcal{G}_{i, i+p} . \tag{5.68}
\end{array}
$$

Proposition 5.5.3. The operators $\mathcal{F}_{i, i+p}$ and $\mathcal{G}_{i, i+p}$ with $p>1$ defined in (5.68) satisfy the recursion relations in terms of $\mathcal{E}_{i j}$ as follows.

$$
\begin{align*}
\mathcal{F}_{i, i+p} & =q^{\frac{N_{i+p-1}}{2}}\left(\mathcal{F}_{i, i+p-1} \mathcal{E}_{i+p-1, i+p}-q^{\frac{1}{2}} \mathcal{E}_{i+p-1, i+p} \mathcal{F}_{i, i+p-1}\right)  \tag{5.69a}\\
& =\left(\mathcal{F}_{i+1, i+p} \mathcal{E}_{i+1, i}-q^{-\frac{1}{2}} \mathcal{E}_{i+1, i} \mathcal{F}_{i+1, i+p}\right), \\
\mathcal{G}_{i, i+p}= & q^{-\frac{N_{i+p-1}}{2}}\left(\mathcal{E}_{i+p, i+p-1} \mathcal{G}_{i, i+p-1}-q^{-\frac{1}{2}} \mathcal{G}_{i, i+p-1} \mathcal{E}_{i+p, i+p-1}\right) \\
= & \left(\mathcal{E}_{i, i+1} \mathcal{G}_{i+1, i+p}-q^{\frac{1}{2}} \mathcal{G}_{i+1, i+p} \mathcal{E}_{i, i+1}\right) . \tag{5.69b}
\end{align*}
$$

The operators $\mathcal{E}_{i, i+1}, \mathcal{F}_{i, i+1}$ and $\mathcal{G}_{i, i+1}$ defined in (5.68) form the generators of $\mathcal{U}_{q}\left(\mathfrak{s o}^{*}(2 n)\right)$ which is a closed algebra. These generators satisfy (5.60) and the following commutation relations.

$$
\begin{align*}
& \mathcal{E}_{i, i+1} \mathcal{F}_{j, j+1}-q^{-\frac{1}{2}} \mathcal{F}_{j, j+1} \mathcal{E}_{i, i+1}=\delta_{i, j+1} q^{-\frac{\mathcal{E}_{i}}{2}} \mathcal{F}_{i+1, i-1}, \\
& q^{-\frac{1}{2}} \mathcal{E}_{i+1, i} \mathcal{F}_{j, j+1}-\mathcal{F}_{j, j+1} \mathcal{E}_{i+1, i}=-\delta_{i, j-1} \mathcal{F}_{i, i+2}, \\
& \mathcal{E}_{i, i+1} \mathcal{G}_{j, j+1}-q^{\frac{1}{2}} \mathcal{G}_{j, j+1} \mathcal{E}_{i, i+1}=\delta_{i, j-1} \mathcal{G}_{i, i+2}, \\
& q^{\frac{1}{2}} \mathcal{E}_{i+1, i} \mathcal{G}_{j, j+1}-\mathcal{G}_{j, j+1} \mathcal{E}_{i+1, i}=-\delta_{i, j+1} q^{\frac{\mathcal{E}_{i}}{2}} \mathcal{G}_{i+1, i-1},  \tag{5.70}\\
& {\left[\mathcal{E}_{i}, \mathcal{F}_{j, j+1}\right]=-\left(\delta_{i j}+\delta_{i, j+1}\right) \mathcal{F}_{j, j+1}, \quad\left[\mathcal{E}_{i}, \mathcal{G}_{j, j+1}\right]=\left(\delta_{i j}+\delta_{i, j+1}\right) \mathcal{G}_{j, j+1},} \\
& {\left[\mathcal{F}_{i, i+1}, \mathcal{G}_{j, j+1}\right]=\delta_{i j}\left(\left[\mathcal{E}_{i}+\mathcal{E}_{i+1}\right]\right)-\delta_{i, j-1} \mathcal{E}_{i+2, i}-\delta_{i, j+1} \mathcal{E}_{i-1, i+1},} \\
& {\left[\mathcal{F}_{i, i+1}, \mathcal{F}_{j, j+1}\right]=\left[\mathcal{G}_{i, i+1}, \mathcal{G}_{j, j+1}\right]=0 .}
\end{align*}
$$

The first two lines can be seen directly from (5.69). The rest of the commutation relations can be calculated with the definition (5.68) of the generators and the relation between the spinors and the flux as shown in (5.66). The commutation relations (5.70) are consistent with (5.59) when $q \rightarrow 1$, and it is in this sense that we view the operators $\mathcal{E}_{i, i+1}$, $\mathcal{F}_{i, i+1}$ and $\mathcal{G}_{i, i+1}$ as the generators of $\mathcal{U}_{q}\left(\mathfrak{s o}^{*}(2 n)\right)$.

In this chapter, we have revisited the $q$-deformed LQG in terms of the quantum spinors. We have extended the spinor formalism whose classical setup was initiated in [79] and the quantum aspect was touched in [81]. We have shown how all the regular variables of LQG, namely the flux and the holonomy are defined in the deformed case and can be expressed in terms of the spinor operators which are the fundamental building blocks to build the observables. We were able to recover the fundamental observables, defined in terms of the spinor operators which are local objects, associated with a node of the graph. This algebra is a deformation of the $\mathfrak{s o}^{*}(2 n)$ algebra where $n$ is the number of links at the node of interest.

This framework was instrumental to study the dynamical aspects in the context of 3D gravity with a cosmological constant, which we will illustrate in the next chapter. See also the work [42] by the author and collaborators. In particular, it allows us to connect the canonical approach (LQG) to the spinfoam models using recursion relations.

Another important aspect we recovered is the interpretation of braiding in terms of parallel transport. In a way, this is not so surprising as the ribbon structure shares a lot of similarities with integrable systems where the $L$ operators (or $T$ operators in the standard notation of integrable systems) and the $\mathcal{R}$-matrix have appeared [184]. This geometric interpretation provides a more intuitive framework than using the $R$-matrix to do calculations. It was extensively used for example in [42] as it rendered the calculations much more amenable.

## Chapter 6

## Hamiltonian constraint in spinor representation

Having described the kinematics of the $q$-deformed LQG in terms of spinors, we now study the dynamics and physical states that solve the Hamiltonian constraint. Since 3D gravity is a topological theory, the physical states ought to be topological invariant.

On the other hand, knowing the physical states helps connecting LQG with other quantum gravity approaches. For instance, in the case of $\Lambda=0$, it has been shown by Noui and Perez in [162] that the scalar products of physical spin network states defined in LQG are given by the Ponzano-Regge amplitudes from the spinfoam model [173, 22, 21, 164, 138].

It has been shown in $[43,44]$ that the Hamiltonian constraint translates in the spin network basis as difference equations on the coefficients of the physical states. These difference equations should really be seen as Wheeler-DeWitt equations for 3D LQG. In particular, they are solved by spin network evaluations, which is consistent with the Ponzano-Regge model.

Therefore, it is natural to expect that the spinfoam amplitude for $\Lambda \neq 0$ can be reproduced by solving the Hamiltonian constraint in the LQG model with a non-vanishing $\Lambda$. Such a spinfoam model is the Turaev-Viro model [204]. It is known to provide the partition function of 3D gravity in Euclidean signature with a positive cosmological constant [10]. It is expressed as a sum of states in $\mathrm{SU}_{q}(2)$ representation, with $q$ a root of unity encoding the cosmological constant. It is thus a $q$-deformation of the Ponzano-Regge model, further providing a regularization through a natural cut-off on representations when replacing $\mathrm{SU}(2)$ with $\mathrm{SU}_{q}(2)$. The large spin limit of the $q-6 j$ symbol matches the Regge calculus for curved tetrahedra [199]. The Turaev-Viro model thus provides an example of the interplay
between the cosmological constant, curved geometries and the quantum group deformation of Lie groups.

On the LQG side, the Hamiltonian takes a more complicated form when the cosmological constant is non-zero, so much so that even how to discretize it has been unclear and it seems to evade traditional LQG methods. It has nevertheless been conjectured for a long time that the quantum theory ought to be described by quantum groups, as expected from the spin foam model [192, 190, 49, 150, 191]. One (indirect) way to relate 3D LQG with a $\lambda \neq 0$ to the Turaev-Viro model is to take the Chern-Simons formulation of 3D gravity and consider the Witten-Reshetikhin-Turaev path integral $\mathcal{Z}_{W R T}(\mathcal{M})$ on a 3-manifold $\mathcal{M}$ with the Chern-Simons actions with opposite levels, say $k$ and $-k$. It has been well-known that the Turaev-Viro state sum matches such path integral as $\mathcal{Z}_{T V}(\mathcal{M})=\left|\mathcal{Z}_{W R T}(\mathcal{M})\right|^{2}$ [207, 205].

A more direct way to bridge the two quantum gravity approaches - LQG and spinfoam models - is to consider the $q$-deformed LQG model. In fact, this model provides a natural starting point to construct the Hamiltonian constraint that describes 3D homogeneously curved geometries built from 2D curved building blocks. This is because in this model, the kinematical phase space, hence the kinematical Hilbert space, is solved by the Gauss constraint that encodes the cosmological constant [80].

In [39], the dynamics of the kinematical states has been investigated, using the same techniques as in [43], i.e. by building a Hamiltonian constraint out of the flatness constraints. It can be classically interpreted as generating displacements of the vertices of the triangulation [38]. At the quantum level, the Hamiltonian constraints give rise to difference equations, which can therefore be considered as Wheeler-DeWitt equations in the spin network basis. [39] considers the (simple) case of the boundary of the tetrahedron, and showed that the solution to those difference equations is the $q-6 j$ symbol, which is consistent with the amplitude in the Turaev-Viro model (when the parameter $q$ is extended to be real). This result thus gives a new connection between the LQG and the spinfoam approaches for $\Lambda \neq 0$ case.

Here we are interested in using the spinorial formalism introduced in Chapter 3 and Chapter 5 instead of holonomies and fluxes, and further extracting all building blocks for the transition amplitudes, i.e. going beyond the case of the tetrahedron from [39]. In Chapter 4 and 5 (which are based on [41]), we have revisited all kinematical aspects of the $q$-deformed LQG model in detail, and in the spinor representation. In particular, the quantization of the deformed spinors are performed in terms of $q$-bosons. We have also used those $q$-bosons to define the invariant operators. These operators will be needed for quantizing the Hamiltonian constraint in spinor variables.

This chapter is based on the work in [42] by the author and collaborators. In Section 6.1, we construct the spinorial representation of the flatness constraints in terms of the deformed spinors, following [41], and construct the classical Hamiltonian constraints. We then perform the quantization in Section 6.2. This is where in particular we find the difference equations encoding the Wheeler-DeWitt equations in the spin network basis. Then in Section 6.3, we study how solutions to the difference equations are related under Pachner moves, thereby providing the building blocks for the transition amplitudes à la Turaev-Viro. We collect some of the lengthy proofs in Appendix B.4.

### 6.1 Classical Hamiltonian constraint

Defining the kinematical phase space (resp. kinematical Hilbert space), we did impose the Gauss constraint. Gravity has another set of constraints, the flatness constraints. The flatness constraints generate (deformed) translations. We need to impose the flatness constraint to define the physical phase space (resp. physical Hilbert space). In this section, we express these flatness constraints in terms of the deformed spinors. This allows us to define scalar constraints in terms of the scalar products of the deformed spinors, whose quantization has been analyzed in the last chapter.

Consider a face $f$ surrounded by $d$ links. Choose a random link of reference and denote it $e_{1}$, then $e_{2}, \ldots, e_{d}$ are the links encountered counter-clockwise around $f$. For all possible orientations of the links $e_{1}, \ldots, e_{d}$ on the boundary of $f$, the $\mathrm{SU}(2)$ matrices $u_{e_{i} v}$ are all counter-clockwise, where $v$ denotes the target node of $e_{i}$ when $e_{i}$ is oriented counter-clockwisely, pictured in fig.6.1. The flatness constraint on $f$ reads

$$
\begin{equation*}
u_{e_{d} v_{1}} \cdots u_{e_{2} v_{3}} u_{e_{1} v_{2}}=\square, \tag{6.1}
\end{equation*}
$$

as pictured in fig.6.1.
Let us rewrite the holonomies for one ribbon in terms of the deformed spinors which is graphically illustrated in fig.3.3.

$$
\begin{equation*}
u=\frac{|\tau\rangle[\tilde{t}|-| \tau]\langle\tilde{t}|}{\sqrt{\langle\tau \mid \tau\rangle\langle\tilde{t} \mid \tilde{t}\rangle}}, \quad \tilde{u}=\frac{|t\rangle[\tilde{\tau}|-| t]\langle\tilde{\tau}|}{\sqrt{\langle t \mid t\rangle\langle\tilde{\tau} \mid \tilde{\tau}\rangle}} \tag{6.2}
\end{equation*}
$$

with $N_{0}+N_{1}=\tilde{N}_{0}+\tilde{N}_{1}$.


Figure 6.1: When considering ribbon links and ribbon nodes, the face on the left bounded by links $e_{1}, \cdots, e_{6}$ becomes bounded by long links on the right. All matrices $u_{e_{i} v_{i+1}}, i=$ $1, \cdots, 6$ are oriented counter-clockwise around the face.

In order to write the holonomies in a uniform way, we introduce the notations that is different from those in Chapter 3 as follows.

$$
\begin{array}{ll}
t_{A}^{-}:=(-1)^{\frac{1}{2}+A} t_{A}, & \text { and } \quad  \tag{6.3}\\
t_{A}^{+}:=\bar{t}_{-A}^{-}, & \\
\tilde{t}_{A}^{+}:=(-1)^{\frac{1}{2}+A} \tilde{t}_{A} \\
\tilde{t}_{-A}
\end{array}
$$

for $A= \pm 1 / 2$. Similar but exchanged notations are used for $\tau$ and $\tilde{\tau}$,

$$
\begin{array}{ll}
\tau_{A}^{-}:=\tau_{A}, & \tilde{\tau}_{A}^{-}:=\tilde{\tau}_{A}, \\
\tau_{A}^{+}:=(-1)^{\frac{1}{2}-A} \bar{\tau}_{-A}, & \text { and } \tag{6.4}
\end{array} \quad \tilde{\tau}_{A}^{+}:=(-1)^{\frac{1}{2}-A} \overline{\tilde{\tau}}_{-A} .
$$

For reference, we explicitly write the spinors and dual spinors with those notations in a footnote ${ }^{1}$. The norms read

$$
\begin{array}{ll}
\langle t \mid t\rangle=\frac{1}{2} \sum_{\epsilon= \pm} \sum_{A= \pm \frac{1}{2}} \epsilon(-1)^{\frac{1}{2}+A} t_{A}^{\epsilon} t_{-A}^{-\epsilon}, & \langle\tilde{t} \mid \tilde{t}\rangle=\frac{1}{2} \sum_{\epsilon= \pm} \sum_{A= \pm \frac{1}{2}} \epsilon(-1)^{\frac{1}{2}+A} \tilde{t}_{A}^{\epsilon} \tilde{t}_{-A}^{-\epsilon}, \\
\langle\tau \mid \tau\rangle=\frac{1}{2} \sum_{\epsilon= \pm} \sum_{A= \pm \frac{1}{2}} \epsilon(-1)^{\frac{1}{2}+A} \tau_{A}^{\epsilon} \tau_{-A}^{-\epsilon}, & \langle\tilde{\tau} \mid \tilde{\tau}\rangle=\frac{1}{2} \sum_{\epsilon= \pm} \sum_{A= \pm \frac{1}{2}} \epsilon(-1)^{\frac{1}{2}+A} \tilde{\tau}_{A}^{\epsilon} \tilde{\tau}_{-A}^{-\epsilon} .
\end{array}
$$

[^29]where the subscripts $A= \pm \frac{1}{2}$ have been notated as $A= \pm$ for simplicity.
and the holonomies
\[

$$
\begin{equation*}
u_{A B}=-\frac{1}{\sqrt{\langle\tau \mid \tau\rangle\langle\tilde{t} \mid \tilde{t}\rangle}} \sum_{\epsilon= \pm} \epsilon \tau_{A}^{\epsilon} \tilde{\epsilon}_{-B}^{\epsilon} \quad \tilde{u}_{A B}^{-1}=\frac{1}{\sqrt{\langle\tilde{\tau} \mid \tilde{\tau}\rangle\langle t \mid t\rangle}} \sum_{\epsilon= \pm} \epsilon \tilde{\tau}_{A}^{\epsilon} t_{-B}^{\epsilon} \tag{6.6}
\end{equation*}
$$

\]

Using the notations (6.3) and (6.4), we can give a uniform expression for the four possible scalar products at fixed orientations. For example, when both links are outgoing,

$$
E_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}:=\sum_{A= \pm 1 / 2} \tau_{2,-A}^{\epsilon_{2}} t_{1, A}^{\epsilon_{1}}=\left\{\begin{array}{ll}
\left.\left\langle t_{2}\right| \tau_{1}\right] & \text { for } \epsilon_{1}=+, \epsilon_{2}=+  \tag{6.7}\\
\left\langle t_{2} \mid \tau_{1}\right\rangle & \text { for } \epsilon_{1}=-, \epsilon_{2}=+ \\
{\left[t_{2} \mid \tau_{1}\right]} & \text { for } \epsilon_{1}=+, \epsilon_{2}=- \\
{\left[t_{2}\left|\tau_{1}\right\rangle\right.} & \text { for } \epsilon_{1}=-, \epsilon_{2}=-
\end{array} .\right.
$$

The other orientations are obtained by changing $\tau_{1}$ to $\tilde{\tau}_{1}$ and/or $t_{2}$ to $\tilde{t}_{2}$ as described in Section 3.4. The invariant is still denoted $E_{e_{2}, e_{1}}^{\epsilon_{2}, \epsilon_{1}}$.

It will be convenient to encode all orientations and have a fully uniform way of writing the invariant. We orient the wedge (containing the two links $e_{1}$ and $e_{2}$ and the node they incident to, shown in red in the left panel of fig.6.1) between $e_{1}$ and $e_{2}$ to be counterclockwise. We say that the orientation $o_{i}$ of $e_{i}$ for $i=1,2$ is positive if it matches that of the wedge, and negative otherwise ${ }^{2}$. We denote the spinors meeting there as $t_{e_{1} v}$ and $t_{e_{2} v}$ according to

$$
\begin{array}{|l|l|}
\hline & t_{e_{1} v}  \tag{6.8}\\
\hline o_{1}=1 & \tilde{\tau}_{1} \\
\hline o_{1}=-1 & \tau_{1} \\
\hline
\end{array}
$$

|  | $t_{e_{2} v}$ |
| :--- | :--- |
| $o_{2}=1$ | $t_{2}$ |
| $o_{2}=-1$ | $\tilde{t}_{2}$ |

so that

$$
E_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}= \begin{cases}\left.\left\langle t_{e_{2} v}\right| t_{e_{1} v}\right] & \text { for } \epsilon_{1}=+, \epsilon_{2}=+  \tag{6.9}\\ \left\langle t_{e_{2} v} \mid t_{e_{1} v}\right\rangle & \text { for } \epsilon_{1}=-, \epsilon_{2}=+ \\ {\left[t_{e_{2} v} \mid t_{e_{1} v}\right]} & \text { for } \epsilon_{1}=+, \epsilon_{2}=- \\ {\left[t_{e_{2} v}\left|t_{e_{1} v}\right\rangle\right.} & \text { for } \epsilon_{1}=-, \epsilon_{2}=-\end{cases}
$$

By plugging $u$ and $\tilde{u}$ from (6.2) into the flatness constraint (6.1), one obtains a spinorial expression of the constraint. Then by taking the matrix elements of the constraints between different spinors, we get some scalar constraints which we call Hamiltonian constraints. They are the $\kappa$-deformed versions of [44].

[^30]We first write the Hamiltonian constraints generally, i.e. on faces of arbitrary lengths, then specialize them to the case of faces of length 3 .

## The Hamiltonian on a face of arbitrary degree

Let $f$ be a face of length $d$. We will introduce a constraint, derived from the flatness constraint, for every pair of links ( $e, e^{\prime}$ ) around $f$. Label the links counter-clockwise around $f$ as $e_{1}, \ldots, e_{d}$. Without loss of generality, we set the pair $\left(e, e^{\prime}\right)$ which labels our function to ( $e_{1}, e_{k}$ ) for $k \in\{2, \ldots, d\}$. Label the nodes around $f$ as $v_{1}, \ldots, v_{d}$ counter-clockwise, such that $e_{i}$ is incident to $v_{i}$ and $v_{i+1}$, for $i=1, \ldots, d \bmod d$, as shown in fig.6.2. We assume that $f$ visits each node and link exactly once (as when $\Gamma$ is dual to a simplicial complex), so that all $e_{i}$ 's and $v_{i}$ 's are distinct. By convention, we denote the orientation


Figure 6.2: A sunny graph with links $e_{1}, \cdots, e_{d}$ counterclockwise oriented around the face $f$. Each triple of links $\left(e_{i}, e_{i-1}, e_{i}^{\prime}\right)$ are incident to a node $v_{i}$.
$o_{i}=1$ if $e_{i}$ is counter-clockwise and $o_{i}=-1$ elsewise (this is the relative orientation of the link with respect to the counter-clockwise orientation of $f$ ). With the notation $u_{e v}$ introduced earlier, the flatness constraint reads $u_{e_{d} v_{1}} \cdots u_{e_{2} v_{3}} u_{e_{1} v_{2}}=\mathbb{\text { in }} \mathrm{SU}(2)$. In order to simplify the notations a bit, we will use

$$
u_{e_{i} f}:=u_{e_{i} v_{i+1}}=\left\{\begin{array}{lc}
\tilde{u}_{e_{i}}^{-1}, & \text { if } o_{1}=1  \tag{6.10}\\
u_{e_{i}}, & \text { if } o_{1}=-1
\end{array}\right.
$$

Furthermore we denote as $t_{e_{i} v_{i}}$ the spinor along the long side of $R\left(e_{i}\right)$ which is incident to both $f$ and $v_{i}$. It is determined by the orientation of $e_{i}$,

$$
\begin{align*}
o_{i}=1 & \Rightarrow \quad t_{e_{i} v_{i}}=t_{e_{i}} \quad \text { and } \quad t_{e_{i} v_{i+1}}=\tilde{\tau}_{e_{i}}  \tag{6.11}\\
o_{i}=-1 & \Rightarrow \quad t_{e_{i} v_{i}}=\tilde{t}_{e_{i}} \quad \text { and } \quad t_{e_{i} v_{i+1}}=\tau_{e_{i}} .
\end{align*}
$$

Notice that we can combine the parallel transport relations (3.49) with the notations (6.3), (6.4) to relate the spinors which are on both ends of the long side of $e_{i}$ incident to $f$,

$$
\begin{equation*}
t_{e_{i} v_{i},-A}^{\epsilon_{i}}=-o_{i} \sum_{B= \pm 1 / 2} t_{e_{i} v_{i+1},-B}^{-\epsilon_{i}}(-1)^{\frac{1}{2}+B} u_{e_{i} f, B A}, \quad t_{e_{i} v_{i+1}, A}^{\epsilon_{i}}=o_{i} \sum_{B= \pm 1 / 2} u_{e_{i} f, A B}(-1)^{\frac{1}{2}+B} t_{e_{i} v_{i}, B}^{-\epsilon_{i}} \tag{6.12}
\end{equation*}
$$

The flatness constraint on $f$ is thus $u_{e_{d} f} \cdots u_{e_{1} f}=0$. Assume momentarily that all links are counter-clockwise. Then, $\tilde{u}_{e_{d}}^{-1} \cdots \tilde{u}_{e_{1}}^{-1}=\mathbb{i m p l i e s}$ for all $k$

$$
\begin{equation*}
\left.\left[t_{e_{k}}\left|\tilde{u}_{e_{k-1}}^{-1} \cdots \tilde{u}_{e_{2}}^{-1}\right| \tilde{\tau}_{e_{1}}\right\rangle=\left[t_{e_{k}}\left|\tilde{u}_{e_{k}} \tilde{u}_{e_{k+1}} \cdots \tilde{u}_{e_{d}} \tilde{u}_{e_{1}}\right| \tilde{\tau}_{e_{1}}\right\rangle=\left\langle\tilde{\tau}_{e_{k}}\right| \tilde{u}_{e_{k+1}} \cdots \tilde{u}_{e_{d}} \mid t_{e_{1}}\right] . \tag{6.13}
\end{equation*}
$$

In the first equality, we have used the constraint itself, while in the second equality we have used the parallel transport relations on the links $e_{1}$ and $e_{k}$. By then rewriting $\tilde{u}_{1_{1}}, \ldots, \tilde{u}_{e_{d}}$ with (6.2), one obtains the following result: a constraint written as a sum of products of scalar invariants living on the nodes around the face. Obviously, one can change $\left[t_{e_{k}} \mid\right.$ to $\left\langle t_{e_{k}}\right|$ and $\left|\tilde{\tau}_{e_{1}}\right\rangle$ to $\left.\mid \tilde{\tau}_{e_{1}}\right]$ without changing that result (qualitatively). Similarly, one should be able to write this function for arbitrarily chosen link orientations. The notations we have introduced will help us write it in the most generic way.

Going back to arbitrary link orientations around $f$, we consider

$$
\begin{equation*}
E_{e_{1} \rightarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}}=\sum_{A, B= \pm 1 / 2} t_{e_{k} v_{k},-A}^{\epsilon_{k}}\left(u_{e_{k-1} f} \cdots u_{e_{2} f}\right)_{A B} t_{e_{1} v_{2}, B}^{\epsilon_{1}} \tag{6.14}
\end{equation*}
$$

as the generalization of the left hand side of (6.13). Using the parallel transport relations (6.12), it reads

$$
\begin{equation*}
E_{e_{1} \rightarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}}=-o_{1} o_{k} \sum_{C, D= \pm 1 / 2} t_{e_{k} v_{k+1},-C}^{-\epsilon_{k}}(-1)^{\frac{1}{2}-C}\left(u_{e_{k} f} u_{e_{k-1} f} \cdots u_{e_{2} f} u_{e_{1} f}\right)_{C D}(-1)^{\frac{1}{2}-D} t_{e_{1} v_{1}, D}^{-\epsilon_{1}} \tag{6.15}
\end{equation*}
$$

If the flatness constraint holds, the holonomy going counter-clockwise from $e_{1}$ to $e_{k}$ can then be replaced with the holonomy the other way around $f$, i.e. clockwise. We thus define

$$
\begin{equation*}
E_{e_{1} \leftarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}}=\sum_{A, B= \pm 1 / 2} t_{e_{1} v_{1},-A}^{-\epsilon_{1}}\left(u_{e_{d} f} \cdots u_{e_{k+1} f}\right)_{A B} t_{e_{k} v_{k+1}, B}^{-\epsilon_{k}} \tag{6.16}
\end{equation*}
$$

So if the flatness constraint holds, then

$$
\begin{equation*}
E_{e_{1} \rightarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}}+o_{1} o_{k} E_{e_{1} \leftarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}}=0 . \tag{6.17}
\end{equation*}
$$

Indeed, using the flatness constraint in (6.15) we get

$$
\begin{equation*}
E_{e_{1} \rightarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}}=-o_{1} o_{k} \sum_{C, D= \pm 1 / 2} t_{e_{k} v_{k+1},-C}^{-\epsilon_{k}}(-1)^{\frac{1}{2}-C}\left(u_{e_{d} f} \cdots u_{e_{k+1} f}\right)_{C D}^{-1}(-1)^{\frac{1}{2}-D} t_{e_{1} v_{1}, D}^{-\epsilon_{1}} \tag{6.18}
\end{equation*}
$$

For any matrix $g \in \mathrm{SU}(2)$, the matrix elements of the inverse can be written $g_{C D}^{-1}=$ $(-1)^{\frac{1}{2}-D} g_{-D-C}(-1)^{\frac{1}{2}-C}$. This can be used to transform the above expression into $o_{1} o_{k} E_{e_{1} \leftarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}}$. The last step to define our Hamiltonian constraints is to rewrite $E_{e_{1} \rightarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}}$ and $E_{e_{1} \leftarrow e_{k}}^{\epsilon_{1} \epsilon_{k}}$ in terms of scalars like (6.9). The matrix elements of the holonomies are indeed

$$
\begin{align*}
u_{e_{i} f, A_{i+1} A_{i}} & =o_{i} \frac{1}{N_{e_{i}}} \sum_{\epsilon_{i}= \pm} \epsilon_{i} t_{e_{i} v_{i+1}, A_{i+1}}^{\epsilon_{i}} t_{e_{i} v_{i},-A_{i}}^{\epsilon_{i}},  \tag{6.19}\\
\text { with } \quad N_{e_{i}} & =\frac{1}{2} \sqrt{\sum_{\epsilon_{i}, \epsilon_{i}^{\prime}= \pm A, B= \pm 1 / 2}} \sum_{\sum^{\prime}(-1)^{\frac{1}{2}+A}(-1)^{\frac{1}{2}+B} t_{e_{i}, v_{i+1}, A}^{\epsilon_{i}} t_{e_{i} v_{i+1},-A}^{-\epsilon_{i}} t_{e_{i}, v_{i}, B}^{\epsilon_{i}^{\prime}} t_{e_{i} v_{i},-B}^{-\epsilon_{i}^{\prime}}}, \tag{6.20}
\end{align*}
$$

so that one can re-organize the products over the nodes instead of links,

$$
\begin{align*}
E_{e_{1} \rightarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}} & =\sum_{\substack{\epsilon_{2}, \ldots, \epsilon_{k-1}= \pm A_{2}, \ldots, A_{k}= \pm 1 / 2}}\left(\prod_{i=2}^{k-1} \frac{o_{i} \epsilon_{i}}{N_{e_{i}}}\right)\left(\prod_{i=2}^{k} t_{e_{i} v_{i},-A_{i}}^{\epsilon_{i}} t_{e_{i-1} v_{i}, A_{i}}^{\epsilon_{i-1}}\right),  \tag{6.21}\\
E_{e_{1} \leftarrow e_{k}}^{\epsilon_{1}, \epsilon_{k}} & =(-1)^{d-k} \sum_{\substack{\epsilon_{k+1}, \ldots, \epsilon_{d}= \pm A_{k+1}, \ldots, A_{d+1}= \pm 1 / 2}}\left(\prod_{i=k+1}^{d} \frac{o_{i} \epsilon_{i}}{N_{e_{i}}}\right)\left(\prod_{i=k+1}^{d+1} t_{e_{i} v_{i},-A_{i}}^{-\epsilon_{i}} t_{e_{i-1} v_{i}, A_{i}}^{-\epsilon_{i-1}}\right) . \tag{6.22}
\end{align*}
$$

We can now use the scalar products, which are quadratic invariants, defined in (6.9), which encodes all four scalar products of the two spinors meeting at $v_{i}$, i.e.

$$
E_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}=\sum_{A= \pm 1 / 2} t_{e_{i} v_{i},-A}^{\epsilon_{i}} t_{e_{i-1} v_{i}, A}^{\epsilon_{i-1}}= \begin{cases}\left.\left\langle t_{e_{i} v_{i}}\right| t_{e_{i-1} v_{i}}\right] & \text { for } \epsilon_{i}=+, \epsilon_{i-1}=+  \tag{6.23}\\ \left\langle t_{e_{i} v_{i}} \mid t_{e_{i-1} v_{i}}\right\rangle & \text { for } \epsilon_{i}=+, \epsilon_{i-1}=- \\ {\left[t_{e_{i} v_{i}} \mid t_{e_{i-1} v_{i}}\right]} & \text { for } \epsilon_{i}=-, \epsilon_{i-1}=+ \\ {\left[t_{e_{i} v_{i}}\left|t_{e_{i-1} v_{i}}\right\rangle\right.} & \text { for } \epsilon_{i}=-, \epsilon_{i-1}=-,\end{cases}
$$

where the spinors $t_{e_{i} v_{i}}$ and $t_{e_{i-1} v_{i-1}}$ are given by the rule (6.11) according to the orientations. This leads us to the following definition of the Hamiltonian constraints.

Definition 6.1.1. Let $f$ be a face of degree $d$, with links labeled by $e_{1}, \ldots, e_{d}$ counterclockwise around $f$. A Hamiltonian is associated to $f$ and a pair of links along $f$ with a sign attached to each of them. Without loss of generality, the pair can be chosen to be $\left(e_{1}, e_{k}\right)$ with signs $\left(\epsilon_{1}, \epsilon_{k}\right) \in\{+,-\}^{2}$, for $k \in\{2, \ldots, d\}$, and the Hamiltonian is

$$
\begin{equation*}
h_{f, e_{1}, e_{k}}^{\epsilon_{1}, \epsilon_{k}}=\sum_{\epsilon_{2}, \ldots, \epsilon_{k-1}= \pm}\left(\prod_{i=2}^{k} \frac{o_{i} \epsilon_{i}}{N_{e_{i}}} E_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}\right)+(-1)^{d-k} \epsilon_{1} \epsilon_{k} \frac{N_{e_{1}}}{N_{e_{k}}} \sum_{\epsilon_{k+1}, \ldots, \epsilon_{d}= \pm}\left(\prod_{i=k+1}^{d+1} \frac{o_{i} \epsilon_{i}}{N_{e_{i}}} E_{e_{i} e_{i-1}}^{-\epsilon_{i},-\epsilon_{i-1}}\right) . \tag{6.24}
\end{equation*}
$$

The Hamiltonian constraint (6.24) captures the flatness constraint completely with all choices of pairs $\left(e_{1}, e_{k}\right)$ and of signs $\left(\epsilon_{1}, \epsilon_{k}\right)$. The proof is the same as in the vector case at $\kappa=0$, see [43].

## Application to faces of degree three



Figure 6.3: On the left, a triangular face with its adjacent links. On the right, we have shown the ribbon graph it gives rise to.

Let us discuss more explicitly the case of triangular faces. We use the notations and orientations of fig.6.3 as an example. In particular $o_{1}=o_{6}=-1$ and $o_{2}=1$. Here there are three choices of pairs of links (which label the Hamiltonians (6.24)), which correspond to the three nodes of the face.

On a node, say between the links $e_{2}$ and $e_{6}$, there are four invariant quantities quadratic
in the spinors, $\left.\left\langle t_{2} \mid \tau_{6}\right\rangle,\left\langle t_{2}\right| \tau_{6}\right],\left[t_{2}\left|\tau_{6}\right\rangle,\left[t_{2} \mid \tau_{6}\right]\right.$ which are encoded in the scalar product (6.9),

$$
E_{26}^{\epsilon_{2}, \epsilon_{6}}=\sum_{A= \pm 1 / 2} t_{2,-A}^{\epsilon_{2}} \tau_{6, A}^{\epsilon_{6}}= \begin{cases}\left.\left\langle t_{2}\right| t_{6}\right] & \text { for } \epsilon_{2}=\epsilon_{6}=+  \tag{6.25}\\ \left\langle t_{2} \mid t_{6}\right\rangle & \text { for } \epsilon_{2}=-\epsilon_{6}=+ \\ {\left[t_{2} \mid t_{6}\right]} & \text { for } \epsilon_{2}=-\epsilon_{6}=- \\ {\left[t_{2}\left|t_{6}\right\rangle\right.} & \text { for } \epsilon_{2}=\epsilon_{6}=-\end{cases}
$$

Similarly at the nodes between $e_{1}, e_{2}$ and $e_{6}, e_{1}$,

$$
\begin{equation*}
E_{12}^{\epsilon_{1}, \epsilon_{2}}=\sum_{A= \pm 1 / 2} \tilde{t}_{1,-A}^{\epsilon_{1}} \tilde{\tau}_{2, A}^{\epsilon_{2}}, \quad E_{61}^{\epsilon_{6}, \epsilon_{1}}=\sum_{A= \pm 1 / 2} \tilde{t}_{6,-A}^{\epsilon_{6}} \tau_{1, A}^{\epsilon_{1}} \tag{6.26}
\end{equation*}
$$

The flatness constraint $\tilde{u}_{2} u_{1}^{-1} u_{6}^{-1}=\rrbracket$ implies that if $\left|\tau_{6}\right\rangle$ and $\left.\mid \tau_{6}\right]$ are transported around the face via $\tilde{u}_{2} u_{1}^{-1} u_{6}^{-1}$, the above quadratic quantities are left unchanged, that is

$$
\begin{array}{ll}
\left\langle t_{2}\right| \tilde{u}_{2} u_{1}^{-1} u_{6}^{-1}\left|\tau_{6}\right\rangle=\left\langle t_{2} \mid \tau_{6}\right\rangle, & \\
\left.\left[t_{2}\left|\tilde{u}_{2} u_{1}^{-1} u_{6}^{-1}\right| \tau_{6}\right]=\left\langle t_{2}\right| \tau_{6}\right],  \tag{6.27}\\
{\left[t_{2}\left|\tilde{u}_{2} u_{1}^{-1} u_{6}^{-1}\right| \tau_{6}\right\rangle=\left[t_{2}\left|\tau_{6}\right\rangle,\right.} &
\end{array}\left[t_{2}\left|\tilde{u}_{2} u_{1}^{-1} u_{6}^{-1}\right| \tau_{6}\right]=\left[t_{2} \mid \tau_{6}\right] .
$$

Similarly at the nodes where $e_{1}, e_{2}$ and $e_{6}, e_{1}$ meet respectively,

$$
\begin{array}{ll}
\left\langle\tilde{t}_{1}\right| u_{1}^{-1} u_{6}^{-1} \tilde{u}_{2}\left|\tilde{\tau}_{2}\right\rangle=\left\langle\tilde{t}_{1} \mid \tilde{\tau}_{2}\right\rangle, & \\
\left\langle\tilde{t}_{6}\right| u_{6}^{-1} \tilde{u}_{2} u_{1}^{-1}\left|\tau_{1}\right\rangle=\left\langle\tilde{t}_{6} \mid \tau_{1}\right\rangle, \\
\left.\left.\left\langle\tilde{t}_{1}\right| u_{1}^{-1} u_{6}^{-1} \tilde{u}_{2} \mid \tilde{\tau}_{2}\right]=\left\langle\tilde{t}_{1}\right| \tilde{\tau}_{2}\right], &  \tag{6.28}\\
\left.\left[\tilde{t}_{6}\left|u_{6}^{-1} \tilde{u}_{2} u_{1}^{-1}\right| \tau_{1}\right]=\left\langle\tilde{t}_{6}\right| \tau_{1}\right], \\
{\left[\tilde{t}_{1}\left|u_{1}^{-1} u_{6}^{-1} \tilde{u}_{2}\right| \tilde{\tau}_{2}\right\rangle=\left[\tilde{t}_{1}\left|\tilde{\tau}_{2}\right\rangle,\right.} & {\left[\tilde{t}_{6}\left|u_{6}^{-1} \tilde{u}_{2} u_{1}^{-1}\right| \tau_{1}\right\rangle=\left[\tilde{t}_{6}\left|\tau_{1}\right\rangle,\right.} \\
{\left[\tilde{t}_{1}\left|u_{1}^{-1} u_{6}^{-1} \tilde{u}_{2}\right| \tilde{\tau}_{2}\right]=\left[\tilde{t}_{1} \mid \tilde{\tau}_{2}\right],} & {\left[\tilde{t}_{6}\left|u_{6}^{-1} \tilde{u}_{2} u_{1}^{-1}\right| \tau_{1}\right]=\left[\tilde{t}_{6} \mid \tau_{1}\right] .}
\end{array}
$$

In fact, this set of constraints can be seen as projecting the constraint $\tilde{u}_{2} u_{1}^{-1} u_{6}^{-1}=\mathbb{\square}$ onto a basis. Therefore, as long as those vectors are generic (hence linearly independent), this whole set is equivalent to $\tilde{u}_{2} u_{1}^{-1} u_{6}^{-1}=\mathbb{\square}$.

Let us consider the constraint $\left.\left.\left\langle t_{2}\right| \tilde{u}_{2} u_{1}^{-1} u_{6}^{-1} \mid \tau_{6}\right]-\left\langle t_{2}\right| \tau_{6}\right]$ and rewrite it like in (6.24). Use the parallel transport relations $\left.u_{6}^{-1} \mid \tau_{6}\right]=-\left|\tilde{t}_{6}\right\rangle$ and $\left\langle t_{2}\right| \tilde{u}_{2}=\left[\tilde{\tau}_{2} \mid\right.$ which gives $\left.\left\langle t_{2}\right| \tilde{u}_{2} u_{1}^{-1} u_{6}^{-1} \mid \tau_{6}\right]=$ $-\left[\tilde{\tau}_{2}\left|u_{1}^{-1}\right| \tilde{t}_{6}\right\rangle=\left[\tilde{t}_{6}\left|u_{1}\right| \tilde{\tau}_{2}\right\rangle$. Then use $u_{1}=\frac{1}{N_{e_{1}}}\left(\left|\tau_{1}\right\rangle\left[\tilde{t}_{1}|-| \tau_{1}\right]\left\langle\tilde{t}_{1}\right|\right)$ so that the constraint becomes

$$
\begin{align*}
\left.\left.\left\langle t_{2}\right| \tilde{u}_{2} u_{1}^{-1} u_{6}^{-1} \mid \tau_{6}\right]-\left\langle t_{2}\right| \tau_{6}\right] & =\frac{1}{N_{e_{1}}}\left(\left[\tilde{t}_{6}\left|\tau_{1}\right\rangle\left[\tilde{t}_{1}\left|\tilde{\tau}_{2}\right\rangle-\left[\tilde{t}_{6} \mid \tau_{1}\right]\left\langle\tilde{t}_{1} \mid \tilde{\tau}_{2}\right\rangle\right)-\left\langle t_{2}\right| \tau_{6}\right]\right. \\
& =-\frac{1}{N_{e_{1}}} \sum_{\epsilon= \pm} \epsilon E_{61}^{-, \epsilon} E_{12}^{\epsilon,-}-E_{26}^{+,+} \tag{6.29}
\end{align*}
$$

which is exactly the specialization of (6.24) to $d=3, k=2, o_{1}=o_{6}=-o_{2}=-1$ and $\epsilon_{2}=\epsilon_{6}=+$,

$$
\begin{equation*}
h_{e_{2} e_{6}}^{\epsilon_{2}, \epsilon_{6}}=E_{26}^{\epsilon_{2}, \epsilon_{6}}+\frac{1}{N_{e_{1}}} \sum_{\epsilon_{1}= \pm} \epsilon_{1} E_{12}^{\epsilon_{1},-\epsilon_{2}} E_{61}^{-\epsilon_{6}, \epsilon_{1}} \tag{6.30}
\end{equation*}
$$

where we recall that $N_{e_{1}}=\sqrt{\left\langle\tau_{1} \mid \tau_{1}\right\rangle\left\langle\tilde{t}_{1} \mid \tilde{t}_{1}\right\rangle}$.
This way, the Hamiltonian constraint does not involve holonomy variables anymore like in (6.27), but only the scalar products of spinors.

### 6.2 Quantum Hamiltonian constraint

We now proceed to the quantization of the system. The aim is to quantize the Hamiltonian constraints (6.24) and solve them at the quantum level. This requires quantizing the quadratic invariant $E_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}$. Recall that, before enforcing the Gauss constraints, space of states is $\bigoplus_{\left\{j_{e}\right\}} \bigotimes_{e} \mathcal{V}_{j_{e}} \otimes \mathcal{V}_{j_{e}}^{*}$, where $\mathcal{V}_{j_{e}}$ is associated to the target end of $e$ and $\mathcal{V}_{j_{e}}^{*}$ to its source. At each node $v$, the Gauss constraint enforces a projection of the tensor product of the vectors meeting at $v$ onto the trivial representation. If the links meeting at $v$ are denoted $e_{1}, \ldots, e_{n}$, the space of intertwiners, which we uniformly denote as $\operatorname{Inv}\left(j_{e_{1} v} \otimes \cdots \otimes j_{e_{n} v}\right)$, is the invariant subspace of the tensor product $\mathcal{V}_{j_{e_{1}}} \otimes \cdots \otimes \mathcal{V}_{j_{e_{n}}}$ if all $e_{i}$ 's are incoming at $v$, and we dualize to $\mathcal{V}_{j_{e_{i}}}^{*}$ if $e_{i}$ is outgoing at $v$. In the case of trivalent nodes, the invariant space $\operatorname{Inv}\left(j_{e_{1} v} \otimes j_{e_{2} v} \otimes j_{e_{3} v}\right)$ is one-dimensional. Therefore, the kinematical Hilbert space is given by the invariant

$$
\begin{equation*}
\mathcal{H}_{\text {kin }}=\bigoplus_{\left\{j_{e} \in \mathbb{N} / 2\right\}} \bigotimes_{v} \operatorname{Inv}\left(j_{e_{1} v} \otimes \cdots \otimes j_{e_{n} v}\right) \tag{6.31}
\end{equation*}
$$

Recall that a basis of $\mathcal{H}_{\text {kin }}$ is formed by the spin network state

$$
\begin{equation*}
\left|\left\{j_{e}, i_{v}\right\}\right\rangle=\bigotimes_{v} i_{j_{e_{1} v \cdots} \cdots j_{e_{n} v}} \tag{6.32}
\end{equation*}
$$

where $i_{j_{e_{1} v \cdots j_{n}(v) v}} \in \operatorname{Inv}\left(j_{e_{1} v} \otimes \cdots \otimes j_{e_{n} v}\right)$ is an intertwiner. A kinematical state $|\psi\rangle$ thus can be written as the expansion under such a basis,

$$
\begin{equation*}
|\psi\rangle=\sum_{\left\{j_{e}\right\}} \sum_{\left\{i_{v}\right\}} \psi\left(\left\{j_{e}, i_{v}\right\}\right)\left|\left\{j_{e}, i_{v}\right\}\right\rangle . \tag{6.33}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|\left\{j_{e}, i_{v}\right\}\right\rangle=\bigotimes_{v} i_{j_{e_{1} v \cdots} \cdots j_{e_{n} v}} \tag{6.34}
\end{equation*}
$$

The scalar observable and its action on the intertwiner. The quantization of the quadratic invariant (6.9), $E_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}$ has been introduced in (5.58). We are particularly interested in its action on the intertwiner for a three-valent graph. While $E_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}$ would be independent of orientations, the vector space on which it acts does depend on orientations $\left(\mathcal{V}_{j}^{*}\right.$ versus $\left.\mathcal{V}_{j}\right)$. Therefore the action on an intertwiner would in fact depend explicitly on the orientations. Instead, we decide to perform the quantization so that its action on intertwiners is independent of orientations. Therefore, we will not use (5.58) directly here, but instead a more complicated definition of $\mathbf{E}_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}$ whose expression depends on the orientation of $e_{1}$ and $e_{2}$.

The way we define such an operator is to change the spinor operator to its $q^{-1}$ version when flipping the orientation. Obviously, this exchanges the t's with the $\boldsymbol{\tau}$ 's. However, we prefer to keep the same letter for the spinor operator because we think exchanging t's with $\boldsymbol{\tau}$ 's could be confusing in the ribbon picture. We therefore define $\overline{\boldsymbol{t}^{\epsilon}}:=\boldsymbol{\tau}^{\epsilon}$ and same with the tildes, and eventually

$$
\begin{align*}
& \mathbf{E}_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}=-o_{1} \sqrt{[2]}(-1)^{\frac{1-o_{1}}{2} \frac{1+\epsilon_{1}}{2}}(-1)^{\frac{1-o_{2}}{2} \frac{1+\epsilon_{2}}{2}} \sum_{A= \pm \frac{1}{2}} q^{o_{1}} C_{A-A 0}^{\frac{1}{2}} \frac{1}{2} 0 \\
& \mathbf{T}_{e_{1} v, A}^{o_{1} \epsilon_{1}} \otimes \mathbf{T}_{e_{2} v,-A}^{-o_{2} \epsilon_{2}}  \tag{6.35}\\
&= \begin{cases}\sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}-A} q^{\frac{A}{2}} \epsilon_{2} \tilde{\mathbf{t}}_{A}^{\epsilon_{1}} \otimes \widetilde{\boldsymbol{\tau}}_{-A}^{\epsilon_{2}} & \text { for }-o_{1}=o_{2}=-1 \\
\sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} q^{\frac{A}{2}} \tilde{\mathbf{t}}_{A}^{\epsilon_{1}} \otimes \overline{\boldsymbol{\tau}_{-A}^{-\epsilon_{2}}} & \text { for } o_{1}=o_{2}=1 \\
\sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}-A} q^{-\frac{A}{2}} \epsilon_{1} \epsilon_{2} \overline{\mathbf{t}_{A}^{-\epsilon_{1}}} \otimes \widetilde{\boldsymbol{\tau}}_{-A}^{\epsilon_{2}} & \text { for }-o_{1}=-o_{2}=1 \\
\sum_{A= \pm \frac{1}{2}}(-1)^{\frac{1}{2}+A} q^{-\frac{A}{2}} \epsilon_{1} \overline{\mathbf{t}_{A}^{-\epsilon_{1}}} \otimes \overline{\boldsymbol{\tau}_{-A}^{-\epsilon_{2}}} & \text { for }-o_{1}=o_{2}=1\end{cases}
\end{align*}
$$

where $\mathbf{T}_{e_{2} v, A}^{-o_{2} \epsilon_{2}}=\mathbf{t}_{e_{2} v, A}^{\epsilon_{2}}$ if $o_{2}=-1$ while $\mathbf{T}_{e_{2} v, A}^{-o_{2} \epsilon_{2}}=\overline{\mathbf{t}_{e_{2} v, A}^{-\epsilon_{2}}}$ if $o_{2}=1$, and similarly for $\mathbf{T}_{e_{1} v, A}^{o_{1} \epsilon_{1}}$. We then extend this definition to the space $\operatorname{Inv}\left(j_{e_{1} v} \otimes \cdots \otimes j_{e_{n} v}\right)$ of invariant vectors at $v$ by tensoring with the identity as necessary. It comes

$$
\mathbf{E}_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}} i_{j_{1} j_{2} j_{3}}=\sqrt{\left[d_{j_{1}}\right]\left[d_{j_{2}}\right]\left[d_{l_{1}}\right]\left[d_{l_{2}}\right]} \delta_{l_{1}, j_{1}+\frac{\epsilon_{1}}{2}} \delta_{l_{2}, j_{2}+\frac{\epsilon_{2}}{2}}\left\{\begin{array}{ccc}
l_{1} & j_{1} & \frac{1}{2}  \tag{6.36}\\
j_{2} & l_{2} & j_{3}
\end{array}\right\}_{q}(-1)^{l_{1}+l_{2}+j_{3}} i_{l_{1} l_{2} j_{3}},
$$

It thus maps the interwtiner space $\operatorname{Inv}\left(j_{1} \otimes j_{2} \otimes j_{3}\right)$ to $\operatorname{Inv}\left(l_{1} \otimes l_{2} \otimes j_{3}\right)$.
This definition also works for two links $e_{i}, e_{i+1}$ sharing a node in $\operatorname{Inv}\left(j_{e_{1} v} \otimes \cdots \otimes j_{e_{n} v}\right)$, for $i=1, \ldots, n-1$. In the trivalent case, this gives $E_{e_{3} e_{2}}^{\epsilon_{3}, \epsilon_{2}} i_{j_{1} j_{2} j_{3}}$ exactly as in (6.36) with $e_{1} \rightarrow e_{2}, e_{2} \rightarrow e_{3}, e_{3} \rightarrow e_{1}$

$$
\mathbf{E}_{e_{3} e_{2}}^{\epsilon_{3}, \epsilon_{2}} i_{j_{1} j_{2} j_{3}}=\sqrt{\left[d_{j_{2}}\right]\left[d_{j_{3}}\right]\left[d_{l_{2}}\right]\left[d_{l_{3}}\right]} \delta_{l_{2}, j_{2}+\frac{\epsilon_{2}}{2}} \delta_{l_{3}, j_{3}+\frac{\epsilon_{3}}{2}}\left\{\begin{array}{ccc}
l_{2} & j_{2} & \frac{1}{2}  \tag{6.37}\\
j_{3} & l_{3} & j_{1}
\end{array}\right\}_{q}(-1)^{l_{2}+l_{3}+j_{1}} i_{j_{1} l_{2} l_{3}}
$$

For the case $i=n$, i.e. $E_{e_{1} e_{n}}^{\epsilon_{1}, \epsilon_{n}}$, the definition has to be amended to obtain an invariant operator [41] and eventually one finds the same expression for $E_{e_{1} e_{3}}^{\epsilon_{1}, \epsilon_{3}} i_{j_{1} j_{2} j_{3}}$ as (6.36) with the appropriate permutation of the indices, i.e.

$$
\mathbf{E}_{e_{1} e_{3}}^{\epsilon_{1} \epsilon_{3}} i_{j_{1} j_{2} j_{3}}=\sqrt{\left[d_{j_{3}}\right]\left[d_{j_{1}}\right]\left[d_{\left.l_{3}\right]}\right]\left[d_{\left.l_{1}\right]}\right]} \delta_{l_{3}, j_{3}+\frac{\epsilon_{3}}{2}} \delta_{l_{1}, j_{1}+\frac{\epsilon_{1}}{2}}\left\{\begin{array}{ccc}
l_{3} & j_{3} & \frac{1}{2}  \tag{6.38}\\
j_{1} & l_{1} & j_{2}
\end{array}\right\}_{q}(-1)^{l_{3}+l_{1}+j_{2}} i_{l_{1} j_{2} l_{3}} .
$$

Quantize the Hamiltonian constraint. We now need to quantize the classical Hamiltonian (6.24) as a well-defined operator on $\mathcal{H}_{\text {kin }}$ (defined in (6.31)). The first step is obviously to use the quantization map described in the previous section turning the observables $E_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}$ into operators $\mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}$ as in (6.35). The second step is concerned with quantization ambiguities. Indeed, factors $N_{e_{i}}$ appear in (6.24) and they are expected to be diagonal on the spin network basis, as a function of $j_{e_{i}}$ only in fact. Notice however that the operators $E_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}$ change the spins of the links $e_{1}, e_{2}$ by $\epsilon_{1} / 2$ and $\epsilon_{2} / 2$. There are therefore ordering ambiguities, the result differing according to whether $N_{e_{i}}$ is before or after some operators $E$ which changes $j_{e_{i}}$. We found an ordering, see below, which ultimately leads to a topological model, which would presumably not be true for other orderings.

Let us introduce

$$
\begin{align*}
& \mathbf{h}_{f, e_{1}, e_{p}}^{\epsilon_{1}, \epsilon_{p}} \\
& \quad=\frac{1}{\mathbf{N}_{e_{1} v_{2}}}\left(\sum_{\substack{\epsilon_{2}, \ldots,, \epsilon_{p}-1= \pm}} \prod_{i=2}^{p} \mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i} \epsilon_{i-1}} \frac{o_{i} \epsilon_{i}}{\mathbf{N}_{e_{i} v_{i}}}\right)+\frac{(-1)^{d-p} \epsilon_{1} \epsilon_{p}}{\mathbf{N}_{e_{p} v_{p+1}}}\left(\sum_{\substack{\epsilon_{p+1}, \ldots,, \epsilon_{d}= \pm}} \prod_{i=p+1}^{d+1} \mathbf{E}_{e_{i} e_{i-1}}^{-\epsilon_{i},-\epsilon_{i-1}} \frac{o_{i} \epsilon_{i}}{\mathbf{N}_{e_{i} v_{i}}}\right), \tag{6.39}
\end{align*}
$$

where $\mathbf{N}_{e_{i} v_{i}}$ is diagonal on $\mathcal{V}_{j_{e_{i}}}$ (or its dual), $\mathbf{N}_{e_{i} v_{i}}\left|j_{e_{i}}, m_{e_{i}}\right\rangle=\left[d_{j_{e_{i}}}\right]\left|j_{e_{i}}, m_{e_{i}}\right\rangle$. We include the node $v_{i}$ in the notation because here $\mathbf{N}_{e_{i} v_{i}}$ only acts on the space of intertwiners at $v_{i}$, where $e_{i}$ and $e_{i-1}$ meet. As already discussed, the ordering is important because $\left[\mathbf{N}_{e_{i} v_{i}}, \mathbf{E}_{e_{i-1} e_{i}}^{\epsilon_{i-1}, \epsilon_{i}}\right] \neq$ 0 . However $\left[\mathbf{N}_{e_{i} v_{i}}, \mathbf{E}_{e_{i} e_{i+1}}^{\epsilon_{i}, \epsilon_{i+1}}\right]=0$ by definition, so that the operators $\mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}} \frac{o_{i} \epsilon_{i}}{\mathbf{N e}_{i} v_{i}}$ which act on the space of intertwiners at $v_{i}$ commute with one another. Here $\mathbf{N}_{e_{i} v_{i}}$ is placed to the right of $\mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}$, which is also the case if one reconstructs the quantum holonomies from the quantum spinors [41].

However, the operator $\mathbf{h}_{f, e_{1}, e_{p}}^{\epsilon_{1}, \epsilon_{p}}$ as such is not defined on $\mathcal{H}_{\text {kin }}$. Indeed, a state in $\mathcal{H}_{\text {kin }}$ is a superposition of spin network states which assigns a spin to each link along with the space $\mathcal{V}_{j}$ to the target end and $V_{j}^{*}$ to the source end. Say the link $e_{1}$ gets the spin $j_{1}$.

Then the first term of the above operator acts on $e_{1}$ with $\mathbf{E}_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}$ which shifts the spin $j_{1}$ to $j_{1}+\epsilon_{1} / 2$, on the intertwiner which sits at the node where $e_{1}$ and $e_{2}$ meet. It thus maps $\mathcal{V}_{j_{1}}$ to $\mathcal{V}_{j_{1}+\epsilon_{1} / 2}$, or $\mathcal{V}_{j_{1}}^{*}$ to $\mathcal{V}_{j_{1}+\epsilon_{1} / 2}^{*}$ depending on orientations, but not both, i.e. it does not shift $j_{1}$ at the node where $e_{d}$ and $e_{1}$ meet. Therefore the operator brings the state out of $\mathcal{H}_{\text {kin }}$.

Similarly, the second term of $\mathbf{h}_{f, e_{1}, e_{p}}^{\epsilon_{1}, \epsilon_{p}}$ acts on $e_{1}$ through $\mathbf{E}_{e_{1} e_{d}}^{-\epsilon_{1},-\epsilon_{d}}$. This shifts $j_{1}$ to $j_{1}-\epsilon_{1} / 2$ at the node where $e_{d}, e_{1}$ meet. If $\mathbf{E}_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}$ in the first term acted on $\mathcal{V}_{j_{1}}$, then this operator acts on $V_{j_{1}}^{*}$ (or the other way around).

We thus turn $\mathbf{h}_{f, e_{1}, e_{p}}^{\epsilon_{1}, \epsilon_{p}}$ into a well-defined operator on $\mathcal{H}_{\text {kin }}$ by multiplying it by a product of operators $\mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}$ so that the intertwiners of both ends of the same link have the same spin. Notice that the first term in (6.39) only contains the shift operators for $i=2, \cdots, p$, one can add $\mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i} \epsilon_{i-1}}$ for all the remaining nodes, i.e. $i=p+1, \cdots, d+1$, so that the spin changes for both ends of each link are the same. For the second term in (6.39), adding these shift operators also shift all the spins $j_{i}-\epsilon_{i} / 2$ to $j_{i}$ thus drags the state back in $\mathcal{H}_{\text {kin }}$. This is the method which was already used in [44] for constructing the quantum Hamiltonian in the spinor representation in the flat case.

Definition 6.2.1. We define the quantum Hamiltonian on the face $f$, labeled by the pair of links $\left(e_{1}, e_{p}\right)$, to be

$$
\begin{equation*}
\mathbf{H}_{f, e_{1}, e_{p}}^{\epsilon_{1}, \epsilon_{p}, \epsilon_{p+1}, \ldots, \epsilon_{d}}=\left[\prod_{i=p+1}^{d+1} \mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}\right] \mathbf{h}_{f, e_{1}, e_{p}}^{\epsilon_{1}, \epsilon_{p}} . \tag{6.40}
\end{equation*}
$$

Compared to the operator (6.39), the quantum Hamiltonian defined as such not only depends on $\epsilon_{1}$ and $\epsilon_{p}$, but also $\epsilon_{p+1}, \cdots, \epsilon_{d+1}$. The physical Hilbert space is spanned by the physical states which are the solutions to the quantum Hamiltonian. In the spin representation, the coefficients of these physical spin network states satisfy a set of difference equations, which is stated in the following theorem.

Theorem 6.2.2. The constraint

$$
\begin{equation*}
\forall k_{e} \quad\left\langle\left\{k_{e}\right\}\right| \mathbf{H}_{f, e_{1}, e_{p}}^{\epsilon_{1}, \epsilon_{p}, \epsilon_{p+1}, \ldots, \epsilon_{d}}|\psi\rangle=0 \tag{6.41}
\end{equation*}
$$

is equivalent to the following set of difference equations on the spin network coefficients

$$
\begin{align*}
& \psi\left(k_{1}, k_{2}, \cdots, k_{d},\left\{k_{e}\right\}_{e \notin \partial f}\right) \text { of }|\psi\rangle, \\
& \sum_{\tilde{\epsilon}_{2}, \ldots, \tilde{\epsilon}_{p-1}= \pm}\left(\prod_{i=2}^{p} A_{o_{i}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right)\right) \\
& \psi\left(k_{1}-\frac{\epsilon_{1}}{2}, k_{2}-\frac{\tilde{\epsilon}_{2}}{2}, \ldots, k_{p-1}-\frac{\tilde{\epsilon}_{p-1}}{2}, k_{p}-\frac{\epsilon_{p}}{2}, \ldots, k_{d}-\frac{\epsilon_{d}}{2},\left\{k_{e}\right\}_{e \notin \partial f}\right) \\
& +(-1)^{d-p} \alpha^{\epsilon_{1}, \epsilon_{p}}\left(k_{1}, k_{p}\right) \sum_{\tilde{\epsilon}_{p+1}, \ldots,, \tilde{\epsilon}_{d}= \pm}\left(\prod_{i=p+1}^{d+1} B_{o_{i}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}-\frac{\epsilon_{i}}{2}, k_{i-1}-\frac{\epsilon_{i-1}}{2}, l_{i}\right)\right) \\
& \psi\left(k_{1}, \ldots, k_{p}, k_{p+1}-\frac{\epsilon_{p+1}}{2}+\frac{\tilde{\epsilon}_{p+1}}{2}, \ldots, k_{d}-\frac{\epsilon_{d}}{2}+\frac{\tilde{\epsilon}_{d}}{2},\left\{k_{e}\right\}_{e \notin \partial f}\right)=0 . \tag{6.42}
\end{align*}
$$

Here

- $l_{1}, \ldots, l_{d}$ are the spins carried by the links $e_{1}^{\prime}, \ldots, e_{d}^{\prime}$ incident to $f$, see fig.6.2.
- By definition, $\tilde{\epsilon}_{1}=\epsilon_{1}, \tilde{\epsilon}_{p}=\epsilon_{p}$, while $\epsilon_{p+1}, \ldots, \epsilon_{d}$ are fixed.
- The coefficients are

$$
\begin{align*}
& A_{o_{i}}^{\tilde{c}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right)=o_{i} \tilde{\epsilon}_{i}\left[d_{k_{i}}\right](-1)^{k_{i}+k_{i-1}+l_{i}}\left\{\begin{array}{ccc}
k_{i} & k_{i}-\frac{\tilde{\epsilon}_{i}}{2} & \frac{1}{2} \\
k_{i-1}-\frac{\tilde{\epsilon}_{i-1}}{2} & k_{i-1} & l_{i}
\end{array}\right\}_{q},  \tag{6.43}\\
& B_{o_{i}}^{\tilde{c}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right)=o_{i} \tilde{\epsilon}_{i}\left[d_{k_{i}}\right](-1)^{k_{i}+k_{i-1}+l_{i}}\left\{\begin{array}{ccc}
k_{i} & k_{i}+\frac{\tilde{\epsilon}_{i}}{2} & \frac{1}{2} \\
k_{i-1}+\frac{\tilde{\epsilon}_{i-1}}{2} & k_{i-1} & l_{i}
\end{array}\right\}_{q},  \tag{6.44}\\
& \alpha^{\epsilon_{1}, \epsilon_{p}}\left(k_{1}, k_{p}\right)=\epsilon_{1} \epsilon_{p} \frac{\left[d_{k_{p}}\right]}{\left[d_{k_{1}-\frac{\epsilon_{1}}{2}}\right]} . \tag{6.45}
\end{align*}
$$

Before we prove this theorem, we first discuss some properties of the constraint (6.42). Those constraints are recursions on the physical states. They generalize the one found in [44] for a triangular face. Improving on [43], the differences are shifts of the spins by $1 / 2$ instead of 1 . Moreover, link orientations are kept arbitrary.

Those constraints have two types of contributions: the $A$-terms and the $B$-terms. Notice that $\mathbf{h}_{f, e_{1}, e_{p}}^{\epsilon_{1}, \epsilon_{p}}$ contains all the operators $\mathbf{E}_{e_{i} e_{i-1}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}$ exactly once, for $i=1, \ldots, d$. Whether an operator $\mathbf{E}_{e_{i} e_{i-1}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}$ gives rise to an $A$-term or a $B$-term depends on the choice of the reference links $e_{1}$ and $e_{p}$ around $f$. It is important that the coefficients $A_{o_{i}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right)$ and $B_{o_{i}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right)$ are local: they only depend on the spins incident to the node. As


Figure 6.4: The schematic representation of the quantum constraint (6.42) with its $A$ terms and $B$-terms associated to the nodes around the face.
a consequence, for example, if one considers another constraint on the same face with $e_{q}$, $q<p$, chosing $e_{1}$ as reference link, then the coefficients $A_{o_{i}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right)$ for $i=1, \ldots, q$ would be the same as those appearing above, and similarly for the $B$-terms. The structure of the constraint is schematically pictured in fig.6.4.

By exchanging the role of $e_{1}$ with $e_{p}$, the $A$-terms become the $B$-terms and vice versa. The constraint obtained this way is equivalent to (6.42), as we now show. First, evaluate (6.42) on $k_{1}+\epsilon_{1} / 2, \ldots, k_{d}+\epsilon_{d} / 2$, and then flip the signs of all the $\epsilon_{i}$ and $\tilde{\epsilon}_{i}$. That gives the constraint

$$
\begin{align*}
& \sum_{\tilde{\epsilon}_{2}, \ldots, \tilde{\epsilon}_{p-1}= \pm}\left(\prod_{i=2}^{p} A_{o_{i}}^{-\tilde{\epsilon}_{i},-\tilde{\epsilon}_{i-1}}\left(k_{i}-\frac{\epsilon_{i}}{2}, k_{i-1}-\frac{\epsilon_{i-1}}{2}, l_{i}\right)\right) \\
& \psi\left(k_{1}, k_{2}-\frac{\epsilon_{2}}{2}+\frac{\tilde{\epsilon}_{2}}{2}, \ldots, k_{p-1}-\frac{\epsilon_{p-1}}{2}+\frac{\tilde{\epsilon}_{p-1}}{2}, k_{p}, \ldots, k_{d},\left\{k_{e}\right\}_{e \notin \partial f}\right) \\
&+(-1)^{d-p} \alpha^{\epsilon_{1}, \epsilon_{p}}\left(k_{1}-\frac{\epsilon_{1}}{2}, k_{p}-\frac{\epsilon_{p}}{2}\right) \sum_{\tilde{\epsilon}_{p+1}, \ldots, \tilde{\epsilon}_{d}= \pm}\left(\prod_{i=p+1}^{d+1} B_{o_{i}}^{-\tilde{\epsilon}_{i},-\tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right)\right) \\
& \psi\left(k_{1}-\frac{\epsilon_{1}}{2}, \ldots, k_{p}-\frac{\epsilon_{p}}{2}, k_{p+1}-\frac{\tilde{\epsilon}_{p+1}}{2}, \ldots, k_{d}-\frac{\tilde{\epsilon}_{d}}{2},\left\{k_{e}\right\}_{e \notin \partial f}\right)=0 . \tag{6.46}
\end{align*}
$$

We then use the key relation between the coefficients $A$ and $B$,

$$
\begin{equation*}
B_{o_{i}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right)=-A_{o_{i}}^{-\tilde{\epsilon}_{i},-\tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right) \tag{6.47}
\end{equation*}
$$

to get

$$
\begin{align*}
&(-1)^{p} \sum_{\tilde{\epsilon}_{2}, \ldots, \tilde{\epsilon}_{p-1}= \pm}\left(\prod_{i=2}^{p} B_{o_{i}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}-\frac{\epsilon_{i}}{2}, k_{i-1}-\frac{\epsilon_{i-1}}{2}, l_{i}\right)\right) \\
& \psi\left(k_{1}, k_{2}-\frac{\epsilon_{2}}{2}+\frac{\tilde{\epsilon}_{2}}{2}, \ldots, k_{p-1}-\frac{\epsilon_{p-1}}{2}+\frac{\tilde{\epsilon}_{p-1}}{2}, k_{p}, \ldots, k_{d},\left\{k_{e}\right\}_{e \notin \partial f}\right) \\
&+ \alpha^{\epsilon_{1}, \epsilon_{p}}\left(k_{1}-\frac{\epsilon_{1}}{2}, k_{p}-\frac{\epsilon_{p}}{2}\right)_{\tilde{\epsilon}_{p+1}, \ldots, \tilde{\epsilon}_{d}= \pm} \\
&\left(\prod_{i=p+1}^{d+1} A_{o_{i}}^{\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}}\left(k_{i}, k_{i-1}, l_{i}\right)\right)  \tag{6.48}\\
& \psi\left(k_{1}-\frac{\epsilon_{1}}{2}, \ldots, k_{p}-\frac{\epsilon_{p}}{2}, k_{p+1}-\frac{\tilde{\epsilon}_{p+1}}{2}, \ldots, k_{d}-\frac{\tilde{\epsilon}_{d}}{2},\left\{k_{e}\right\}_{e \nexists \partial f}\right)=0,
\end{align*}
$$

where we recognize the matrix element $\left\langle\left\{k_{e}\right\}\right| \mathbf{H}_{f, e_{p}, e_{1}}^{\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{p}}|\psi\rangle$ and have shown the equivalence

$$
\begin{equation*}
\left\langle\left\{k_{e}\right\}\right| \mathbf{H}_{f, e_{p}, e_{1}}^{\epsilon_{p}, \epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{p-1}}|\psi\rangle=0 \quad \Leftrightarrow \quad\left\langle\left\{k_{e}\right\}\right| \mathbf{H}_{f, e_{1}, e_{p}}^{\epsilon_{1}, \epsilon_{p}, \epsilon_{p+1}, \ldots, \epsilon_{d}}|\psi\rangle=0 \tag{6.49}
\end{equation*}
$$

The proof of Theorem 6.2.2 is given in Proof B.4.1.
The dependence of $\psi$ on the orientations is given by the following lemma.
Lemma 6.2.3. If $|\psi\rangle$, with spin network coefficients $\psi\left(\left\{j_{e}\right\}\right)$, satisfies all the constraints (6.42) for given link orientations $\left\{o_{e}\right\}$, then $(-1)^{2 j^{*}} \psi\left(\left\{j_{e}\right\}\right)$ satisfies all the constraints on the same graph with reversed orientation $-o_{e^{*}}$ on the link $e^{*}$.

Proof. Consider the constraint (6.42) on the fixed face $f$. If $e^{*} \notin \partial f$, multiplication by $(-1)^{2 j^{*}}$ does not change anything. If $e^{*} \equiv e_{s} \in\left\{e_{2}, \ldots, e_{p-1}\right\}$, then the coefficient $A_{o_{s}}^{\tilde{\epsilon}_{s}, \tilde{\epsilon}_{s-1}}\left(k_{s}, k_{s-1}, l_{s}\right)$ changes sign. Moreover, it is the only one that depends on $o_{s}$. The state coefficient on the first line of (6.42) changes from $\psi\left(k_{1}-\epsilon_{1}, \ldots, k_{e_{p}}-\tilde{\epsilon}_{p}, \ldots\right)$ to $(-1)^{2 k_{s}+1} \psi\left(k_{1}-\epsilon_{1}, \ldots, k_{p}-\tilde{\epsilon}_{p}, \ldots\right)$ since $(-1)^{\tilde{\epsilon}_{s}}=-1$. Moreover, the coefficients $B$ 's are independent of the orientation $o_{s}$ and the state coefficient on the second line changes from $\psi\left(k_{1}, \ldots, k_{p}, \ldots\right)$ to $(-1)^{2 k_{s}} \psi\left(k_{1}, \ldots, k_{p}, \ldots\right)$. Factorizing $(-1)^{2 k_{s}}$ from the equation reveals that only the first line is modified, by $-o_{s} \times(-1)=o_{s}$. The constraint therefore still holds. If $e^{*} \equiv e_{s} \in\left\{e_{p+1}, \cdots, e_{d+1}\right\}$, the coefficient $B_{O_{s}}^{\tilde{s}_{s}, \tilde{\epsilon}_{s-1}}\left(k_{s}-\frac{\epsilon_{s}}{2}, k_{s-1}-\frac{\epsilon_{s-1}}{2}, l_{s}\right)$ changes sign while the coefficients $A$ 's remain unchanged. The same analysis leads to the same conclusion.

The argument is the same for all links in the boundary of $f$, since the orientation of any of those links appears in a single coefficient of the equation.

Having defined the quantum Hamiltonian, the next task is to find the solutions to this constraint, which are the physical states. In fact, one can justify a physical state by showing (the discrete version of) the diffeomorphism invariance of the state. This is done by performing Pachner moves which we describe in the next section.

### 6.3 Pachner moves

Pachner moves [167] are the change of triangulation of a manifold by keeping the boundary triangulation fixed. In the graph picture, that is equivalent to keeping the xlinks piercing the boundary fixed. Sequences of Pachner moves are then the combinatorial equivalent of manifold diffeomorphism. In this section, we show show how to relate physical states on triangulations which are related by Pachner moves. This is an extension of [162] to $q$ real (using Hamiltonian constraints instead of projection on flat connections). In two dimensions, there are two types of Pachner moves, the $3-1$ moves and the $2-2$ moves (as well as their inverses). We state the relations of the spin network coefficients in the theorems below and leave the proofs in Appendix B. 4

2-2 Pachner move. The 2-2 Pachner move changes a portion of the graph into another one as follows,


We denote the initial graph which contains the left-hand side as $\Gamma_{i}$, and the final graph which contains the right-hand side as $\Gamma_{f}$. The orientation of all links are left arbitrary.
Theorem 6.3.1. Let $\left|\psi_{f}\right\rangle$ on $\Gamma_{f}$ be defined in the spin network basis by

$$
\begin{align*}
& \psi_{f}\left(j_{1}, j_{2}, j_{3}, j_{4}, j_{0}, \ldots\right) \\
& \quad=(-1)^{j_{1}+j_{2}+j_{3}+j_{4}}\left[d_{j_{0}}\right] \sum_{j_{5}}(-1)^{\left(1-o_{5}\right) j_{5}+\left(1-o_{0}\right) j_{0}}\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{0} \\
j_{3} & j_{4} & j_{5}
\end{array}\right\}_{q} \psi_{i}\left(j_{1}, j_{2}, j_{3}, j_{4}, j_{5}, \ldots\right) . \tag{6.51}
\end{align*}
$$

where the ellipses denote spins which are the same on both sides (for links which are not affected by the move). Then $\left|\psi_{i}\right\rangle$ is a state which satisfies all the constraints on $\Gamma_{i}$ if and only if $\left|\psi_{f}\right\rangle$ satisfies all the constraints on $\Gamma_{f}$.

Since the 2-2 move is its own inverse, there is a symmetry between both sides of the move. This must translate into a symmetry which exchanges the role of $\left|\psi_{i}\right\rangle$ and $\left|\psi_{f}\right\rangle$ in (6.51). This is indeed true thanks to the orthonormality of the $q-6 j$ symbols,

$$
\sum_{j_{5}}\left[d_{j_{5}}\right]\left[d_{j_{0}}\right]\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{0}  \tag{6.52}\\
j_{3} & j_{4} & j_{5}
\end{array}\right\}_{q}\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{0}^{\prime} \\
j_{3} & j_{4} & j_{5}
\end{array}\right\}_{q}=\delta_{j_{0}, j_{0}^{\prime}}
$$

which transforms (6.51) into

$$
\begin{align*}
& \psi_{i}\left(j_{1}, j_{2}, j_{3}, j_{4}, j_{5}, \ldots\right) \\
& \quad=(-1)^{j_{1}+j_{2}+j_{3}+j_{4}}\left[d_{j_{5}}\right] \sum_{j_{0}^{\prime}}(-1)^{\left(1-o_{5}\right) j_{5}+\left(1-o_{0}\right) j_{0}^{\prime}}\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{0}^{\prime} \\
j_{3} & j_{4} & j_{5}
\end{array}\right\}_{q} \psi_{f}\left(j_{1}, j_{2}, j_{3}, j_{4}, j_{0}^{\prime}, \ldots\right) . \tag{6.53}
\end{align*}
$$

The proof of Theorem 6.3.1 is given in Proof B.4.2.

Removing a link. Consider two adjacent faces $F$ and $f$, separated by a link $e_{0}$. We consider the move which consists in removing $e_{0}$ (as well as its two end nodes). By performing a series of 2-2 Pachner moves (6.50), we can always assume that $f$ is triangular,


If $\left|\psi_{i}\right\rangle$ is a state which satisfies all the constraints before the link removal, we want to describe how it transforms through the move.

Theorem 6.3.2. $\left|\psi_{f}\right\rangle$ with spin network coefficients

$$
\begin{equation*}
\psi_{f}\left(j_{1}, j_{2}, \ldots\right)=(-1)^{\left(1+o_{1}\right) j_{1}+\left(1+o_{2}\right) j_{2}} \sqrt{\left[d_{j_{1}}\right]\left[d_{j_{2}}\right]} \psi_{i}\left(0, j_{1}, j_{2}, j_{2}, j_{1}, \ldots\right) \tag{6.55}
\end{equation*}
$$

is a solution of the constraints on the graph after the link removal. Here $o_{1}, o_{2}$ are the orientations of the links $e_{1}, e_{2}$ with respect to $f$ (counter-clockwise oriented) and $\psi\left(j_{0}, j_{1}, j_{2}, j_{3}, j_{4}, \ldots\right)$ is the spin network coefficient of $\left|\psi_{i}\right\rangle$.

In other words, $\left|\psi_{i}\right\rangle$ gives rise to a solution of the constraints on $\Gamma_{f}$, obtained by keeping only its $j_{0}=0$ components. We will use this relation to study the $3-1$ Pachner move. The proof of Theorem 6.3.2 is given in Proof. B.4.3.

3-1 Pachner move. The 3-1 Pachner move removes a triangular face from the graph and replaces it with a node. The links incident to the face become incident to the node,


The orientation of all the links are left arbitrary.
Theorem 6.3.3. If $\left|\psi_{i}\right\rangle$ is a state on the initial graph $\Gamma_{i}$ which satisfy all the constraints, then its spin network coefficients can be written

$$
\begin{align*}
& \psi_{i}\left(j_{1}, j_{2}, j_{3}, j_{4}, j_{5}, j_{6}, \ldots\right) \\
& \quad=(-1)^{\left(1+o_{1}\right) j_{1}+\left(1+o_{2}\right) j_{2}+\left(1+o_{6}\right) j_{6}}(-1)^{j_{3}+j_{4}+j_{5}}\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}_{q} \psi_{f}\left(j_{3}, j_{4}, j_{5}, \ldots\right) \tag{6.57}
\end{align*}
$$

where $\psi_{f}\left(j_{3}, j_{4}, j_{5}, \ldots\right)$ are the spin network coefficients of a state $\left|\psi_{f}\right\rangle$ which satisfies all the constraints on the final graph $\Gamma_{f}$.

We recognize that (6.57) is consistent with the result in [162] when $q=1$. The proof of Theorem 6.3.3 is given in Proof B.4.4.

In this chapter, we have built up the Hamiltonian constraint for the $q$-deformed LQG model, obtained from the flatness constraints (6.1). We have written them with the deformed spinors and performed the quantization following the method introduced in the last chapter, or in more detail in [41]. The result is a direct generalization of the quantum Hamiltonian constraints derived in [44] for flat space. By studying the way the solutions to the quantum constraints change under Pachner moves, we provide a generalization of the Noui-Perez transition amplitudes [162] to $q \neq 1$ real: the transition amplitudes are the coefficients relating the physical states in the spin network basis under Pachner moves. Here, they clearly lead to a Turaev-Viro model for $q$ real. It is a topological model (with the same finiteness issues as the $q=1$ version, the Ponzano-Regge model).

Our method is radically different from [162] however and maybe more in the spirit of LQG. On its way to linking the $q$-deformed LQG to spin foams, our method derives Wheeler-DeWitt equations as difference equations on the spin network coefficients of the states, see Equation (6.42). In the flat case, the Hamiltonian constraint can be interpreted
as displacements of the nodes of the triangulation [38]. Our difference equations (6.42) are quantum implementations of those symmetries.

Although our constraints are in fact derived from the flatness constraints, we believe that this approach is promising to study both how to incorporate the cosmological constant in 4 D and how to write interesting dynamics for curved 4 D geometries. A first step in the continuous theory has been initiated in [119].

## Chapter 7

## Spinors in the spinfoam model

The spinors and their quantization defined in Chapter 3 and 5 can not only be used in the LQG framework but also in other quantum gravity theories. Finally in this chapter, we use the quantum spinors to revisit another quantum gravity model - the spinfoam model (see e.g. [21, 168, 138] for review), which is also a background-independent and non-perturbative approach to quantum gravity. We focus on the $\Lambda=0$ case in this chapter.

Unlike the LQG, the spinfoam model is a covariant formalism that can be understood as a discrete version of gravity path integral. In 3D (in Euclidean signature), the spinfoam model is called the Ponzano-Regge model [174] for $\Lambda=0$ and the Turaev-Viro model [204] for $\Lambda>0$, where the latter is a $q$-deformation of the former with $q$ root of unity. For $\Lambda<0$, one can extend the result from the Turaev-Viro model to $q$ real.

Such a path-integral formalism, which can be viewed as describing all possible histories of 2D spatial geometries along "time", can be separated into local geometrical amplitudes associated to individual simplicies of the triangulated spacetime manifold. The original Ponzano-Regge model is formulated in terms of the $\mathrm{SU}(2)$ irreducible representations. When considering the recoupling theory, the triangular inequalities for the representations bring computational difficulties. As an example, the vertex amplitude of the PonzanoRegge model, associated to a tetrahedron (whose 3D dual is a vertex), is given by the so-called " $6 j$-symbols" from the recoupling theory of $\mathrm{SU}(2)$. The exact formula of the $6 j$-symbols consists of nonlinear iterations and sums spin labels, thus are hard to compute. The problem is often circumvented by looking at the semi-classical limit, which is more controllable but we are then led far from the microscopic scale.

Alternatively, one can use the spinorial representation. Roughly speaking, it is to replace the $6 j$-symbols with some "spinor symbols" reflecting the local quantum geometries,
which naturally turn the amplitude expression from an infinite sum into an integral function of the spinor fields. In this way, understanding the behaviour of the amplitude turns into function(al) analysis. It is expected to be a better route to approach the quantum regime. The use of spinors in spinfoam models is not new. They were used to define the $\mathrm{SU}(2)$ coherent states, which were applied to construct the EPRL-FK spinfoam model [82, 96, 141]. However, the role of spinors was not yet unravelled therein.

The coherent states were then recasted with spinors in the $\mathrm{U}(n)$ formulation of LQG (see e.g. [98, 99, 50]), Further development of coherent intertwiners [75] makes it possible to eliminate spins and only spinors are left in the description. It has been used to construct the spinfoam model in a holomorphic fashion [74, 76], and the invariance of the path integral under Pachner moves was also well-understood [26, 59]. The drawbacks of this holomorphic spinfoam model lie in, on one hand, that the locality of amplitudes is not restored as in the original spinfoam using $6 j$-symbols, and, on the other hand, that $\mathrm{SU}(2)$ holonomies and/or spins are still explicit in the expression, which makes it hard to extract the true geometrical information carried by the spinors.

The goal of this chapter is to further construct a spinfoam model purely in terms of spinors, which also admits the locality of amplitudes. In other words, the desired path integral is able to be decoupled into products of local amplitudes, as functions of spinors only, associated to local geometry which possesses an analogous structure as in the original Ponzano-Regge amplitude. This would allow us to identify the geometrical interpretation of the local amplitudes and the gluing process.

A natural spinorial substitute of the $6 j$-symbol is the generating function of the $6 j$ symbols [45]. As a generating function, it brings the benefit that the analysis can be transferred from discrete series to continuous functions (possibly with poles). Different generating functions are distinct by different weights. A careful choice of weights allows us to write a generating function in closed form and thus is well-controlled. Such a generating function does exist. It is called the Schwinger's generating function (SGF) of the $6 j$ symbols, and it was found early in the 60 s by Schwinger [187] and then reconstructed by Bargmann [28] using a Gaussian integral. The SGF is in the form of a rational function and carries a large family of symmetries as it involves only the loop structure. It came into notice in the spinorial reconstruction of LQG [93, 44, 45, 37], in which it is identified as a new spin network state spanning the loop Hilbert space. Bearing in mind the link between LQG and the spinfoam approach, this construction manifestly opens a route to a new spinfoam model $[93,132]$. It is expected that the computational complexity of the vertex amplitudes would be diminished compared to the $6 j$-symbols.

The geometrical interpretation of the SGF was discovered by the stationary analysis
at the large scale limit [46], which shows that only the conformal geometry information is stored in the SGF while the scale information is washed out. This provides a new way of seeing the spinfoam amplitude as gluing scale-invariant blocks and it is potentially a better starting point for studying the coarse-graining behaviour of quantum gravity in the spinfoam approach. Coarse-graining, or renormalization, of different spinfoam models has been considered both theoretically and numerically (see e.g. a recent review [193]). It is a useful tool to bridge the microscopic theory to the observational scale and prove its viability, and also one of the standard ways to approach the boundary structure and understand the bulk/boundary holography from the point of view of quantum gravity. (See [139] for a discussion on the relation of coarse-graining and holography in LQG.) Moreover, the striking duality of the SGF and the 2D Ising model [37] provides a brand new route to analyze the spinfoam properties using tools from the Ising model, whose coarse-graining behaviour is better understood. On the other hand, a change in vertex amplitude draws our attention to the boundary dependence of the spinfoam path integral as the local vertex amplitude is the quantum counterpart of the discrete boundary action. We will investigate the boundary action consistent with the new vertex amplitude.

This chapter is based on [137] by the author and E. Livine. In Section 7.1, we review the original Ponzano-Regge state-sum model. We start from the classical theory with a boundary term. The state-sum result can be derived in different ways. In one way, one defines the spinfoam vertex amplitude as the trivial evaluation of the boundary projected spin network state, which reveals the relation between the spinfoam model and LQG. In Section 7.2, we briefly review the SGF as the evaluation of the spin network defined by gluing coherent intertwiners associated to each node. We then construct a new spinfoam path integral with the SGF as the new vertex amplitude and prove that the result of the original spinfoam can be recovered by deforming the edge and face amplitudes. The topological invariance can be proven by writing the SGF, or more generally the newly defined spin network state for a general three-valent graph, into a Gaussian integral. This section contains the main results of this chapter. In Section 7.3, we analyze the geometrical interpretation of the newly developed state-integral model. We first look into the symmetries and the geometrical interpretation of the SGF, which describes the local geometry of each unit 3D block, and then the geometrical interpretation of the edge amplitude, which exposes the gluing process of neighbouring blocks in building the global geometry. We compare the new spinfoam model with the original one from their geometrical interpretation and their classical correspondence.

### 7.1 The Ponzano-Regge state-sum for 3D quantum gravity

In this section, we review the Ponzano-Regge model [174], which is written as a state-sum formula. At this stage, it is important to take the boundary terms into account.

Let us consider the first-order action with a boundary term

$$
\begin{equation*}
S[\mathbf{e}, \omega]=\int_{\mathcal{M}} \operatorname{Tr}(\mathbf{e} \wedge F(\omega))+\int_{\partial \mathcal{M}} \operatorname{Tr}(\mathbf{e} \wedge \omega) \tag{7.1}
\end{equation*}
$$

This boundary term is the first-order version of the GHY term as shown in (1.18) (we take $s=+$ in this chapter). The path integral is an integration over the gauge equivalent class of the bulk configuration subject to an admissible boundary condition $\partial$,

$$
\begin{equation*}
Z[\mathcal{M}, \partial]=\int \mathcal{D} \omega_{\mathrm{B}} \int \mathcal{D} \mathbf{e}_{\mathrm{B}} \exp (i S[\mathbf{e}, \omega])=C[\partial \mathcal{M}, \partial] \int \mathcal{D} \omega_{\mathrm{B}} \delta\left(F\left(\omega_{\mathrm{B}}\right)\right) \tag{7.2}
\end{equation*}
$$

where $C[\partial \mathcal{M}, \partial]$ is a term that depends on the boundary condition and the subscript " B " denotes the configuration in the bulk.

The quantization program proceeds firstly with the triangulation of the spacetime, then with the discretization of variables so that they are concentrated on the simplices of a particular dimension, similar to what we did in the canonical framework. What is different here is that, in the spinfoam model, we consider the triangulation of a 3D manifold.

For consistency purpose, we apply the terminology and notation introduced in Section 2.2 for $0,1,2$-simplices and their 2D duals. We now also fix the terminology and notation for 3 -simplices and their 3D dual as follows. Upon the 3D triangulation, denoted as $\mathbf{T}$, of $\mathcal{M}$, a 3 -simplex is a tetrahedron, denoted as $T$. Again, a triangle is denoted as $\triangle$; an edge is denoted as $\bar{e}$; a vertex is denoted as $\bar{v}$. What we call a "spinfoam" is the oriented dual 2-complex of $\mathbf{T}$ and we denote it as $\mathbf{T}^{*}$. In the dual picture, a dual plaquette $f^{*}$ is dual to one edge $\bar{e}$, an oriented dual edge $e^{*}$ is dual to one triangle $\triangle$, and a dual vertex $v^{*}$ is dual to one tetrahedron $T$. The boundary $\partial T$ of $T$ contains 4 triangles, 6 edges and 4 vertices and it is topologically isomorphic to a two-sphere. When $e^{*}$ is on the boundary of $f^{*}$, we denote $e^{*} \in \partial f^{*}$ The same notation and terminology will be used for the spinfoam dual to a general cellular decomposition $\mathbf{C}$ whenever in need, in which case a triangle is generalized to a plaquette denoted as $\bar{f}$.

Moreover, we will intensively make use of oriented graphs on $\partial \mathcal{M}$ when $\mathcal{M}$ is topologically isomorphic to a 3 -ball and is triangulated to a tetrahedron $T$. We are particularly


Figure 7.1: (a) From the tetrahedron $T$ to the boundary dual graph $\Gamma \equiv(\partial T)^{*}$ : each triangle $\triangle \subset T$ is replaced by a node $v \subset \Gamma$ and each edge $\bar{e}_{i} \subset T$ by a link $e_{i} \subset \Gamma$. The graph $\Gamma$ also has the combinatorics of a tetrahedron. (b) Combination of $\partial T$ (in black), which is the top view projection of the left panel, and its dual graph $\Gamma$ (in red).
interested in the graph $\Gamma \equiv(\partial T)^{*}$ dual to $\partial T$, which has the combinatorics of a tetrahedron. It is illustrated in fig.7.1.

In the following, we will introduce the logic of the spinfoam model in Subsection 7.1.1 starting from the path integral (7.2) and the triangularization of $\mathcal{M}$, after which we specialize in the Ponzano-Regge model in Subsection 7.1.2, which is based on the irreducible representation of $\mathrm{SU}(2)$. We will derive the Ponzano-Regge state-sum expression in two ways, first from the discretized path integral expression and then from the local amplitude ansatz. The former method is more standard, but the latter is what we will follow when using spinors to re-formulate the Ponzano-Regge model. The Ponzano-Regge model is topological invariant, as it can be checked by performing the Pachner moves.

### 7.1.1 Spinfoam model as a product of local amplitudes

The idea of spinfoam is to write the path integral (7.2), which reduces to the flatness condition in the bulk, in a discrete fashion that encodes the local geometrical information. As (7.2) integrates out the triads and reduces to a function of the connection in the bulk, it
is natural to define the discrete variables related to the connection. With the triangulation of $\mathcal{M}$ and its dual skeleton at hand, we assign an $\mathrm{SU}(2)$ group element $g_{e^{*}}$ called holonomy to each dual edge $e^{*}$, which encodes the discrete information of the connection. The reverse of the dual edge orientation maps $g_{e^{*}}$ to its inverse $g_{e^{*}}^{-1}$. Inspired by lattice gauge theory, the curvature is naturally defined by the path-ordered product of holonomies for a dual plaquette with a randomly selected starting dual vertex. For the $\mathbf{e}_{\partial}$ field on the boundary, applying the same technique as in LQG, it is discretized to be the flux variable $X_{\bar{e}}$, which is an $\mathfrak{s u}(2)$ Lie algebra object, assigned to each edge $\bar{e} \in \partial \mathcal{M}$ on the discretized boundary. This leads to the discrete version of (7.2),

$$
\begin{equation*}
Z_{\mathbf{T}}[\mathcal{M}, \partial \mathcal{M}]=C_{\mathbf{T}}[\partial \mathcal{M}, \partial] \int_{\mathrm{SU}(2)} \prod_{e^{*} \notin(\partial \mathcal{M})^{*}} \mathrm{~d} g_{e^{*}} \prod_{f^{*}} \delta\left(\vec{\prod}_{e^{*} \in \partial f^{*}} g_{e^{*}}\right) \tag{7.3}
\end{equation*}
$$

where the measure $\mathrm{d} g$ is the Haar measure of $\mathrm{SU}(2)$, and the delta distribution on the $\mathrm{SU}(2)$ group imposes the group element in the argument to be identity. The discrete flatness is thus understood as the trivial holonomy associated to each dual plaquette. $Z_{\mathbf{T}}[\partial \mathcal{M}, \partial]$ depends on the discrete boundary condition. Upon quantization, these boundary condition becomes boundary states, thus the quantization of (7.2) will depend on the boundary states $\psi_{\Gamma}$ on the graph $\Gamma$, which is the dual of the boundary triangulation.

The spinfoam machinery to achieve localization consist in expressing the delta distribution in (7.3) as a plane wave of $\mathrm{SU}(2)$ in a certain representation, which is then decomposed into a product of plane waves localized in different cells. In other words, it consists in constructing the spinfoam path integral, also understood as the total amplitude, with a product of local amplitudes associated to dual vertices, dual edges and dual plaquettes, capturing the (admissible) local representations and local intertwiners, and then sum over all possible local configurations. It is called the local spinfoam ansatz, which postulates that one can formally decompose the total amplitude into

$$
\begin{equation*}
Z_{\mathbf{T}}\left[\mathcal{M}, \psi_{\Gamma}^{\rho}\right]=\sum_{\rho_{\mathrm{B}}, \iota_{\mathrm{B}}} \prod_{f^{*}} \mathcal{A}_{f^{*}} \prod_{e^{*}} \mathcal{A}_{e^{*}} \prod_{v^{*}} \mathcal{A}_{v^{*}}, \tag{7.4}
\end{equation*}
$$

where $\rho$ and $\iota$ denote the representation and the intertwiner respectively, and the sum of representations is only over those associated to the bulk (denoted with the subscript "B") ${ }^{1}$. The boundary state $\psi_{\Gamma}^{\rho}$ encodes the representation $\rho$ associated to the boundary graph $\Gamma$, which is left in the expression of the total amplitude. The summation symbol was used as we assumed the representations $\rho$ are discrete, which will no longer be the case when we

[^31]consider the spinfoam model with spinor representation in Section 7.2. In the latter case, the summation symbol is changed to the integration symbol.

The edge amplitude $\mathcal{A}_{e^{*}}$ and the face amplitude ${ }^{2} \mathcal{A}_{f^{*}}$ are both kinematical. The former describes the gluing of adjacent 3 -simplices, while the latter is there in order to compensate the factors to recover the delta distribution in (7.3), whose contribution dominates only in the quantum regime. In contrast, the vertex amplitude $\mathcal{A}_{v^{*}}$ contains the dynamical information of the spinfoam, thus deserves a deeper investigation.

### 7.1.2 The Ponzano-Regge amplitudes

The Ponzano-Regge model [174] is a realization of (7.4) based on the triangulation of the manifold, where $\rho$ is given by the $\mathrm{SU}(2)$ irreducible representation labelled by spin $j \in \mathbb{N} / 2 . j$ is interpreted into the edge length suggested by the (flat) LQG framework [182]. The vertex amplitude of the Ponzano-Regge state-sum geometrically describes the 3D geometry of the tetrahedron it is associated to, and an edge amplitude describes how two neighbouring tetrahedra are glued together.

We start from the discrete path integral (7.3) and work on the dual picture. $\delta\left(g_{f^{*}}\right)$ can be decomposed over the $\mathrm{SU}(2)$ spin representations using the Peter-Weyl theorem,

$$
\begin{equation*}
\delta\left(g_{f^{*}}\right)=\sum_{j_{f^{*}}} d_{j_{f^{*}}} \chi^{j_{f^{*}}}\left(g_{f^{*}}\right), \tag{7.5}
\end{equation*}
$$

where $d_{j} \equiv 2 j+1$ is the dimension of the spin $j$ representation space $\mathcal{V}^{j}$ and $\chi^{j}(g)=$ $\operatorname{Tr} D^{j}(g)$ the character of $g$ in the spin $j$ representation, formulated as the trace of the Wigner matrix $D^{j}(g)$ of $g$ in the $j$ representation. Thus equivalently in the triangulation picture, each edge $\bar{e}$ is dressed with a spin $j_{\bar{e}}$. When decomposing $\delta\left(g_{f^{*}}\right)$ into spin representations, one has an $\mathrm{SU}(2)$ group integration for each dual edge $e^{*}$, which is dual to a triangle, of 3 copies of the Wigner matrix $D^{j_{i}}(g)(i=1 \cdots n)$. This is the projector, also called intertwiner $\rrbracket_{\mathcal{H}}=|\mathcal{I}\rangle\langle\mathcal{I}|$, of the kinematical Hilbert space onto the $\mathrm{SU}(2)$-invariant Hilbert space $\operatorname{Inv}_{\operatorname{SU}(2)}\left(\mathcal{V}^{j_{1}} \otimes \mathcal{V}^{j_{2}} \otimes \mathcal{V}^{j_{3}}\right) \otimes \operatorname{Inv}_{\operatorname{SU}(2)}\left(\mathcal{V}^{* j_{1}} \otimes \mathcal{V}^{* j_{2}} \otimes \mathcal{V}^{* j_{3}}\right)$. One of the benefits of working on a triangulation over a general cell decomposition is that the intertwiners for 3 -valent nodes are one-dimensional ${ }^{3}$, which simplify greatly the formulas. In particular, the integration of $g_{e^{*}}$ for the three Wigner matrices appearing in the discrete path integral

[^32]simply becomes
\[

\int_{\mathrm{SU}(2)} \mathrm{d} g_{e^{*}} D_{m_{1} n_{1}}^{j_{1}}\left(g_{e^{*}}\right) D_{m_{2} n_{2}}^{j_{2}}\left(g_{e^{*}}\right) D_{m_{3} n_{3}}^{j_{3}}\left(g_{e^{*}}\right)=\left($$
\begin{array}{ccc}
j_{1} & j_{2} & j_{3}  \tag{7.6}\\
m_{1} & m_{2} & m_{3}
\end{array}
$$\right)\left($$
\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
n_{1} & n_{2} & n_{3}
\end{array}
$$\right),
\]

which is the product of two normalized Clebsh-Gordan coefficients, or equivalently the $3 j m$-symbols. A combinatorial choice of re-coupling of the $3 j m$-symbols gives $6 j$-symbol, which is associated to a tetrahedron $T$, or equivalently a dual vertex $v^{*}$. For a tetrahedron with the notation in fig.7.1 and each edge $\bar{e}_{i}$ dressed with a spin $j_{i}$, the $6 j$-symbol is given by

$$
\begin{align*}
& \left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}=\sum_{m_{i}}(-1)^{\sum_{i=1}^{6}\left(j_{i}-m_{i}\right)} \\
& \left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & -m_{3}
\end{array}\right)\left(\begin{array}{ccc}
j_{1} & j_{5} & j_{6} \\
-m_{1} & m_{5} & m_{6}
\end{array}\right)\left(\begin{array}{ccc}
j_{4} & j_{2} & j_{6} \\
-m_{4} & -m_{2} & -m_{6}
\end{array}\right)\left(\begin{array}{ccc}
j_{4} & j_{5} & j_{3} \\
m_{4} & -m_{5} & m_{3}
\end{array}\right) . \tag{7.7}
\end{align*}
$$

It ends up with a state-sum formulation of the discrete partition function (7.3), i.e. the Ponzano-Regge state-sum model,

$$
Z_{\mathbf{T}}\left[\mathcal{M}, \psi_{\Gamma}^{j}\right]=\sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f^{*}}} d_{j_{f^{*}}} \prod_{e^{*}}(-1)^{\sum_{i=1}^{3} j_{i}} \prod_{v^{*}}\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3}  \tag{7.8}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\}_{v^{*}} .
$$

It easily reads that the vertex amplitude $\mathcal{A}_{v^{*}}$ is the $6 j$-symbol associated to the tetrahedron dual to $v^{*}$, and the edge amplitude $\mathcal{A}_{e^{*}}$ is a sign given by the spins on the sides of the triangle dual to $e^{*}$, and the face amplitude $\mathcal{A}_{f^{*}}$ is the dimension $d_{j_{f^{*}}}$ of the spin representation space associated to the plaquette $f^{*}$. See e.g. [30] for detailed explanation of the sign factors. When there's no boundary, the edge amplitude term can be absorbed in the vertex amplitude [30], then the state-sum can be written as

$$
Z_{\mathbf{T}}[\mathcal{M}]=\sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f^{*}}} d_{j_{f^{*}}} \prod_{v^{*}}(-1)^{\sum_{i=1}^{6} j_{i}}\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{7.9}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\}_{v^{*}}
$$

Geometrically, the vertex amplitude describes a tetrahedron with edge lengths specified by the spins in the $6 j$-symbol. The edge amplitude determines that the gluing of two adjacent tetrahedra is performed by matching the side lengths of the triangles, thus the full 2D geometrical information of the triangles. This trivial way of gluing can be viewed as resulting from the flatness of the manifold, imposed by $\delta\left(g_{\bar{e}}\right)$ for all the edges of the
triangulation. The face amplitude is simply a weight factor, which is important only in the quantum regime.

A locally-holographic amplitude. Instead of splitting a delta distribution into local amplitudes as above, one can start from the local amplitude ansatz (7.4) and construct first the vertex amplitudes and then recover total amplitude (7.3) by choosing the edge and face amplitudes. This is feasible because a vertex amplitude $\mathcal{A}_{v^{*}}$ can also be realized by the evaluation of the spin network state as discussed in the following.

Consider a triangulation of $\mathcal{M}$ whose boundary is a union of 2-simplices. We construct an oriented graph $\Gamma$ dual to this boundary made up with $E$ links $e$ 's, $V$ nodes $v$ 's and $F$ faces $f$ 's. On $\Gamma$, we associate a spin $j_{e}$ to each oriented link $e$ and an intertwiner $\iota^{v}$ to each node $v$ as we did in normal LQG.

An intertwiner can be viewed as an $\mathrm{SU}(2)$-invariant map from the Cartesian product of the spin representation spaces (or the dual spin representation space), associated to the links incident to the same node, to the trivial space:

$$
\begin{equation*}
\iota_{\left(j_{e}\right)}^{v}:\left(\bigotimes_{e \mid s(e)=v} \mathcal{V}^{j_{e}}\right) \otimes\left(\bigotimes_{e \mid t(e)=v} \mathcal{V}^{j_{e} *}\right) \rightarrow 0 \tag{7.10}
\end{equation*}
$$

where $s(e)$ and $t(e)$ respectively denote the source and target node of the link $e$. Or equivalently, the basis of the intertwiner can be written as the tensor product of the magnetic basis followed by a group averaging

$$
\begin{equation*}
\iota_{\left(j_{e}\right)}^{v}\left(m_{e}\right)|0\rangle=\int_{\mathrm{SU}(2)} \mathrm{d} h_{v}\left(\bigotimes_{e \mid t(e)=v}\left\langle j_{e}, n_{e}\right| h_{v}^{-1}\right) \otimes\left(\bigotimes_{e \mid s(e)=v} h_{v}\left|j_{e}, m_{e}\right\rangle\right) \tag{7.11}
\end{equation*}
$$

which is indeed $\mathrm{SU}(2)$-invariant. Finally, the spin network state $s_{\Gamma}^{\left(j_{e}, \iota_{v}\right)}$ on $\Gamma$ is simply defined as the tensor product of the intertwiners. Conventionally the spin network state is evaluated on the group elements $\left\{g_{e}\right\} \in \mathrm{SU}(2)^{E}$ associated to the links, thus

$$
\begin{equation*}
s_{\Gamma}^{\left\{j_{e}, v_{v}\right\}}\left(g_{e}\right)=\sum_{m_{e}, n_{e}} \prod_{e}\left\langle j_{e}, m_{e}\right| g_{e}\left|j_{e}, n_{e}\right\rangle \prod_{v}\left\langle\otimes_{e \mid t(e)=v} j_{e}, n_{e}\right| \iota_{\left(j_{e}\right)}^{v}\left|\otimes_{e \mid s(e)=v} j_{e}, m_{e}\right\rangle . \tag{7.12}
\end{equation*}
$$

[^33]Its evaluation on the identity $s_{\Gamma}^{\left(j_{e}, \iota_{v}\right)}(\mathbb{\square})$ plays the role of the vertex amplitude $\mathcal{A}_{v^{*}}\left(j_{e}, \iota_{v}\right)$ of the spinfoam partition function (7.4) and it describes the 2 D boundary quantum geometry of an elementary 3 -simplex, which is a tetrahedron.

In short, the spinfoam can be viewed as a gluing, under certain gluing conditions, of "bubbles" which are homogeneously two-spheres dressed with spin network evaluation. When working on the spin network states, the gluing condition is to identify the shape and size of the glued boundaries, i.e. they have the same spins on the glued links. The spinfoam can thus be written as

$$
\begin{equation*}
Z_{\mathbf{C}}\left[\mathcal{M}, \psi_{\Gamma \subset \partial \mathcal{M}}^{j}\right]=\sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f^{*}}} d_{j_{f^{*}}} \prod_{e^{*}} \operatorname{Sign}\left(\iota_{e^{*}}\right) \prod_{v^{*}} s_{v^{*}}^{\left\{j_{e}, \iota_{v}\right\}}(\mathbb{\square}), \tag{7.13}
\end{equation*}
$$

where $s_{v^{*}}^{\left\{j_{e}, v_{v}\right\}}(\mathbb{\square})$ is the spin network evaluation on each bubble, and the edge amplitude $\operatorname{Sign}\left(\iota_{e^{*}}\right)$ is a sign depending on the spins of the intertwiner on (the node dual to) the shared plaquette dual to the edge $e^{*}$. The exact value of this sign depends on the choice of basis of the intertwiner.

For a triangulation, each boundary is made up of a triangle and thus $\Gamma$ is identically three-valent, in which case the intertwiner is one-dimensional and thus uniquely defined under a chosen basis. In this case, the spin network evaluation is simply a $3 n j$-symbol. The smallest three-valent graph embedded on a two-sphere is indeed a tetrahedron graph $\Gamma=(\partial T)^{*}$, as illustrated in fig.7.1. The spin network state trivially evaluated on a tetrahedron graph gives a $6 j$-symbol ${ }^{4}$,

$$
s_{\mathrm{tet}}^{\left\{j_{e}\right\}}(\mathbb{\square})=\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{7.14}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\}
$$

which is exactly the vertex amplitude we obtained through decomposing the delta distribution on $\mathrm{SU}(2)$. This is the Ponzano-Regge state-sum for the simplest triangulation of a 3-ball (with no summation at all), describing the boundary quantum geometry of a tetrahedron. In the semi-classical limit, seen from scaling $j$ to $\lambda j$ and taking $\lambda \rightarrow \infty$, the $6 j$-symbol is given by the Hartle-Sorkin action [129] in Regge calculus for a tetrahedron in terms of the edge lengths and dihedral angles:

$$
\begin{align*}
&\left\{\begin{array}{lll}
\lambda j_{1} & \lambda j_{2} & \lambda j_{3} \\
\lambda j_{4} & \lambda j_{5} & \lambda j_{6}
\end{array}\right\} \xrightarrow{\lambda \rightarrow \infty} \frac{1}{\sqrt{12 \pi V}} \cos \left(S_{\mathrm{HS}}\left(\left\{\lambda j_{e}+\frac{1}{2}\right\}\right)+\frac{\pi}{4}\right) \\
& \text { with } S_{\mathrm{HS}}\left(\left\{\ell_{e}\right\}\right)=\sum_{e=1}^{6} \ell_{e} \Theta_{e} \tag{7.15}
\end{align*}
$$

[^34]where $\Theta_{e}$ is the dihedral angle around the edge $\bar{e}$ (dual to link $e$ ) and $V$ is the volume of the tetrahedron with edge length $\ell_{e}=\lambda j_{e}+\frac{1}{2}, e=1, \cdots, 6$. This asymptotic was postulated by Ponzano and Regge [174] and proven in different methods [180, 186, 102, 29]. The Hartle-Sorkin action (7.15) is the discrete version the GHY boundary term [129]:
\[

$$
\begin{equation*}
\int_{\partial \mathcal{M}} \mathrm{d}^{2} \sqrt{h} K \xrightarrow{\text { discretize }} \sum_{e \in \partial \mathcal{M}} \ell_{e} \Theta_{e} \tag{7.16}
\end{equation*}
$$

\]

For general $3 n j$-symbols, the semi-classical limit also encodes the geometry of the boundary 2 -cell it describes [69]. The reproduction of the vertex amplitude with the boundary states exposes the fact that the vertex amplitude is a local-holographic amplitude, encoding only the boundary data of the 3 -cell it is associated to. The gluing process for two adjacent 3 -cells can be understood as smearing the data on the shared boundaries. In this way, the degrees of freedom on the shared boundaries become gauge through gluing, and the only physical degrees of freedom are on the union of the un-glued boundaries, i.e. the cellular decomposition of $\partial \mathcal{M}$. This is exactly why the bulk part of the amplitude is independent of the cellular decomposition.limit.

Topological invariance of the Ponzano-Regge model from Pachner moves. The Ponzano-Regge state-sum formula

$$
\begin{align*}
Z_{\mathbf{T}}\left[\mathcal{M}, \psi_{\Gamma}^{j}\right] & =C_{\mathbf{T}}[\partial \mathcal{M}] \int_{\mathrm{SU}(2)} \prod_{e^{*} \notin(\partial \mathcal{M})^{*}} \mathrm{~d} g_{e^{*}} \prod_{f^{*}} \delta\left(\prod_{e^{*} \in \partial f^{*}} g_{e^{*}}\right)  \tag{7.17}\\
& =\sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}}(-1)^{2 j_{f^{*}}} d_{j_{f^{*}}} \prod_{e^{*}}(-1)^{\sum_{i=1}^{3} j_{i}} \prod_{v^{*}}\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}_{v^{*}} \tag{7.18}
\end{align*}
$$

is invariant under the Pachner moves in the bulk [163], which is evidence that the amplitude is independent of the bulk configuration and only depends on the boundary states. In 3D, there are two types of Pachner moves, namely the $2-3$ moves and the $1-4$ moves as shown in fig.7.2. To prove the topological invariance, one can either start from the group formulation (7.17) and apply the change of variable method or start from the spin formulation (7.18) and apply the recursion relation of $6 j$-symbols [105]. It deserves to be mentioned here that adding a vertex inside a tetrahedron in the $1-4$ Pachner move (fig.7.2b) leads to a divergent amplitude. The divergence comes from $\sum_{J} d_{J}^{2}=\delta_{\mathrm{SU}(2)}$ ( $\left.\mathbb{0}\right)$ whose degree depends on the topology only (see [30, 47, 48] for discussion.) Regularization was originally performed by introducing a cut-off on spin $J$ [174]. It was then realized that the divergence corresponds to the $\mathfrak{s u}(2)$ gauge that generates the translational symmetry


Figure 7.2: (a) 2-3 Pachner move: adding an internal edge. (b) 1-4 Pachner move: adding an internal vertex.
of the internal vertex thus the regularization can be performed by a partial gauge fixing procedure [103, 104].

In the Ponzano-Regge state-sum (7.18), the boundary data are the lengths of the oneskeleton encoded in the $6 j$-symbols. Therefore, the path integral constructed as such depends on the boundary metric and thus the length scale. The scale invariance of the bulk is merely obtained by the summation of the spin labels.

In the next section, we will study a scale-invariant path integral even with boundary configurations. To this end, it is natural to choose a scale-invariant boundary state, then one can define a scale-invariant vertex amplitude as the evaluation of this new quantum state on the boundary of an elementary 3 -cell. These states should encode the conformal geometry, i.e. angles, of the triangulation of the boundary surface. Technically, to define such a conformal boundary quantum state means to find an "alternative" representation of $\mathrm{SU}(2)$ that can be geometrically interpreted as angles. Given a different formulation of the partition function from (7.18), the recursion relation of $6 j$-symbols would be replaced by other identities in order to reproduce the topological invariance, which will be the case illustrated in Subsection 7.2.5.

### 7.2 A new coherent state-integral

The "alternative" representation we are going to apply is the spinor representation of $\mathrm{SU}(2)$ [143], developed from the $\mathrm{U}(n)$ formulation of LQG [75, 99, 50]. The quantum states under this representation are called the coherent spin network states (see below) [44]. After a concise review of its general construction, we will specialize in the coherent spin network state of a tetrahedron graph, whose evaluation on identity after changing the weight gives the SGF [187, 28]. We will construct the Ponzano-Regge model in a new formalism with spinor variables, where the SGF serves as the vertex amplitude. Similar to the original one, it can also be seen as built with local amplitudes associated to the elementary bubbles.

### 7.2.1 Scaleless spin network states and generating function

Let us introduce the $\mathrm{SU}(2)$ spin coherent state (or the $\mathrm{SU}(2)$ coherent state for short) à la Perelomov, denoted as $|j, \zeta\rangle$ with a fixed spin $j \in \mathbb{N} / 2$ and a spinor $|\zeta\rangle:=\binom{\zeta^{-}}{\zeta^{+}} \in \mathbb{C}^{2}$ introduced in Chapter 3.

To this end, one needs to quantize the classical spinor components $\zeta^{A}, \bar{\zeta}^{A}$. Upon quantization, the spinors become the annihilation operators $\zeta^{A} \rightarrow a^{A}$ and the creation operator $\bar{\zeta}^{A} \rightarrow a^{A \dagger}$ such that satisfies the commutator

$$
\begin{equation*}
\left[a^{A}, a^{B \dagger}\right]=\delta^{A B}, \quad\left[a^{A}, a^{B}\right]=\left[a^{A \dagger}, a^{B \dagger}\right]=0 \tag{7.19}
\end{equation*}
$$

This being said, the phase space for an $n$-valent node is quantized to be a set of $2 n$ harmonic oscillators. The commutators naturally inherit from the Poisson brackets (3.15). Indeed, (7.19) is the $q=1$ version of the deformed commutation relation (5.2). It is natural to obtain the Fock states $\left|n^{-}, n^{+}\right\rangle_{\text {но }}$ which diagonalize the occupation number operator $N^{A}:=a^{A \dagger} a^{A}$

$$
\begin{equation*}
N^{A}\left|n^{-}, n^{+}\right\rangle_{\text {НО }}=n^{A}\left|n^{-}, n^{+}\right\rangle_{\text {НО }} . \tag{7.20}
\end{equation*}
$$

This basis is equivalent to the magnetic number basis $|j, m\rangle \in \mathcal{V}^{j}$ with the relation between the eigenvalue as

$$
\begin{equation*}
j=\frac{1}{2}\left(n^{-}+n^{+}\right), \quad m=\frac{1}{2}\left(n^{-}-n^{+}\right) . \tag{7.21}
\end{equation*}
$$

The action of $\left(a^{A}, a^{B \dagger}\right)$ on the magnetic number basis allows the jumping between different
spin representations. Explicitly,

$$
\begin{align*}
a^{A}|j, m\rangle & =\sqrt{j+(-1)^{A} m}\left|j-\frac{1}{2}, m-\frac{1}{2}+A\right\rangle  \tag{7.22a}\\
a^{A \dagger}|j, m\rangle & =\sqrt{j+(-1)^{A} m+1}\left|j+\frac{1}{2}, m+\frac{1}{2}-A\right\rangle \tag{7.22b}
\end{align*}
$$

which is the $q=1$ version of (5.9).
The state $|j, \zeta\rangle$ is a superposition state of a pair of harmonic oscillators $\left|n^{0}, n^{1}\right\rangle_{\mathrm{HO}}$, identified with a magnetic number basis $|j, m\rangle \in \mathcal{V}^{j}$ by the relation (7.21) and reads

$$
\begin{equation*}
|j, \zeta\rangle:=\frac{\left(\zeta^{A} a^{A \dagger}\right)^{2 j}}{\sqrt{(2 j)!}}|0\rangle \equiv \sum_{m=-j}^{j} \sqrt{\frac{(2 j)!}{(j+m)!(j-m)!}}\left(\zeta^{-}\right)^{j+m}\left(\zeta^{+}\right)^{j-m}|j, m\rangle \tag{7.23}
\end{equation*}
$$

where $a^{A \dagger}$ is the creation operator acting on the oscillator $n^{A}, A= \pm$. This is the state that admits the generalized minimal uncertainty given by the dispersion of the $\mathrm{SU}(2)$ Casimir [140]. The norm is easily computed $\langle j, \zeta \mid j, \zeta\rangle=\langle\zeta \mid \zeta\rangle^{2 j}$. For a fixed spin $j,|j, \zeta\rangle$ serves as an alternative orthonormal basis spanning the representation space $\mathcal{V}^{j}$. We refer to [143] for more details.

By the definition of the coherent state basis through the magnetic number basis (7.23), it is easy to find that $a^{A}$ acts on $|j, \zeta\rangle$ as a multiplication operator while $a^{A \dagger}$ acts as a derivative operator on $|j, \zeta\rangle$, i.e.

$$
\begin{equation*}
a^{A}|j, \zeta\rangle=\sqrt{2 j} \zeta^{A}\left|j-\frac{1}{2}, \zeta\right\rangle, \quad a^{A \dagger}|j, \zeta\rangle=\frac{1}{\sqrt{2 j+1}} \frac{\partial}{\partial \zeta^{A}}\left|j+\frac{1}{2}, \zeta\right\rangle \tag{7.24}
\end{equation*}
$$

thus $a^{A}$ decreases the spin by $1 / 2$ as well as multiplying the state by $\zeta^{A}$, while $a^{A \dagger}$ increases the spin by $1 / 2$ and derives the state by $\zeta^{A}$.

We also introduce a dual $\operatorname{SU}(2)$ coherent state $[j, \zeta \mid \equiv\langle j, \varsigma \zeta|$ in terms of a dual spinor $\left[\zeta \mid=\langle\varsigma \zeta|:=\left(-\zeta^{+}, \zeta^{-}\right)\right.$, which is also holomorphic $\zeta^{A}$, living in the dual representation space $\mathcal{V}^{j *}$ (see (3.2)). $a^{A}$ acts on $\left[j, \zeta \mid\right.$ as the creation operator while $a^{A \dagger}$ acts as the annihilation operator,

$$
\begin{equation*}
\left[j, \zeta \left\lvert\, a^{A}=-\epsilon^{A B} \frac{1}{\sqrt{2 j+1}} \frac{\partial}{\partial \zeta^{B}}\left[j+\frac{1}{2}, \zeta \left\lvert\,, \quad\left[j, \zeta \left\lvert\, a^{A \dagger}=-\epsilon^{A B} \sqrt{2 j} \zeta^{B}\left[j-\frac{1}{2}, \zeta \mid .\right.\right.\right.\right.\right.\right.\right. \tag{7.25}
\end{equation*}
$$

Consider an oriented graph $\Gamma$ with $E$ oriented links $e$ 's, $V$ nodes $v$ 's and $F$ faces $f$ 's. We dress each link $e$ with a spin $j_{e}$, and associate a spinor $\left|\zeta_{e}\right\rangle$ to the source $s(e)$ of $e$
and another spinor $\left.\mid \tilde{\zeta}_{e}\right]$ to the target $t(e)$. For an $n$-valent node $v$, we can construct an intertwiner living in the tensor space $\left(\otimes_{e \mid s(e)=v} \mathcal{V}^{j_{e}}\right) \otimes\left(\otimes_{e \mid t(e)=v} \mathcal{V}^{j_{e}^{*}}\right)$ by $\operatorname{SU}(2)$-group averaging the tensor product of the $\mathrm{SU}(2)$ holomorphic coherent states, i.e.

$$
\begin{equation*}
\iota_{\left(j_{e}\right)}^{v}\left(\zeta_{e}\right)|0\rangle:=\int_{\mathrm{SU}(2)} \mathrm{d} g_{v}\left(\bigotimes_{e \mid t(e)=v}\left[j_{e}, \tilde{\zeta}_{e} \mid g_{v}^{-1}\right) \otimes\left(\bigotimes_{e \mid s(e)=v} g_{v}\left|j_{e}, \zeta_{e}\right\rangle\right)\right. \tag{7.26}
\end{equation*}
$$

This is called the Livine-Speziale ( $L S$ ) coherent intertwiner, first introduced in [140] (see also [99]) and used to define the EPRL-FK spinfoam models [82, 141]. It is also closely related to the $\mathrm{U}(n)$ coherent states which are by definition covariant under the $\mathrm{U}(n)$ action [99].
(7.11) and (7.26) are simply projections of a general $\mathrm{SU}(2)$ intertwiner on different bases, the former on the magnetic number basis while the latter on the coherent state basis. Equipped with the intertwiners (7.26), one can define a spin network state evaluated on $\mathrm{SU}(2)$ group elements $\left\{g_{e}\right\}$ as a holomorphic function of the spinors:

$$
\begin{equation*}
s_{\Gamma}^{\left\{j_{e}, \zeta_{e}, \tilde{\zeta}_{e}\right\}}\left(g_{e}\right)=\int_{\mathrm{SU}(2)^{V}} \prod_{v} \mathrm{~d} h_{v} \prod_{e}\left[j_{e}, \tilde{\zeta}_{e}\left|h_{t(e)}^{-1} g_{e} h_{s(e)}\right| j_{e}, \zeta_{e}\right\rangle . \tag{7.27}
\end{equation*}
$$

It is also possible to eliminate the spins and define an intertwiner associated to a node $v$ with only spinor labels, which can be viewed as a generating function of the LS coherent intertwiners (7.26) with a chosen series of weight [45]. The simplest weight is $\frac{1}{\Pi_{e \in v} \sqrt{\left(2 j_{e}\right)}}$, which defines the coherent intertwiner ${ }^{5}$,

$$
\begin{equation*}
\iota^{v}\left(\zeta_{e}\right)=\sum_{\left\{j_{e}\right\}} \frac{1}{\prod_{e \in v} \sqrt{\left(2 j_{e}\right)!}} \iota_{\left(j_{e}\right)}^{v}\left(\zeta_{e}\right) . \tag{7.28}
\end{equation*}
$$

It is indeed an $\mathrm{SU}(2)$ invariant state in $\bigoplus_{\left\{j_{e}\right\}}\left(\otimes_{e \mid s(e)=v} \mathcal{V}^{j_{e}}\right) \otimes\left(\otimes_{e \mid t(e)=v} \mathcal{V}^{j_{e}^{*}}\right)$. We associate a coherent intertwiner to each node and glue them along links associated with $\mathrm{SU}(2)$ holonomies. The gluing is performed in the standard way, i.e. taking $\langle k, n \mid j, m\rangle=\delta_{j k} \delta_{m n}$. The result defines the coherent spin network state [45]

$$
\begin{align*}
s_{\Gamma}^{\text {cohe }}\left(g_{e}\right) & =\sum_{\left\{j_{e}\right\}} \int_{\mathrm{SU}(2)^{V}} \prod_{v} \mathrm{~d} h_{v} \prod_{e} \frac{1}{\left(2 j_{e}\right)!}\left[j_{e}, \tilde{\zeta}_{e}\left|h_{t(e)}^{-1} g_{e} h_{s(e)}\right| j_{e}, \zeta_{e}\right\rangle  \tag{7.29}\\
& =\int_{\mathrm{SU}(2)^{V}} \prod_{v} \mathrm{~d} h_{v} \prod_{e} e^{\left[\tilde{\zeta}_{e}\left|h_{t(e)}^{-1} g_{e} h_{s(e)}\right| \zeta_{e}\right\rangle} .
\end{align*}
$$

A slightly different choice of weight ${ }^{6}$, which we will focus on in this chapter is $\frac{\left(J_{v}+1\right)!}{\prod_{e \in v} \sqrt{\left(2 j_{e}\right)!}}$, where $J_{v} \equiv \sum_{e \in v} j_{e}$ is the sum of spins on the links incident to $v$. It defines the scaleless intertwiner (as we will see in the next subsection that it encodes the scale-invariant geometry of a 3 -cell boundary):

$$
\begin{equation*}
\iota_{v}^{\mathfrak{s l}}\left(\zeta_{e}\right)=\sum_{\left\{j_{e}\right\}} \frac{\left(J_{v}+1\right)!}{\prod_{e \in v} \sqrt{\left(2 j_{e}\right)!}} \iota_{\left(j_{e}\right)}^{v}\left(\zeta_{e}\right) . \tag{7.30}
\end{equation*}
$$

Again, we associate a scaleless intertwiner to each node and glue them in the same way as the coherent intertwiner. We define it as the scaleless spin network state :

$$
\begin{equation*}
s_{\Gamma}^{\mathfrak{s l}}\left(g_{e}\right)=\sum_{\left\{j_{e}\right\}} \prod_{v} \frac{\left(J_{v}+1\right)!}{\prod_{e \in v}\left(2 j_{e}\right)!} \int_{\mathrm{SU}(2)^{V}} \prod_{v} \mathrm{~d} h_{v} \prod_{e}\left[j_{e}, \tilde{\zeta}_{e}\left|h_{t(e)}^{-1} g_{e} h_{s(e)}\right| j_{e}, \zeta_{e}\right\rangle . \tag{7.31}
\end{equation*}
$$

It can be viewed as a generating function of the spin network state (7.12). The use of spinors shifts the view of building blocks of quantum geometries from the links to the nodes, which is also the spirit behind the construction of the $\mathrm{U}(n)$ coherent states [99, 50, 75].

The LQG kinematical Hilbert space $L_{2}(\mathrm{SU}(2), \mathrm{d} g)^{E} / / \mathrm{SU}(2)^{V}$, where the symplectic reduction is due to the Gauss constraints performed on the nodes, is usually understood as spanned by the spin network states labelled by spins. The quantization of the spinorial phase space allows us to span the same Hilbert space by the coherent or scaleless spin network states labelled by spinors. To this end, we also need to introduce a Haar measure. It is given by the Haar measure $\mathrm{d} \mu(\zeta)$ of the Bargmann space $\mathcal{F}_{2}=L_{2}^{\text {hol }}\left(\mathbb{C}^{2}, \mathrm{~d} \mu\right)$, the space of holomorphic squared integrable functions, over the spinor variables [143]:

$$
\begin{equation*}
\mathrm{d} \mu(\zeta):=\frac{1}{\pi^{2}} e^{-\langle\zeta \mid \zeta\rangle} \mathrm{d} \zeta^{-} \mathrm{d} \zeta^{+} \tag{7.32}
\end{equation*}
$$

It is a measure which is invariant under the $\mathrm{SU}(2)$ transformation $\mathrm{d} \mu(g \zeta)=\mathrm{d} \mu(\zeta), \forall g \in$ $\mathrm{SU}(2)$. The space $\mathcal{F}_{2}$ can be decomposed into the direct sum of $d_{j}$-dimensional subspace: $\mathcal{F}_{2}=\oplus_{j \in \mathrm{~N} / 2} \mathcal{V}^{j}$, with the orthonormal basis of each spin $j$ subspace given by

$$
\begin{equation*}
e_{m}^{j}(\zeta):=\frac{\left(\zeta^{-}\right)^{j+m}\left(\zeta^{+}\right)^{j-m}}{\sqrt{(j+m)!(j-m)!}}|j, m\rangle . \tag{7.33}
\end{equation*}
$$

[^35]The Hilbert space of one link is thus equivalently given by $\mathcal{H}_{e}=\mathcal{F}_{2} \times \mathcal{F}_{2} / / \mathrm{U}(1)$, with $\mathrm{U}(1)$ given by the norm matching constraint (3.8) which is first class. One can find more details for the Bargmann space reconstruction of the Hilbert space in [143]. By taking the closure constraint for nodes into consideration, we conclude that the Hilbert space spanned by the coherent or scaleless spin network states can be represented as $L_{2}^{\text {hol }}\left(\mathbb{C}^{2}, \mathrm{~d} \mu\right)^{2 E} / /\left(\mathrm{SU}(2)^{V} \times\right.$ $\left.\mathrm{U}(1)^{E}\right)$.

Above we have defined the coherent intertwiners, coherent spin network states, scaleless intertwiners and scaleless spin network states for a general graph. The goal is to use these notions to define a new vertex amplitude in terms of spinors in the Ponzano-Regge model. To this end, we will work on a three-valent graph in the next subsection. More specifically, we will study the tetrahedron graph as shown in fig.7.1 and study the evaluation of the scaleless spin network state on this simple graph.

### 7.2.2 The holomorphic $\left\{12 \zeta^{\times 2}\right\}$ symbol

In this subsection and the next, we will fix the cellular decomposition of $\mathcal{M}$ to be a triangulation unless specified and intensively work on the tetrahedron graph $\Gamma=(\partial T)^{*}$ that is a 2D dual graph of the boundary two-skeleton of a tetrahedron $T$. The simplicity it brings helps to quantify the scaleless intertwiners (7.30) and the scaleless spin network functions (7.31). On the other hand, it turns out that the scaleless spin network state for a tetrahedron graph, when evaluated on the identity, possesses a closed form, which is known as the SGF.

For a three-valent graph, the intertwiner (7.26) for each node is one-dimensional, thus it must be proportional to the $3 j m$-symbol. The exact relation is well-known [206], with the proportionality coefficient given by a holomorphic polynomial of degree $J_{v}$. Consider three outgoing links $\left(e_{1}, e_{2}, e_{3}\right)$ meeting at the node $v$, we denote the total spin as $J_{123}=$ $j_{1}+j_{2}+j_{3}$. Then one gets

$$
\begin{equation*}
\iota_{j_{1} j_{2} j_{3}}^{v}\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right)=P_{j_{1} j_{2} j_{3}}\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right) \iota_{j_{1} j_{2} j_{3}}^{v}, \tag{7.34}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{j_{1} j_{2} j_{3}}\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right)=\frac{\triangle\left(j_{1} j_{2} j_{3}\right)}{\left(J_{123}+1\right)!}\left(\prod_{e=1}^{3} \sqrt{\left(2 j_{e}\right)!}\right)\left[\zeta _ { 1 } | \zeta _ { 2 } \rangle ^ { J _ { 1 2 3 } - 2 j _ { 3 } } \left[\zeta _ { 2 } | \zeta _ { 3 } \rangle ^ { J _ { 1 2 3 } - 2 j _ { 1 } } \left[\zeta_{3}\left|\zeta_{1}\right\rangle^{J_{123}-2 j_{2}},\right.\right.\right. \tag{7.35}
\end{equation*}
$$

where $\triangle\left(j_{1} j_{2} j_{3}\right)$ is the quantum triangle coefficient defined as

$$
\begin{equation*}
\triangle\left(j_{1} j_{2} j_{3}\right)=\sqrt{\frac{\left(J_{123}+1\right)!}{\left(j_{1}+j_{2}-j_{3}\right)!\left(j_{1}+j_{3}-j_{2}\right)!\left(j_{2}+j_{3}-j_{1}\right)!}} . \tag{7.36}
\end{equation*}
$$

The scaleless intertwiner (7.30) for the node with incident links $\left(e_{1}, e_{2}, e_{3}\right)$ outgoing reads

$$
\begin{equation*}
\iota_{v}^{\mathfrak{s l}}\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right)=\sum_{j_{1}, j_{2}, j_{3}} \frac{\left(J_{123}+1\right)!}{\prod_{e=1}^{3} \sqrt{\left(2 j_{e}\right)!}} \iota_{j_{1} j_{2} j_{3}}^{v}\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right), \tag{7.37}
\end{equation*}
$$

which is an invariant vector on $\otimes_{e=1}^{3}\left(\oplus_{j} \mathcal{V}^{j_{e}}\right)$, and is also a generating function of the 3 jm -symbol.

The proportionality coefficient (7.35) remains unchanged when some links are incoming (except that in this case, we denote the spinor on an incoming link with a tilde). For instance, for a node with links $e_{1}, e_{2}$ incoming and link $e_{3}$ outgoing, the relation reads

$$
\begin{equation*}
\iota_{j_{1}^{*} j_{2}^{*} j_{3}}^{v}\left(\tilde{\zeta}_{1}, \tilde{\zeta}_{2}, \zeta_{3}\right)=P_{j_{1} j_{2} j_{3}}\left(\tilde{\zeta}_{1}, \tilde{\zeta}_{2}, \zeta_{3}\right) \iota_{j_{1}^{*} j_{2}^{*} j_{3}}^{v} \tag{7.38}
\end{equation*}
$$

The scaleless spin network state for the tetrahedron graph naturally follows except that there is a sign ambiguity as the graph is odd-valent. The reason is that the sign of the intertwiner (7.34) would be changed under exchanging any pair of spinors in the argument, thus it is necessary to fix the ordering of links incident to a node in order to specify (the sign of) the definition of the scaleless spin network function. In practice, it is enough to fix a cyclic order $\prec$ for each node. We apply the same notation as in fig. 2.6 for the ordering of links incident to the same node. For an ordering ( $e \prec e^{\prime}, e^{\prime} \prec, e^{\prime \prime}$, $e^{\prime \prime} \prec e$ ), we fix an ordered holomorphic polynomial $P_{j_{e} j_{e^{\prime}} j_{e^{\prime \prime}}}^{\prec}\left(\zeta_{e}, \zeta_{e^{\prime}}, \zeta_{e^{\prime \prime}}\right)$ to be

$$
\begin{equation*}
P_{j_{e} j_{e^{\prime}} j_{e^{\prime \prime}}}^{\prec}\left(\zeta_{e}, \zeta_{e^{\prime}}, \zeta_{e^{\prime \prime}}\right)=\frac{\triangle\left(j_{e} j_{e^{\prime}} j_{e^{\prime \prime}}\right)}{\left(J_{v}+1\right)!}\left(\prod_{e \in v} \sqrt{\left(2 j_{e}\right)!}\right)\left[\zeta _ { e } | \zeta _ { e ^ { \prime } } \rangle ^ { J _ { v } - 2 j _ { e ^ { \prime \prime } } } \left[\zeta _ { e ^ { \prime } } | \zeta _ { e ^ { \prime \prime } } \rangle ^ { J _ { v } - 2 j _ { e } } \left[\zeta_{e^{\prime \prime}}\left|\zeta_{e}\right\rangle^{J_{v}-2 j_{e^{\prime}}} .\right.\right.\right. \tag{7.39}
\end{equation*}
$$

We have ignored the tilde of spinors for incoming links for simplicity and unification. Consider again a tetrahedron graph as in fig.7.1, it can be naturally embedded in a 2sphere, which generates the cyclic order for all the nodes at once. The scaleless spin network function is then uniquely defined as

$$
\begin{equation*}
\mathcal{S}_{\mathrm{tet}}^{\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}}\left(g_{e}\right)=\sum_{j_{1}, \cdots, j_{6}} \frac{\prod_{v=1}^{4}\left(J_{v}+1\right)!}{\prod_{e=1}^{6}\left(2 j_{e}\right)!} s_{\mathrm{tet}}^{\left\{j_{e}, \zeta_{e}, \tilde{\zeta}_{e}\right\}}\left(g_{e}\right), \tag{7.40}
\end{equation*}
$$

with

$$
\begin{align*}
s_{\text {tet }}^{\left\{j_{e}, \zeta_{e}, \tilde{\zeta}_{e}\right\}}\left(g_{e}\right) & =\int_{\operatorname{SU}(2)^{4}} \prod_{v=1}^{4} \mathrm{~d} h_{v} \prod_{e=1}^{6}\left[j_{e}, \tilde{\zeta}_{e}\left|h_{t(e)}^{-1} g_{e} h_{s(e)}\right| j_{e}, \zeta_{e}\right\rangle \\
& =P_{j_{1} j_{2} j_{3}}^{\prec}\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right) P_{j_{1} j_{5} j_{6}}^{\prec}\left(\tilde{\zeta}_{1}, \tilde{\zeta}_{5}, \zeta_{6}\right) P_{j_{3} j_{4} j_{5}}^{\prec}\left(\tilde{\zeta}_{3}, \tilde{\zeta}_{4}, \zeta_{5}\right) P_{j_{2} j_{4} j_{6}}^{\prec}\left(\tilde{\zeta}_{2}, \tilde{\zeta}_{6}, \zeta_{4}\right) s_{\text {tet }}^{\left\{j_{e}, \iota_{v}\right\}}\left(g_{e}\right) \tag{7.41}
\end{align*}
$$

being the special case of (7.27) for a tetrahedron graph, which can be factorized, as shown in the second line of (7.41), into the standard spin network function independent of the spinors, and a holomorphic polynomial independent of the arguments $\left\{g_{e}\right\}$. In particular, its evaluation on identity gives a holomorphic " $\left\{12 \zeta^{\times 2}\right\}$ symbol", known as Schwinger's generating function of the $6 j$-symbols (SGF), which is a function of 12 spinors thus 24 complex variables,

$$
\begin{align*}
& \mathcal{S}_{\text {tet }}^{\mathcal{S t}}\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)=\mathcal{S}_{\text {tet }}^{\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}}(\mathbb{\square}) \\
& \quad=\sum_{j_{1} \cdots j_{6}}\left[\prod_{v=1}^{4} \sqrt{\frac{\left(J_{v}+1\right)!}{\prod_{e \in v}\left(J_{v}-2 j_{e}\right)!}}\right]\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \prod_{v=1}^{4} \prod_{\substack{e, e^{\prime}, e^{\prime \prime} \in v, e<e^{\prime}}}\left[\zeta_{e}\left|\zeta_{e^{\prime}}\right\rangle^{J_{v}-2 j_{e^{\prime \prime}}} .\right. \tag{7.42}
\end{align*}
$$

It was first found to be of the closed form by Schwinger [187, 28, 44]. (See also [37] for the deduction from the duality between the 2D Ising model and the Ponzano-Regge model). It is in a form of a scaleless function:

$$
\begin{align*}
\mathcal{S}\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right) \equiv \mathcal{S}_{\text {tet }}^{\mathfrak{s l}}\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)=G\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)^{-2}, \\
G\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)=1+\sum_{\mathcal{L}} \prod_{v \subset \mathcal{L}, e \prec e^{\prime}}\left[\zeta_{e}\left|\zeta_{e^{\prime}}\right\rangle=1+\sum_{\Delta^{*}}^{4} \prod_{\substack{v \subset \Delta^{*} \\
e \prec e^{\prime}}}\left[\zeta_{e}\left|\zeta_{e^{\prime}}\right\rangle+\sum_{\square^{*}}^{3} \prod_{\substack{v \subset \square^{*} \\
e \prec e^{\prime}}}\left[\zeta_{e}\left|\zeta_{e^{\prime}}\right\rangle,\right.\right.\right. \tag{7.43}
\end{align*}
$$

where $\mathcal{L}$ 's denote the loops in the tetrahedron graph, including three-cycles $\triangle^{*}$ 's and fourcycles $\square^{*}$ 's. The scaleless spin network states can be used to describe the kinematical information in the Hilbert space of quantum geometry. By the continuous nature of the spinor arguments in a scaleless spin network state, the dynamics given by the Wheeler de-Witt equation would be translated into a differential equation of the SGF [44], rather than a recursion relation as for the $6 j$-symbols when we consider the spin network states [43].

Symmetries of the SGF. The loop structure (7.43) of the SGF brings a large number of degrees of symmetry. Compared to a $6 j$-symbol which has only 6 real variables, the SGF has 12 independent spinors, thus 24 complex or 48 real variables, in its argument. The symmetries would allow us to work on a smaller set of variables. Firstly, the SGF (7.42) is explicitly written only in terms of the inner product $\left[\zeta_{e}\left|\zeta_{e^{\prime}}\right\rangle\right.$ of spinors, which is by definition invariant under the $\mathrm{SL}(2, \mathbb{C})$ action that acts covariantly on the spinors

$$
\begin{equation*}
g_{v} \triangleright\left|\zeta_{e}^{\prime}\right\rangle=g_{v}\left|\zeta_{e}^{\prime}\right\rangle, \quad g_{v} \triangleright\left[\zeta_{e} \mid=\left[\zeta_{e} \mid g_{v}^{-1}, \quad e, e^{\prime} \in v, \quad g_{v} \in \operatorname{SL}(2, \mathbb{C}) .\right.\right. \tag{7.44}
\end{equation*}
$$

Thus the spinors form a set with 12 complex or 24 real variables. Secondly, notice that the exact evaluation (7.43) takes the form as cycles, a (complex) rescaling of the spinor $\zeta_{e} \rightarrow \alpha \zeta_{e}(\alpha \in \mathbb{C} \backslash\{0\})$ on one end of each link and an "anti-rescaling" of the spinor $\tilde{\zeta}_{e} \rightarrow \frac{1}{\alpha} \tilde{\zeta}_{e}$ on the other end leaves the SGF unchanged. Therefore, the symmetries of the SGF can be expressed as

$$
\begin{equation*}
\mathcal{S}\left(\left\{\zeta_{e}^{v}, \tilde{\zeta}_{e}^{v^{\prime}}\right\}\right)=\mathcal{S}\left(\left\{g_{v} \zeta_{e}^{v}, g_{v^{\prime}} \tilde{\zeta}_{e}^{v^{\prime}}\right\}\right)=\mathcal{S}\left(\left\{\alpha_{e} \zeta_{e}^{v}, \alpha_{e}^{-1} \tilde{\zeta}_{e}^{v^{\prime}}\right\}\right), \quad \forall g_{v} \in \mathrm{SL}(2, \mathbb{C}), \forall \alpha_{e} \in \mathbb{C} \backslash\{0\} \tag{7.45}
\end{equation*}
$$

In words, the SGF is invariant under the $\mathrm{SL}(2, \mathbb{C})$ gauge transformation, one for each node hence a total of 12 complex degrees of freedom, and anti-scale transformation, one for each link hence a total of 6 complex degrees of freedom. These symmetries form the full redundant degrees of freedom in the 12 spinors, leaving 6 complex degrees of freedom in the SGF. The same redundancy appears when we use the spinor representation to describe the scaleless spin network states for a general graph. It is thus possible to change the argument variables of the SGF to a smaller set. We will see in Subsection 7.3.1 that a change of variables will make it clear to see the geometrical information given by this scaleless spin network state.

### 7.2.3 The Ponzano-Regge model in terms of coherent blocks

We now turn our attention back to the Ponzano-Regge model. We aim to decompose the discrete path integral

$$
Z_{\mathbf{T}}[\mathcal{M}, \partial \mathcal{M}]=C_{\mathbf{T}}[\partial \mathcal{M}] \int_{\mathrm{SU}(2)} \prod_{e^{*} \notin \partial \mathcal{M}} \mathrm{~d} g_{e^{*}} \prod_{f^{*}} \delta\left(\vec{\prod}_{e^{*} \in \partial f^{*}} g_{e^{*}}\right)
$$

into the product of vertex, edge and face amplitudes encoding local quantum geometries through the spinor representation labels, so that the global quantum geometry can be
understood as gluing elementary blocks with local geometry information stored in these spinor variables. The total amplitude should be written alternatively in the form as

$$
\begin{equation*}
\mathcal{A}_{\mathbf{T}}\left[\mathcal{M}, \psi_{\Gamma}^{\mathrm{cohe}}\right]=\int[\mathrm{d} \mu(\zeta)] \prod_{f^{*}} \mathcal{A}_{f^{*}}\left[\zeta_{f^{*}}\right] \prod_{e^{*}} \mathcal{A}_{e^{*}}\left[\zeta_{e^{*}}\right] \prod_{v^{*}} \mathcal{A}_{v^{*}}\left[\zeta_{v^{*}}\right] \tag{7.46}
\end{equation*}
$$

where $\psi_{\Gamma}^{\text {cohe }}$ is the boundary coherent spin network state and $\mathrm{d} \mu(\zeta):=\frac{1}{\pi^{2}} e^{-\langle\zeta \mid \zeta\rangle} \mathrm{d} \zeta^{-} \mathrm{d} \zeta^{+}$is the Haar measure of spinors. With the use of spinors, therefore, the amplitude would be written as a "state-integral" instead of state-sum.

Let us first introduce the notations we will use in the state-integral formulas both in Proposition 7.2.1 and 7.2.2. For the vertex amplitude, we denote the spinors (or dual spinors) on the source $s(e)$ and target $t(e)$ of a link $e$ as $\zeta_{e}$ and $\tilde{\zeta}_{e}$ respectively. For the edge amplitude of a dual edge $e^{*}$, we consider the node $v$ in a triangle shared by two adjacent tetrahedra. Therefore, spinors on $v$ have two independent copies, one from the tetrahedron dual to $s\left(e^{*}\right)$ and the other from the tetrahedron dual to $t\left(e^{*}\right)$. For a link $e \in v$, we denote the two spinors from the two tetrahedra respectively as $\zeta_{e}^{s\left(e^{*}\right)}$ and $\zeta_{e}^{t\left(e^{*}\right)}$. For the face amplitude, we consider a dual face $f^{*}$ whose boundary loop connects $n(\geq 3)$ tetrahedra. One needs to choose randomly a node on the boundary of one of these tetrahedra, say $T_{1}$. We denote the spinor on this node that will contribute to this face amplitude as $\zeta^{f^{*}, T_{1}}$. See an illustration in fig.7.3.

Proposition 7.2.1. The spinfoam model can be expressed as an integral in terms of coherent blocks

$$
\mathcal{A}_{\mathbf{T}}\left[\mathcal{M}, \psi_{\Gamma}^{\text {cohe }}\right]=\int[\mathrm{d} \mu(\zeta)] \prod_{f^{*}} \mathcal{A}_{f^{*}}\left[\zeta_{f^{*}}\right] \prod_{e^{*}} \mathcal{A}_{e^{*}}\left[\zeta_{e^{*}}\right] \prod_{v^{*}} \mathcal{A}_{v^{*}}\left[\zeta_{v^{*}}\right]
$$

with the vertex, edge and face amplitude written as

$$
\begin{align*}
& \mathcal{A}_{v^{*}}=s_{t e t}^{c o h e}(\mathbb{0})=\int_{\mathrm{SU}(2)^{4}} \prod_{v=1}^{4} \mathrm{~d} h_{v} e^{\sum_{e=1}^{6}\left|\tilde{\tilde{e}}_{e}\right| h_{t(e)}^{-1} h_{s(e)}\left|\zeta_{e}\right\rangle}  \tag{7.47}\\
& \mathcal{A}_{e^{*}}=e^{\sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| S_{e^{t}\left(e^{*}\right)}},  \tag{7.48}\\
& \mathcal{A}_{f^{*}}=\left\langle\zeta^{f^{*}, T_{1}} \mid \zeta^{f^{*}, T_{1}}\right\rangle-1 \tag{7.49}
\end{align*}
$$

For sake of simplicity of the main text, we leave the proof B.5.1 in Appendix B.5.


Figure 7.3: A dual face (in red) dual to the edge $\bar{e}$ surrounded by a loop $\left(e_{1}^{*} e_{2}^{*} \cdots e_{n}^{*} e_{1}^{*}\right)$, with $e_{i}^{*}$ dual to triangle $\triangle_{i}$. Two adjacent tetrahedra $T_{i}$ and $T_{i+1}$ (identifying $T_{n+1} \equiv T_{1}$ ) are glued along the triangle $\triangle_{i}$.

A similar state-integral model for 4D BF theory was explicitly constructed in [74]. The vertex amplitude constructed above no longer depends on the spins, thus it is expected to be irrelevant to the size of the tetrahedron it is associated to. The drawback of this construction is that the $\mathrm{SU}(2)$ group elements are still included in the formula other than spinors, making it hard to single out the geometrical information stored in the spinors themselves. Thus in the next subsection, we promote the integral expression of the Ponzano-Regge amplitude in terms of different blocks so that only spinors are left in the integral expression.

### 7.2.4 A new Ponzano-Regge state-integral formula

To get rid of the $\mathrm{SU}(2)$ group integral in the vertex amplitude, we replace the vertex amplitude by the SGF. We apply the idea that the vertex amplitude can be provided by the spin network state evaluation on the boundary of a tetrahedron. Therefore, the SGF, as the scaleless spin network evaluation, is a natural replacement of the $6 j$-symbol. Notice that the SGF can be expressed as a group integral similar to (7.29)[44]

$$
\begin{equation*}
\mathcal{S}\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)=\sum_{j_{1} \cdots j_{6}}\left(\prod_{v=1}^{4}\left(J_{v}+1\right)!\int_{\mathrm{SU}(2)} \mathrm{d} h_{v}\right) \prod_{e=1}^{6} \frac{1}{\left(2 j_{e}\right)!}\left[j_{e}, \tilde{\zeta}_{e}\left|h_{t(e)}^{-1} h_{s(e)}\right| j_{e}, \zeta_{e}\right\rangle . \tag{7.50}
\end{equation*}
$$

The difference is the factor $\left(J_{v}+1\right)$ ! for each node. This can be cancelled out by modifying the edge amplitude, and the result is given in the following proposition. The notations are the same as in Proposition 7.2.1.

Proposition 7.2.2. The spinfoam model can be expressed as a state-integral

$$
\mathcal{A}_{\mathbf{T}}\left[\mathcal{M}, \psi_{\Gamma}^{\mathfrak{s l}}\right]=\int[\mathrm{d} \mu(\zeta)] \prod_{f^{*}} \mathcal{A}_{f^{*}}\left[\zeta_{f^{*}}\right] \prod_{e^{*}} \mathcal{A}_{e^{*}}\left[\zeta_{e^{*}}\right] \prod_{v^{*}} \mathcal{A}_{v^{*}}\left[\zeta_{v^{*}}\right]
$$

with the vertex, edge and face amplitude written as

$$
\begin{align*}
& \mathcal{A}_{v^{*}}=\mathcal{S}_{v^{*}}^{\mathfrak{s l}}\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)=\frac{1}{\left(1+\sum_{\mathcal{L}} \prod_{v \subset \mathcal{L}, e \prec e^{\prime}}\left[\zeta_{e}\left|\zeta_{e^{\prime}}\right\rangle\right)^{2}\right.}  \tag{7.51}\\
& \left.\mathcal{A}_{e^{*}}=\sum_{k=0}^{\infty} \frac{1}{(k+1)!^{2}(2 k)!}\left(\sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \xi_{e}^{t\left(e^{*}\right)}\right]\right)^{2 k}={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left(\sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \xi_{e}^{t\left(e^{*}\right)}\right]\right)^{2}}{4}\right)  \tag{7.52}\\
& \mathcal{A}_{f^{*}}=\left\langle\zeta^{f^{*}, T_{1}} \mid \zeta^{f^{*}, T_{1}}\right\rangle-1 . \tag{7.53}
\end{align*}
$$

$\psi_{\Gamma}^{\text {sl }}$ is the boundary scaleless spin network state.
The proof of this proposition is rather technical and is given in Proof B.5.2.
To summarize, Proposition 7.2.2 is a re-grouped version of Proposition 7.2.1. In order to have a simple vertex amplitude with a nice geometrical interpretation, the edge amplitude becomes more complicated. However, we will see in Subsection 7.3.2 that this new edge amplitude also possesses a nice geometrical interpretation that is compatible with that of the new vertex amplitude (7.51).

### 7.2.5 Topological invariance of the Ponzano-Regge state-integral model

The topological invariance of the new Ponzano-Regge state-integral formula can be proven by performing the $2-3$ and $1-4$ Pachner moves. To do this, one can either express the vertex amplitude (7.51) into the explicit form as the generating function of the $6 j$-symbols (7.42) then use the recursion relation of the $6 j$-symbols [206], or work on the spinors variables to prove the invariance of total amplitude under Pachner moves. The former approach is rather straightforward hence here we only illustrate the latter approach.

We consider in this section the gluing of general 3-cells through triangles and show that the resulting total amplitude after gluing is given by the boundary scaleless spin network state on the union boundary, which means that the state-integral model is topological invariant.

We will show it through three different types of gluing which serve as the elementary steps to glue disjoint 3-cells. The first type is to glue two 3-cells through one triangle with no extra internal edge produced (Proposition 7.2.4). The second type is to glue two adjacent triangles sharing one edge on the boundary of one 3 -cell and produce one extra internal edge (Proposition 7.2.5). The third type is to glue two adjacent triangles sharing two edges on the boundary of one 3-cell and produce two internal edges and one internal vertex (Proposition 7.2.6). The topological invariance of the Ponzano-Regge state-integral model, which can be directly derived by analyzing the total amplitude under a combination of these three types of gluing without changing the topological nature of the 3 -cell, is a natural conclusion (Corollary 7.2.7).

The scaleless spin network state for a three-valent graph can be expressed into a Gaussian integral $[28,37]$. Let us introduce an auxiliary spinor $\left|\gamma_{v e}\right\rangle=\binom{\gamma_{v e}^{-}}{\gamma_{v e}^{+}} \in \mathbb{C}^{2}$ attached to each half link $e$ attached to node $v$ with the same spinor measure $\mathrm{d} \mu\left(\gamma_{e v}\right)=$ $\frac{1}{\pi^{2}} \mathrm{~d} \gamma_{v e}^{-} \mathrm{d} \bar{\gamma}_{v e}^{-} \mathrm{d} \gamma_{v e}^{+} \mathrm{d} \bar{\gamma}_{v e}^{+} e^{-\left\langle\gamma_{e v} \mid \gamma_{e v}\right\rangle}$. The dual auxiliary spinor is defined in the same way as $z$ 's, i.e. $\left.\mid \gamma_{e v}\right]=\binom{-\bar{\gamma}_{e v}^{+}}{\bar{\gamma}_{e v}^{-}}$. To unify the notation, we denote the new spinors at the source $s(e)$ and target $t(e)$ of a link $e$ as $\gamma_{e}$ and $\tilde{\gamma}_{e}$. Consider a general 3-cell $\mathbf{C}$ whose boundary $\partial \mathbf{C}$ is made up by jointed triangles whose dual graph $(\partial \mathbf{C})^{*}$ is a (closed) three-valent graph. The correspondent scaleless spin network state is [37]

$$
\begin{equation*}
\mathcal{S}_{\partial \mathbf{C}}^{\mathfrak{s l}}\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)=\int\left(\prod_{e} \mathrm{~d} \mu\left(\gamma_{e}\right) \mathrm{d} \mu\left(\tilde{\gamma}_{e}\right)\right) e^{\left.\left.\sum_{e}\left\langle\gamma_{e}\right| \tilde{\gamma}_{e}\right]+\sum_{\alpha}\left[\zeta_{s(\alpha)} \mid \zeta_{t(\alpha)}\right)\left|\gamma_{s(\alpha)}\right| \gamma_{t(\alpha)}\right\rangle} \tag{7.54}
\end{equation*}
$$

where $\alpha$ is the angle formed by two links $s(\alpha)$ and $t(\alpha)$ incident to a same node with the cyclic order $s(\alpha) \prec t(\alpha)$. We denote $\alpha \in v$ if $s(\alpha), t(\alpha) \in v$. Clearly (7.54) contains a link-term $e^{\left.\sum_{e}\left\langle\gamma_{e}\right| \tilde{\gamma}_{e}\right]}$ and an angle-term $e^{\sum_{\alpha}\left[\zeta_{s(\alpha)}\left|\zeta_{t(\alpha)}\right\rangle\left[\gamma_{s}(\alpha)\left|\gamma_{t(\alpha)}\right\rangle\right.\right.}$.

Lemma 7.2.3. Arbitrary gluing of 3-cells through triangles can be separated into a sequence of the following three types of gluing:

- Type I: identifying three edges of two disjoint triangles, each on the boundary of one 3-cell (fig.7.4a), whose result is one 3-cell with no extra internal edges produced (fig.7.4b);
- Type II: identifying the two remaining edges of two adjacent triangles sharing one edge on the boundary of one 3-cell (fig7.5a), whose result is one 3-cell with one extra internal edge produced (fig.7.5b);
- Type III: identifying the remaining edge of two adjacent triangles sharing two edges on the boundary of one 3-cell (fig.7.6a), whose result is one 3-cell with two extra internal edges and one internal vertex produced (fig.7.6b).

We consider separately these three types of gluing and analyze the total amplitude after gluing. The formulas given are formal but notations are consistent with the corresponding figures and the proofs, which we leave in Appendix B.5.

Proposition 7.2.4. For gluing of Type $I$, the scaleless spin network states $\mathcal{S}_{\partial \mathbf{C}_{1}}^{\mathfrak{s l}}, \mathcal{S}_{\partial \mathbf{C}_{2}}^{5 l}$ on the boundaries $\partial \mathbf{C}_{1}, \partial \mathbf{C}_{2}$ of two 3-cells $\mathbf{C}_{1}, \mathbf{C}_{2}$ glued with an edge amplitude $\mathcal{A}_{e^{*}}^{\partial \mathbf{C}_{1} \cap \partial \mathbf{C}_{2}}$ in the form of (7.52) produces a scaleless spin network state $\mathcal{S}_{\partial\left(\mathbf{C}_{1} \cup \mathbf{C}_{2}\right)}^{\mathfrak{s l}}$ on the union boundary $\partial\left(\mathbf{C}_{1} \cup \mathbf{C}_{2}\right)$ after gluing. The gluing process is symbolically expressed as (referring to the spinor notation in fig.7.4)

$$
\begin{equation*}
\mathcal{S}_{\partial\left(\mathbf{C}_{1} \cup \mathbf{C}_{2}\right)}^{\mathfrak{s l}}=\int\left(\prod_{e, c \in \partial \mathbf{C}_{1} \cap \partial \mathbf{C}_{2}} \mathrm{~d} \mu\left(\zeta_{e}\right) \mathrm{d} \mu\left(\tilde{\xi}_{c}\right)\right) \mathcal{S}_{\partial \mathbf{C}_{1}}^{\mathfrak{s l}}\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right) \mathcal{A}_{e^{*}}^{\partial \mathbf{C}_{1} \cap \partial \mathbf{C}_{2}} \mathcal{S}_{\partial \mathbf{C}_{2}}^{\mathfrak{s l}}\left(\left\{\xi_{c}, \tilde{\xi}_{c}\right\}\right) . \tag{7.55}
\end{equation*}
$$

The proof is given in Proof B.5.3.
Proposition 7.2.5. For gluing of Type II, the scaleless spin network state $\mathcal{S}_{\partial \mathrm{C}}^{\mathfrak{s l}}$ on the boundary $\partial \mathbf{C}$ of a 3-cell $\mathbf{C}$ glued with an edge amplitude $\mathcal{A}_{e^{*}}^{\Delta_{1} \triangle_{2}=\bar{e}}$ of the form (7.52), which is for two adjacent triangles $\triangle_{1}, \triangle_{2} \in \partial \mathbf{C}$ sharing one edge $\bar{e}$, and one face amplitude $\mathcal{A}_{f^{*}}^{\bar{e}}$, which is for the shared edge $\bar{e}$, produces a scaleless spin network state $\mathcal{S}_{\partial \mathrm{C}^{\prime}}^{\mathfrak{s l}}$ on the resulting 3 -cell boundary $\partial \mathbf{C}^{\prime}$. It is symbolically expressed as

$$
\begin{equation*}
\mathcal{S}_{\partial \mathbf{C}^{\prime}}^{\mathfrak{s l}}=\int\left(\prod_{e \in \Delta_{1} \cup \Delta_{2}} \mathrm{~d} \mu\left(\zeta_{e}\right)\right) \mathcal{S}_{\partial \mathbf{C}}^{\mathfrak{s l}} \mathcal{A}_{e^{*}}^{\triangle_{1} \cap \Delta_{2}=\bar{e}} \mathcal{A}_{f^{*}}^{\bar{e}} . \tag{7.56}
\end{equation*}
$$

The proof is given in Proof B.5.4.
Define a function of the face amplitude, which is defined with the spinor $\zeta$ sitting on the base node, as

$$
\begin{equation*}
G\left(\mathcal{A}_{f^{*}}(\zeta)\right):=e^{-\left(1+\mathcal{A}_{f^{*}}(\zeta)\right)}=e^{-\langle\zeta \mid \zeta\rangle} \tag{7.57}
\end{equation*}
$$

We then have the following proposition.
Proposition 7.2.6. For gluing of Type III, the scaleless spin network state $\mathcal{S}_{\partial \mathrm{C}}^{\mathfrak{s l}}$ on the boundary $\partial \mathbf{C}$ of a 3-cell $\mathbf{C}$ glued with an edge amplitude $\mathcal{A}_{e^{*}}^{\triangle_{1} \cap \triangle_{2}=\left\{\bar{e}_{1}, \bar{e}_{2}\right\}}$ in the form of (7.52), which is for two adjacent triangles $\triangle_{1}, \triangle_{2} \in \partial \mathbf{C}$ sharing two edges $\bar{e}_{1}, \bar{e}_{2}$, a face


Figure 7.4: (a) Before gluing of two 3-cells $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ (visualized as 2-spheres) through identifying the left and right triangles (in thick, each visualized as a circle embedding in the corresponding 2-sphere with three vertices on it). The links (in red), each dual to one side of a triangle is assigned spinor information. Fix the orientation of the links $e_{1,2,3}$ on the left triangle to be outgoing, the sources are assigned the spinors $\zeta_{1,2,3}$ and the auxiliary spinors $\gamma_{1,2,3}$ (not shown in the figure for clear visualization) and the targets are assigned the spinors $\tilde{\zeta}_{1,2,3}$ and the auxiliary spinors $\tilde{\gamma}_{1,2,3}$; also fix the orientation of the links $c_{1,2,3}$ on the right triangle to be ingoing, the sources are assigned the spinors $\xi_{1,2,3}$ and the auxiliary spinors $\eta_{1,2,3}$ and the targets are assigned the spinors $\tilde{\xi}_{1,2,3}$ and the auxiliary spinors $\tilde{\eta}_{1,2,3}$ (not shown in the figure for clear visualization). (b) After gluing two 3-cells $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$ (visualized as a double bubble). The spinor information in the bulk is integrated out and only the spinors on the union boundary $\partial\left(\mathbf{C}_{1} \cup \mathbf{C}_{2}\right)$ are left.
amplitude $\mathcal{A}_{f^{*}}^{\bar{e}_{1}}$ in the form of (7.53), which is for one of the shared edge $\bar{e}_{1}$, and the function $G\left(\mathcal{A}_{f^{*}}^{\bar{e}_{2}}\right)$ of the face amplitude for the other shared edge $\bar{e}_{2}$ in the form of (7.57), produces a scaleless spin network state $\mathcal{S}_{\partial \mathbf{C}^{\prime}}^{51}$ on the resulting 3 -cell boundary $\partial \mathbf{C}^{\prime}$. It is symbolically expressed as

$$
\begin{equation*}
\mathcal{S}_{\partial \mathbf{C}^{\prime}}^{\mathfrak{s l}}=\int\left(\prod_{e \tilde{\epsilon} \Delta_{1} \cup \Delta_{2}} \mathrm{~d} \mu\left(\zeta_{e}\right)\right) \mathcal{S}_{\partial \mathbf{C}}^{\mathfrak{s l}} \mathcal{A}_{e^{*}}^{\Delta_{1} \cap \Delta_{2}=\left\{\bar{e}_{1}, \bar{e}_{2}\right\}} \mathcal{A}_{f^{*}}^{\bar{e}_{1}} G\left(\mathcal{A}_{f^{*}}^{\bar{e}_{2}}\right), \tag{7.58}
\end{equation*}
$$

where the $e \tilde{\in} \triangle_{1} \cup \triangle_{2}$ denotes that the integral is for all the spinors on (the dual node of) the two triangles $\triangle_{1}$ and $\triangle_{2}$ except the one defining the face amplitude $\mathcal{A}_{f^{*}}^{\bar{e}_{2}}$.

The proof is given in Proof B.5.5.


Figure 7.5: Gluing two adjacent triangles (in thick, each visualized as a semicircle and one edge connecting the two ends) sharing one edge $\bar{e}$ on one continuous boundary (visualized as the boundary of a 3-ball removing a lemon slice). (a) Before gluing: The left triangle is dual to a node with three links $e_{1,2,3}$ outgoing, while the right triangle is dual to the other node with three links $e_{1,4,5}$ incoming. For $e_{1}$, the source is assigned $\zeta_{1}, \gamma_{1}$ and the target is assigned $\tilde{\xi}_{1}, \tilde{\eta}_{1}$. For links $e_{2,3}$, the sources are assigned $\zeta_{2,3}, \gamma_{2,3}$ and the targets are assigned $\tilde{\zeta}_{2,3}, \tilde{\gamma}_{2,3}$. For links $e_{4,5}$, the source are assigned $\xi_{2,3}, \eta_{2,3}$ and the targets are assigned $\tilde{\xi}_{2,3}, \tilde{\eta}_{2,3}$. (Only part of the spinors are shown for clear visualization). (b) After gluing: The shared edge $\bar{e}$ becomes internal and the other two edges from different triangles collapse (in thick). Spinor information in the bulk is integrated out and only the spinors on the resulting boundary (as shown) are left.

Note that (7.58) is a finite equation because we did not perform the integration over $\zeta_{2}$. The dependence of the final result on $z_{2}$ is removed simply by $\delta(g)$. If one replaces $G\left(\mathcal{A}_{f^{*}}^{\bar{e}_{2}}\right)$ by $\mathcal{A}_{f^{*}}^{\bar{e}_{2}}\left(\zeta_{2}\right)$ and further integrate $\zeta_{2}$ on the right hand side, one gets a delta distribution of $\mathrm{SU}(2)$ group evaluated on the identity on the left hand side, i.e.

$$
\begin{equation*}
\mathcal{S}_{\partial \mathbf{C}^{\prime}}^{\mathfrak{S l}} \delta_{\mathrm{SU}(2)}(\mathbb{\square})=\int\left(\prod_{e \in \Delta_{1} \cup \Delta_{2}} \mathrm{~d} \mu\left(\zeta_{e}\right)\right) \mathcal{S}_{\partial \mathrm{C}}^{\mathfrak{S l}} \cdot \mathcal{A}_{e^{*}}^{\triangle_{1} \cap \triangle_{2}=\left\{\bar{e}_{1}, \bar{e}_{2}\right\}} \cdot \mathcal{A}_{f^{*}}^{\bar{e}_{1}} \cdot \mathcal{A}_{f^{*}}^{\bar{e}_{2}}, \tag{7.59}
\end{equation*}
$$

which diverges and the divergence corresponds to the translational symmetry of the extra internal vertex produced after gluing as in the original Ponzano-Regge state-sum model [103, 104]. In the state-sum model, this divergence can be eliminated by fixing the spin (thus edge length, say $\ell_{\bar{e}}$ ) of one internal edge incident to this internal vertex. In a similar spirit, (7.58) can be viewed as the gauge-fixing version of (7.59) which fixes one spinor $\zeta_{2}$

(a)

(b)

Figure 7.6: Gluing of the two adjacent triangles (in thick, each visualized as a semicircle and two edges incident to the origin of the 3-ball) sharing two edges on one continuous boundary (visualized as the boundary of a 3-ball removing a solid cone). (a) Before gluing: The left triangle is dual to one node with three links $e_{1,2,3}$ outgoing, while the right triangle is dual to the other node with three links $e_{1,2,4}$ ingoing. $s\left(e_{1}\right)\left(\right.$ resp. $\left.t\left(e_{1}\right)\right)$ is assigned $\zeta_{1}, \gamma_{1}$ (resp. $\left.\tilde{\xi}_{1}, \tilde{\eta}_{1}\right), s\left(e_{2}\right)\left(\right.$ resp. $\left.t\left(e_{2}\right)\right)$ is assigned $\zeta_{2}, \gamma_{2}\left(\right.$ resp. $\left.\tilde{\xi}_{2}, \tilde{\eta}_{2}\right)$, s(e $\left.e_{3}\right)\left(\right.$ resp. $\left.t\left(e_{3}\right)\right)$ is assigned $\zeta_{3}, \gamma_{3}$ (resp. $\zeta_{3}, \tilde{\gamma}_{3}$ ), and $s\left(e_{4}\right)$ (resp. $t\left(e_{4}\right)$ ) is assigned $\xi_{3}, \eta_{3}$ (resp. $\left.\tilde{\xi}_{3}, \tilde{\eta}_{3}\right)$. (only part of the spinors are shown for clear visualization). (b) After gluing: The shared edges become internal and one extra internal vertex (the origin of the 3-ball) is created. The remaining edge from different triangles collapses and lives on the resulting boundary. Spinor information in the bulk is integrated out and only the spinors on the resulting boundary, i.e. $\tilde{\zeta}_{3}, \tilde{\gamma}_{3}$ and $\xi_{3}, \eta_{3}$, are left.
in the bulk. Another way of gauge fixing is to gauge fix (the norm of) the inner product $\left|\left[\zeta_{1}\left|\zeta_{2}\right\rangle \mid\right.\right.$ of the two spinors $\zeta_{1}, \zeta_{2}$ used to define the face amplitude $\mathcal{A}_{f^{*}}^{\bar{e}_{1}}$ and $\mathcal{A}_{f^{*}}^{\bar{e}_{2}}$, which encodes the angle information of the triangle dual to the node that $\zeta_{1}, \zeta_{2}$ lives on (see Section 7.3 .1 below). This can be seen by rewriting $\delta_{\mathrm{SU}(2)}(\mathbb{\square})$ in terms of $\left|\left[\zeta_{1}\left|\zeta_{2}\right\rangle \mid\right.\right.$ as

$$
\begin{align*}
\delta_{\mathrm{SU}(2)}(\mathbb{\square}) & =\int_{\mathrm{SU}(2)} \mathrm{d} g \int \mathrm{~d} \mu\left(\zeta_{1}\right) \mathrm{d} \mu\left(\zeta_{2}\right)\left(\left\langle\zeta_{1} \mid \zeta_{1}\right\rangle-1\right)\left(\left\langle\zeta_{2} \mid \zeta_{2}\right\rangle-1\right) e^{\left\langle\zeta_{1}\right| g\left|\zeta_{1}\right\rangle} e^{\left\langle\zeta_{2}\right| g\left|\zeta_{2}\right\rangle} \\
& =\int \mathrm{d} \mu\left(\zeta_{1}\right) \mathrm{d} \mu\left(\zeta_{2}\right)\left(\left\langle\zeta_{1} \mid \zeta_{1}\right\rangle-1\right)\left(\left\langle\zeta_{2} \mid \zeta_{2}\right\rangle-1\right) e^{\left.\left|\zeta \zeta_{1}\right| \zeta_{2}\right\rangle\left.\right|^{2}} . \tag{7.60}
\end{align*}
$$

One can straightforwardly conclude from Lemma 7.2.3 and Proposition 7.2.4, 7.2.5, 7.2.6 the following corollary.

Corollary 7.2.7. The Ponzano-Regge state-integral formula given in Proposition 7.2.2 is topological invariant. This means the total amplitude is independent of the bulk configuration and is equal to the boundary scaleless spin network state upon gauge fixings, one for each internal vertex.

In particular, in the $2-3$ Pachner move, the gluing of two tetrahedra is of Type I; the gluing of three tetrahedra includes three steps, two of which are of Type I and the other is of Type II. In the 1-4 Pachner move, the gluing of four tetrahedra includes six steps, three of which are of Type I, two of which are of Type II and the remaining one is of Type III.

### 7.3 Geometric interpretation of the state-integral

Spins are geometrically interpreted as lengths thus the geometrical meaning of the original Ponzano-Regge state-sum is rather simple as reviewed above. In contrast, the geometrical interpretation of spinors, or the inner product of spinors which are used in the new PonzanoRegge state-integral described in Proposition 7.2.2, is not as apparent. To understand how the new model describes the geometry, we analyze in this section separately the geometrical information of the tetrahedron described by the new vertex amplitude, and that of the gluing process described by the new edge amplitude.

### 7.3.1 Poles of the $\left\{12 \zeta^{\times 2}\right\}$ symbol

In this subsection, we come back to the tetrahedron graph and look into the geometrical interpretation of the SGF. To this end, we rewrite the SGF in terms of the new variables, namely the angle couplings and the link couplings. They are both invariant under the $\mathrm{SL}(2, \mathbb{C})$ gauge transformation of spinors and the latter is further invariant under the antiscale transformation (see (7.45)) thus forming a minimum set of variables.

At the first glance, since the SGF encodes the summation of spins, which geometrically represent lengths of the one-skeleton of a tetrahedron, the length information is expected to be washed out and it leaves the rest of the geometrical information, thus angles. Angle information of a tetrahedron includes internal angles of triangles (called internal angles for short) on the boundary of the tetrahedron and the dihedral angles between each pair of triangles. By taking the large $j$ limit of the $6 j$-symbols, we will find that these angle information are exactly stored in the norms and phases of the 6 independent link couplings.

We will first regroup the scalar products of spinors in the expression of the SGF (7.43) into an expression in terms of the link couplings. Through a stationary analysis of the new SGF expression, we acknowledge that the link couplings capture the internal angles of triangles in their real part and the dihedral angles between triangles in their imaginary part. This establishes our expectation that the SGF describes the quantum conformal geometry of a tetrahedron.

From angle couplings to link couplings. Each pair of links incident to the same node form an angle. We define the angle coupling $X_{e e^{\prime}}$ by the (holomorphic) inner product of the spinors associated to the pair of links $\left(e, e^{\prime}\right)$ with the order $e \prec e^{\prime}$ as

$$
\begin{equation*}
X_{e e^{\prime}} \equiv X_{e^{\prime} e}:=\left[\zeta_{e}\left|\zeta_{e^{\prime}}\right\rangle=\left|X_{e e^{\prime}}\right| e^{i \Phi_{e e^{\prime}}}, \quad e \prec e^{\prime}, \quad e, e^{\prime} \in v, \quad \Phi_{e e^{\prime}} \in[0, \pi)\right. \tag{7.61}
\end{equation*}
$$

We have separated the norm $\left|X_{e e^{\prime}}\right|$ and the phase $\Phi_{e e^{\prime}}$ of the angle coupling. These angle couplings can be grouped to form the link couplings $Y_{e}$ 's [37] such that

$$
\begin{equation*}
\prod_{v \in \Gamma} \prod_{e, e^{\prime}, e^{\prime \prime} \in v} X_{e e^{\prime}}^{J_{v}-2 j_{e^{\prime \prime}}}=\prod_{e \in \Gamma} Y_{e}^{2 j_{e}} . \tag{7.62}
\end{equation*}
$$

Consider two three-valent nodes connected with an oriented link $e$, where $e_{1}, e_{2}$ are the other two links incident to the source $s(e)$ of the link $e$, and $\tilde{e}_{1}, \tilde{e}_{2}$ are the two other links incident to the target $t(e)$, as shown in fig.7.7. The link coupling $Y_{e}$ is expressed in terms of the angle couplings as

$$
\begin{equation*}
Y_{e} \equiv\left|Y_{e}\right| e^{i \Psi_{e}}=\sqrt{\frac{\left[\zeta _ { e } | \zeta _ { e _ { 1 } } \rangle \left[\zeta_{e_{2}}\left|\zeta_{e}\right\rangle\right.\right.}{\left[\zeta_{e_{1}}\left|\zeta_{e_{2}}\right\rangle\right.} \frac{\left[\tilde { \zeta } _ { e } | \zeta _ { \tilde { e } _ { 1 } } \rangle \left[\zeta_{\tilde{e}_{2}}\left|\tilde{\zeta}_{e}\right\rangle\right.\right.}{\left[\zeta_{\tilde{e}_{1}}\left|\zeta_{\tilde{e}_{2}}\right\rangle\right.}}=\sqrt{\frac{X_{e e_{1}} X_{e e_{2}}}{X_{e_{1} e_{2}}} \frac{X_{e \tilde{e}_{1}} X_{e \tilde{e}_{2}}}{X_{\tilde{e}_{1} \tilde{e}_{2}}}}, \quad \Psi_{e} \in[0, \pi) . \tag{7.63}
\end{equation*}
$$

The norm $\left|Y_{e}\right|$ and the phase $\Psi_{e}$ of the link coupling read explicitly

$$
\begin{align*}
\left|Y_{e}\right|=\sqrt{\frac{\left|X_{e e_{1}}\right|\left|X_{e e_{2}}\right|}{\left|X_{e_{1} e_{2}}\right|} \frac{\left|X_{e \tilde{e}_{1}}\right|\left|X_{e \tilde{e}_{2}}\right|}{\left|X_{\tilde{e}_{1} \tilde{e}_{2}}\right|}}, \\
\Psi_{e}=\bmod \left(\frac{1}{2}\left(\Phi_{e e_{1}}+\Phi_{e e_{2}}-\Phi_{e_{1} e_{2}}+\Phi_{e \tilde{e}_{1}}+\Phi_{e \tilde{e}_{2}}-\Phi_{\tilde{e}_{1} \tilde{e}_{2}}\right), \pi\right) . \tag{7.64}
\end{align*}
$$

It will be convenient to introduce the "shared" spins for angles on the same node as

$$
\begin{align*}
& k_{e e^{\prime}}:=J_{v}-2 j_{e^{\prime \prime}}, \quad k_{e^{\prime} e^{\prime \prime}}:=J_{v}-2 j_{e}, \quad k_{e^{\prime \prime} e}:=J_{v}-2 j_{e^{\prime}}, \\
& \text { where } J_{v}=j_{e}+j_{e^{\prime}}+j_{e^{\prime \prime}} \text { and } e, e^{\prime}, e^{\prime \prime} \in v . \tag{7.65}
\end{align*}
$$



Figure 7.7: Two three-valent nodes $s(e)$ and $t(e)$ connected by an oriented link $e$. links $e, e_{1}, e_{2}$ are incident to $s(e)$, and links $e, \tilde{e}_{1}, \tilde{e}_{2}$ are incident to $t(e)$.


Figure 7.8: Thicken the links $e, e^{\prime}, e^{\prime \prime}$ incident to the node $v$ into threads. Each thread carries a spin $\frac{1}{2}$ and the number of threads for each link is twice of the spin value it is dressed with. The shared spins $k_{e e^{\prime}}$ can be viewed as the number of threads shared by the links $e$ and $e^{\prime}$. Similarly for $k_{e e^{\prime \prime}}$ and $k_{e^{\prime} e^{\prime \prime}}$.
$k_{e e^{\prime}}$ can be understood as the number of threads (equal to twice of the spin value) shared by the links $e$ and $e^{\prime}$, as illustrated in fig.7.8.

These shared spins are not independent. Referring to the relative position of the edges $e, e_{1}, e_{2}, \tilde{e}_{1}, \tilde{e}_{2}$ shown in fig.7.7, the constraint for $k_{e e}$ 's is

$$
\begin{equation*}
k_{e e_{1}}+k_{e e_{2}}=k_{e \tilde{e}_{1}}+k_{e \tilde{e}_{2}}=2 j_{e}, \quad \forall e \tag{7.66}
\end{equation*}
$$

 shared spins as expected.

Let us recall the SGF (7.42) written with the angle and link couplings,

$$
\mathcal{S}\left(\left\{X_{e e^{\prime}}\right\}\right)=\sum_{j_{1} \cdots j_{6}}\left[\prod_{v=1}^{4} \sqrt{\left.\frac{\left(J_{v}+1\right)!}{\prod_{e, e^{\prime} \in v} k_{e e^{\prime}}!}\right]}\left[\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{7.67}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \prod_{v=1}^{4}\left(\prod_{e, e^{\prime} \in v} X_{e e^{\prime}}^{k_{e e^{\prime}}}\right),\right.
$$

or

$$
\mathcal{S}\left(\left\{Y_{e}\right\}\right)=\sum_{j_{1} \cdots j_{6}}\left[\prod_{v=1}^{4} \sqrt{\frac{\left(J_{v}+1\right)!}{\prod_{e, e^{\prime} \in v} k_{e e^{\prime}}!}}\right]\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3}  \tag{7.68}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \prod_{e=1}^{6} Y_{e}^{2 j_{e}}
$$

For any loop $\mathcal{L}$, the following equality holds

$$
\begin{equation*}
\prod_{v \in \mathcal{L}} X_{e e^{\prime}}^{v}=\prod_{e \in \mathcal{L}} Y_{e} \tag{7.69}
\end{equation*}
$$

thus (7.43) can also be written in two ways

$$
\begin{equation*}
\mathcal{S}\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)=G\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)^{-2}, \quad G\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)=1+\sum_{\mathcal{L}} \prod_{e, e^{\prime} \in v \subset \mathcal{L}} X_{e e^{\prime}}=1+\sum_{\mathcal{L}} \prod_{e \subset \mathcal{L}} Y_{e} \tag{7.70}
\end{equation*}
$$

Link couplings at the stationary point. Now that we have the expression of the SGF in terms of the link couplings, we would like to apply the stationary analysis at the large $j$ limit of the SGF to look into the poles. We first take the Stirling approximation of the factorials:

$$
\begin{equation*}
n!\sim \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n}=e^{n \ln n+O(n)} \tag{7.71}
\end{equation*}
$$

When $V^{2}>0$, the $6 j$-symbol represents a tetrahedron embedded in the 3D Euclidean space. It reads [174]

$$
\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3}  \tag{7.72}\\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \sim \frac{1}{\sqrt{12 \pi V}} \cos \left(\sum_{e=1}^{6} \ell_{e} \Theta_{e}+\frac{\pi}{4}\right)
$$

where $\ell_{e}=j_{e}+\frac{1}{2}$ is the edge length of the edge $\bar{e}, V$ the volume of the tetrahedron with edge lengths $\left\{\ell_{e}\right\}$ calculated by the Cayley-Menger determinant, and $\Theta_{e}$ the external dihedral angle about the edge $\bar{e}$, i.e. the angle between the outward normals to the faces sharing the edge $\bar{e}^{7}$. The large $j$ limit of the $\operatorname{SGF}$ (7.68) is thus [46]

$$
\begin{align*}
\mathcal{S}^{\mathfrak{s l}}\left(\left\{Y_{e}\right\}\right) & =\sum_{j_{1} \cdots j_{6}}\left[\prod_{v=1}^{4} \sqrt{\frac{\left(J_{v}+1\right)!}{\prod_{e, e^{\prime} \in v} k_{e e^{\prime}}!}}\right]\left\{\begin{array}{lll}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\} \prod_{e=1}^{6} Y_{e}^{2 j_{e}} \\
& \sim \sum_{\left\{j_{e}\right\}} e^{\sum_{v=1}^{4} \frac{1}{2}\left(J_{v} \ln J_{v}-\sum_{e, e^{\prime} \in v} k_{e e^{\prime}} \ln k_{e e^{\prime}}\right)} e^{\sum_{e=1}^{6} 2 j_{e}\left(\ln \left|Y_{e}\right|+i \Psi_{e}\right)} \frac{1}{2 \sqrt{12 \pi V}} \sum_{\epsilon= \pm} e^{i \epsilon\left(\sum_{e=1}^{6} \ell_{e} \Theta_{e}+\frac{\pi}{4}\right)} \\
& =\sum_{\epsilon= \pm} \sum_{\left\{j_{e}\right\}} \frac{1}{2 \sqrt{12 \pi V}} e^{\mathcal{S}_{\epsilon}\left(\left\{Y_{e}, j_{e}\right\}\right)} . \tag{7.73}
\end{align*}
$$

[^36]In the second line, we have used $\cos \left(\sum_{e=1}^{6} \ell_{e} \Theta_{e}+\frac{\pi}{4}\right)=\frac{1}{2} \sum_{\epsilon= \pm} e^{i \epsilon\left(\sum_{e=1}^{6} \ell_{e} \Theta_{e}+\frac{\pi}{4}\right)}$.
As the volume $V$ grows polynomially with the spins, its derivative of spin will contribute to the sub-leading correction of the stationary point. Therefore, to the leading order, one simply needs to consider the stationary point of the exponent term $\mathcal{S}_{\epsilon}\left(\left\{Y_{e}, j_{e}\right\}\right)$ of the SGF.

The real and imaginary part of $\mathcal{S}_{\epsilon}$ can be rewritten as

$$
\begin{align*}
& \operatorname{Re}\left[\mathcal{S}_{\epsilon}\left(\left\{Y_{e}, j_{e}\right\}\right)\right]=\sum_{v=1}^{4} \frac{1}{2}\left[J_{v} \ln J_{v}-\sum_{e, e^{\prime} \in v} k_{e e^{\prime}} \ln k_{e e^{\prime}}\right]+\sum_{e=1}^{6} j_{e} \ln \left|Y_{e}\right|^{2},  \tag{7.74}\\
& \operatorname{Im}\left[\mathcal{S}_{\epsilon}\left(\left\{Y_{e}, j_{e}\right\}\right)\right]=\sum_{e=1}^{6}\left[j_{e}\left(2 \Psi_{e}+\epsilon \Theta_{e}\right)+\frac{1}{2} \epsilon \Theta_{e}\right]+\epsilon \frac{\pi}{4} \tag{7.75}
\end{align*}
$$

Thanks to the Schläfli identity, $\sum_{e}^{6} j_{e} \frac{\partial \Theta_{e}}{\partial j_{e}}=0$, the phase term has a simple derivative expression $\frac{\partial \sum_{e} j_{e} \Theta_{e}}{\partial j_{e}}=\Theta_{e}$. The saddle point $\frac{\partial \mathcal{S}_{\epsilon}}{\partial j_{e}}$ can be separated into the real part and the imaginary part. Using some trigonometry relations, the result reads (neglecting sub-leading contributions) [37, 46]

$$
\begin{align*}
& \frac{\partial \operatorname{Re}\left[\mathcal{S}_{\epsilon}\right]}{\partial j_{e}}=0 \rightarrow\left|Y_{e}\right|^{2} \sim \sqrt{\frac{k_{e e_{1}} k_{e e_{2}}}{k_{e_{1} e_{2}} J_{s(e)}}} \sqrt{\frac{k_{e \tilde{e}_{1}} k_{e \tilde{e}_{2}}}{k_{\tilde{e}_{1} \tilde{e}_{2}} J_{t(e)}}} \equiv \tan \frac{\phi_{s(e)}}{2} \tan \frac{\phi_{t(e)}}{2},  \tag{7.76}\\
& \frac{\partial \operatorname{Im}\left[\mathcal{S}_{\epsilon}\right]}{\partial j_{e}}=0 \rightarrow \Psi_{e}=-\frac{\epsilon}{2} \Theta_{e} . \tag{7.77}
\end{align*}
$$

we have identified the length of edge $\bar{e}$ with the spin values $j_{e}$ as $j_{e} \gg \frac{1}{2} . \phi_{s(e)}$ is the internal angle opposite to the edge $\bar{e}$ in the triangle dual to the source node $s(e)$ of the link $e$, similarly for $\phi_{t(e)}$, as shown in fig.7.9. The saddle point corresponds to the pole of the SGF, which is also the Fisher zero for the Ising partition function on a tetrahedron graph [46]. It clearly expresses the conformal geometry of the (classical limit of) the tetrahedron: The norm of the link coupling $\left|Y_{e}\right|$ corresponds to the pair of internal angles $\left(\phi_{s(e)}, \phi_{t(e)}\right)$ opposite to the edge $\bar{e}$ in the two triangles meeting at $\bar{e}$, while the phase $\Psi_{e}$ corresponds to half of the external dihedral angle about the edge $\bar{e}$.

According to the relation (7.64) between (the norms of) the angle and link couplings and (7.76), one can also write, at the saddle point $\partial \mathcal{S}_{\epsilon} / \partial j_{e}=0$, that

$$
\begin{equation*}
\frac{\left|X_{e e^{\prime}}\right|\left|X_{e e^{\prime \prime}}\right|}{\left|X_{e^{\prime} e^{\prime \prime}}\right|} \sim \tan \frac{\phi_{e^{\prime} e^{\prime \prime}}}{2}, \quad \frac{\left|X_{e^{\prime} e}\right|\left|X_{e^{\prime} e^{\prime \prime}}\right|}{\left|X_{e e^{\prime \prime}}\right|} \sim \tan \frac{\phi_{e e^{\prime \prime}}}{2}, \quad \frac{\left|X_{e^{\prime \prime} e}\right|\left|X_{e^{\prime \prime} e^{\prime}}\right|}{\left|X_{e e^{\prime}}\right|} \sim \tan \frac{\phi_{e e^{\prime}}}{2} \tag{7.78}
\end{equation*}
$$

where $\phi_{e e^{\prime \prime}}, \phi_{e e^{\prime \prime}}, \phi_{e e^{\prime}}$ are the angles of a triangle as shown in fig.7.10. To determine the shape of a tetrahedron, one merely needs the norm of the couplings or the phase of the couplings. For sake of simplicity, we will make use of the norms only.


Figure 7.9: Two (unplanar) triangles sharing one edge $\bar{e}$ and its 2D oriented dual graph (in red). The node $s(e)$ is dual to the left triangle and $t(e)$ dual to the right one. $\phi_{s(e)}$ and $\phi_{t(e)}$ are the internal angle opposite to the edge $\bar{e}$ within the left and right triangle respectively. Their relation with the norm of the link coupling at the saddle point is given in (7.76). $\Theta_{e}$ is the external dihedral angle about the edge $\bar{e}$. Its relation with the phase of the link coupling at the saddle point is given in (7.77).


Figure 7.10: Three links (in red) $e, e^{\prime}, e^{\prime \prime}$ meeting at one node. The triangle (in black) dual to the node is bounded by edges $\bar{e}, \bar{e}^{\prime}, \bar{e}^{\prime \prime}$. (In fact, there is no one-to-one map from the link couplings to angle couplings. We have chosen a "geometric gauge" for the angle couplings which has the most local sense. See [137] for details.) The length of the edge $\bar{e}$ is given by the spin $j_{e}$, similarly for $\bar{e}^{\prime}$ and $\bar{e}^{\prime \prime}$. The angle formed by links $\bar{e}, \bar{e}^{\prime}$ is $\phi_{e e^{\prime}}$. Similarly for $\phi_{e^{\prime} e^{\prime \prime}}$ and $\phi_{e e^{\prime \prime}}$.

### 7.3.2 Propagator and geometric gluing

We have shown that the SGF describes the local conformal geometry of each elementary 3D block in the Ponzano-Regge state-integral. Since the scales of the building blocks are not fixed, the gluing process becomes non-trivial compared to the original Ponzano-Regge state-sum model, where the gluing is performed by matching the full boundary geometry
— both the shape and size of the glued triangles - of the blocks. This new way of gluing is described by this new edge amplitude

$$
\mathcal{A}_{e^{*}}={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left(\sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \xi_{e}^{t\left(e^{*}\right)}\right]\right)^{2}}{4}\right)
$$

To gain a global picture of the state-integral model, we here analyze the geometrical meaning of the edge amplitude.

The edge amplitude is also called the propagator and it describes how two neighbouring tetrahedra are glued. Note that the measure of the spinors $\mathrm{d} \mu(\zeta) \equiv \mathrm{d}^{4} \zeta e^{-\langle\zeta \mid \zeta\rangle}$ includes a Gaussian weight, it is necessary to take it into account so that the norm $\left|P\left(\left\{\zeta_{e}\right\},\left\{\xi_{e}\right\}\right)\right|$ of the propagator remains finite (we have assumed that $\left\{\zeta_{e}\right\}$ are from the tetrahedron dual to $s\left(e^{*}\right)$ and $\left\{\xi_{e}\right\}$ are from that dual to $t\left(e^{*}\right)$ and omit the superscript for simplicity). We rewrite the propagator as

$$
\begin{equation*}
\left.P\left(\left\{\zeta_{e}\right\},\left\{\xi_{e}\right\}\right)={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}}, \quad \mathbf{z}=\sum_{e \in v}\left\langle\zeta_{e}\right| \xi_{e}\right], \quad \mathbf{r}^{2}:=\sum_{e \in v}\left(\left\langle\zeta_{e} \mid \zeta_{e}\right\rangle+\left\langle\xi_{e} \mid \xi_{e}\right\rangle\right) . \tag{7.79}
\end{equation*}
$$

Similar to the vertex amplitude, we are interested in the stationary points of the propagator (7.79). It turns out that the stationary point(s) for the propagator (7.79) forces the two triangles to be glued to have the same shape. This is guaranteed by the following proposition.

Proposition 7.3.1. The vanishing derivative by $\left\{\bar{\xi}_{e}\right\}$ of $P\left(\left\{\zeta_{e}\right\},\left\{\xi_{e}\right\}\right)$ defined in (7.79) demands that

$$
\begin{equation*}
\left|\left[\zeta _ { e } | \zeta _ { e ^ { \prime } } \rangle \left|=\left|\left[\xi _ { e } | \xi _ { e ^ { \prime } } \rangle | , \quad | \left[\zeta _ { e ^ { \prime } } | \zeta _ { e ^ { \prime \prime } } \rangle \left|=\left|\left[\xi _ { e ^ { \prime } } | \xi _ { e ^ { \prime \prime } } \rangle | , \quad | \left[\zeta _ { e ^ { \prime \prime } } | \zeta _ { e } \rangle \left|=\left|\left[\xi_{e^{\prime \prime}}\left|\xi_{e}\right\rangle \mid .\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.\right.\right. \tag{7.80}
\end{equation*}
$$

where $\zeta_{e}$ and $\xi_{e}$ are spinors associated to the links dual to edges to be glued. Likewise for $\zeta_{e^{\prime}}$ and $\xi_{e^{\prime}}$ as well as $\zeta_{e^{\prime \prime}}$ and $\xi_{e^{\prime \prime}}$.
(7.80) means that the angle couplings $X_{e e^{\prime}}, X_{e^{\prime} e^{\prime \prime}}, X_{e^{\prime \prime} e}$ from both triangles have the same norm. According to the stationary analysis for the angle coupling norms (7.78), we conclude that the gluing is picked when the shapes of the triangle to be glued are the same. The proof of Proposition 7.3.1 is given in Proof B.5.6.

In summary, the Ponzano-Regge state-integral model as constructed above encodes only the conformal geometry of the triangulation blocks either in the vertex amplitudes or the edge amplitudes. A vertex amplitude $\mathcal{A}_{v^{*}}$ describes the shape of the tetrahedron dual to
$v^{*}$; an edge amplitude $\mathcal{A}_{e^{*}}$ describes that two adjacent tetrahedra can be glued together by identifying the shape of two triangles, each from one of the tetrahedra. When there exists a boundary $\partial \mathcal{M}$ of the manifold, the total amplitude built in this way encodes also the conformal geometry on the triangulation of $\partial \mathcal{M}$ since the boundary structure is described by the scaleless spin network state $\psi_{\gamma}^{\text {sl }}$.

### 7.3.3 Ponzano-Regge state-integral versus state-sum model

Let us recall the original spinfoam state-sum and the new spinfoam state-integral expression,

$$
\begin{align*}
& \mathcal{A}_{\mathbf{T}}\left[\mathcal{M}, \psi_{\Gamma}\right]=\sum_{\left\{j_{f^{*}}\right\}} \prod_{f^{*}} d_{j_{f^{*}}} \prod_{e^{*}}(-1)^{\sum_{i=1}^{3} j_{i}} \prod_{v^{*}}\left\{\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
j_{4} & j_{5} & j_{6}
\end{array}\right\}_{v^{*}} \\
= & \int[\mathrm{d} \mu(\zeta)] \prod_{f^{*}}\left(\left\langle\zeta^{f^{*}} \mid \zeta^{f^{*}}\right\rangle-1\right) \prod_{e^{*}}{ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left(\sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \xi_{e}^{t\left(e^{*}\right)}\right]\right)^{2}}{4}\right) \prod_{v^{*}} \mathcal{S}_{v^{*}}^{\mathfrak{s l}}\left(\left\{\zeta_{e}^{v^{*}}, \tilde{\zeta}_{e}^{v^{*}}\right\}\right) . \tag{7.81}
\end{align*}
$$

In the state-sum expression, when no boundary is present, the edge amplitude can be absorbed into the vertex amplitude, while the edge amplitude is always explicit in the state-integral expression. This leads to two different ways to understand spinfoam. In the former model, after choosing a triangulation $\mathbf{T}$ of $\mathcal{M}$, we first associate the representation data (spins) on the one-skeleton of $\mathbf{T}$ then construct the vertex and face amplitudes with these representation data. In the latter model, in contrast, we first isolate all the elementary blocks, i.e. tetrahedra, after the triangulation then associate the representation data (spinors) to the boundary of each isolated block, followed by constructing vertex amplitude for each isolated block, edge amplitude through gluing these elementary blocks and finally face amplitude for each edge after gluing.

One may also absorb the edge amplitude into the vertex amplitude for the state-integral
 dron in each gluing. We have not found a close form for this expression, unfortunately. Furthermore, since the vertex amplitude is no longer trivial, it would be changed after this absorption, which potentially changes the geometrical interpretation.

On the other hand, leaving the edge amplitude un-absorbed allows us to separate the data from different blocks so that the saddle point analysis can be done for each vertex amplitude independently. Moreover, the saddle point analysis on the vertex amplitudes is
compatible with that on the edge amplitudes. The saddle point of each vertex amplitude (7.76) relates the spinor configuration to spins within a single block, while the saddle point of the edge amplitudes (7.80) relates the spinors from different blocks. These saddle points can be obtained simultaneously and the result effectively relates the (ratios of) spins from different blocks (with spinors as the mediums).

Geometrically, the gluing condition in the state-integral model is looser compared to that in the state-sum model, since the former only requires that the triangles to be glued have the same shape while the latter restricts that the triangles should be of the same shape and size. At the first glance, it seems the state-integral allows more configurations and should produce a different total amplitude. However, the size un-matched configurations can not survive under the spinor integration, thus the total amplitude comes only from the size-wise and shape-wise matched configurations, same as the case of the state-sum model. We have used the same property of the spinor integration in constructing the state-integral to move the contour integral from the vertex amplitude (7.47) to the edge amplitude (7.52).

Another difference between the state-sum and state-integral models is the source of the divergence in the expressions. In the state-sum model, the vertex amplitude damps as $j^{-3 / 2}$. The divergence comes from the infinite sum of the spin labels and the total amplitude diverges as $\sqrt{j}$. In the state-integral model, in contrast, the integration does not lead to divergence thanks to the Gaussian weight while the vertex amplitudes give divergence since there are poles in the vertex amplitudes. This is because the vertex amplitude, as a generating function of the $6 j$-symbols, contains the summation of spins, thus the divergence can be viewed as from the large spin contribution. To see that it is the case, we Taylor expand the vertex amplitude and look at the pole,

$$
\mathcal{A}_{v^{*}}=\frac{1}{(1+x)^{2}}=\sum_{j \in \mathbb{N} / 2}(2 j+1)(-x)^{2 j} \xrightarrow{x=-1} \sum_{j \in \mathbb{N} / 2}(2 j+1),
$$

where $x$ denotes the cycle-sums as given in (7.43). This illustrates that the divergence of the vertex amplitude in the state-integral model is also given by large spins, which is consistent with the state-sum model.

In this chapter, we have introduced a new framework of the spinfoam model for 3D quantum gravity based on the spinor representation of $\mathrm{SU}(2)$. The continuum nature of spinor variables allows us to represent the spinfoam as a state-integral, rather than a state-sum in the original Ponzano-Regge model where the spin representation of $\mathrm{SU}(2)$ is used. The integral expression would probably make the computation of e.g. correlations and transition amplitudes more controllable. More importantly, the state-integral framework inherits the scale-invariant nature of pure gravity in 3D. It describes a quantum gravity model with
scale-invariant boundary quantum geometry, which can be seen as an integration over the conformal classes of boundary geometry. We expect that this framework would serve as a better starting point to study the coarse-graining or renormalization behaviour of 3D quantum gravity, and would be useful to investigate the quasi-local CFT/gravity duality.

This can be seen as the first step toward applying (the quantization of) the deformed spinors introduced in Chapter 3 to the 3D spinfoam model with a non-vanishing $\Lambda$. It would be interesting to see if the deformed spinors can be used to construct the spinfoam that recovers the Turaev-Viro model [204], whose building blocks are the $q$-deformed $6 j$ symbols. Along the line of the construction in this chapter, one of the first things to do can be to construct the " $q$-deformed scaleless spin network state" on the hyperbolic geometry. We expect that the spinorial framework of LQG and the spinfoam model can be generalized to a $q$-deformed version with the use of a quantum group in the mathematical construction and describe a quantum gravity with a non-vanishing cosmological constant.

## Chapter 8

## Summary and outlooks

## Summary of results

Let us now summarize what we have done in this thesis. The inclusion of a cosmological constant $\Lambda$ has not been well-understood in the LQG framework. In this thesis, we tackle the question in a simplified setting - three space-time dimension in the Euclidean signature. This allows us to do exact computations and provide guidance to discover new principles and mathematical structures for four-dimensional LQG.

We formulated the $q$-deformed LQG model for $\Lambda<0$ in a mathematically rigorous way. In the classical model, the $q$-deformed loop gravity phase space structure in terms of the holonomies and fluxes is described by the Heisenberg double of SU(2) or AN(2) in the language of Lie bialgebra. The quantization process follows the Dirac quantization programme and the intrinsic mathematical relations between some quantum groups and Lie bialgebras. That is, a Lie bialgebra can be seen as the infinitesimal notion of some quantum group. The deformation parameter $q$ encodes the value of the cosmological constant and it allows us to recover the 3D LQG model with $\Lambda=0$ straightforwardly at the $q \rightarrow 1$ limit. Thanks to the work [72] on the continuous theory and the discretization process, the $q$-deformed LQG model is well-defined unambiguously from first principle. This suggests a new mathematical framework to construct LQG and provides an invitation for generalization to the 4D case.

We also reformulated the $q$-deformed LQG in terms of deformed spinors that live on nodes of a (ribbon) graph. Using these variables, we recover perfectly the classical and quantum structures given by the holonomies and fluxes. These spinors are good candidates for constructing local observables. We showed that this is indeed the case and provided a
geometrical way to construct these observables consistent with the $q$-deformed LQG model. We discovered, for the first time at least in the LQG community to our knowledge, that the quantum $\mathcal{R}$-matrix - in general understood as a mathematical structure of a quantum group - encodes geometrical information. It opens a window to introduce techniques and methodologies from other fields e.g. integrable lattice models [147, 84, 178] to improve our understanding of the quantum structure of LQG.

The local observables constructed from the deformed spinors were further used to construct the quantum Hamiltonian constraint of the $q$-deformed LQG, which is a $q$-deformed version of the Hamiltonian constraint for the LQG with $\Lambda=0$ [44] in a straightforward way. This allows us to find the physical states easily. We justified the solutions through their invariance under Pachner moves. This analysis of the dynamical aspect of the $q$-deformed LQG completes the program neatly.

Finally, as another application of spinors, we used spinors to rewrite the 3D spinfoam model in a conformal way. That is the building blocks of local amplitudes only capture the local conformal geometries. As a first step, we work on the $\Lambda=0$ case where the spinfoam model is the Ponzano-Regge model. We were able to reformulate the PonzanoRegge amplitude as a state-integral instead of a state-sum in the standard formula. We analyzed the geometrical interpretation of different amplitudes in detail and systematically gave the construction of a global amplitude from local ones. It would be fascinating to see how this can be generalized to spinfoam models with $\Lambda \neq 0$ using the deformed spinors introduced in the $q$-deformed LQG framework.

## Future explorations

This thesis has only focused on a specific case of LQG - 3D Euclidean signature with $\Lambda<0$. Despite the completeness of the model in this situation, there is indeed a lot to explore. We list a few of them below.

- Generalize the construction to $\Lambda>0$ case and the Lorentzian signature. According to the equivalence of the first-order 3D gravity and the Chern-Simons theory, it has been well-known that quantization of 3D gravity with a positive cosmological constant in the Euclidean signature would lead to $\mathcal{U}_{q}(\mathfrak{s u}(2))$ with $q$ root of unity. This is also the symmetry of the Turaev-Viro model. When $q$ is taken to be a root of unity, $\mathcal{U}_{q}(\mathfrak{s u}(2))$ is a quasi-Hopf algebra and its mathematical structures are not the same as those of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ with $q$ real. Taking the infinitesimal limit, one should deal with a quasi-bialgebra structure [203, 127]. It would be interesting to investigate how it can lead to the spherical geometry and its similarity and difference
from the structure we have described in this thesis. Moreover, the quantum group relevant to Lorentzian 3D gravity with a non-vanishing $\Lambda$ is $\mathcal{U}(\mathfrak{s l}(2, \mathbb{R}))$ with $q$ real or root of unity depending on the sign of the cosmological constant. Exploring the quantum structure of these cases can help us to understand better the BTZ black hole especially the calculation of its entropy from the LQG point of view [110].
- Relate the $q$-deformed LQG to other quantum gravity approaches. For the case of $\Lambda=0$, different 3D quantum gravity approaches namely LQG, spinfoam models and combinatorial quantization have been shown to be consistent [105, 162, 152]. It is not clear if the consistency can be extended to the $\Lambda \neq 0$. The $q$-deformed LQG model provides a way to connect LQG and the combinatorial quantization. Our work has shown explicitly this connection at the classical level. To complete the bridge, one needs to analyze the quantum theory as well.

On the other hand, the Turaev-Viro model only possesses a spin representation expression. This impedes us to interpret the spinfoam as a discrete path integral of gravity as in the $\Lambda=0$ case. The $q$-deformed LQG framework we constructed in this thesis has a classical discrete theory consistent with the continuous action in terms of a change of variables. This seems to be able to lead us to a path-integral expression of the Turaev-Viro model. If such an expression can be found (see [116] for a recent work on it), it would allow us to study the quantum field theory aspect of spinfoam and extend it to one with particle insertion as it was done in the $\Lambda=0$ case [97].

- Relate the $q$-deformed LQG to quantum statistical models. It was found in [68] that 3D quantum gravity with $\Lambda=0$ in the spinfoam framework can be mapped to some quantum statistical models e.g. the six-vertex model (or ice-type model) and the loop models. For instance, to map to the six-vertex, one works on a spin network state with each link carrying a $1 / 2$ representation. The six-vertex model has a (rather hidden) $\mathcal{U}_{q}(\mathfrak{s u}(2))$ symmetry which can be seen in the form of the $\mathcal{R}$-matrix [183]. The deformation parameter $q$ is related to the anisotropy in the Hamiltonian of the XXZ spin chain model, which is deeply related to the six-vertex model. (See e.g. [136] and references therein for details on the six-vertex model and the XXZ model.) The transfer matrices in the six-vertex model play the same role as the quantum holonomies we define in Chapter 4. Using this correspondence, one could give a gravitational interpretation to the six-vertex model. It would be interesting to investigate how the geometrical interpretation of the $\mathcal{R}$-matrix we present in this thesis can play a role in this correspondence and possible correspondences with other quantum statistical models.
- Include point particles in $q$-deformed LQG. 3D gravity coupling to point
particles can be done in its metric formalism [52,62] or the Chern-Simons formalism [61]. Adding particles to the system would change the topological nature. As there are no gravitational waves in 3D, the particles only change the geometries localized at their positions. It is well-known that the masses of particles give rise to curvature and the spins give rise to torsion of the geometry. It seems natural to interpret the inclusion of particles in the $q$-deform loop gravity model by relaxing the Gauss constraint and the flatness constraint at the location of particles. A systematic analysis starting from the continuous action is needed to justify this intuition. To build the Hilbert space of the quantum theory coupling to particles, a well-studied way in LQG with $\Lambda=0$ is to consider the same representation for particle degrees of freedom as that of the quantum geometry [161]. It is interesting to see if the same method can be applied to our framework or if new treatments need to be introduced. The coupling with particles would allow us to construct Dirac observables, e.g. distance between particles, hence relate to physical processes.
- Extend to 4D LQG with $\Lambda \neq 0$. The ribbon framework also opens a new way to consider LQG with $\Lambda \neq 0$ in 4D, which might unravel how (if it does) the cosmological constant is encoded in the quantum group structure in the real physical situation. One possible way to generalize the ribbon in 4 D is to consider 2-groups. This was recently introduced [13, 121, 117], where the Drinfeld double was generalized to the notion of 2-Drinfeld double in terms of 2-groups. Along with this storyline, the spinor should be generalized to some notion of " 2 -spinor". It would be interesting to investigate how to build such objects and construct local observables out of them. It remains an unsolved problem whether quantum group symmetries would appear in 4D quantum gravity. It is also possible that the quantum group symmetries emerging in the 3D case is only due to the topological nature of 3D gravity. Nevertheless, one can still start from a topological setting in 4D then impose constraint to describe gravity as done in the spinfoam models [21, 168, 138, 82, 96, 141]. Quantum group structure would still be expected to appear in the topological setting. Then the question is whether imposing the quantum constraint would change or break the quantum group structure.
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## APPENDICES

## Appendix A

## Mathematical frameworks

In this appendix chapter, we summarize the construction of the Heisenberg double and its quantization, which serve as the mathematical framework for building the LQG phase space and the Hilbert space. We only give the definition of concepts and their properties used in the current article. Proofs and more detailed illustrations can be found in the textbooks of Lie bialgebra and Hopf algebra e.g. [135, 148, 58]. The notations in this chapter mainly follow [148].

## A. 1 Heisenberg double and Drinfeld double

Definition A.1.1 (Lie bialgebra). A Lie bialgebra is a pair $(\mathfrak{g}, \delta)$ over field $\mathbb{K}$ consisting of a Lie algebra $\mathfrak{g}$ whose structure is given by a Lie bracket $[,]_{\mathfrak{g}}: \mathfrak{g} \otimes \mathfrak{g} \rightarrow \mathfrak{g}$, and a 1-cocycle $\delta: \mathfrak{g} \rightarrow \mathfrak{g} \otimes \mathfrak{g}$ on $\mathfrak{g}$ which defines the Lie bracket $[\text {, }]_{\mathfrak{g}^{*}}: \mathfrak{g}^{*} \otimes \mathfrak{g}^{*} \rightarrow \mathfrak{g}^{*}$ of the dual Lie algebra $\mathfrak{g}^{*}$ such that

$$
\begin{equation*}
\left\langle[\xi, \eta]_{\mathfrak{g}^{*}}, x\right\rangle=\langle\xi \otimes \eta, \delta(x)\rangle, \quad \forall x \in \mathfrak{g}, \xi, \eta \in \mathfrak{g}^{*}, \tag{A.1}
\end{equation*}
$$

where $\langle\rangle:, \mathfrak{g}^{*} \otimes \mathfrak{g} \rightarrow \mathbb{K}$ is the dual map.

Thus a Lie bialgebra contains the information of the Lie algebra therein and its dual. We consider here the case where $\mathfrak{g}$ is finite-dimensional, then so is $\mathfrak{g}^{*}$. Accordingly, one can also define the dual $\left(\mathfrak{g}^{*}, \delta_{*}\right)$ of the Lie bialgebra ( $\mathfrak{g}, \delta$ ) with the cocycle $\delta_{*}: \mathfrak{g}^{*} \rightarrow \mathfrak{g}^{*} \otimes \mathfrak{g}^{*}$ defined as

$$
\begin{equation*}
\left\langle\xi,[x, y]_{\mathfrak{g}}\right\rangle=\left\langle\delta_{*}(\xi), x \otimes y\right\rangle, \quad \forall x, y \in \mathfrak{g}, \xi \in \mathfrak{g}^{*} \tag{A.2}
\end{equation*}
$$

When (A.1) and (A.2) are satisfied, we say that the Lie algebras $\mathfrak{g}$ and $\mathfrak{g}^{*}$ form a dual pair whose duality is defined through a given dual map $\langle\rangle:, \mathfrak{g}^{*} \otimes \mathfrak{g} \rightarrow \mathbb{K}$.

Given the generators $e_{i} \in \mathfrak{g}, f^{i} \in \mathfrak{g}^{*}$, the dual map is given by the bilinear map $\left\langle e_{i}, f^{j}\right\rangle=\delta_{i}^{j}$. [, $]_{\mathfrak{g}}$ and $\delta_{*}$ give the structure constants $\alpha_{i j}^{k}$ of $\mathfrak{g}$ while $\delta$ and $[,]_{\mathfrak{g}^{*}}$ give the structure constant $\beta_{k}^{i j}$ of $\mathfrak{g}^{*}$ as follows.

$$
\begin{equation*}
\left[e_{i}, e_{j}\right]=\alpha_{i j}^{k} e_{k}, \quad \delta\left(e_{k}\right)=\beta_{k}^{i j} e_{j} \otimes e_{k}, \quad\left[f^{i}, f^{j}\right]=\beta_{k}^{i j} f^{k}, \quad \delta_{*}\left(f^{k}\right)=\alpha_{i j}^{k} f^{j} \otimes f^{k} \tag{A.3}
\end{equation*}
$$

When $\delta$ can be written as the coboundary $\delta=\partial r$ of some 1-cochain $r \in \mathfrak{g} \otimes \mathfrak{g}$, the Lie bialgebra is called a coboundary Lie bialgebra, denoted as $(\mathfrak{g}, r)$. We have only considered this case in the main text. Use the notation $r \equiv r_{12}=\sum r_{[1]} \otimes r_{[2]}$. Then the transpose of $r$ is $r_{21}:=\sum r_{[2]} \otimes r_{[1]}$. More generally, $r_{i j}=\sum \mathbb{\square} \otimes \cdots \otimes \mathbb{\square} \otimes r_{[1]} \otimes \mathbb{\square} \otimes \cdots \otimes \mathbb{\square} \otimes r_{[2]} \otimes \mathbb{D} \otimes \cdots \otimes \mathbb{\square}$ $(i \neq j)$ with $r_{[1]}$ in the $i$-th vector space and $r_{[2]}$ in the $j$-th vector space. Then $\partial \delta=r$ means

$$
\begin{equation*}
\delta(x)=\sum\left[x, r_{[1]}\right] \otimes r_{[2]}+r_{[1]} \otimes\left[x, r_{[2]}\right] . \tag{A.4}
\end{equation*}
$$

Definition A.1.2 (quasitriangular Lie bialgebra). A Lie bialgebra $(\mathfrak{g}, \delta)$ is called quasitriangular if the r-matrix $r \in \mathfrak{g} \otimes \mathfrak{g}$ such that $\delta=\partial r$ satisfies the following conditions:

1. The symmetric part $r_{s}=\frac{1}{2}\left(r+r_{21}\right)$ of $r$ is $\mathfrak{g}$-invariant and
2. r satisfies

$$
\begin{equation*}
(0 \otimes \delta) r=\left[r_{13}, r_{12}\right], \quad(\delta \otimes \mathbb{0}) r=\left[r_{13}, r_{23}\right] \tag{A.5}
\end{equation*}
$$

Either of the conditions in (A.5) implies that $r$ satisfies the classical Yang-Baxter equation (CYBE), i.e.

$$
\begin{equation*}
\left[r_{12}, r_{13}\right]+\left[r_{12}, r_{23}\right]+\left[r_{13}, r_{23}\right]=0 \tag{A.6}
\end{equation*}
$$

Additionally, if the symmetric part $r_{s}$ of $r$ is non-degenerate, the Lie bialgebra is said to be factorizable.

The $r$-matrix defining the coboundary Lie bialgebra can be viewed as a map $r: \mathbb{K} \rightarrow$ $\mathfrak{g} \otimes \mathfrak{g}$. Due to the duality map, $r$ can also be seen as a map $r: \mathfrak{g}^{*} \otimes \mathfrak{g}^{*} \rightarrow \mathbb{K}$. This leads to the definition of the dual quasitriangular Lie bialgebra.

Definition A.1.3 (dual quasitriangular Lie bialgebra). A dual quasitriangular Lie bialgebra is a pair $(\mathfrak{h}, \delta)$ consisting of a Lie algebra $\mathfrak{h}$ and a 1-cocycle $\delta=\partial r$ which is the
coboundary of a map $r: \mathfrak{h} \otimes \mathfrak{h} \rightarrow \mathbb{K}$ satisfying the following conditions

$$
\begin{align*}
& {[\xi, \eta]=\sum \xi_{[1]} r\left(\xi_{[2]} \otimes \eta\right)+\eta_{[1]} r\left(\xi \otimes \eta_{[2]}\right),}  \tag{A.7}\\
& r(\xi \otimes[\eta, \zeta])=\sum r\left(\xi_{[1]} \otimes \zeta\right) r\left(\xi_{[2]} \otimes \zeta\right),  \tag{A.8}\\
& r([\xi, \eta] \otimes \zeta)=\sum r\left(\xi \otimes \zeta_{[1]}\right) r\left(\eta \otimes \zeta_{[2]}\right), \quad \forall \xi, \eta, \zeta \in \mathfrak{h}, \tag{A.9}
\end{align*}
$$

where $\delta(\xi)=\sum \xi_{[1]} \otimes \xi_{[2]}$, and the symmetric part of $r$ is $\mathfrak{h}$-invariant.
It is straightforward to check that $r$ satisfies the condition

$$
\begin{equation*}
\sum r\left(\xi \otimes \eta_{[1]}\right) r\left(\eta_{[2]} \otimes \zeta\right)+r\left(\xi_{[1]} \otimes \eta\right) r\left(\xi_{[2]} \otimes \zeta\right)+r\left(\xi \otimes \zeta_{[1]}\right) r\left(\eta \otimes \zeta_{[2]}\right)=0 \tag{A.10}
\end{equation*}
$$

The duality between a quasitriangular Lie bialgebra and a dual quasitriangular Lie bialgebra is in the sense of the same $r$-matrix and that (A.7) is the dual of (A.4), (A.8) and (A.9) are the dual of (A.5). Accordingly, (A.10) is the dual of the CYBE (A.6).

We do not need the concept of the dual quasitriangular Lie bialgebra in the main text except for its quantum deformation which will be given below.

On the vector space $\mathfrak{g} \oplus \mathfrak{g}^{*}$, one can build another Lie bialgebra with $\mathfrak{g}$ and $\mathfrak{g}^{*}$ as the subalgebras. The adjoint actions $\operatorname{ad}_{x} \in \operatorname{End}(\mathfrak{g})$ and $\operatorname{ad}_{\xi} \in \operatorname{End}\left(\mathfrak{g}^{*}\right)$ on the subalgebras are defined by $\operatorname{ad}_{x} y=[x, y]_{\mathfrak{g}}, \operatorname{ad}_{\xi} \eta=[\xi, \eta]_{\mathfrak{g}^{*}}, \forall x, y \in \mathfrak{g}, \xi, \eta \in \mathfrak{g}^{*}$. In addition, we can define $\operatorname{ad}_{x}^{*} \in \operatorname{End}\left(\mathfrak{g}^{*}\right)$ and $\operatorname{ad}_{\xi}^{*} \in \operatorname{End}(\mathfrak{g})$ through the duality of $\mathfrak{g}$ and $\mathfrak{g}^{*}$ as

$$
\begin{equation*}
\left\langle\xi, \operatorname{ad}_{x} y\right\rangle=-\left\langle\operatorname{ad}_{x}^{*} \xi, y\right\rangle, \quad\left\langle\operatorname{ad}_{\xi} \eta, x\right\rangle=-\left\langle\eta, \operatorname{ad}_{\xi}^{*} x\right\rangle, \quad \forall x, y \in \mathfrak{g}, \xi, \eta \in \mathfrak{g}^{*} \tag{A.11}
\end{equation*}
$$

Definition A.1.4 (classical double). A classical double $\left(\mathfrak{d}(\mathfrak{g}), \delta_{\mathfrak{d}}\right)$ of $\mathfrak{g}$ is a quasitriangular Lie bialgebra with the Lie algebra $\mathfrak{d}=\mathfrak{g} \bowtie \mathfrak{g}^{*}$ on the vector space $\mathfrak{g} \oplus \mathfrak{g}^{*}$ whose structure is given by $[,]_{\mathfrak{d}}: \mathfrak{d} \otimes \mathfrak{d} \rightarrow \mathfrak{d}$ which acts on the Lie algebra elements as

$$
\begin{equation*}
[x, y]_{\mathfrak{d}}=[x, y]_{\mathfrak{g}}, \quad[\xi, \eta]_{\mathfrak{d}}=[\xi, \eta]_{\mathfrak{g}^{*}}, \quad[x, \xi]_{\mathfrak{o}}=a d_{x}^{*} \xi-a d_{\xi}^{*} x, \quad \forall x, y \in \mathfrak{g}, \xi, \eta \in \mathfrak{g}^{*} \tag{A.12}
\end{equation*}
$$

and the cocycle structure is given by

$$
\begin{equation*}
\delta_{\mathfrak{d}}(X)=[X \otimes X, r], \quad X \in \mathfrak{d}, \quad r \in \mathfrak{g} \otimes \mathfrak{g}^{*} \subset \mathfrak{d}(\mathfrak{g}) \otimes \mathfrak{d}(\mathfrak{g}), \quad \partial r=\delta_{\mathfrak{d}} \tag{A.13}
\end{equation*}
$$

The dimensions of $\mathfrak{g}$ and $\mathfrak{g}^{*}$ are necessarily the same. Given the basis $e_{i} \in \mathfrak{g}$ and $f^{j} \in \mathfrak{g}^{*}$, the $r$-matrix and the Poisson structure in (A.12) can be written explicitly as

$$
\begin{equation*}
r=\sum_{i} e_{i} \otimes f^{i}, \quad\left[e_{i}, e_{j}\right]=\alpha_{i j}^{k} e_{k}, \quad\left[f^{i}, f^{j}\right]=\beta_{k}^{i j} f^{k}, \quad\left[e_{i}, f^{j}\right]=\beta_{i}^{j k} e_{k}-\alpha_{i k}^{j} f^{k} \tag{A.14}
\end{equation*}
$$

We will denote the double as $\mathfrak{d}(\mathfrak{g})$, or simply $\mathfrak{d}$, and omit the cocycle. The double of quasitriangular Lie bialgebra can be exponentiated to form a double of Lie group, which leads to the following definition.

Definition A.1.5 (Heisenberg double). Exponentiating the double $\mathfrak{d}(\mathfrak{g})$, we get a Lie group $\mathcal{D}(G) \sim G \bowtie G^{*}$. A Heisenberg double is a pair $\left(\mathcal{D}(G), \pi_{H}\right)$ consisting of the Lie group $\mathcal{D}(G)$ generated by the double $\mathfrak{d}(\mathfrak{g})$ and a Poisson bivector $\pi_{H}: \mathcal{D} \rightarrow \mathcal{D} \otimes \mathcal{D}$ which defines the Poisson brackets of $\mathcal{D}$ as

$$
\begin{equation*}
\pi_{H}(d) \equiv\left\{d_{1}, d_{2}\right\}=-r_{21} d_{1} d_{2}+d_{1} d_{2} r, \quad \forall d \in \mathcal{D} \tag{A.15}
\end{equation*}
$$

where $d_{1}=d \otimes \mathbb{\square}, d_{2}=\mathbb{\square} \otimes d$ and the $r$-matrix $r$ inherits from $\mathfrak{d}(\mathfrak{g})$.
The fact that the symmetric part $r_{s}$ of the $r$-matrix is the Casimir, i.e. $\quad\left[r_{s}, d_{1} d_{2}\right]=0$ implies that the Poisson bracket (A.15) can be equivalently written as

$$
\begin{equation*}
\left\{d_{1}, d_{2}\right\}=r d_{1} d_{2}-d_{1} d_{2} r_{21} \tag{A.16}
\end{equation*}
$$

Exchanging the role of $\mathfrak{g}$ and $\mathfrak{g}^{*}$, the double $\mathfrak{d}$ can be viewed as the double of $\mathfrak{g}^{*}$ with the $r$-matrix $\tilde{r}=r_{21}=\sum_{i} f^{i} \otimes e_{i} \in \mathfrak{g}^{*} \otimes \mathfrak{g}$ and $\tilde{r}_{21}=r$, so as the Heisenberg double $\mathcal{D}\left(G^{*}\right) \sim G^{*} \bowtie G$. Another similar and relevant notion is the Drinfeld double $\left(\mathcal{D}(G), \pi_{D}\right)$ which is defined with the same Lie group $\mathcal{D}(G)$ but a different Poisson bivector

$$
\begin{equation*}
\pi_{D}(d)=\left[r, d_{1} d_{2}\right] \tag{A.17}
\end{equation*}
$$

One of the most essential differences lies in the fact that the Drinfeld double is a PoissonLie group while the Heisenberg double is not, and the Heisenberg double is a symplectic space while the Drinfeld double is not.

## A. 2 Quasi-triangular Hopf algebra

Definition A. 2.1 (quasitriangular Hopf algebra). A quasitriangular Hopf algebra is a pair $(H, \mathcal{R})$ consisting of a Hopf algebra $H$ and an invertible quantum $\mathcal{R}$-matrix $\mathcal{R} \in H \otimes H$ satisfying the following properties

$$
\begin{align*}
& (\triangle \otimes \square) \mathcal{R}=\mathcal{R}_{13} \mathcal{R}_{23},  \tag{A.18}\\
& (\square \otimes \triangle) \mathcal{R}=\mathcal{R}_{13} \mathcal{R}_{12},  \tag{A.19}\\
& \sigma \circ \triangle h=\mathcal{R}(\triangle h) \mathcal{R}^{-1}, \quad \forall h \in H \tag{A.20}
\end{align*}
$$

where $\triangle$ is the coproduct of $H$ and $\sigma$ is the permutation operator which acts on elements in tensor space as $\sigma(a \otimes b)=b \otimes a$.

The inverse of the $\mathcal{R}$-matrix can be obtained by

$$
\begin{equation*}
\mathcal{R}^{-1}=(S \otimes \mathbb{Q}) \mathcal{R}, \tag{A.21}
\end{equation*}
$$

where $S$ is the antipode of $H$. One can show from (A.19) and (A.20) that $\mathcal{R}$ satisfies the QYBE

$$
\begin{equation*}
\mathcal{R}_{12} \mathcal{R}_{13} \mathcal{R}_{23}=\mathcal{R}_{23} \mathcal{R}_{13} \mathcal{R}_{12} \tag{A.22}
\end{equation*}
$$

We denote the result of the coproduct acting on a Hopf algebra element as $\triangle(h)=\sum h_{(1)} \otimes$ $h_{(2)}, h \in H$.

Definition A.2.2 (dual quasitriangular Hopf algebra). A dual quasitriangular Hopf algebra is a pair $(A, \mathcal{R})$ consisting of a Hopf algebra $A$ and an invertible map $\mathcal{R}: A \otimes A \rightarrow \mathbb{K}$ such that

$$
\begin{align*}
& \mathcal{R}(a b \otimes c)=\sum \mathcal{R}\left(a \otimes c_{(1)}\right) \mathcal{R}\left(b \otimes c_{(2)}\right),  \tag{A.23}\\
& \mathcal{R}(a \otimes b c)=\sum \mathcal{R}\left(a_{(1)} \otimes c\right) \mathcal{R}\left(a_{(2)} \otimes b\right),  \tag{A.24}\\
& \sum b_{(1)} a_{(1)} \mathcal{R}\left(a_{(2)} \otimes b_{(2)}\right)=\sum \mathcal{R}\left(a_{(1)} \otimes b_{(1)}\right) a_{(2)} b_{(2)}, \quad \forall a, b, c \in A \tag{A.25}
\end{align*}
$$

$(H, \mathcal{R})$ and $(A, \mathcal{R})$ are dual in the sense of the same $\mathcal{R}$-matrix and that (A.23) is the dual of (A.18), (A.24) is the dual of (A.19) and (A.25) is the dual of (A.20).

Two Hopf algebras $H, A$ are said to form a dual pair if there is a bilinear map $\langle$,$\rangle :$ $A \otimes H \rightarrow \mathbb{K}$ satisfying the conditions

$$
\begin{array}{r}
\langle a b, h\rangle=\langle a \otimes b, \triangle(h)\rangle, \quad\langle\triangle(a), h \otimes g\rangle=\langle a, h g\rangle, \quad\langle\square, h\rangle=\epsilon(h), \quad\langle a, \square\rangle=\epsilon(a), \\
\forall a, b \in A, h, g \in H, \tag{A.26}
\end{array}
$$

where $\epsilon$ is the counit.
We are particularly interested in a dual quasitriangular type of bialgebra which is generated by identity and the coordinate functions $T=\left\{t^{i}{ }_{j}\right\}$ on the space of $n \times n$ matrices $M_{n}$. The coproduct and counit are then given by

$$
\begin{equation*}
\triangle(T)=T \otimes T, \quad \epsilon(T)=\mathbb{\square}, \quad \text { i.e. } \quad \triangle\left(t^{i}{ }_{j}\right)=\sum_{k} t^{i}{ }_{k} \otimes t^{k}{ }_{j}, \quad \epsilon\left(t^{i}{ }_{j}\right)=\delta_{j}^{i} . \tag{A.27}
\end{equation*}
$$

Given a Hopf algebra $A$ of this type and an invertible $\mathcal{R}$-matrix $\mathcal{R}$, a matrix $R \in M_{n} \otimes M_{n}$ defined as

$$
\begin{equation*}
R=\mathcal{R}(T \otimes T), \quad \text { i.e. } \quad R_{j}^{i}{ }_{j}{ }_{l}=\mathcal{R}\left(t^{i}{ }_{j} \otimes t^{k}{ }_{l}\right) \tag{A.28}
\end{equation*}
$$

is invertible and satisfies the QYBE (A.22). The following relation also holds in $A$.

$$
\begin{equation*}
R T_{1} T_{2}=T_{2} T_{1} R \tag{A.29}
\end{equation*}
$$

where $T_{1}=T \otimes \mathbb{\square}, T_{2}=\rrbracket \otimes T$. Reversely, one can define a Hopf algebra $A(R)$ generated by identity and $T$ satisfying (A.27) with $R$ satisfying (A.29). This is called the associated matrix Hopf algebra, and $(A(R), \mathcal{R})$ with $\mathcal{R}$ obtained by inverting (A.28) is a dual quasitriangular Hopf algebra.

Given a dual quasitriangular Hopf algebra $(A(R), \mathcal{R})$, we want to build a quasitriangular Hopf algebra $(H, \mathcal{R})$ where $H$ is dual paired with $A(R)$ via the bilinear map

$$
\begin{equation*}
\langle T \otimes T, \mathcal{R}\rangle=R \tag{A.30}
\end{equation*}
$$

With this bilinear map, elements $Q^{ \pm}=\left\{\left(q^{ \pm}\right)^{i}{ }_{j}\right\}$ defined by

$$
\begin{equation*}
Q^{+}:=(\mathbb{\square} \otimes T)(\mathcal{R}) \equiv \sum \mathcal{R}_{(1)}\left\langle T, \mathcal{R}_{(2)}\right\rangle, \quad Q^{-}=(T \otimes \mathbb{\square})\left(\mathcal{R}^{-1}\right) \equiv \sum \mathcal{R}_{(2)}\left\langle T, \mathcal{R}_{(1)}\right\rangle \tag{A.31}
\end{equation*}
$$

belong to $H$, where we have used the notation $\mathcal{R}=\sum \mathcal{R}_{(1)} \otimes \mathcal{R}_{(2)}$. The coproduct and counit are given by
$\triangle\left(Q^{ \pm}\right)=Q^{ \pm} \otimes Q^{ \pm}, \quad \epsilon\left(Q^{ \pm}\right)=\mathbb{\square}, \quad$ i.e. $\quad \triangle\left(\left(q^{ \pm}\right)^{i}\right)=\sum_{k}\left(q^{ \pm}\right)^{i}{ }_{k} \otimes\left(q^{ \pm}\right)^{k}{ }_{j}, \quad \epsilon\left(\left(q^{ \pm}\right)\right)^{i}=\delta_{j}^{i}$.
Applying the definition (A.31) and properties of a quasitriangular Hopf algebra (A.18) and (A.19), one can show that the following relations hold in $H$.

$$
\begin{equation*}
Q_{1}^{ \pm} Q_{2}^{ \pm} R=R Q_{2}^{ \pm} Q_{1}^{ \pm}, \quad Q_{1}^{-} Q_{2}^{+} R=R Q_{2}^{+} Q_{1}^{-} \tag{A.33}
\end{equation*}
$$

where $Q_{1}^{ \pm}=Q^{ \pm} \otimes \mathbb{\square}, Q_{2}^{ \pm}=\mathbb{\square} \otimes Q^{ \pm}$. The pairing can be characterized by the bilinear form between $T$ and $Q^{ \pm}$as

$$
\begin{equation*}
\left\langle T_{1}, Q_{2}^{+}\right\rangle=R, \quad\left\langle T_{1}, Q_{2}^{-}\right\rangle=R_{21}^{-1}, \quad \text { i.e. } \quad\left\langle t^{i}{ }_{j},\left(q^{+}\right)^{k}{ }_{l}\right\rangle=R_{j l}^{i k}, \quad\left\langle t^{i}{ }_{j},\left(q^{-}\right)^{k}{ }_{l}\right\rangle=\left(R^{-1}\right)_{j l l}^{i k} . \tag{A.34}
\end{equation*}
$$

The classical theory described in the previous subsection is the first order limit of the quantum theory. Explicitly, the relation between the quantum $\mathcal{R}$-matrix and the classical $r$-matrix, and the relation between the quantum coproduct $\triangle$ and classical cocycle $\delta$ are given by

$$
\begin{equation*}
\mathcal{R}=\mathbb{\square} \otimes \mathbb{\square}+i \hbar r+O\left(\hbar^{2}\right), \quad \triangle-\sigma \circ \triangle=i \hbar \delta+O\left(\hbar^{2}\right) \tag{A.35}
\end{equation*}
$$

Then the (dual) quasitriangular Lie bialgebra is the linear $\hbar$ order of the (dual) quasitriangular Hopf algebra, which can be seen from e.g. the following relations of the conditions in their definitions.

$$
\begin{array}{ccc}
(\triangle \otimes \square) \mathcal{R}=\mathcal{R}_{13} \mathcal{R}_{23} & \longrightarrow & (\delta \otimes \mathbb{\square}) r=\left[r_{13}, r_{23}\right] \\
(\square \otimes \triangle) \mathcal{R}=\mathcal{R}_{13} \mathcal{R}_{12} & \longrightarrow & (\square \otimes \delta) r=\left[r_{13}, r_{12}\right]  \tag{A.36}\\
\sigma \circ \triangle=\mathcal{R} \triangle \mathcal{R}^{-1} & \longrightarrow & \delta=\partial r
\end{array}
$$

The kind of (dual) quasitriangular Hopf algebra used in the main text is the deformation $\mathcal{U}_{q}(\mathfrak{g})$ of a universal enveloping algebra $\mathcal{U}(\mathfrak{g})$, where $q=e^{\kappa \hbar}(\kappa \in \mathbb{R})$ is the deformation parameter and the classical limit is given by $\hbar \rightarrow 0$ thus $q \rightarrow 1$.

## Appendix B

## Examples and calculation details

In this appendix chapter, we collect some calculation details for the results in the main text and illustration of a toy model for the loop gravity model.

## B. 1 Explicit Poisson brackets for Heisenberg double SL (2, $\mathbb{C}$ )

In this section, we give the Poisson brackets for the $\mathrm{SU}(2)$ holonomies $(u, \tilde{u})$ and the $\mathrm{AN}(2)$ fluxes $(\ell, \tilde{\ell})$ of the phase space described in Subsection 2.3.1. The Poisson brackets read

$$
\begin{array}{llll}
\left\{\ell_{1}, \ell_{2}\right\}=-\left[r_{21}, \ell_{1} \ell_{2}\right], & \left\{\ell_{1}, u_{2}\right\}=-\ell_{1} r_{21} u_{2}, & \left\{u_{1}, \ell_{2}\right\}=\ell_{2} r u_{1}, & \left\{u_{1}, u_{2}\right\}=-\left[r, u_{1} u_{2}\right], \\
\left\{\tilde{\ell}_{1}, \tilde{\ell}_{2}\right\}=\left[r_{21}, \tilde{\ell}_{1} \tilde{\ell}_{2}\right], & \left\{\tilde{\ell}_{1}, \tilde{u}_{2}\right\}=-\tilde{u}_{2} r_{21} \tilde{\ell}_{1}, & \left\{\tilde{u}_{1}, \tilde{\ell}_{2}\right\}=\tilde{u}_{1} r \tilde{\ell}_{2}, & \left\{\tilde{u}_{1}, \tilde{u}_{2}\right\}=\left[r, \tilde{u}_{1} \tilde{u}_{2}\right], \\
\left\{\ell_{1}, \tilde{u}_{2}\right\}=-r_{21} \ell_{1} \tilde{u}_{2}, & \left\{\tilde{\ell}_{1}, u_{2}\right\}=-\tilde{\ell}_{1} u_{2} r_{21}, & \left\{u_{1}, \tilde{\ell}_{2}\right\}=\tilde{\ell}_{2} u_{1} r, \quad\left\{\tilde{u}_{1}, \ell_{2}\right\}=r \tilde{u}_{1} \ell_{2}, \\
\left\{\tilde{\ell}_{1}, \ell_{2}\right\}=0, & \left\{\tilde{u}_{1}, u_{2}\right\}=0 . & \tag{B.1}
\end{array}
$$

It is important to note that (B.1) is not enough to describe the full Poisson structure. Notice that the $\mathfrak{a n}(2)$ Lie algebra is preserved under $\ell \rightarrow\left(\ell^{\dagger}\right)^{-1}, \rho^{i} \rightarrow-\left(\rho^{i}\right)^{\dagger}$, one can
switch $r \rightarrow-r^{\dagger}=r_{21}$ in (B.1) and write the Poisson brackets

$$
\begin{array}{|l|l|l}
\left\{\ell_{1}^{\dagger}, \ell_{2}\right\}=-\ell_{1}^{\dagger} r \ell_{2}+\ell_{2} r \ell_{1}^{\dagger}, & \left\{\ell_{1}^{\dagger}, \ell_{2}^{\dagger}\right\}=\left[r_{21}, \ell_{1}^{\dagger} \ell_{2}^{\dagger}\right], & \left\{\ell_{1}^{\dagger}, u_{2}\right\}=-r \ell_{1}^{\dagger} u_{2}, \\
\left\{\ell_{1}, \ell_{2}^{\dagger}\right\}=-\ell_{1} r_{21} \ell_{2}^{\dagger}+\ell_{2}^{\dagger} r_{21} \ell_{1}, & \left\{\ell_{1}^{\dagger}, \tilde{\ell}_{2}\right\}=0, & \left\{u_{1}, \ell_{2}^{\dagger}\right\}=r_{21} u_{1} \ell_{2}^{\dagger}, \\
\left\lvert\, \begin{array}{ll|l}
\left\{\ell_{1}^{\dagger}, \tilde{u}_{2}\right\}=-\ell_{1}^{\dagger} r \tilde{u}_{2}, & \left\{\tilde{\ell}^{\dagger}, \tilde{\ell}_{2}\right\}=\tilde{\ell}_{1}^{\dagger} r \tilde{\ell}_{2}-\tilde{\ell}_{2} r \tilde{\ell}_{1}^{\dagger}, & \left\{\tilde{\ell}_{1}^{\dagger}, \ell_{2}\right\}=0, \\
\left\{\tilde{u}_{1}, \ell_{2}^{\dagger}\right\}=\ell_{2}^{\dagger} r_{21} \tilde{u}_{1}, & \left\{\tilde{\ell}_{1}, \tilde{\ell}_{2}^{\dagger}\right\}=\tilde{\ell}_{1} r_{21} \tilde{\ell}_{2}^{\dagger}-\tilde{\ell}_{2}^{\dagger} r_{21} \tilde{\ell}_{1}, & \left\{\tilde{\ell}_{1}^{\dagger}, \tilde{\ell}_{2}^{\dagger}\right\}=-\left[r_{21}, \tilde{\ell}_{1}^{\dagger} \tilde{\ell}_{2}^{\dagger}\right], \\
\mid\left\{\tilde{\ell}_{1}^{\dagger}, u_{2}\right\}=-u_{2} r \tilde{\ell}_{1}^{\dagger}, & \left\{\tilde{\ell}_{1}^{\dagger}, \tilde{u}_{2}\right\}=-\tilde{\ell}_{1}^{\dagger} \tilde{u}_{2} r,
\end{array}\right. \\
\left\{u_{1}, \tilde{\ell}_{2}^{\dagger}\right\}=u_{1} r_{21} \tilde{\ell}_{2}^{\dagger}, & \left\{\tilde{u}_{1}, \tilde{\ell}_{2}^{\dagger}\right\}=\tilde{u}_{1} \tilde{e}_{2}^{\dagger} r_{21} .
\end{array}
$$

We parametrize them into $2 \times 2$ matrices

$$
\ell=\left(\begin{array}{cc}
\lambda & 0  \tag{B.3}\\
z & \lambda^{-1}
\end{array}\right), \quad \tilde{\ell}=\left(\begin{array}{cc}
\tilde{\lambda} & 0 \\
\tilde{z} & \tilde{\lambda}^{-1}
\end{array}\right), \quad u=\left(\begin{array}{cc}
\alpha & -\bar{\beta} \\
\beta & \bar{\alpha}
\end{array}\right), \quad \tilde{u}=\left(\begin{array}{cc}
\tilde{\alpha} & -\overline{\tilde{\beta}} \\
\tilde{\beta} & \tilde{\tilde{\alpha}}
\end{array}\right)
$$

where $\lambda, \tilde{\lambda} \in \mathbb{R}^{+}$and other parameters are complex. With this parametrization, the Poisson
brackets in (B.1) and (B.2) are explicitly

$$
\begin{align*}
& \{\lambda, z\}=\frac{i \kappa}{2} \lambda z, \\
& \{\lambda, \bar{z}\}=-\frac{i \kappa}{2} \lambda \bar{z}, \\
& \{\alpha, \beta\}=-\frac{i \kappa}{2} \alpha \beta, \\
& \{\alpha, \bar{\beta}\}=-\frac{i \kappa}{2} \alpha \bar{\beta}, \\
& \{z, \bar{z}\}=i \kappa\left(\lambda^{2}-\lambda^{-2}\right), \\
& \{\bar{\alpha}, \beta\}=\frac{i \kappa}{2} \bar{\alpha} \beta, \\
& \{\bar{\alpha}, \bar{\beta}\}=\frac{i \kappa}{2} \bar{\alpha} \bar{\beta}, \\
& \{\alpha, \bar{\alpha}\}=i \kappa \beta \bar{\beta}, \\
& \{\lambda, \alpha\}=-\frac{i \kappa}{4} \lambda \alpha, \\
& \{\lambda, \bar{\alpha}\}=\frac{i \kappa}{4} \lambda \bar{\alpha}, \\
& \{\beta, \bar{\beta}\}=0, \\
& \{\lambda, \bar{\beta}\}=-\frac{i \kappa}{4} \lambda \bar{\beta}, \\
& \{z, \beta\}=\frac{i \kappa}{4} z \beta, \\
& \{\lambda, \beta\}=\frac{i \kappa}{4} \lambda \beta, \\
& \{z, \alpha\}=-\frac{i \kappa}{4}\left(z \alpha+4 \lambda^{-1} \beta\right), \\
& \{z, \bar{\beta}\}=-\frac{i \kappa}{4}\left(z \bar{\beta}-4 \lambda^{-1} \bar{\alpha}\right), \\
& \{z, \bar{\alpha}\}=\frac{i \kappa}{4} z \bar{\alpha}, \\
& \{\bar{z}, \bar{\beta}\}=-\frac{i \kappa}{4} \bar{z} \bar{\beta}, \\
& \{\bar{z}, \bar{\alpha}\}=\frac{i \kappa}{4}\left(\bar{z} \bar{\alpha}+4 \lambda^{-1} \bar{\beta}\right), \\
& \{\bar{z}, \alpha\}=-\frac{i \kappa}{4} \bar{z} \alpha, \\
& \{\tilde{\lambda}, \tilde{z}\}=-\frac{i \kappa}{2} \tilde{\lambda} \tilde{z}, \\
& \{\tilde{\lambda}, \overline{\tilde{z}}\}=\frac{i \kappa}{2} \tilde{\lambda} \overline{\tilde{z}}, \\
& \{\tilde{z}, \overline{\tilde{z}}\}=-i \kappa\left(\tilde{\lambda}^{2}-\tilde{\lambda}^{-2}\right), \\
& \{\tilde{\alpha}, \tilde{\beta}\}=\frac{i \kappa}{2} \tilde{\alpha} \tilde{\beta}, \\
& \{\tilde{\alpha}, \tilde{\tilde{\beta}}\}=\frac{i \kappa}{2} \tilde{\alpha} \tilde{\tilde{\beta}}, \\
& \{\tilde{\alpha}, \overline{\tilde{\alpha}}\}=-i \kappa \tilde{\beta} \tilde{\beta}, \\
& \{\overline{\tilde{\alpha}}, \tilde{\beta}\}=-\frac{i \kappa}{2} \overline{\tilde{\alpha}} \tilde{\beta}, \\
& \{\overline{\tilde{\alpha}}, \overline{\tilde{\beta}}\}=-\frac{i \kappa}{2} \overline{\tilde{\alpha}} \overline{\tilde{\beta}}, \\
& \{\tilde{\beta}, \overline{\tilde{\beta}}\}=0, \\
& \{\tilde{\lambda}, \tilde{\alpha}\}=-\frac{i \kappa}{4} \tilde{\lambda} \tilde{\alpha}, \\
& \{\tilde{\lambda}, \overline{\tilde{\alpha}}\}=\frac{i \kappa}{4} \tilde{\lambda} \overline{\tilde{\alpha}}, \\
& \{\tilde{\lambda}, \tilde{\beta}\}=-\frac{i \kappa}{4} \tilde{\lambda} \tilde{\beta}, \\
& \{\tilde{\lambda}, \overline{\tilde{\beta}}\}=\frac{i \kappa}{4} \tilde{\lambda} \tilde{\tilde{\beta}}, \\
& \{\tilde{z}, \tilde{\alpha}\}=\frac{i \kappa}{4} \tilde{z} \tilde{\alpha}, \\
& \{\tilde{z}, \tilde{\beta}\}=\frac{i \kappa}{4} \tilde{z} \tilde{\beta}, \\
& \{\tilde{z}, \overline{\tilde{\alpha}}\}=-\frac{i \kappa}{4}(\tilde{z} \overline{\tilde{\alpha}}+4 \tilde{\lambda} \tilde{\beta}), \\
& \{\tilde{z}, \tilde{\beta}\}=-\frac{i \kappa}{4}(\tilde{z} \tilde{\tilde{\beta}}-4 \tilde{\lambda} \tilde{\alpha}), \\
& \{\overline{\tilde{z}}, \overline{\tilde{\alpha}}\}=-\frac{i \kappa}{4} \overline{\tilde{z}} \overline{\tilde{\alpha}}, \\
& \{\overline{\tilde{z}}, \overline{\tilde{\beta}}\}=-\frac{i \kappa}{4} \overline{\tilde{z}} \overline{\tilde{\beta}}, \\
& \{\overline{\tilde{z}}, \tilde{\alpha}\}=\frac{i \kappa}{4}(\overline{\tilde{z}} \tilde{\alpha}+4 \tilde{\lambda} \overline{\tilde{\beta}}), \\
& \{\overline{\tilde{z}}, \tilde{\beta}\}=\frac{i \kappa}{4}(\overline{\tilde{z}} \tilde{\beta}-4 \lambda \overline{\tilde{\alpha}}), \\
& \{\lambda, \tilde{\alpha}\}=-\frac{i \kappa}{4} \lambda \tilde{\alpha}, \\
& \{\lambda, \overline{\tilde{\alpha}}\}=\frac{i \kappa}{4} \lambda \overline{\tilde{\alpha}}, \\
& \{\lambda, \tilde{\beta}\}=\frac{i \kappa}{4} \lambda \tilde{\beta}, \\
& \{\lambda, \tilde{\tilde{\beta}}\}=-\frac{i \kappa}{4} \lambda \tilde{\tilde{\beta}}, \\
& \{z, \overline{\tilde{\alpha}}\}=-\frac{i \kappa}{4} z \overline{\tilde{\alpha}}, \\
& \{z, \tilde{\beta}\}=-\frac{i \kappa}{4} z \tilde{\beta}, \\
& \{z, \tilde{\alpha}\}=\frac{i \kappa}{4}(z \tilde{\alpha}-4 \lambda \tilde{\beta}), \\
& \{z, \overline{\tilde{\beta}}\}=\frac{i \kappa}{4}(z \overline{\tilde{\beta}}+4 \lambda \overline{\tilde{\alpha}}), \\
& \{\bar{z}, \tilde{\alpha}\}=\frac{i \kappa}{4} \bar{z} \tilde{\alpha}, \\
& \{\bar{z}, \overline{\tilde{\beta}}\}=\frac{i \kappa}{4} \bar{z} \overline{\tilde{\beta}}, \\
& \{\bar{z}, \tilde{\beta}\}=-\frac{i \kappa}{4}(\bar{z} \tilde{\beta}+4 \lambda \tilde{\alpha}), \quad\{\bar{z}, \overline{\tilde{\alpha}}\}=-\frac{i \kappa}{4}(\bar{z} \overline{\tilde{\alpha}}-4 \lambda \overline{\tilde{\beta}}), \\
& \{\tilde{\lambda}, \alpha\}=-\frac{i \kappa}{4} \tilde{\lambda} \alpha, \\
& \{\tilde{\lambda}, \bar{\alpha}\}=\frac{i \kappa}{4} \tilde{\lambda} \bar{\alpha}, \\
& \{\tilde{\lambda}, \beta\}-\frac{i \kappa}{4} \tilde{\lambda} \beta, \\
& \{\tilde{\lambda}, \bar{\beta}\}=\frac{i \kappa}{4} \tilde{\lambda} \bar{\beta}, \\
& \{\tilde{z}, \alpha\}=-\frac{i \kappa}{4} \tilde{z} \alpha, \\
& \{\tilde{z}, \beta\}=-\frac{i \kappa}{4} \tilde{z} \beta, \\
& \{\tilde{z}, \bar{\alpha}\}=\frac{i \kappa}{4}\left(\tilde{z} \bar{\alpha}-4 \tilde{\lambda}^{-1} \beta\right), \\
& \{\tilde{z}, \bar{\beta}\}=\frac{i \kappa}{4}\left(\tilde{z} \bar{\beta}+4 \tilde{\lambda}^{-1} \alpha\right), \quad\{\overline{\tilde{z}}, \bar{\beta}\}=\frac{i \kappa}{4} \overline{\tilde{z}} \bar{\beta}, \\
& \{\overline{\tilde{z}}, \bar{\alpha}\}=\frac{i \kappa}{4} \overline{\tilde{z}} \bar{\alpha}, \quad\{\overline{\tilde{z}}, \beta\}=-\frac{i \kappa}{4}\left(\overline{\tilde{z}} \beta+4 \tilde{\lambda}^{-1} \bar{\alpha}\right), \quad\{\overline{\tilde{z}}, \alpha\}=-\frac{i \kappa}{4}\left(\overline{\tilde{z}} \alpha-4 \tilde{\lambda}^{-1} \bar{\beta}\right), \tag{B.4}
\end{align*}
$$

and others vanish. These explicit Poisson brackets are used to check the validity of the spinor parametrization in Chapter 3.

## B. 2 An example: $q$-deformed loop gravity on a torus

In this section, we apply the $q$-deformed loop gravity framework described in Section 2.3, with the deformed holonomy-flux phase space provided with the SL $(2, \mathbb{C})$ Poisson brackets, to the simple case of the torus. A torus is a genus-2 2D manifold thus a graph on the torus can have at most two independent non-contractable loops. We will see that those loops can be assigned the physical observables that form a Goldman bracket. The phase space can also be obtained by a gauge fixing from a fat graph following the recipe given in Section 2.4. We are not repeating the process but refer interested readers to [77].

Ribbon graph on the torus: We draw a basic graph for the 2-torus, with two links wrapping around the torus meeting at a single node and surrounding a single face as illustrated on the left panel of fig.B.1. The corresponding ribbon graph is depicted on the right panel of fig.B.1, dressed with $\mathrm{AN}(2)$ fluxes and $\mathrm{SU}(2)$ holonomies. The ribbon


Figure B.1: The same graph as in fig.2.7 The ribbon constraints for the ribbons $R\left(e_{1}\right)$ and $R\left(e_{2}\right)$ give the relations between the $\mathrm{AN}(2)$ fluxes at the source and target of the ribbons: $\mathcal{R}^{(\ell)}=\ell u \tilde{\ell}^{-1} \tilde{u}^{-1}=\mathbb{\square}$ and $\mathcal{R}^{(m)}=m v \tilde{m}^{-1} \tilde{v}^{-1}=\mathbb{0}$. The Gauss constraint $\mathcal{G}=m \ell \tilde{m}^{-1} \tilde{\ell}^{-1}=\mathbb{\square}$ is a $\mathrm{AN}(2)$ flatness around the ribbon node $R(v)$ while the holonomy flatness constraint $\mathcal{F}=\tilde{u}^{-1} v u \tilde{v}^{-1}=\mathbb{0}$ is the $\mathrm{SU}(2)$ flatness around the face $f$.
graph defines four faces, noted $R\left(e_{1}\right), R\left(e_{2}\right), R(v)$ and $f$. The face $R(v)$ is a ribbon node, the face $f$ is the face defined by the graph, while the two shaded faces, $R\left(e_{1}\right)$ and $R\left(e_{2}\right)$, are the two ribbons. The horizontal ribbon is decorated by the variables $u, \tilde{u} \in \mathrm{SU}(2)$ along the long links and $\ell, \tilde{\ell} \in \mathrm{AN}(2)$ on the short links. The vertical ribbon is decorated by the variables $v, \tilde{v} \in \mathrm{SU}(2)$ along the long links and $m,: w \in \mathrm{AN}(2)$ on the short links. The variables associated to the two ribbons, $(\ell, u, \tilde{\ell}, \tilde{u})$ and $(m, v, \tilde{m}, \tilde{v})$, Poisson-commute with each other. And each set of ribbon variables is provided with the Poisson brackets, (2.35), (2.36) and (2.38), defined above from the symplectic structure on $\operatorname{SL}(2, \mathbb{C})$ as the Heisenberg double $\mathrm{SU}(2) \bowtie \mathrm{AN}(2)$.

The ribbon constraints on the two ribbons are

$$
\begin{equation*}
\mathcal{R}^{(\ell)}=\ell u \tilde{\ell}^{-1} \tilde{u}^{-1}=\mathbb{0}, \quad \mathcal{R}^{(m)}=m v \tilde{m}^{-1} \tilde{v}^{-1}=\mathbb{\square} . \tag{B.5}
\end{equation*}
$$

The constraint algebra: The two loops around the faces $R(v)$ and $f$ define the Gauss constraint and the $\mathrm{SU}(2)$ flatness constraint, which we both root at the same corner around the central node of the graph, as drawn on the right panel of fig.B.1:

$$
\begin{equation*}
\mathcal{G}=m \ell \tilde{m}^{-1} \tilde{\ell}^{-1}=\mathbb{0}, \quad \mathcal{F}=\tilde{u}^{-1} v u \tilde{v}^{-1}=\mathbb{0} \tag{B.6}
\end{equation*}
$$

Imposing the ribbon constraints, the Gauss and the $\mathrm{SU}(2)$ flatness constraints, amounts to imposing the $\mathrm{SL}(2, \mathbb{C})$ flatness around the four faces of the ribbon graph. As a consequence, the ordered oriented product of $\mathrm{SU}(2)$ and $\mathrm{AN}(2)$ group elements along any path on the ribbon graph does not depend on the path itself but simply on where it starts and ends, as for a flat connection theory.

The Poisson brackets of the closure and flatness constraints form a closed algebra and therefore define a system of first class constraints:

$$
\begin{equation*}
\left\{\mathcal{F}_{1}, \mathcal{G}_{2}\right\}=\mathcal{G}_{2} r \mathcal{F}_{1}-\mathcal{F}_{1} r \mathcal{G}_{2}, \quad\left\{\mathcal{G}_{1}, \mathcal{G}_{2}\right\}=-\left[r_{21}, \mathcal{G}_{1} \mathcal{G}_{2}\right], \quad\left\{\mathcal{F}_{1}, \mathcal{F}_{2}\right\}=-\left[r, \mathcal{F}_{1} \mathcal{F}_{2}\right] . \tag{B.7}
\end{equation*}
$$

As described above, $\mathcal{G}$ generates the $\mathrm{SU}(2)$ gauge transformations and $\mathcal{F}$ generates the translational gauge transformations. We now identify Dirac observables, that Poissoncommute with both the Gauss and flatness constraints.

SL $(2, \mathbb{C})$ Holonomies and physical observables: From the structure of the ribbon graph, it is clear that the $\operatorname{SL}(2, \mathbb{C})$ group elements running along the ribbons, and used to define the symplectic structure, $D=\ell u$ and $D^{\prime}=m v$ do not start and end at the same point. It seems more natural to introduce $\mathrm{SL}(2, \mathbb{C})$ holonomies that wrap around the cycles of the torus and come back to their initial point. We introduce $\operatorname{SL}(2, \mathbb{C})$ holonomies rooted at a corner ${ }^{1}$ around the graph node, as drawn on fig.B.2:

$$
\begin{equation*}
A=\tilde{\ell}^{-1} \tilde{v}, \quad B=m^{-1} \tilde{u}^{-1}, \quad A, B \in \mathrm{SL}(2, \mathbb{C}) \tag{B.8}
\end{equation*}
$$

First, $A$ and $B$ contain all the information about the holonomy-flux variables around the ribbons (once we assume the ribbon flatness constraints). They are not the $\mathrm{SL}(2, \mathbb{C})$

[^37]

Figure B.2: $\quad \mathrm{SL}(2, \mathbb{C})$ holonomies rooted at the node $O$. Having chosen the root node around the central polygon and the face for both $\mathrm{SU}(2)$ and $\mathrm{AN}(2)$ gauge transformations, these two sets of gauge transformations are combined into a single set of $\operatorname{SL}(2, \mathbb{C})$ gauge transformations. Then $\mathrm{SL}(2, \mathbb{C})$ holonomies going around loops starting and ending at that root node simply transform under the $\operatorname{SL}(2, \mathbb{C})$ action by conjugation and allow to define simple Wilson loop observables.
group elements, $D=\ell u$ and $D^{\prime}=m v$, around the ribbons but mix the $\operatorname{AN}(2)$ fluxes and $\mathrm{SU}(2)$ holonomies of the different ribbons.

Second, their Poisson brackets form a closed algebra expressed in terms of the $r$-matrix:

$$
\begin{equation*}
\left\{A_{1}, A_{2}\right\}=\left[r_{21}, A_{1} A_{2}\right], \quad\left\{B_{1}, B_{2}\right\}=-\left[r_{21}, B_{1} B_{2}\right], \quad\left\{A_{1}, B_{2}\right\}=A_{1} r_{21} B_{2}+B_{2} r A_{1} . \tag{B.9}
\end{equation*}
$$

Third, the $\mathrm{AN}(2)$ Gauss constraint $\mathcal{G}$ and the $\mathrm{SU}(2)$ flatness constraint $\mathcal{F}$ can be repackaged in a single $\operatorname{SL}(2, \mathbb{C})$ flatness constraint, implying that the two $\operatorname{SL}(2, \mathbb{C})$ holonomies $A$ and $B$ commute:

$$
\begin{equation*}
\mathcal{G}=\mathcal{F}=\mathbb{0} \quad \Longleftrightarrow \quad \mathcal{C}:=A B A^{-1} B^{-1}=\mathbb{0} . \tag{B.10}
\end{equation*}
$$

This is exactly the $\operatorname{SL}(2, \mathbb{C})$ constraint for a flat $\mathrm{SL}(2, \mathbb{C})$ connection on the torus, as arising in the Chern-Simons phase space and its combinatorial quantization [7, 8]. However, due to the non-trivial braiding between $\mathrm{AN}(2)$ and $\mathrm{SU}(2)$ group elements which is reflected in the non-trivial commutator between the constraints $\mathcal{G}$ and $\mathcal{F}$, the Poisson brackets of the $\mathrm{SL}(2, \mathbb{C})$ constraint $\mathcal{C}$ have a more complicated form than the closed algebra (B.7) formed by $\mathcal{G}$ and $\mathcal{F}$ :

$$
\begin{equation*}
\left\{\mathcal{C}_{1}, \mathcal{C}_{2}\right\}=\left[r_{21}, \mathcal{C}_{1} \mathcal{C}_{2}\right]+A_{2} B_{2}\left[r, \mathcal{C}_{1}\right] A_{2}^{-1} B_{2}^{-1}-A_{1} B_{1}\left[r_{21}, \mathcal{C}_{2}\right] A_{1}^{-1} B_{1}^{-1} \sim 0 . \tag{B.11}
\end{equation*}
$$

Finally, the two holonomies $A$ and $B$ are rooted at the same node. Their gauge transformations are straightforward. Under both the $\operatorname{SU}(2)$ gauge transformations and the
$\mathrm{AN}(2)$ gauge transformations for their components [77], the $\mathrm{SL}(2, \mathbb{C})$ holonomies $A$ and $B$ transform under the action by conjugation:

$$
\begin{equation*}
A, B \quad \xrightarrow{g \in \operatorname{SU}(2)} g A g^{-1}, g B g^{-1}, \quad A, B \quad \xrightarrow{b \in \operatorname{AN}(2)} \quad b A b^{-1}, b B b^{-1} . \tag{B.12}
\end{equation*}
$$

Moreover, one can check that the $\mathrm{SL}(2, \mathbb{C})$ flatness constraint $A B A^{-1} B^{-1}=\mathbb{0}$, together with the Poisson brackets (B.9), generates these gauge transformations. This means that Dirac observables, invariant under both rotation and translation gauge transformations, are simply the components of $A$ and $B$ invariant under conjugation by $\operatorname{SL}(2, \mathbb{C})$. This leaves us with the two complex Dirac observables given by the two Wilson loops, $\operatorname{Tr} A$ and $\operatorname{Tr} B$. We can compute their Poisson bracket using the bracket $\left\{A_{1}, B_{2}\right\}$ :

$$
\begin{align*}
\{\operatorname{Tr} A, \operatorname{Tr} B\} & =\operatorname{Tr}\left(A_{1} B_{2}\left(r+r_{21}\right)\right)=-2 i \kappa\left(\operatorname{Tr} A \tau^{a}\right)\left(\operatorname{Tr} B \tau^{a}\right) \\
& =i \kappa\left(\operatorname{Tr}(A B)-\frac{1}{2} \operatorname{Tr} A \operatorname{Tr} B\right) \tag{B.13}
\end{align*}
$$

We recognize the Goldman bracket for gauge-invariant functions on the moduli space $\operatorname{Hom}(\pi, \mathrm{SL}(2, \mathbb{C})) / \mathrm{SL}(2, \mathbb{C}), \pi$ being the fundamental group of the surface, with the bilinear map identified with (2.30) up to a constant: $\mathcal{B}(M, N)=\kappa \operatorname{Im}(\operatorname{Tr}(M N))$ for $M, N \in \mathfrak{s l}(2, \mathbb{C})$ [122]. This is the desired result since upon imposing constraints on all the faces $A$ and $B$ indeed live on the space of flat connections, thus the Wilson loops $\operatorname{Tr} A$ and $\operatorname{Tr} B$ are the projection on the corresponding moduli space.

Therefore, we have shown that the $q$-deformed loop gravity phase space, provided with non-abelian $\mathrm{AN}(2)$ Gauss constraints and $\mathrm{SU}(2)$ flatness constraints, can be reformulated as a phase space of discrete $\operatorname{SL}(2, \mathbb{C})$ connections with a simple Poisson bracket (B.9) and $\mathrm{SL}(2, \mathbb{C})$ flatness constraints (B.10). The physical phase space is then the moduli space of flat $\operatorname{SL}(2, \mathbb{C})$ connection with the expected Goldman bracket.

## B. 3 Proofs on the deformed spinors in Chapter 3 and Chapter 5

In this appendix, we collect some lengthy proofs of propositions on the classical and quantum deformed spinors in Chapter 3 and Chapter 5.

Proof B.3.1 (Proof of Proposition 3.4.1).

We prove this proposition using the following induction result of the $\mathrm{SU}(2)$ transformation for any function $f$ from [40] ${ }^{2}$.

$$
\begin{align*}
& -\kappa^{-1}\left(\prod_{k=1}^{n} \Lambda_{k}^{-2}\right)\left\{\operatorname{Tr} W \mathcal{G} \mathcal{G}^{\dagger}, f\right\} \equiv-\kappa^{-1} \sum_{k=1}^{n} \Lambda_{k}^{-2} \operatorname{Tr} W^{(k+1)}\left\{\ell_{e_{k}, v} \ell_{e_{k}, v}^{\dagger}, f\right\} \\
& \text { with } \left\lvert\, \begin{array}{l}
W^{(k)}=-\Lambda_{k}^{-2} \ell_{e_{k}, v}^{\dagger} W^{(k+1)} \ell_{e_{k}, v} \\
W^{(n+1)} \equiv W=\left(\begin{array}{cc}
2 \epsilon_{z} & \epsilon_{-} \\
\epsilon_{+} & 0
\end{array}\right)
\end{array}\right. \tag{B.14}
\end{align*}
$$

and the Poisson brackets

$$
\begin{align*}
& \left\lvert\, \begin{array}{l}
\left\{\Lambda_{i} \mathfrak{z}_{i}, t_{e_{i} v,-}^{\epsilon}\right\}=-i \kappa \Lambda_{i}^{2} t_{e_{i} v,+}^{\epsilon},
\end{array}\right. \\
& \left\{\begin{array}{ll}
\left\{\Lambda_{i}^{2}, t_{e_{i} v, A}^{\epsilon}\right\}=(-1)^{\frac{1}{2}-A} \frac{i \kappa}{2} \Lambda_{i}^{2} t_{e_{i} v, A}^{\epsilon}, & \left\{\Lambda_{i} \mathfrak{z}_{i}, t_{e_{i} v,+}^{\epsilon}\right\}=0, \\
\left\{\Lambda_{i} \bar{z}, t^{\epsilon},\right.
\end{array}\right\}=0, ~ \$ \\
& \left\{\Lambda_{i} \overline{\mathfrak{z}}_{i}, t_{e_{i} v,-}^{\epsilon}\right\}=0 \\
& \left\{\Lambda_{i} \overline{\mathfrak{z}}_{i}, t_{e_{i} v,+}^{\epsilon}\right\}=-i \kappa \Lambda_{i}^{2} t_{e_{i} v,-}^{\epsilon}, \\
& \left\{\Lambda_{i} \mathfrak{\jmath}_{i}, \tau_{e_{i} v,-}^{\epsilon}\right\}=-\frac{i \kappa}{2} \Lambda_{i \mathcal{J}_{i}} \tau_{e_{i} v,-}^{\epsilon}-i \kappa \tau_{+}^{\epsilon},  \tag{B.15}\\
& \left\{\Lambda_{i}^{2}, \tau_{e_{i} v, A}^{\epsilon}\right\}=(-1)^{\frac{1}{2}-A} \frac{i \kappa}{2} \Lambda_{i}^{2} \tau_{e_{i} v, A}^{\epsilon}, \\
& \left\{\Lambda_{i \mathfrak{z} i}, \tau_{e_{i} v,+}^{\epsilon}\right\}=\frac{i \kappa}{2} \Lambda_{i} \mathfrak{z}_{i} \tau_{e_{i} v,+}^{\epsilon}, \\
& \left\{\Lambda_{i} \overline{\mathfrak{z}}_{i}, \tau_{e_{i} v,-}^{\epsilon}\right\}=-\frac{i \kappa}{2} \Lambda_{i} \overline{\mathfrak{z}}_{i} \tau_{e_{i} v,-}^{\epsilon}, \\
& \left\{\Lambda_{i} \overline{\mathfrak{z}}_{i}, \tau_{e_{i} v,+}^{\epsilon}\right\}=\frac{i \kappa}{2} \Lambda_{i} \overline{\mathfrak{z}}_{i} \tau_{e_{i} v,+}^{\epsilon}-i \kappa \tau_{e_{i} v,-}^{\epsilon} .
\end{align*}
$$

The braided matrix $W^{(k)}$ reads explicitly

$$
W^{(k)}=\left(\begin{array}{cc}
2 \epsilon_{z}^{(k)} & \epsilon_{-}^{(k)}  \tag{B.16}\\
\epsilon_{+}^{(k)} & 0
\end{array}\right)
$$

where the vector components of $\bar{\epsilon}^{(k)}$ are defined inductively in (3.59) or explicitly

$$
\begin{equation*}
\epsilon_{ \pm}^{(k)}=\left(\prod_{i=k}^{n} \Lambda_{i}^{-2}\right) \epsilon_{ \pm}, \quad \epsilon_{z}^{(k)}=\epsilon_{z}+\frac{1}{2} \sum_{i=k}^{n}\left(\prod_{j=i}^{n} \Lambda_{j}^{-2}\right)\left(\epsilon_{-} \Lambda_{i} \tilde{z}_{i}+\epsilon_{+} \Lambda_{i} \overline{\mathfrak{z}}_{i}\right) \tag{B.17}
\end{equation*}
$$

[^38]Expanding the right-hand side of (B.14), the $\mathrm{SU}(2)$ transformation for $t_{e_{i} v, A}^{\epsilon}$ is

$$
\begin{align*}
\delta_{\epsilon} t_{e_{i} v}^{\epsilon} & =-\kappa^{-1} \Lambda_{i}^{-2}\left(2 \epsilon_{z}^{(i-1)}\left\{\Lambda_{i}^{2}, t_{e_{i} v}^{\epsilon}\right\}+\epsilon_{-}^{(i+1)}\left\{\Lambda_{i} \mathfrak{z}_{i}, t_{e_{i} v}^{\epsilon}\right\}+\epsilon_{+}^{(i+1)}\left\{\Lambda_{i} \overline{\mathfrak{z}}, t_{e_{i} v}^{\epsilon}\right\}\right) \\
& =\left(\begin{array}{cc}
\epsilon_{z}^{(i+1)} & \epsilon_{-}^{(i+1)} \\
\epsilon_{+}^{(i+1)} & -\epsilon_{z}^{(i+1)}
\end{array}\right) t_{e_{i} v}^{\epsilon},  \tag{B.18}\\
\delta_{\epsilon} \tau_{e_{i} v}^{\epsilon} & =-\kappa^{-1} \Lambda_{i}^{-2}\left(2 \epsilon_{z}^{(i+1)}\left\{\Lambda_{i}^{2}, \tau_{e_{i} v}^{\epsilon}\right\}+\epsilon_{-}^{(i+1)}\left\{\Lambda_{i} \bar{z}_{i}, \tau_{e_{i} v}^{\epsilon}\right\}+\epsilon_{+}^{(i+1)}\left\{\Lambda_{i} \overline{\mathfrak{z}}_{i}, \tau_{e_{i} v}^{\epsilon}\right\}\right) \\
& =\left(\begin{array}{cc}
\epsilon_{z}^{(i)} & \epsilon_{-}^{(i)} \\
\epsilon_{+}^{(i)} & -\epsilon_{z}^{(i)}
\end{array}\right) \tau_{e_{i} v}^{\epsilon}, \tag{B.19}
\end{align*}
$$

where the right-hand sides of both equations above are calculated via (3.59) and (B.15). We have therefore proved (3.58).

## Proof B.3.2 (Proof of Proposition 5.4.1).

For notational convenience, we remove the tildes of the generators of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ in the tilde sector. We consider (5.49) at $n=2$. Then from the last line,

$$
\begin{equation*}
{ }^{(2)} \tilde{\boldsymbol{\tau}}=\binom{K \otimes \tilde{\boldsymbol{\tau}}_{-}}{q^{-\frac{1}{4}}\left(q^{\frac{1}{2}}-q^{-\frac{1}{2}}\right) J_{+} \otimes \tilde{\boldsymbol{\tau}}_{-}+K^{-1} \otimes \widetilde{\boldsymbol{\tau}}_{+}} . \tag{B.20}
\end{equation*}
$$

We will show that the first line, i.e. $\mathcal{R}_{12}^{-1}(\mathbb{\square} \otimes \tilde{\boldsymbol{\tau}}) \mathcal{R}_{12}$ gives the same object. By using (5.5) and (5.12) to express the generators of $\mathcal{U}_{q}(\mathfrak{s u}(2))$ and the spinors in terms of the $q$-harmonic oscillators, we find

$$
\begin{equation*}
J_{z} \widetilde{\boldsymbol{\tau}}_{+}=\widetilde{\boldsymbol{\tau}}_{+}\left(J_{z}+\frac{1}{2}\right), \quad J_{+} \widetilde{\boldsymbol{\tau}}_{+}=q^{-\frac{1}{4}} \widetilde{\boldsymbol{\tau}}_{+} J_{+}, \quad J_{-} \widetilde{\boldsymbol{\tau}}_{+}=q^{-\frac{1}{4}}\left(\widetilde{\boldsymbol{\tau}}_{+} J_{-}-K \widetilde{\boldsymbol{\tau}}_{-}\right) \tag{B.21}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{z} \tilde{\boldsymbol{\tau}}_{-}=\tilde{\boldsymbol{\tau}}_{-}\left(J_{z}-\frac{1}{2}\right), \quad J_{-} \tilde{\boldsymbol{\tau}}_{-}=q^{\frac{1}{4}} \tilde{\boldsymbol{\tau}}_{-} J_{-}, \quad J_{+} \tilde{\boldsymbol{\tau}}_{-}=q^{\frac{1}{4}}\left(\tilde{\boldsymbol{\tau}}_{-} J_{+}-K \tilde{\boldsymbol{\tau}}_{+}\right) \tag{B.22}
\end{equation*}
$$

It leads to the commutation relations

$$
\begin{equation*}
\left[K J_{ \pm}, \widetilde{\boldsymbol{\tau}}_{\mp}\right]=-q^{ \pm \frac{1}{4}} K^{2} \widetilde{\boldsymbol{\tau}}_{ \pm}, \quad\left[K J_{ \pm}, \widetilde{\boldsymbol{\tau}}_{ \pm}\right]=0 \tag{B.23}
\end{equation*}
$$

Consider the first line of (5.49) for $A=-$, then

Let us apply these commutation relations to (5.49) for instance. Consider first $n=2$. Use the definition (4.3) of the $\mathcal{R}$-matrix, then we can compute $\mathcal{R}_{12}^{-1}\left(\square \otimes \tilde{\boldsymbol{\tau}}_{-}\right)$directly.

$$
\begin{align*}
& \mathcal{R}_{12}^{-1}\left(\mathbb{\square} \otimes \tilde{\boldsymbol{\tau}}_{-}\right) \\
= & q^{-J_{z} \otimes J_{z}} \sum_{n=0}^{\infty} \frac{(1-q)^{n}}{[n]!} q^{-\frac{n(n-1)}{4}}\left(K^{-1} J_{+}\right)^{n} \otimes\left(K J_{-}\right)^{n} \widetilde{\boldsymbol{\tau}}_{-} \\
= & q^{-J_{z} \otimes J_{z}} \sum_{n=0}^{\infty} \frac{(1-q)^{n}}{[n]!} q^{-\frac{n(n-1)}{4}}\left(K^{-1} J_{+}\right)^{n} \otimes \widetilde{\boldsymbol{\tau}}_{-}\left(K J_{-}\right)^{n} \\
= & q^{-J_{z} \otimes J_{z}}\left(\mathbb{\square} \otimes \widetilde{\boldsymbol{\tau}}_{-}\right) \sum_{n=0}^{\infty} \frac{(1-q)^{n}}{[n]!} q^{-\frac{n(n-1)}{4}}\left(K^{-1} J_{+}\right)^{n} \otimes\left(K J_{-}\right)^{n}  \tag{B.24}\\
= & \left(\mathbb{\square} \otimes \widetilde{\boldsymbol{\tau}}_{-}\right) q^{-J_{z} \otimes\left(J_{z}-\frac{1}{2}\right)} \sum_{n=0}^{\infty} \frac{(1-q)^{n}}{[n]!} q^{-\frac{n(n-1)}{4}}\left(K^{-1} J_{+}\right)^{n} \otimes\left(K J_{-}\right)^{n} \\
= & \left(K \otimes \widetilde{\boldsymbol{\tau}}_{-}\right) \mathcal{R}_{12}^{-1} \equiv(\tilde{L} \otimes \widetilde{\boldsymbol{\tau}})_{-} \mathcal{R}_{12}^{-1},
\end{align*}
$$

as desired. Computing $\mathcal{R}_{12}^{-1}\left(\mathbb{\square} \otimes \widetilde{\boldsymbol{\tau}}_{+}\right)$takes more work as $K J_{-}$and $\widetilde{\boldsymbol{\tau}}_{+}$do not commute. Indeed, each time we put $K J_{-}$to the right of $\tilde{\boldsymbol{\tau}}_{+}$, we get an extra term $-q^{\frac{1}{2}} K^{2} \tilde{\boldsymbol{\tau}}_{-}$. This gives

$$
\begin{align*}
\left(K J_{-}\right)^{n} \widetilde{\boldsymbol{\tau}}_{+} & =\widetilde{\boldsymbol{\tau}}_{+}\left(K J_{-}\right)^{n}-q^{-\frac{1}{4}} \sum_{k=0}^{n-1} K^{2} \widetilde{\boldsymbol{\tau}}_{-} q^{k}\left(K J_{-}\right)^{n-1}  \tag{B.25}\\
& =\widetilde{\boldsymbol{\tau}}_{+}\left(K J_{-}\right)^{n}-q^{-\frac{1}{4}} \frac{1-q^{n}}{1-q} K^{2} \widetilde{\boldsymbol{\tau}}_{-}\left(K J_{-}\right)^{n-1}
\end{align*}
$$

by using $J_{-}^{k} K^{2}=q^{k} K^{2} J_{-}^{k}$. We can thus write

$$
\begin{align*}
& \mathcal{R}_{12}^{-1}\left(\mathbb{\square} \otimes \widetilde{\boldsymbol{\tau}}_{+}\right) \\
= & q^{-J_{z} \otimes J_{z}}\left(\mathbb{\square} \otimes \widetilde{\boldsymbol{\tau}}_{+}\right) \sum_{n=0}^{\infty} \frac{(1-q)^{n}}{[n]!} q^{-\frac{n(n-1)}{4}}\left(K^{-1} J_{+}\right)^{n} \otimes\left(K J_{-}\right)^{n}-q^{-\frac{1}{4}} q^{-J_{z} \otimes J_{z}}\left(K^{-1} J_{+} \otimes K^{2} \widetilde{\boldsymbol{\tau}}_{-}\right) \\
& \sum_{n=0}^{\infty} \frac{(1-q)^{n-1}}{[n-1]!} q^{-\frac{(n-1)(n-2)}{4}} \frac{(1-q)}{[n]} q^{-\frac{(n-1)}{2}} \frac{1-q^{n}}{1-q}\left(\left(K^{-1} J_{+}\right)^{n-1} \otimes\left(K J_{-}\right)^{n-1}\right) \\
= & \left(\mathbb{\square} \otimes \widetilde{\boldsymbol{\tau}}_{+}\right) q^{-J_{z} \otimes\left(J_{z}+\frac{1}{2}\right)} \sum_{n=0}^{\infty} \frac{(1-q)^{n}}{[n]!} q^{-\frac{n(n-1)}{4}}\left(K^{-1} J_{+}\right)^{n} \otimes\left(K J_{-}\right)^{n} \\
& +\left(q^{\frac{3}{4}}-q^{-\frac{1}{4}}\right)\left(K^{-1} J_{+} \otimes K^{2} \widetilde{\boldsymbol{\tau}}_{-}\right) q^{-\left(J_{z}+1\right) \otimes\left(J_{z}-\frac{1}{2}\right)} \\
& \sum_{n=1}^{\infty} \frac{(1-q)^{n-1}}{[n-1]!} q^{-\frac{(n-1)(n-2)}{4}}\left(\left(K^{-1} J_{+}\right)^{n-1} \otimes\left(K J_{-}\right)^{n-1}\right) \\
= & \left(K^{-1} \otimes \widetilde{\boldsymbol{\tau}}_{+}\right) \mathcal{R}_{12}^{-1}+q^{\frac{1}{2}}\left(q^{\frac{3}{4}}-q^{-\frac{1}{4}}\right)\left(K^{-1} J_{+} K \otimes K^{2} \widetilde{\boldsymbol{\tau}}_{-} K^{-2}\right) \mathcal{R}_{12}^{-1} \\
= & \left(K^{-1} \otimes \widetilde{\boldsymbol{\tau}}_{+}+\left(q^{\frac{1}{4}}-q^{-\frac{3}{4}}\right) J_{+} \otimes \widetilde{\boldsymbol{\tau}}_{-}\right) \mathcal{R}_{12}^{-1} \equiv(\tilde{L} \otimes \widetilde{\boldsymbol{\tau}})_{+} \mathcal{R}_{12}^{-1} . \tag{B.26}
\end{align*}
$$

The generalization to any $n$ is straightforward as

$$
\begin{align*}
{ }^{(n)} \widetilde{\boldsymbol{\tau}}_{A} & =\mathcal{R}_{n-1, n}^{-1} \mathcal{R}_{n-2, n}^{-1} \cdots \mathcal{R}_{2 n}^{-1} R_{1 n}^{-1}\left(\widetilde{\boldsymbol{\tau}}_{n}\right)_{A} R_{1 n} \mathcal{R}_{2 n} \cdots \mathcal{R}_{n-2, n} \mathcal{R}_{n-1, n} \\
& =\left(\tilde{L}_{A}{ }^{A_{2}} \otimes \mathbb{D} \otimes \cdots\right) \mathcal{R}_{n-1, n}^{-1} \mathcal{R}_{n-2, n}^{-1} \cdots \mathcal{R}_{2 n}^{-1}\left(\widetilde{\boldsymbol{\tau}}_{n}\right)_{A_{2}} \mathcal{R}_{2 n} \cdots \mathcal{R}_{n-2, n} \mathcal{R}_{n-1, n} \\
& =\left(\tilde{L}_{A}{ }^{A_{2}} \otimes \tilde{L}_{A_{2}}{ }^{A_{3}} \otimes \mathbb{\square} \otimes \cdots\right) \mathcal{R}_{n-1, n}^{-1} \mathcal{R}_{n-2, n}^{-1} \cdots \mathcal{R}_{3 n}^{-1}\left(\widetilde{\boldsymbol{\tau}}_{n}\right)_{A_{3}} \mathcal{R}_{3 n} \cdots \mathcal{R}_{n-2, n} \mathcal{R}_{n-1, n} \\
& =\cdots=\tilde{L}_{A}{ }^{A_{2}} \otimes \tilde{L}_{A_{2}}{ }^{A_{3}} \otimes \cdots \otimes \tilde{\boldsymbol{\tau}}_{A_{n-1}} \otimes \mathbb{\square} \otimes \cdots . \tag{B.27}
\end{align*}
$$

Therefore, we have proved (5.49). Equations (5.50)-(5.52) can be proven using the same method. Useful commutation relations are as follows.

$$
J_{z}^{n} J_{ \pm}=J_{ \pm}\left(J_{z} \pm 1\right)^{n}, \quad \left\lvert\, \begin{array}{l|l}
{\left[\tilde{K}^{-1} \tilde{J}_{ \pm}, \tilde{\mathbf{t}}_{\mp}^{\epsilon}\right]=-q^{\mp \frac{1}{4}} \tilde{K}^{-2} \tilde{\mathbf{t}}_{ \pm}^{\epsilon}} \\
\tilde{K}^{-1} \\
{\left[\tilde{J}_{ \pm}, \tilde{\mathbf{t}}_{ \pm}^{\epsilon}\right]=0} \\
\tilde{K}^{2} \tilde{\mathbf{t}}_{\mp}^{\epsilon}=q^{\mp \frac{1}{2}} \tilde{\mathbf{t}}^{\epsilon} \tilde{K}^{2} \\
\tilde{J}_{z}^{n} \tilde{\mathbf{t}}_{\mp}^{\epsilon}=\tilde{\mathbf{t}}_{\mp}^{\epsilon}\left(\tilde{J}_{z} \mp \frac{1}{2}\right)^{n}
\end{array}\right., \quad\left[\begin{array}{l}
{\left[\tilde{J}_{ \pm}, \widetilde{\boldsymbol{\tau}}_{\mp}^{\epsilon}\right]=-q^{ \pm \frac{1}{4}} \tilde{K}^{2} \widetilde{\boldsymbol{\tau}}_{ \pm}^{\epsilon}} \\
{\left[\tilde{K} \tilde{J}_{ \pm}, \widetilde{\boldsymbol{\tau}}_{ \pm}^{\epsilon}\right]=0} \\
\tilde{K}^{2} \widetilde{\boldsymbol{\tau}}_{\mp}^{\epsilon}=q^{\mp \frac{1}{2}} \tilde{\boldsymbol{\tau}}_{\mp}^{\epsilon} \tilde{K}^{2} \\
\tilde{J}_{z}^{n} \widetilde{\boldsymbol{\tau}}_{\mp}^{\epsilon}=\widetilde{\boldsymbol{\tau}}_{\mp}^{\epsilon}\left(\tilde{J}_{z} \mp \frac{1}{2}\right)^{n}
\end{array} .\right.
$$

## B. 4 Proofs of theorems in Chapter 6

## Proof B.4.1 (Proof of Theorem 6.2.2.).

There are two types of terms in (6.40), whose action on spin network states is now presented. First,

$$
\begin{align*}
& \prod_{i=p+1}^{d+1} \mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}} \frac{1}{\mathbf{N}_{e_{1} v_{2}}}\left(\prod_{i=2}^{p} \mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}} \frac{o_{i} \epsilon_{i}}{\mathbf{N}_{e_{i} v_{i}}}\right)\left|\left\{j_{e}\right\}\right\rangle=\frac{1}{\left[d_{\left.k_{1}\right]}\right]} \prod_{i=2}^{p} \frac{o_{i} \epsilon_{i}}{\left[d_{j_{i}}\right]} \\
& \prod_{i=2}^{d+1} \delta_{k_{i}, j_{i}+\frac{\epsilon_{i}}{2}}\left[d_{k_{i}}\right]\left[d_{j_{i}}\right](-1)^{k_{i}+k_{i-1}+l_{i}}\left\{\begin{array}{ccc}
k_{i} & k_{i}-\frac{\epsilon_{i}}{2} & \frac{1}{2} \\
k_{i-1}-\frac{\epsilon_{i-1}}{2} & k_{i-1} & l_{i}
\end{array}\right\}_{q}\left|\left\{k_{i}\right\}_{i=1, \ldots, d},\left\{j_{e}\right\}_{e \notin \partial f}\right\rangle, \tag{B.28}
\end{align*}
$$

where we have applied the action (6.36) of $\mathbf{E}_{e_{i} i_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}$ on the intertwiner $i_{j_{i-1} j_{i} l_{i}}$ at the node where $e_{i-1}, e_{i}$ and $e_{i}^{\prime}$ meet for all $i=1, \cdots, d$. Each operator $1 / \mathbf{N}_{e_{i} v_{i}}$ acts before the shift operator $\mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}$ thus the result picks up a factor $1 /\left[d_{j_{i}}\right]$. For $i=1, \ldots, d$, the spin $j_{i}$ is shifted to $j_{i}+\frac{\epsilon_{i}}{2}$ after the action of $\mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}$. The spins of of links not on the boundary of the face $f$ remain unchanged. In addition, $\frac{1}{\mathbf{N}_{e_{1} v_{2}}}$ acts after $\mathbf{E}_{e_{2} e_{1}}^{\epsilon_{2}, \epsilon_{1}}$ thus the result picks up the factor $1 /\left[d_{k_{1}}\right]$. As each link is incident to two nodes, the assigned spin shows up in two intertwiners thus the term $\sqrt{\left[d_{k_{i}}\right]\left[d_{j_{i}}\right]}$ appears twice in the result, which gives the factor $\left[d_{k_{i}}\right]\left[d_{j_{i}}\right]$. The $q-6 j$ symbols and the sign factors naturally follows from (6.36).

Secondly,

$$
\begin{align*}
& \prod_{i=p+1}^{d+1} \mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}} \frac{1}{\mathbf{N}_{e_{p} v_{p+1}}}\left(\prod_{i=p+1}^{d+1} \mathbf{E}_{e_{i} e_{i-1}}^{-\tilde{\epsilon}_{i}, \tilde{\epsilon}_{i-1}} \frac{o_{i} \epsilon_{i}}{\mathbf{N}_{e_{i} v_{i}}}\right)\left|\left\{j_{e}\right\}\right\rangle \\
& =\frac{1}{\left[d_{\left.j_{p}-\frac{\tilde{e}_{p}}{2}\right]}\right.} \prod_{i=p+1}^{d+1} \frac{o_{i} \epsilon_{i}}{\left[d_{j_{i}}\right]} \delta_{k_{i}, j_{i}-\frac{\tilde{\epsilon}_{i}}{2}+\frac{\epsilon_{i}}{2}}(-1)^{k_{i}-\frac{\epsilon_{i}}{2}+k_{i-1}-\frac{\epsilon_{i-1}}{2}+l_{i}}(-1)^{k_{i}+k_{i-1}+l_{i}}\left[d_{j_{i}-\frac{\tilde{\epsilon}_{2}}{2}}\left[d_{j_{i-1}-\frac{\tilde{\epsilon}_{i-1}}{2}}\right]\right. \\
& \sqrt{\left[d_{j_{i}}\right]\left[d_{k_{i}}\right]\left[d_{j_{i-1}}\right]\left[d_{k_{i-1}}\right]}\left\{\begin{array}{ccc}
k_{i}-\frac{\epsilon_{i}}{2} & j_{i} & \frac{1}{2} \\
j_{i-1} & k_{i-1}-\frac{\epsilon_{i-1}}{2} & l_{i}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
k_{i}-\frac{\epsilon_{i}}{2} & k_{i} & \frac{1}{2} \\
k_{i-1} & k_{i-1}-\frac{\epsilon_{i-1}}{2} & l_{i}
\end{array}\right\}_{q} \\
& \left|\left\{j_{i}\right\}_{i=1, \ldots, p},\left\{k_{i}\right\}_{i=p+1, \ldots, d},\left\{j_{e}\right\}_{e \notin \partial f}\right\rangle \\
& =\frac{\left[d_{k_{p}}\right]}{\left[d_{k_{1}}\right]\left[d_{k_{1}-\frac{\epsilon_{1}}{2}}\right]} \prod_{i=p+1}^{d+1} o_{i} \epsilon_{i} \delta_{k_{i}, j_{i}-\frac{\tilde{\epsilon}_{i}}{2}+\frac{\epsilon_{i}}{2}}(-1)^{k_{i}-\frac{\epsilon_{i}}{2}+k_{i-1}-\frac{\epsilon_{i-1}}{2}+l_{i}}(-1)^{k_{i}+k_{i-1}+l_{i}}\left[d_{k_{i}-\frac{\epsilon_{i}}{2}}\right]^{2}\left[d_{k_{i}}\right] \\
& \left\{\begin{array}{ccc}
k_{i}-\frac{\epsilon_{i}}{2} & j_{i} & \frac{1}{2} \\
j_{i-1} & k_{i-1}-\frac{\epsilon_{i-1}}{2} & l_{i}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
k_{i}-\frac{\epsilon_{i}}{2} & k_{i} & \frac{1}{2} \\
k_{i-1} & k_{i-1}-\frac{\epsilon_{i-1}}{2} & l_{i}
\end{array}\right\}_{q}\left|\left\{j_{i}\right\}_{i=1, \ldots, p},\left\{k_{i}\right\}_{i=p+1, \ldots, d},\left\{j_{e}\right\}_{e \notin \partial f}\right\rangle . \tag{B.29}
\end{align*}
$$

Here, two shift operators act on each site for $i=p+1, \cdots, d+1$ and we denote $k_{i}=$ $j_{i}-\frac{\tilde{\epsilon}_{i}}{2}+\frac{\epsilon_{i}}{2}$. The first shift operator $\mathbf{E}_{e_{i} e_{i-1}}^{-\tilde{\epsilon}_{i},-\tilde{\epsilon}_{i-1}}$ (in the bracket) acts on the spin network state and shifts $j_{i}$ and $j_{i-1}$ to $j_{i}-\tilde{\epsilon}_{i} / 2$ and $j_{i-1}-\tilde{\epsilon}_{i-1} / 2$ respectively. It also gives the first $q-6 j$ symbol in the third line and the term $(-1)^{k_{i}-\frac{\epsilon_{i}}{2}+k_{i-1}-\frac{\epsilon_{i-1}}{2}+l_{i}} \sqrt{\left[d_{j_{i}}\right]\left[d_{j_{i-1}}\right]\left[d_{j_{i}-\frac{\tilde{\epsilon}_{i}}{2}}\right]\left[d_{j_{i-1}-\frac{\tilde{\varepsilon}_{i-1}}{2}}\right.}$. The result picks up a factor $1 /\left[d_{j_{i}}\right]$ by the action of $1 / \mathbf{N}_{e_{i} v_{i}}$ before the shift operator. In addition, $1 / \mathbf{N}_{e_{p} v_{p+1}}$ acts on the spin network state after $\mathbf{E}_{e_{p+1} e_{p}}^{-\tilde{\epsilon}_{p+1},-\tilde{\epsilon}_{p}}$ and thus brings a factor $1 /\left[d_{j_{p}-\frac{\tilde{\epsilon}_{p}}{2}}\right]$. The action of the second shift operator $\mathbf{E}_{e_{i} e_{i-1}}^{\epsilon_{i}, \epsilon_{i-1}}$ shifts the spins $j_{i}-\tilde{\epsilon}_{i} / 2$ and $j_{i-1}-\tilde{\epsilon}_{i-1} / 2$ to $k_{i}$ and $k_{i-1}$ respectively and brings the second $q-6 j$ symbol in the third line as well as the term $(-1)^{k_{i}+k_{i-1}+l_{i}} \sqrt{\left[d_{k_{i}}\right]\left[d_{k_{i-1}}\right]\left[d_{k_{i}-\frac{\epsilon_{i}}{2}}\right]\left[d_{k_{i-1}-\frac{\epsilon_{i-1}}{2}}\right]}$. Note that the spin $j_{1}=k_{1}$ and $j_{p}=k_{p}$ are kept unchanged in the result as $\epsilon_{1}=\tilde{\epsilon}_{1}$ and $\epsilon_{p}=\tilde{\epsilon}_{p}$. The last equality is the rearrangement of the result.

Putting them together, using the orthogonality of the spin network states, $\left\langle\left\{k_{e}\right\} \mid\left\{j_{e}\right\}\right\rangle \propto$ $\prod_{e} \delta_{k_{e}, j_{e}}$ and eliminating the common terms

$$
\frac{1}{\left[d_{k_{1}}\right]} \prod_{i=p+1}^{d+1}\left[d_{k_{i}-\frac{\epsilon_{i}}{2}}\left[d_{k_{i}}\right](-1)^{k_{i}+k_{i-1}+l_{i}}\left\{\begin{array}{ccc}
k_{i} & k_{i}-\frac{\epsilon_{i}}{2} & \frac{1}{2} \\
k_{i-1}-\frac{\epsilon_{i-1}}{2} & k_{i-1} & l_{i}
\end{array}\right\}_{q}\right.
$$

leads to the expected difference equations.
Proof B.4.2 (Proof of Theorem 6.3.1).
There are four faces involved in the move on each side. Clearly, $\left|\psi_{i}\right\rangle$ and $\left|\psi_{f}\right\rangle$ satisfy the same constraints associated to faces which are not among those four. Therefore, we can focus on the four faces involved in the move, and for symmetry reasons, we can simply look at the constraints on two faces: the face $f_{12}$ which has $e_{1}, e_{2}$ in its boundary, and the face $f_{14}$ which has $e_{1}, e_{4}$ in its boundary.

Face $f_{12}$. It has a different boundary on $\Gamma_{f}$ and $\Gamma_{i}$, due to the disappearance of $e_{5}$. On $\Gamma_{i}$, there are constraints where $\mathbf{E}_{e_{5} e_{1}}^{\epsilon_{5}, \epsilon_{1}}$ and $\mathbf{E}_{e_{2} e_{5}}^{\epsilon_{2}, \epsilon_{5}}$ are both among the $A$-terms of the constraint (6.42). Let us denote the two reference edges ( $e_{1}$ and $e_{k}$ in (6.42)) $e$ and $e^{\prime}$, which may be $e_{1}$ and/or $e_{2}$. Then the difference equations (6.42) read

$$
\begin{align*}
\sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{\text { c.c. }}} A\right) & \sum_{\tilde{\epsilon}_{5}= \pm} A_{o_{5}}^{\tilde{\tau}_{5}, \tilde{\epsilon}_{1}}\left(k_{5}, k_{1}, k_{4}\right) A_{o_{2}}^{\tilde{\epsilon}_{2}, \tilde{\epsilon}_{5}}\left(k_{2}, k_{5}, k_{3}\right) \psi_{i}\left(k_{1}-\frac{\tilde{\epsilon}_{1}}{2}, k_{2}-\frac{\tilde{\epsilon}_{2}}{2}, k_{3}, k_{4}, k_{5}-\frac{\tilde{\epsilon}_{5}}{2}, \ldots\right) \\
& +(-1)^{d_{12, i}-d_{e e^{\prime}}} \alpha^{\epsilon_{e}, \epsilon_{e^{\prime}}}\left(k_{e}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{e^{\prime} \rightarrow e} B\right) \psi_{i}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{5}, \ldots\right)=0, \tag{B.30}
\end{align*}
$$



Figure B.3: A graphical representation of (B.30) on the LHS and (B.31) on the RHS.
where $d_{12, i}$ denotes the number of boundary edges of $f_{12}$ in $\Gamma_{i}$ and $d_{e e^{\prime}}$ the number of edges from $e$ to $e^{\prime}$ counter-clockwise. Notice that $\tilde{\epsilon}_{1}$ (respectively $\tilde{\epsilon}_{2}$ ) is fixed if $e=e_{1}$ (respectively if $e^{\prime}=e_{2}$ ) and summed over otherwise. We have indicated in $\psi_{i}$ only the spins which are involved in the move.

We have written $\sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{e \rightarrow e^{\prime} \\ \text { c.c. }}} A\right)$ and $\sum_{\{\tilde{\epsilon}\}}\left(\prod_{e_{\mathrm{c}, \mathrm{c} .} e} B\right)$ schematically the coefficients of the equation which are associated to corners not involved in the move. Here $\sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{\text { c.c. }}} A\right)$ is the product of the $A$-terms over the corners from $e$ to $e^{\prime}$ going counter-clockwise, except for the two corners with $e_{5}$, whose $A$-terms are distinguished. Then $\sum_{\{\tilde{\epsilon}\}}\left(\prod_{e_{c, c}^{\prime} \rightarrow e} B\right)$ is the product of the $B$-terms over the corners from $e^{\prime}$ to $e$ counter-clockwise. This is depicted in the Fig.B.3.

On the other hand, a state on $\Gamma_{f}$ must also satisfy a constraint along the face $f_{12}$ with the two reference edges $e$ and $e^{\prime}$. It reads

$$
\begin{array}{r}
\left\langle\left\{k_{e}\right\}_{\Gamma_{f}}\right| \mathbf{H}_{f_{12}, e, e^{\prime}}\left|\psi_{f}\right\rangle \propto \sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{e \rightarrow e^{\prime}}} A\right) A_{o_{2}}^{\epsilon_{2}, \epsilon_{1}}\left(k_{2}, k_{1}, k_{0}\right) \psi_{f}\left(k_{1}-\frac{\tilde{\epsilon}_{1}}{2}, k_{2}-\frac{\tilde{\epsilon}_{2}}{2}, k_{3}, k_{4}, k_{0}, \ldots\right) \\
+(-1)^{d_{12, i}-d_{e e^{\prime}}+1} \alpha^{\epsilon_{e}, \epsilon_{e^{\prime}}}\left(k_{e}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{e^{\prime} \rightarrow \mathrm{c} . \mathrm{c} .} B\right) \psi_{f}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{0}, \ldots\right) . \tag{B.31}
\end{array}
$$

There is also a constraint where $\mathbf{E}_{e_{1} e_{2}}^{\epsilon_{1}, \tilde{\epsilon}_{2}}$ gives rise to a $B$-term, but as we have shown this is equivalent to the above constraint. Here it is important that the products of the $A$-terms and $B$-terms over all corners except the one where $e_{1}$ and $e_{2}$ meet are the same as in (B.30). The reason is obviously that those terms are local and the 2-2 move does not involve their corners. As in (B.30), $\tilde{\epsilon}_{1}$ and $\tilde{\epsilon}_{2}$ may be fixed or summed over.

We now plug (6.51) into (B.31) to check that it vanishes, provided the constraint (B.30) holds. First compute, with $j_{1,2}:=k_{1,2}-\frac{\tilde{\epsilon}_{1,2}}{2}$,

$$
\begin{align*}
A_{o_{2}}^{\tilde{\epsilon}_{2}, \tilde{1}_{1}}\left(k_{2}, k_{1}, k_{0}\right) \psi_{f}\left(j_{1}, j_{2},\right. & \left.k_{3}, k_{4}, k_{0}, \ldots\right) \\
=o_{2} \tilde{\epsilon}_{2}\left[d_{k_{2}}\right]\left[d_{k_{0}}\right] & \sum_{j_{5}}(-1)^{\left(1-o_{5}\right) j_{5}+\left(1-o_{0}\right) k_{0}}(-1)^{j_{1}+j_{2}+k_{3}+k_{4}}(-1)^{k_{0}+k_{1}+k_{2}} \\
& \left\{\begin{array}{ccc}
k_{1} & j_{1} & \frac{1}{2} \\
j_{2} & k_{2} & k_{0}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
j_{1} & j_{2} & k_{0} \\
k_{3} & k_{4} & j_{5}
\end{array}\right\}_{q} \psi_{i}\left(j_{1}, j_{2}, k_{3}, k_{4}, j_{5}, \ldots\right) . \tag{B.32}
\end{align*}
$$

The Biedenharn-Elliott identity on $q-6 j$ symbols gives precisely

$$
\begin{align*}
& (-1)^{j_{1}+j_{2}+k_{3}+k_{4}}(-1)^{k_{0}+k_{1}+k_{2}}\left\{\begin{array}{lll}
k_{1} & j_{1} & \frac{1}{2} \\
j_{2} & k_{2} & k_{0}
\end{array}\right\}_{q}\left\{\begin{array}{lll}
j_{1} & j_{2} & k_{0} \\
k_{3} & k_{4} & j_{5}
\end{array}\right\}_{q} \\
& =\sum_{k_{5}}\left[d_{k_{5}}\right](-1)^{k_{5}+j_{5}+\frac{1}{2}}\left\{\begin{array}{lll}
k_{1} & k_{2} & k_{0} \\
k_{3} & k_{4} & k_{5}
\end{array}\right\}_{q}\left\{\begin{array}{cccc}
k_{1} & j_{1} & \frac{1}{2} \\
j_{5} & k_{5} & k_{4}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
k_{5} & j_{5} & \frac{1}{2} \\
j_{2} & k_{2} & k_{3}
\end{array}\right\}_{q} . \tag{B.33}
\end{align*}
$$

Setting $j_{5}=k_{5}-\frac{\tilde{\epsilon}_{5}}{2}$ to change the summation over $j_{5}$ to one over $\tilde{\epsilon}_{5}$ (there are no other values of $j_{5}$ allowed by the triangular inequalities on the $q-6 j$ symbol), we get

$$
\begin{gather*}
A_{o_{2}}^{\epsilon_{2}, \epsilon_{1}}\left(k_{2}, k_{1}, k_{0}\right) \psi_{f}\left(j_{1}, j_{2}, k_{3}, k_{4}, k_{0}, \ldots\right)=o_{2} \epsilon_{2}\left[d_{k_{2}}\right]\left[d_{k_{0}}\right] \sum_{k_{5}, \tilde{\epsilon}_{5}}(-1)^{\left(1-o_{5}\right) j_{5}+\left(1-o_{0}\right) k_{0}}(-1)^{k_{5}+j_{5}+\frac{1}{2}} \\
{\left[d_{k_{5}}\right]\left\{\begin{array}{ccc}
k_{1} & k_{2} & k_{0} \\
k_{3} & k_{4} & k_{5}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
k_{1} & j_{1} & \frac{1}{2} \\
j_{5} & k_{5} & k_{4}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
k_{5} & j_{5} & \frac{1}{2} \\
j_{2} & k_{2} & k_{3}
\end{array}\right\}_{q} \psi_{i}\left(j_{1}, j_{2}, k_{3}, k_{4}, j_{5}, \ldots\right) .} \tag{B.34}
\end{gather*}
$$

Using $\epsilon_{5}=(-1)^{\frac{1}{2}+j_{5}-k_{5}}$, we find $(-1)^{k_{5}+j_{5}+\frac{1}{2}}=\epsilon_{5}(-1)^{2 k_{5}}$. We also use $(-1)^{\left(1-o_{5}\right) j_{5}}=$ $o_{5}(-1)^{\left(1-o_{5}\right) k_{5}}$ and notice that a $q-6 j$ symbol can be factored. Thus,

$$
\begin{align*}
& \left\langle\left\{k_{e}\right\}_{\Gamma_{f}}\right| \mathbf{H}_{f_{12}, e, e^{\prime}}\left|\psi_{f}\right\rangle \propto \sum_{k_{5}, \tilde{\epsilon}_{5}}(-1)^{\left(1-o_{5}\right) k_{5}+\left(1-o_{0}\right) k_{0}}(-1)^{k_{1}+k_{2}+k_{3}+k_{4}}\left\{\begin{array}{ccc}
k_{1} & k_{2} & k_{0} \\
k_{3} & k_{4} & k_{5}
\end{array}\right\}_{q}\left[d_{k_{0}}\right] \\
& \left(\sum_{\{\tilde{\epsilon}\}}\left(\prod_{e \rightarrow e^{\prime}} A\right) o_{5} \epsilon_{5}\left[d_{k_{5}}\right](-1)^{2 k_{5}}(-1)^{k_{1}+k_{2}+k_{3}+k_{4}} o_{2} \epsilon_{2}\left[d_{\left.k_{2}\right]}\right]\left\{\begin{array}{ccc}
k_{1} & j_{1} & \frac{1}{2} \\
j_{5} & k_{5} & k_{4}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
k_{5} & j_{5} & \frac{1}{2} \\
j_{2} & k_{2} & k_{3}
\end{array}\right\}_{q}\right. \\
& \left.\psi_{i}\left(j_{1}, j_{2}, k_{3}, k_{4}, j_{5}, \ldots\right)+(-1)^{d_{12, i}-d_{e e^{\prime}}} \alpha^{\epsilon_{e}, \epsilon_{e^{\prime}}}\left(k_{e}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{e_{\text {c.c. }}} B\right) \psi_{i}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{5}, \ldots\right)\right) . \tag{B.35}
\end{align*}
$$

We now recognize the coefficients in (B.30),

$$
\begin{gather*}
\left\langle\left\{k_{e}\right\}_{\Gamma_{f}}\right| \mathbf{H}_{f_{12}, e, e^{\prime}}\left|\psi_{f}\right\rangle \propto \sum_{k_{5}}(-1)^{\left(1-o_{5}\right) k_{5}+\left(1-o_{0}\right) k_{0}}(-1)^{k_{1}+k_{2}+k_{3}+k_{4}}\left\{\begin{array}{lll}
k_{1} & k_{2} & k_{0} \\
k_{3} & k_{4} & k_{5}
\end{array}\right\}_{q}\left[d_{k_{0}}\right] \\
\left(\sum_{\{\tilde{\epsilon}\}}\left(\prod_{e \rightarrow e_{c . c}^{\prime}} A\right) \sum_{\tilde{\epsilon}_{5}= \pm} A_{o_{5}}^{\tilde{\epsilon}_{5}, \tilde{\epsilon}_{1}}\left(k_{5}, k_{1}, k_{4}\right) A_{o_{2}}^{\tilde{c}_{2}, \tilde{\epsilon}_{5}}\left(k_{2}, k_{5}, k_{3}\right) \psi_{i}\left(j_{1}, j_{2}, k_{3}, k_{4}, j_{5}, \ldots\right)\right. \\
\left.\quad+(-1)^{d_{12, i}-d_{e e^{\prime}}} \alpha^{\epsilon_{e}, \epsilon_{e^{\prime}}}\left(k_{e}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{e^{\prime} \rightarrow . . \mathrm{c} .} B\right) \psi_{i}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{5}, \ldots\right)\right), \tag{B.36}
\end{gather*}
$$

and conclude that (B.31) vanished provided (B.30) and (6.51).

Face $f_{14}$. We now perform the same analysis on the constraints which act on the face $f_{14}$. We use the same notation as for the face $f_{12}$, i.e. let $e$ and $e^{\prime}$ be two reference edges around $f_{14}$ and consider the Hamiltonian constraints associated to them on $\Gamma_{i}$ and $\Gamma_{f}$. On $\Gamma_{i}$, the Hamiltonians contain the operator $\mathbf{E}_{e_{1} e_{4}}^{\epsilon_{1}, \epsilon_{4}}$, which without loss of generality can be considered to give rise to an $A$-term. The constraints on the spin network coefficients of $\left|\psi_{i}\right\rangle$ read

$$
\begin{align*}
& \sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{\overrightarrow{c . c} e^{\prime}}} A\right) A_{o_{1}}^{\tilde{\epsilon}_{1}, \tilde{\epsilon}_{4}}\left(k_{1}, k_{4}, k_{5}\right) \psi_{i}\left(j_{1}, k_{2}, k_{3}, j_{4}, k_{5}, \ldots\right) \\
&+(-1)^{d_{14, i}-d_{e e^{\prime}}} \alpha^{\epsilon_{e}, \epsilon_{e^{\prime}}}\left(k_{e}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{e^{\prime} \rightarrow e}} B\right) \psi_{i}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{5}, \ldots\right)=0, \tag{B.37}
\end{align*}
$$

with $j_{1}=k_{1}-\tilde{\epsilon_{1}} / 2, j_{4}=k_{4}-\tilde{\epsilon}_{4} / 2$. The $\operatorname{sign} \tilde{\epsilon}_{1}$ (respectively $\left.\tilde{\epsilon}_{4}\right)$ is fixed if $e=e_{1}$ (respectively if $e^{\prime}=e_{4}$ ) and summed over otherwise. Here, $\prod_{\substack{\text { c.c. }}} A$ is the product of the $A$-terms from $e$ to $e^{\prime}$ counter-clockwise, except for the one on the corner of $e_{1}, e_{4}$ which has been singled out. As for $\prod_{\substack{e^{\prime} \rightarrow \mathrm{c.c} \text { e }}} B$, it is the product of the $B$-terms going counter-clockwise from $e^{\prime}$ to $e$.

On $\Gamma_{f}$, we need to look at two types of constraints. Either the operators $\mathbf{E}_{e_{0} e_{4}}^{\tilde{\epsilon}_{0}, \tilde{\epsilon}_{4}}$ and $\mathbf{E}_{e_{1} e_{0}}^{\tilde{\epsilon}_{1}, \tilde{\epsilon}_{0}}$ which enter $\mathbf{H}_{f_{14}, e, e^{\prime}}$ on $\Gamma_{f}$ both contribute to $A$-terms of the constraint (or both to $B$-terms but this is the same), or one gives rise to an $A$-term and the other one to a $B$-term.

In case they both give rise to $A$-terms, we are in the same situation as in our previous analysis on the face $f_{12}$, with the role of $\Gamma_{i}$ and $\Gamma_{f}$ exchanged. Since the relation (6.51) between $\left|\psi_{f}\right\rangle$ and $\left|\psi_{i}\right\rangle$ can be inverted with the same form, we have nothing to prove.

If $\mathbf{E}_{e_{0} e_{4}}^{\tilde{\epsilon}_{0}, \tilde{\epsilon}_{4}}$ contributes to a $B$-term, and $\mathbf{E}_{e_{1} e_{0}}^{\tilde{\epsilon}_{1}, \tilde{\epsilon}_{0}}$ contributes to an $A$-term, this means that $e_{0}=e$ is a reference edge chosen for the constraint. The Hamiltonians of this type on $\Gamma_{f}$ are $\mathbf{H}_{f_{14}, e_{0}, e^{\prime}}^{\epsilon_{0}, \epsilon_{e}^{\prime}, \ldots, \epsilon_{4}}$ and they are labeled by signs for all the edges from $e^{\prime}$ to $e_{0}$ counter-clockwise. The matrix elements read

$$
\begin{align*}
& \left\langle\left\{k_{e}\right\}_{\Gamma_{f}}\right| \mathbf{H}_{f_{14}, e_{0}, e^{\prime}}^{\epsilon_{0}, \epsilon_{e^{\prime}}, \ldots, \epsilon_{4}}\left|\psi_{f}\right\rangle \propto \sum_{\{\tilde{\epsilon}\}}\left(\prod_{\left.e_{1} \underset{\substack{e^{\prime}}}{ } A\right) A_{o_{1}}^{\tilde{\epsilon}_{1}, \epsilon_{0}}\left(k_{1}, k_{0}, k_{2}\right) \psi_{f}\left(j_{1}, k_{2}, k_{3}, j_{4}, j_{0}, \ldots\right)}+(-1)^{d_{14, f}-d_{e_{0} e^{\prime}}} \alpha^{\epsilon_{0}, \epsilon_{e^{\prime}}}\left(k_{0}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{\prime \\
e_{\text {c.c. }}}} B\right) B_{o_{0}}^{\epsilon_{0}, \tilde{\epsilon}_{4}}\left(j_{0}, j_{4}, k_{3}\right) \psi_{f}\left(k_{1}, k_{2}, k_{3}, l_{4}, k_{0}, \ldots\right),\right.
\end{align*}
$$

where $\epsilon_{0}$ is fixed (but $\tilde{\epsilon}_{4}$ only is if $e^{\prime}=e_{4}$ ) and $j_{0,4}=k_{0,4}-\epsilon_{0,4} / 2$, and $l_{4}=j_{4}+\tilde{\epsilon}_{4} / 2$.
We now plug (6.51) into the above matrix elements. We first look at the $A$-term,

$$
\begin{gather*}
A_{o_{1}}^{\epsilon_{1}, \epsilon_{0}}\left(k_{1}, k_{0}, k_{2}\right) \psi_{f}\left(j_{1}, k_{2}, k_{3}, j_{4}, j_{0}, \ldots\right)=\left[d_{j_{0}}\right] \sum_{k_{5}} o_{1} \epsilon_{1}\left[d_{k_{1}}\right](-1)^{\left(1-o_{5}\right) k_{5}+\left(1-o_{0}\right) j_{0}} \\
(-1)^{k_{0}+k_{1}+k_{2}}(-1)^{j_{1}+k_{2}+k_{3}+j_{4}}\left\{\begin{array}{ccc}
j_{1} & k_{2} & j_{0} \\
k_{3} & j_{4} & k_{5}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
k_{1} & j_{1} & \frac{1}{2} \\
j_{0} & k_{0} & k_{2}
\end{array}\right\}_{q} \psi_{i}\left(j_{1}, k_{2}, k_{3}, j_{4}, k_{5}, \ldots\right) . \tag{B.39}
\end{gather*}
$$

The relevant Biedenharn-Elliott identity is

$$
\begin{align*}
& (-1)^{k_{0}+k_{1}+k_{2}+j_{0}+j_{1}+k_{3}+k_{5}}\left\{\begin{array}{lll}
j_{1} & k_{2} & j_{0} \\
k_{3} & j_{4} & k_{5}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
k_{1} & j_{1} & \frac{1}{2} \\
j_{0} & k_{0} & k_{2}
\end{array}\right\}_{q} \\
& =\sum_{l_{4}}\left[d_{l_{4}}\right](-1)^{j_{4}+l_{4}+\frac{1}{2}}\left\{\begin{array}{ccc}
j_{4} & l_{4} & \frac{1}{2} \\
k_{1} & j_{1} & k_{5}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
j_{4} & l_{4} & \frac{1}{2} \\
k_{0} & j_{0} & k_{3}
\end{array}\right\}_{q}\left\{\begin{array}{lll}
k_{1} & k_{2} & k_{0} \\
k_{3} & l_{4} & k_{5}
\end{array}\right\}_{q} . \tag{B.40}
\end{align*}
$$

As for the $B$-term,

$$
\begin{align*}
& \sum_{l_{4}} B_{o_{0}}^{\epsilon_{0}, \tilde{\epsilon}_{4}}\left(j_{0}, j_{4}, k_{3}\right) \psi_{f}\left(k_{1}, k_{2}, k_{3}, l_{4}, k_{0}, \ldots\right)=\sum_{k_{5}, l_{4}} o_{0} \epsilon_{0}\left[d_{j_{0}}\right]\left[d_{k_{0}}\right](-1)^{j_{0}+k_{3}+j_{4}} \\
& (-1)^{\left(1-o_{5}\right) k_{5}+\left(1-o_{0}\right) k_{0}}(-1)^{k_{1}+k_{2}+k_{3}+l_{4}}\left\{\begin{array}{cccc}
j_{4} & l_{4} & \frac{1}{2} \\
k_{0} & j_{0} & k_{3}
\end{array}\right\}_{q}\left\{\begin{array}{lll}
k_{1} & k_{2} & k_{0} \\
k_{3} & l_{4} & k_{5}
\end{array}\right\}_{q} \psi_{i}\left(k_{1}, k_{2}, k_{3}, l_{4}, k_{5}, \ldots\right) . \tag{B.41}
\end{align*}
$$

We recognize the two same $q-6 j$ symbols as in the Biendenharn-Elliott identity above. We can thus factor them out, so that the matrix elements of the Hamiltonian are proportional to

$$
\begin{gather*}
\left\langle\left\{k_{e}\right\}_{\Gamma_{f}}\right| \mathbf{H}_{f_{14}, e_{0}, e^{\prime}}^{\epsilon_{0}, \epsilon_{e^{\prime}}, \ldots, \epsilon_{4}}\left|\psi_{f}\right\rangle \propto \sum_{k_{5}, l_{4}}(-1)^{j_{0}+k_{3}+j_{4}}(-1)^{\left(1-o_{5}\right) k_{5}+\left(1-o_{0}\right) k_{0}}\left\{\begin{array}{lll}
j_{4} & l_{4} & \frac{1}{2} \\
k_{0} & j_{0} & k_{3}
\end{array}\right\}_{q} \\
(-1)^{k_{1}+k_{2}+k_{3}+l_{4}}\left\{\begin{array}{lll}
k_{1} & k_{2} & k_{0} \\
k_{3} & l_{4} & k_{5}
\end{array}\right\}_{q}\left[d_{j_{0}}\right]\left(\sum_{\{\tilde{\epsilon}\}}\left(\prod_{e_{1} \rightarrow e^{\prime}} A\right) o_{0} o_{1} \epsilon_{1}\left[d_{k_{1}}\right]\left[d_{l_{4}}\right](-1)^{k_{2}+j_{4}-j_{0}-k_{5}}\right. \\
(-1)^{j_{4}+l_{4}+\frac{1}{2}}(-1)^{j_{0}+k_{3}+j_{4}}(-1)^{k_{1}+k_{2}+k_{3}+l_{4}}\left\{\begin{array}{ccc}
j_{4} & l_{4} & \frac{1}{2} \\
k_{1} & j_{1} & k_{5}
\end{array}\right\}_{q} \times \psi_{i}\left(j_{1}, k_{2}, k_{3}, j_{4}, k_{5}, \ldots\right) \\
\left.\quad+(-1)^{d_{14, f}-d_{e_{0} e^{\prime}}} \alpha^{\epsilon_{0}, \epsilon_{e^{\prime}}}\left(k_{0}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{e^{\prime} \rightarrow e_{4}} B\right) o_{0} \epsilon_{0}\left[d_{k_{0}}\right] \psi_{i}\left(k_{1}, k_{2}, k_{3}, l_{4}, k_{5}, \ldots\right)\right) \tag{B.42}
\end{gather*}
$$

It now suffices to show that the expression into brackets vanishes thanks to (B.37). Let us take care of the signs:

$$
\begin{aligned}
& (-1)^{k_{2}+j_{4}-j_{0}-k_{5}}(-1)^{j_{4}+l_{4}+\frac{1}{2}}(-1)^{j_{0}+k_{3}+j_{4}}(-1)^{k_{1}+k_{2}+k_{3}+l_{4}} \\
& \quad=(-1)^{2\left(k_{2}-k_{5}+k_{3}\right)}(-1)^{4 j_{4}}(-1)^{\frac{1+\tilde{\epsilon}_{4}}{2}}(-1)^{k_{1}+l_{4}+k_{5}}=-\tilde{\epsilon}_{4}(-1)^{k_{1}+l_{4}+k_{5}}
\end{aligned}
$$

Replace the sign factor in the bracket, we get

$$
\begin{gather*}
-\sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{e_{1 \rightarrow c} \rightarrow e^{\prime}}} A\right) o_{0} o_{1} \epsilon_{1}\left[d_{k_{1}}\right]\left[d_{l_{4}}\right](-1)^{j_{1}-k_{1}+j_{4}-l_{4}}(-1)^{j_{1}+l_{4}+k_{5}+\frac{1}{2}}\left\{\begin{array}{ccc}
j_{4} & l_{4} & \frac{1}{2} \\
k_{1} & j_{1} & k_{5}
\end{array}\right\}_{q} \\
\psi_{i}\left(j_{1}, k_{2}, k_{3}, j_{4}, k_{5}, \ldots\right)+(-1)^{d_{14, f}-d_{e_{0} e^{\prime}} \alpha^{\epsilon_{0}, \epsilon_{e^{\prime}}}\left(k_{0}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{e_{\text {c.c. }}^{\prime}} B\right) o_{0} \epsilon_{0}\left[d_{k_{0}}\right]} \\
\psi_{i}\left(k_{1}, k_{2}, k_{3}, l_{4}, k_{5}, \ldots\right)=-o_{0} \tilde{\epsilon}_{4}\left[d_{l_{4}}\right]\left(\sum_{\{\tilde{\epsilon}\}}\left(\prod_{e_{1} \rightarrow e^{\prime}} A\right) A_{o_{1}}^{\epsilon_{\text {c.c. }}, \tilde{\epsilon}_{4}}\left(k_{1}, l_{4}, k_{5}\right) \psi_{i}\left(j_{1}, k_{2}, k_{3}, j_{4}, k_{5}, \ldots\right)\right. \\
\left.+(-1)^{d_{14, i}-d_{e_{4} e^{\prime}}} \alpha^{\tilde{\epsilon}_{4}, \epsilon_{e^{\prime}}}\left(l_{4}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{e_{\text {c.c. }}} B\right) \psi_{i}\left(k_{1}, k_{2}, k_{3}, l_{4}, k_{5}, \ldots\right)\right) . \tag{B.43}
\end{gather*}
$$

The expression into brackets on the RHS is exactly the constraint (B.37) on $\Gamma_{i}$ with the choice $e=e_{4}$ of reference edge and arbitrary $\tilde{\epsilon}_{4}$ fixed.

Proof B.4.3 (Proof of Theorem 6.3.2).
Consider two reference edges $e, e^{\prime}$ in $F \cup f$, and the associated constraint such that $\mathbf{E}_{e_{1} e_{2}}^{\tilde{\epsilon}_{1}, \tilde{\epsilon}_{2}}$ is an $A$-term (without loss of generality since $A$ - and $B$-terms can be exchanged). Its matrix elements $\left\langle\left\{k_{e}\right\}\right| \mathbf{H}_{F \cup f, e, e^{\prime}}\left|\psi_{f}\right\rangle$ read

$$
\begin{align*}
\left\langle\left\{k_{e}\right\}\right| \mathbf{H}_{F \cup f, e, e^{\prime}}\left|\psi_{f}\right\rangle \propto \sum_{\{\tilde{\epsilon}\}}( & \left.\prod_{\substack{e \rightarrow e^{\prime} \\
\text { c.c. }}} A\right) A_{o o_{2}}^{\tilde{c}_{2}, \tilde{\epsilon}_{1}}\left(k_{2}, k_{1}, l_{2}\right) \psi_{f}\left(j_{1}, j_{2}, \ldots\right) \\
& +(-1)^{d_{f}-d_{e e^{\prime}}} \alpha^{\epsilon_{e}, \epsilon_{e^{\prime}}}\left(k_{e}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{e^{\prime} \overrightarrow{c_{c . c}}}} B\right) \psi_{f}\left(k_{1}, k_{2}, \ldots\right), \tag{B.44}
\end{align*}
$$

with $j_{1,2}=k_{1,2}-\tilde{\epsilon}_{1,2} / 2$, and $d_{f}$ denotes the number of boundary edges surrounding $F \cup f$. Here, $\prod_{e \rightarrow e^{\prime}} A$ is the product of the $A$-terms from $e$ to $e^{\prime}$ counter-clockwise, except for the one on the corner of $e_{1}, e_{2}$ which has been singled out. We will show those matrix elements vanish as soon as the constraints on $f$ and on $F$ are both satisfied on $\left|\psi_{i}\right\rangle$, given (6.55).

On $f$, we have the constraint, for fixed $\epsilon_{1}, \epsilon_{2}$, and $j_{1,2}=k_{1,2}-\epsilon_{1,2} / 2$,

$$
\begin{align*}
& B_{o_{2}}^{-\epsilon_{2},-\epsilon_{1}}\left(k_{2}, k_{1}, l_{2}\right) \psi_{i}\left(k_{0}, j_{1}, j_{2}, k_{3}, k_{4}, \ldots\right) \\
= & \alpha^{\epsilon_{1}, \epsilon_{2}}\left(k_{1}, k_{2}\right) \sum_{\epsilon_{0}= \pm} A_{o_{0}, f}^{\epsilon_{0},-\epsilon_{2}}\left(k_{0}, j_{2}, k_{3}\right) A_{o_{1}}^{-\epsilon_{1}, \epsilon_{0}}\left(j_{1}, k_{0}, k_{4}\right) \psi_{i}\left(k_{0}-\frac{\epsilon_{0}}{2}, k_{1}, k_{2}, k_{3}, k_{4}, \ldots\right), \tag{B.45}
\end{align*}
$$

where $o_{0, f}$ is the orientation of $e_{0}$ relative to $f$. On $F$ there is a constraint similar to (B.44), from the Hamiltonians $\mathbf{H}_{F, e, e^{\prime}}$ with the same signs $\epsilon$ s. It reads,

$$
\begin{align*}
& \sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{\rightarrow \rightarrow e^{\prime}}} A\right) \sum_{\tilde{\epsilon}_{0}= \pm} A_{o_{0, F}}^{\tilde{\epsilon}_{0}, \tilde{\epsilon}_{4}}\left(k_{0}, k_{4}+\frac{\tilde{\epsilon}_{4}}{2}, k_{1}\right) A_{o_{3}}^{\tilde{\epsilon}_{3}, \tilde{\epsilon}_{0}}\left(k_{3}+\frac{\tilde{\epsilon}_{3}}{2}, k_{0}, k_{2}\right) \\
& \psi_{i}\left(k_{0}-\frac{\tilde{\epsilon}_{0}}{2}, k_{1}, k_{2}, k_{3}-\frac{\tilde{\epsilon}_{3}}{2}, k_{4}-\frac{\tilde{\epsilon}_{4}}{2}, \ldots\right) \\
& +(-1)^{d_{f}-d_{e e^{\prime}} \alpha^{\epsilon_{e}, \epsilon_{e^{\prime}}}\left(k_{e}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{e_{c . c}^{\prime} \rightarrow e} B\right) \psi_{i}\left(k_{0}, k_{1}, k_{2}, k_{3}, k_{4}, \ldots\right)=0} . \tag{B.46}
\end{align*}
$$

where $o_{0, F}$ is the orientation of $e_{0}$ as the boundary of $F$, which is opposite to $o_{0, f}$. Here $\tilde{\epsilon}_{4}$ (respectively $\tilde{\epsilon}_{3}$ ) is fixed if $e=e_{4}$ (respectively if $e^{\prime}=e_{3}$ ) and summed over otherwise.

We now specialise (B.45) and (B.46) to $k_{0}=0$, where they simplify a lot. First, that enforces $\epsilon_{0}=-$ in (B.45) and $\tilde{\epsilon}_{0}=-$ in (B.46), so that those sums reduce to a single term.

In (B.46) we further take $k_{3}=k_{2}$ and $k_{4}=k_{1}$. All $q-6 j$-symbols with a spin equal to 0 can be evaluated as $\left\{\begin{array}{ccc}j_{1} & k_{1} & \frac{1}{2} \\ \frac{1}{2} & 0 & k_{4}\end{array}\right\}_{q}=\delta_{j_{1}, k_{4}}(-1)^{j_{1}+k_{1}+\frac{1}{2}} / \sqrt{[2]\left[d_{j_{1}}\right]}$.

As a consequence, (B.45) gives

$$
\begin{align*}
& B_{o_{2}}^{-\epsilon_{2},-\epsilon_{1}}\left(k_{2}, k_{1}, l_{2}\right) \psi_{i}\left(0, j_{1}, j_{2}, j_{2}, j_{1}, \ldots\right) \\
&=-\alpha^{\epsilon_{1}, \epsilon_{2}}\left(k_{1}, k_{2}\right) o_{0, f} o_{1} \epsilon_{2} \frac{\left[d_{j_{1}}\right]}{[2] \sqrt{\left[d_{j_{1}}\right]\left[d_{j_{2}}\right]}} \psi_{i}\left(\frac{1}{2}, k_{1}, k_{2}, j_{2}, j_{1}, \ldots\right), \tag{B.47}
\end{align*}
$$

where $k_{3}=j_{2}$ and $k_{4}=j_{1}$ on the last term is enforced by the special evaluations of the $q$ - $6 j$-symbols with a spin 0 . (B.46) gives

$$
\begin{align*}
& \sum_{\{\tilde{\epsilon}\}}\left(\prod_{\substack{e \rightarrow e^{\prime}}} A\right) o_{0, f} o_{3} \epsilon_{1} \frac{\left[d_{k_{2}}\right]}{[2] \sqrt{\left[d_{k_{1}}\right]\left[d_{k_{2}}\right]}} \psi_{i}\left(\frac{1}{2}, k_{1}, k_{2}, j_{2}, j_{1}, \ldots\right) \\
& +(-1)^{d_{f}-d_{e e^{\prime}} \alpha^{\epsilon_{e}, \epsilon_{e^{\prime}}}\left(k_{e}, k_{e^{\prime}}\right) \sum_{\{\tilde{\epsilon}\}}\left(\prod_{e^{\prime} \rightarrow} B\right) \psi_{i}\left(0, k_{1}, k_{2}, k_{2}, k_{1}, \ldots\right)=0 .} . \tag{B.48}
\end{align*}
$$

The term $\psi_{i}\left(\frac{1}{2}, k_{1}, k_{2}, j_{2}, j_{1}, \ldots\right)$ can be eliminated using (B.47). Moreover we turn the $B$ coefficient of this equation into an $A$-coefficient using $-A_{o_{2}}^{\epsilon_{2}, \epsilon_{1}}\left(k_{2}, k_{1}, l_{2}\right)=B_{o_{2}}^{-\epsilon_{2},-\epsilon_{1}}\left(k_{2}, k_{1}, l_{2}\right)$. It is then enough to recognize $\psi_{f}$ as given in (6.55) to obtain that (B.44) vanishes.

## Proof B.4.4 (Proof of Theorem 6.3.3).

Let us write the constraints on the triangular face. There is one constraint for each pair of edges of the boundary. For the pair $\left(e_{2}, e_{6}\right)$, for instance, one gets

$$
\begin{align*}
\sum_{\epsilon_{1}= \pm} A_{o_{1}}^{\epsilon_{1}, \epsilon_{2}}\left(k_{1}, k_{2}, k_{3}\right) & A_{o_{6}}^{\epsilon_{6}, \epsilon_{1}}\left(k_{6}, k_{1}, k_{5}\right) \psi_{i}\left(j_{1}, j_{2}, k_{3}, k_{4}, k_{5}, j_{6}, \ldots\right) \\
& +\alpha^{\epsilon_{2}, \epsilon_{6}}\left(k_{2}, k_{6}\right) B_{o_{2}}^{\epsilon_{2}, \epsilon_{6}}\left(j_{2}, j_{6}, k_{4}\right) \psi_{i}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{5}, k_{6}, \ldots\right)=0 \tag{B.49}
\end{align*}
$$

Here $j_{i}=k_{i}-\epsilon_{i} / 2$, for $i=1,2,6$. The coefficients are

$$
\begin{align*}
& A_{o_{1}}^{\epsilon_{1}, \epsilon_{2}}\left(k_{1}, k_{2}, k_{3}\right)=o_{1} \epsilon_{1}\left[d_{k_{1}}\right](-1)^{k_{1}+k_{2}+k_{3}}\left\{\begin{array}{ccc}
k_{1} & j_{1} & \frac{1}{2} \\
j_{2} & k_{2} & k_{3}
\end{array}\right\}_{q}, \\
& A_{o_{6}}^{\epsilon_{6}, \epsilon_{1}}\left(k_{6}, k_{1}, k_{5}\right)=o_{6} \epsilon_{6}\left[d_{k_{6}}\right](-1)^{k_{1}+k_{5}+k_{6}}\left\{\begin{array}{ccc}
k_{6} & j_{6} & \frac{1}{2} \\
j_{1} & k_{1} & k_{5}
\end{array}\right\}_{q}  \tag{B.50}\\
& B_{o_{2}}^{\epsilon_{2}, \epsilon_{6}}\left(j_{2}, j_{6}, k_{4}\right)=o_{2} \epsilon_{2}\left[d_{j_{2}}\right](-1)^{j_{2}+k_{4}+j_{6}}\left\{\begin{array}{ccc}
k_{6} & j_{6} & \frac{1}{2} \\
j_{2} & k_{2} & k_{4}
\end{array}\right\}_{q}
\end{align*}
$$

We thus have the recursion

$$
\begin{align*}
& \sum_{\epsilon_{1}= \pm} o_{1} o_{2} o_{6}\left[d_{k_{1}}\right](-1)^{2 k_{1}+k_{2}+k_{3}+k_{5}+k_{6}+\frac{1-\epsilon_{1}}{2}+\frac{\epsilon_{2}}{2}+\frac{\epsilon_{6}}{2}\left\{\begin{array}{ccc}
k_{1} & j_{1} & \frac{1}{2} \\
j_{2} & k_{2} & k_{3}
\end{array}\right\}_{q}\left\{\begin{array}{ccc}
k_{6} & j_{6} & \frac{1}{2} \\
j_{1} & k_{1} & k_{5}
\end{array}\right\}_{q}} \\
& \psi_{i}\left(j_{1}, j_{2}, k_{3}, k_{4}, k_{5}, j_{6}, \ldots\right)+(-1)^{k_{2}+k_{4}+k_{6}}\left\{\begin{array}{ccc}
k_{6} & j_{6} & \frac{1}{2} \\
j_{2} & k_{2} & k_{4}
\end{array}\right\}_{q} \psi_{i}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{5}, k_{6}, \ldots\right)=0 \tag{B.51}
\end{align*}
$$

and similarly for the pairs $\left(e_{1}, e_{2}\right),\left(e_{6}, e_{1}\right)$. A similar result for the flat case was found in [44], where $q$ is set to 1 . Those recursions determine the dependence of $\psi_{i}$ on $j_{1}, j_{2}, j_{6}$ up to a single initial condition. As the recursion involve three terms, it may seem like several initial conditions are required. However, at $k_{1}=0$, only two terms are left in the recursion, as shown in (B.47). This means that from the initial condition $\psi_{i}\left(0, k_{3}, k_{3}, k_{4}, k_{5}, k_{5}\right)$, one gets $\psi_{i}\left(\frac{1}{2}, k_{3}-\epsilon_{2} / 2, k_{3}, k_{4}, k_{5}, k_{5}-\epsilon_{6} / 2\right)$. Then this determines $\psi_{i}$ for arbitrary $k_{1}, k_{2}, k_{6}$. The result is known to be

$$
\psi_{i}\left(k_{1}, k_{2}, k_{3}, k_{4}, k_{5}, k_{6}, \ldots\right)=\left\{\begin{array}{ccc}
k_{1} & k_{2} & k_{3}  \tag{B.52}\\
k_{4} & k_{5} & k_{6}
\end{array}\right\}_{q} \phi\left(k_{3}, k_{4}, k_{5}, \ldots\right)
$$

where $\phi\left(k_{3}, k_{4}, k_{5}, \ldots\right)$ is independent of $k_{1}, k_{2}, k_{6}$. To determine $\phi$, we set $k_{1}=0$,

$$
\begin{align*}
& \phi\left(k_{3}, k_{4}, k_{5}, \ldots\right)=\left\{\begin{array}{rrr}
0 & k_{3} & k_{3} \\
k_{4} & k_{5} & k_{5}
\end{array}\right\}_{q}^{-1} \psi_{i}\left(0, k_{3}, k_{3}, k_{4}, k_{5}, k_{5}, \ldots\right) \\
&=(-1)^{k_{3}+k_{4}+k_{5}} \sqrt{\left[d_{k_{3}}\right]\left[d_{k_{5}}\right]} \psi_{i}\left(0, k_{3}, k_{3}, k_{4}, k_{5}, k_{5}, \ldots\right) \tag{B.53}
\end{align*}
$$

We conclude with Theorem 6.3.2.

## B. 5 Proofs of propositions in Chapter 7

Proof B.5.1 (Proof of Proposition 7.2.1).
Recall that the coherent spin network state for a tetrahedron graph is

$$
\begin{equation*}
\sum_{\left\{j_{e}\right\}} s_{\text {tet }}^{\text {cohe }}\left(g_{e}\right)=\int_{\operatorname{SU}(2)^{4}} \prod_{v=1}^{4} \mathrm{~d} h_{v} e^{\sum_{e=1}^{6}\left|\tilde{\zeta}_{e}\right| h_{t(e)}^{-1} g_{e} h_{s(e)}\left|\zeta_{e}\right\rangle} \tag{B.54}
\end{equation*}
$$

The evaluation on identity gives the vertex amplitude (7.47). To glue the vertex amplitudes associated to adjacent tetrahedra, we make use of the identity in the representation space $\mathcal{V}^{j} \otimes \mathcal{V}^{* j}$ spanned by the coherent states [143]

$$
\begin{equation*}
\left.\left.\mathbb{V}_{\mathcal{V}^{j} \otimes \mathcal{V}^{* j}}=\frac{1}{(2 j)!} \int \mathrm{d} \mu(\zeta)|j, \zeta\rangle\langle j, \zeta|=\frac{1}{(2 j)!} \int \mathrm{d} \mu(\zeta) \right\rvert\, j, \zeta\right][j, \zeta \mid . \tag{B.55}
\end{equation*}
$$

To do the gluing, we will use the following identity,

$$
\begin{aligned}
& \int \mathrm{d} \mu\left(\xi_{1}\right) \int \mathrm{d} \mu\left(\xi_{2}\right) e^{\left.\left[\zeta|g| \xi_{1}\right\rangle+\left\langle\xi_{1}\right| \xi_{2}\right]+\left[\xi_{2}|h| \zeta^{\prime}\right\rangle} \\
= & \left.\sum_{j, k, l \in \mathbb{N} / 2} \frac{1}{(2 j)!(2 k)!(2 l)!} \int \mathrm{d} \mu\left(\xi_{1}\right) \int \mathrm{d} \mu\left(\xi_{2}\right)\left[j, \zeta|g| j, \xi_{1}\right\rangle\left\langle k, \xi_{1}\right| k, \xi_{2}\right]\left[l, \xi_{2}|h| l, \zeta^{\prime}\right\rangle \\
= & \sum_{j \in \mathbb{N} / 2} \frac{1}{(2 j)!}\left[j, \zeta|g h| j, \zeta^{\prime}\right\rangle=e^{\left[\zeta|g h| \zeta^{\prime}\right\rangle} .
\end{aligned}
$$

We have used (B.55) to obtained the third line. This product rule can be applied to contract terms between adjacent tetrahedra, say $T_{1}$ and $T_{2}$, connected with the triangle whose 2 D dual is a node $v$, while 3 D dual is an oriented dual edge $e^{*}$. Say the source dual vertex $s\left(e^{*}\right)$ is dual to $T_{1}$ and the target $t\left(e^{*}\right)$ is dual to $T_{2}$. Consider the graphs $\left(\partial T_{1}\right)^{*}$ and $\left(\partial T_{2}\right)^{*}$ both including the node $v$. To identify the triangles from $T_{1}$ and $T_{2}$ is to identify the three links $e, e^{\prime}, e^{\prime \prime} \in v$ from the two graphs. However, the spinors associated to links from different graphs are different. For instance, consider a link $e \in v$, the spinor $\zeta_{e}^{T_{1}}$ (or $\zeta_{e}^{s\left(e^{*}\right)}$ with the dual language) on $\left(\partial T_{1}\right)^{*}$ is not the same as $\zeta_{e}^{T_{2}}$ (or $\zeta_{e}^{t\left(e^{*}\right)}$ ) on $\left(\partial T_{2}\right)^{*}$. Integrating over the relevant terms from vertex amplitudes of $s\left(e^{*}\right)$ and $t\left(e^{*}\right)$, and the edge amplitude of $e^{*}$, one gets (we write only integration for one link $e$ for short)

$$
\begin{align*}
& \int \mathrm{d} \mu\left(\zeta_{e}^{S\left(e^{*}\right)}\right) \int \mathrm{d} \mu\left(\zeta_{e}^{t\left(e^{*}\right)}\right) e^{\left[\zeta^{v_{1}}\left|\left(h_{v_{1}}^{T_{1}}\right)^{-1} h_{v}^{T_{1}}\right| \zeta_{e}^{s\left(e^{*}\right)}\right\rangle} e^{\left.\left\langle\zeta_{e}^{\left(e^{*}\right)}\right| \zeta_{e}^{t\left(e^{*}\right)}\right]} e^{\left[\zeta^{t\left(e^{*}\right)}\left|\left(h_{v}^{T_{2}}\right)^{-1} h_{v 2}^{T_{2}}\right| \zeta^{v_{2}}\right\rangle}  \tag{B.56}\\
= & e^{\left[\zeta^{v_{1}}\left|\left(h_{v_{1}}^{T_{1}}\right)^{-1} h_{v}^{T_{1}}\left(h_{v}^{T_{2}}\right)^{-1} h_{v}^{T_{2}}\right| \zeta^{v_{2}}\right\rangle}=e^{\left[\zeta^{v_{1}}\left|\left(h_{v_{1}}^{T_{1}}\right)^{-1} h_{v} h_{v_{2}}^{T_{2}}\right| \zeta^{v_{2}}\right\rangle},
\end{align*}
$$

with $h_{v} \equiv h_{v}^{T_{1}}\left(h_{v}^{T_{2}}\right)^{-1}$.
The contraction (B.56) can be repeatedly performed along a closed chain $\left(e_{1}^{*} e_{2}^{*} \ldots e_{n}^{*} e_{1}^{*}\right) \in$ $T^{*}$ (or equivalently ( $\triangle_{1} \triangle_{2} \cdots \triangle_{n} \triangle_{1} \in T$ ) surrounding an edge $\bar{e}$ shared by $n$ tetrahedra, as illustrated in fig.7.3. The edge amplitude can be absorbed into the vertex amplitudes. As a result, one simply flips of the spinors $\left[\zeta_{e}^{t\left(e^{*}\right)} \mid\right.$ associated to the target $t\left(e^{*}\right)$ of $e^{*}$ to
their dual $\left\langle\zeta_{e}^{t\left(e^{*}\right)}\right|$ and identify the spinors for the same link from different tetrahedra. In this way, then the gluing of a close chain of tetrahedra reads

$$
\begin{align*}
& \int \prod_{i=1}^{n} \mathrm{~d} \mu\left(\zeta^{v_{i}}\right) e^{\left\langle\zeta^{v_{1}}\right|\left(h_{v_{1}}^{T_{1}}\right)^{-1} h_{v_{2}}^{T_{1}}\left|\zeta^{v_{2}}\right\rangle+\left\langle\zeta^{v_{2}}\right|\left(h_{v_{2}}^{T_{2}}\right)^{-1} h_{v_{3}}^{T_{2}}\left|\zeta^{v_{3}}\right\rangle+\cdots+\left\langle\zeta^{v_{n}}\right|\left(h_{v_{n}}^{T_{n}}\right)^{-1} h_{v_{1}}^{T_{n}}\left|\zeta^{v_{1}}\right\rangle} \\
&=\int \mathrm{d} \mu\left(\zeta^{v_{1}}\right) e^{\left.\left\langle\zeta^{v_{1}}\right|\left|G_{\bar{e}}\right| \zeta^{v_{1}}\right\rangle} \tag{B.57}
\end{align*}
$$

with $G_{\bar{e}} \equiv\left(h_{v_{1}}^{T_{1}}\right)^{-1} h_{v_{2}} h_{v_{3}} \cdots h_{v_{n}} h_{v_{1}}^{T_{n}}$. Different from the magnetic number basis, each dual plaquette is weighted by a factor $\left\langle\zeta^{v_{1}}\right| G_{\bar{e}}\left|\zeta^{v_{1}}\right\rangle$ depending on the the spinor attached to the (randomly chosen) base node $v_{1}$ and the Wilson loop around the dual plaquette, or a factor ( $\left\langle\zeta^{v_{1}} \mid \zeta^{v_{1}}\right\rangle-1$ ) (or $\left(\left\langle\zeta^{f^{*}, T_{1}} \mid \zeta^{f^{*}, T_{1}}\right\rangle-1\right.$ ) depending only on the spinor attached to the $v_{1}$ [74]. At the end of the day, one gets the partition function expressed as

$$
\begin{align*}
Z_{\mathbf{T}}[\mathcal{M}, \partial \mathcal{M}] & =\int_{\mathrm{SU}(2)}\left(\prod_{v \in \Gamma} \mathrm{~d} h_{v}\right) \prod_{f \in \in \mathbf{T}^{*}} \int \mathrm{~d} \mu\left(\zeta^{v_{1}}\right)\left(1+\left\langle\zeta^{v_{1}}\right| G_{\bar{e}}\left|\zeta^{v_{1}}\right\rangle\right) e^{\left\langle\zeta^{v_{1}}\right| G_{\bar{e}}\left|\zeta^{v_{1}}\right\rangle} \\
& \left.=\int_{\mathrm{SU}(2)}\left(\prod_{v \in \Gamma} \mathrm{~d} h_{v}\right) \prod_{f^{*} \in \mathbf{T}^{*}} \int \mathrm{~d} \mu\left(\zeta^{v_{1}}\right)\left(\left\langle\zeta^{v_{1}} \mid \zeta^{v_{1}}\right\rangle-1\right\rangle\right) e^{\left\langle\zeta^{v_{1}}\right| G_{\bar{e}}\left|\zeta^{v_{1}}\right\rangle} \\
& =\left(\int_{\operatorname{SU}(2)} \prod_{\Delta \in T} \mathrm{~d} h_{\triangle}\right) \prod_{\bar{e} \in \mathbf{T}} \delta\left(G_{\bar{e}}\right)=\left(\int_{\mathrm{SU}(2)} \prod_{e^{*}} \mathrm{~d} g_{e^{*}}\right) \prod_{f^{*}} \delta\left(\prod_{e^{*} \in \partial f^{*}} g_{e^{*}}\right), \tag{B.58}
\end{align*}
$$

where an integration by part is used to get the second line. This matches the results by using the spin network basis as shown in Subsection 7.1.2.

Proof B.5.2 (Proof of Proposition 7.2.2).
This is a re-arrangement of the vertex amplitude and edge amplitude compared to (7.47)-(7.49). The difference between (7.47) and (7.51) is a factorial factor. We first apply the identity

$$
\begin{equation*}
\frac{1}{(n-1)!}=\frac{1}{2 \pi i} \oint_{|s|=r_{0}} \mathrm{~d} s \frac{e^{s}}{s^{n}} \tag{B.59}
\end{equation*}
$$

to rewrite the vertex amplitude (7.47) so that it is related to the SGF (7.50):

$$
\begin{equation*}
s_{\mathrm{tet}}^{\mathrm{cohe}}(\mathbb{\square})=\sum_{j_{1} \cdots j_{6}}\left(\prod_{v=1}^{4} \frac{1}{2 \pi i} \oint \mathrm{~d} s_{v} \frac{e^{s_{v}}}{s_{v}^{J_{v}+2}}\left(J_{v}+1\right)!\int_{\mathrm{SU}(2)} \mathrm{d} h_{v}\right) \prod_{e=1}^{6} \frac{1}{\left(2 j_{e}\right)!}\left[j_{e}, \zeta_{e}\left|h_{t(e)}^{-1} h_{s(e)}\right| j_{e}, \tilde{\zeta}_{e}\right\rangle . \tag{B.60}
\end{equation*}
$$

Then we expand the exponential of the edge amplitude (7.48)

$$
\begin{equation*}
e^{\left.\sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \zeta_{e}^{t\left(e^{*}\right)}\right]}=\sum_{k_{1} \cdots k_{3} \in \mathbb{N} / 2} \prod_{e \in v} \frac{\left.\left\langle k_{e}, \zeta_{e}^{s\left(e^{*}\right)}\right| k_{e}, \zeta_{e}^{t\left(e^{*}\right)}\right]}{\left(2 k_{e}\right)!} . \tag{B.61}
\end{equation*}
$$

The spinor integration in the total amplitude expression will select $k_{e} \equiv j_{e}$, $\forall e$ from (B.60) and (B.61), thus we are safe to redefine $J_{v}=\sum_{e \in v} k_{e}$. This moves the contour integral from the vertex amplitude to the edge amplitude, leaving the vertex amplitude purely given by the SGF. As such, each edge amplitude absorbs two contour integrals, one from the tetrahedron $s\left(e^{*}\right)$ and the other from $t\left(e^{*}\right)$, and is written as

$$
\begin{align*}
\mathcal{A}_{e^{*}}\left(\left\{\zeta_{e}\right\},\left\{w_{e}\right\}\right) & =\frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} s \oint \mathrm{~d} t \frac{e^{s+t}}{(s t)^{2}} \sum_{k_{1} \cdots k_{3} \in \mathbb{N} / 2} \prod_{e \in v} \frac{1}{(s t)^{k_{e}}} \frac{\left.\left\langle k_{e}, \zeta_{e}^{s\left(e^{*}\right)}\right| k_{e}, \zeta_{e}^{t\left(e^{*}\right)}\right]}{\left(2 k_{e}\right)!} \\
& =\frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} s \oint \mathrm{~d} t \frac{1}{(s t)^{2}} e^{\left.s+t+\frac{1}{\sqrt{s t}} \sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \xi_{e}^{t\left(e^{*}\right)}\right]} \\
& \left.=\frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} s \oint \mathrm{~d} t \sum_{k, m, n \in \mathbb{N}} \frac{1}{k!m!n!} s^{k-2-\frac{n}{2}} t^{m-2-\frac{n}{2}}\left(\sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \xi_{e}^{t\left(e^{*}\right)}\right]\right)^{k} \\
& \left.=\sum_{k=0}^{\infty} \frac{1}{(k+1)!2(2 k)!}\left(\sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \xi_{e}^{t\left(e^{*}\right)}\right]\right)^{2 k} \\
& ={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left(\sum_{e \in v}\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \xi_{e}^{t\left(e^{*}\right)}\right]\right)^{2}}{4}\right) \tag{B.62}
\end{align*}
$$

thus (7.52). We have used the identity $\left.\left.\left\langle k_{e}, \zeta_{e}^{s\left(e^{*}\right)}\right| k_{e}, \zeta^{t\left(e^{*}\right)}\right] \equiv\left\langle\zeta_{e}^{s\left(e^{*}\right)}\right| \xi_{e}^{t\left(e^{*}\right)}\right]^{2 k_{e}}$ to get the second line. To arrived at the fourth line, we have identified $n$ with $2 k-2$ and $m$ with $k$ followed with a change of variable $k \rightarrow k+1$ since $\frac{1}{2 \pi i} \oint \mathrm{~d} t t^{n}=1$ for $n=-1$ and zero otherwise.

Proof B.5.3 (Proof of Proposition 7.2.4).
Let us write explicitly, using the definition of the scaleless spin network state (7.54), the relevant part of the right-hand side of (7.55) in terms of the spinors on the two triangles to be glued (see fig.7.4a). Denote the links on (the dual of) the boundary $\partial \mathbf{C}_{1}$ of the left 3 -cell as $e$ 's. For each link $e$, the source $s(e)$ (resp. target $t(e)$ ) is assigned a spinor $\zeta_{e}$ (resp. $\tilde{\zeta}_{e}$ ) and an auxiliary spinor $\gamma_{e}$ (resp. $\tilde{\gamma}_{e}$ ). Also, denote the links on (the dual of)
the boundary $\partial \mathbf{C}_{2}$ of the right 3 -cell as $c$ 's. For each link $c$, the source $s(c)$ (resp. target $t(c)$ ) is assigned a spinor $\xi_{c}$ (resp. $\tilde{\xi}_{c}$ ) and an auxiliary spinor $\eta_{c}\left(\right.$ resp. $\left.\tilde{\eta}_{c}\right)$. With no loss of generality, we can fix the orientation of the relevant links. We fix that the links $e_{1}, e_{2}, e_{3}$ on the left triangle are outgoing from the node dual to the left triangle and $c_{1}, c_{2}, c_{3}$ are incoming towards the node dual to the right triangle. Let $\mathbf{C}_{1}$ to be the source of the dual edge dual to the glued triangle and $\mathbf{C}_{2}$ the target, then the edge amplitude for the gluing is

$$
\left.\mathcal{A}_{e^{*}}^{\partial \mathbf{C}_{1} \cap \partial \mathbf{C}_{2}}={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\left.\left(\sum_{e=1}^{3}\left\langle\zeta_{e}\right| \tilde{\xi}_{e}\right]\right)^{2}}{4}\right)=\sum_{k=0}^{\infty} \frac{1}{(k+1)!^{2}(2 k)!}\left(\sum_{e=1}^{3}\left\langle\zeta_{e}\right| \tilde{\xi}_{e}\right]\right)^{2 k} .
$$

The right hand side of (7.55) reads

$$
\begin{gather*}
\int\left(\prod_{e^{\prime}} \mathrm{d} \mu\left(\gamma_{e^{\prime}}\right) \mathrm{d} \mu\left(\tilde{\gamma}_{e^{\prime}}\right) \prod_{c^{\prime}} \mathrm{d} \mu\left(\eta_{c^{\prime}}\right) \mathrm{d} \mu\left(\tilde{\eta}_{c^{\prime}}\right)\right) \\
\left.\exp \left[\sum_{e^{\prime}}\left\langle\gamma_{e^{\prime}}\right| \tilde{\gamma}_{e^{\prime}}\right]+\sum_{c^{\prime}}\left\langle\eta_{c^{\prime}}\right| \tilde{\eta}_{c^{\prime}}\right]+\sum_{\alpha^{\prime}}\left[\zeta _ { s ( \alpha ^ { \prime } ) } | \zeta _ { t ( \alpha ^ { \prime } ) } \rangle \left[\gamma_{s\left(\alpha^{\prime}\right)}\left|\gamma_{t\left(\alpha^{\prime}\right)}\right\rangle+\sum_{\beta^{\prime}}\left[\xi_{s\left(\beta^{\prime}\right)}\left|\xi_{t\left(\beta^{\prime}\right)}\right\rangle\left[\eta_{s\left(\beta^{\prime}\right)}\left|\eta_{t\left(\beta^{\prime}\right)}\right\rangle\right]\right.\right.\right. \\
\left.\int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\gamma_{e}\right) \mathrm{d} \mu\left(\tilde{\eta}_{e}\right)\right) e^{\left.\left.\sum_{e=1}^{3}\left(\left\langle\gamma_{e}\right| \tilde{\gamma}_{e}\right]+\left\langle\eta_{e}\right| \tilde{\eta}_{e}\right]\right)} \int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\zeta_{e}\right) \mathrm{d} \mu\left(\tilde{\xi}_{e}\right)\right)^{\prime}\right] \\
\exp \left[\sum _ { \substack { e , e ^ { \prime } = 1 , 2 , 3 \\
e \prec e ^ { \prime } } } \left[\zeta _ { e } | \zeta _ { e ^ { \prime } } \rangle \left[\gamma_{e}\left|\gamma_{e^{\prime}}\right\rangle+\left[\tilde{\xi}_{e}\left|\tilde{\xi}_{e^{\prime}}\right\rangle\left[\tilde{\eta}_{e}\left|\tilde{\eta}_{e^{\prime}}\right\rangle\right]\left(\sum_{l \in \mathbb{N}} \frac{1}{(l+1)!^{2}(2 l)!}\left(\sum_{e=1}^{3}\left\langle\zeta_{e}\right| \tilde{\xi}_{e}\right]\right)^{2 l}\right) . \quad\right.\right.\right. \text { (B.63) } \tag{B.63}
\end{gather*}
$$

We have denoted the irrelevant part with primes in the first line. The second line till the first term in the fourth line is the part of $\mathcal{S}_{\partial \mathbf{C}_{1}}^{\mathfrak{s l}}\left(\left\{\zeta_{e}, \tilde{\zeta}_{e}\right\}\right)$ and $\mathcal{S}_{\partial \mathbf{C}_{2}}^{\mathfrak{s l}}\left(\left\{\xi_{c}, \tilde{\xi}_{c}\right\}\right)$ relevant to the triangles to be glued. The last term in the fourth line is the edge amplitude gluing $\mathbf{C}_{1}$ and $\mathbf{C}_{2}$. We first perform the spinor integration for $\zeta_{1,2,3}$ and $\tilde{\xi}_{1,2,3}$.

Let us introduce the complex triples, following Bargmann's trick [28],

$$
\begin{array}{llll}
a=\left(\zeta_{1}^{-}, \zeta_{2}^{-}, \zeta_{3}^{-}\right), & b=\left(\zeta_{1}^{+}, \zeta_{2}^{+}, \zeta_{3}^{+}\right), & c=\left(\tilde{\xi}_{1}^{-}, \tilde{\xi}_{2}^{-}, \tilde{\xi}_{3}^{-}\right), & d=\left(\tilde{\xi}_{1}^{+}, \tilde{\xi}_{2}^{+}, \tilde{\xi}_{3}^{+}\right)  \tag{B.64}\\
\alpha=\left(\gamma_{1}^{-}, \gamma_{2}^{-}, \gamma_{3}^{-}\right), & \beta=\left(\gamma_{1}^{+}, \gamma_{2}^{+}, \gamma_{3}^{+}\right), & \sigma=\left(\tilde{\eta}_{1}^{-}, \tilde{\eta}_{2}^{-}, \tilde{\eta}_{3}^{-}\right), & \rho=\left(\tilde{\eta}_{1}^{+}, \tilde{\eta}_{2}^{+}, \tilde{\eta}_{3}^{+}\right) .
\end{array}
$$

$\bar{a}=\left(\bar{a}_{1}, \bar{a}_{2}, \bar{a}_{3}\right)^{T}$ is the conjugate of $a$, and we denote the measure for the $a$ as $\mathrm{d} \mu_{3}(a)=$ $\frac{1}{\pi^{3}} \mathrm{~d} a_{1} \mathrm{~d} \bar{a}_{1} \mathrm{~d} a_{2} \mathrm{~d} \bar{a}_{2} \mathrm{~d} a_{3} \mathrm{~d} \bar{a}_{3}$. Likewise for $b, c, d, \alpha, \beta, \sigma, \rho$. For simplicity, we also denote $\Xi=$
$\alpha \times \beta=\left(\left[\xi_{2}\left|\xi_{3}\right\rangle,\left[\gamma_{3}\left|\gamma_{1}\right\rangle,\left[\gamma_{1}\left|\gamma_{2}\right\rangle\right)\right.\right.\right.$ and $\Psi=\sigma \times \rho=\left(\left[\tilde{\eta}_{2}\left|\tilde{\eta}_{3}\right\rangle,\left[\tilde{\eta}_{3}\left|\tilde{\eta}_{1}\right\rangle,\left[\tilde{\eta}_{1}\left|\tilde{\eta}_{2}\right\rangle\right.\right.\right.\right.$. We then arrange them in the matrices

$$
\mathbf{A}=\left(\begin{array}{ccc}
\Xi_{1} & \Xi_{2} & \Xi_{3}  \tag{B.65}\\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right), \quad \mathbf{B}=\left(\begin{array}{ccc}
\Psi_{1} & \Psi_{2} & \Psi_{3} \\
c_{1} & c_{2} & c_{3} \\
d_{1} & d_{2} & d_{3}
\end{array}\right), \quad \boldsymbol{\Gamma}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right) .
$$

One can thus rewrite the integral of $\zeta_{1,2,3}$ and $\tilde{\xi}_{1,2,3}$ in the second and third lines of (B.63) in a compact way:

$$
\begin{align*}
& \frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} t \oint \mathrm{~d} s \frac{e^{s+t}}{(s t)^{2}} \int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\zeta_{e}\right) \mathrm{d} \mu\left(\tilde{\xi}_{e}\right)\right) e^{\operatorname{det} \mathbf{A}+\operatorname{det} \mathbf{B}+\frac{1}{\sqrt{s t}} \operatorname{Tr}\left(\mathbf{A}^{\dagger} \boldsymbol{\Gamma} \overline{\mathbf{B}}\right)} \\
= & \frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} t \oint \mathrm{~d} s \frac{e^{s+t}}{(s t)^{2}} \int \mathrm{~d} \mu_{3}(a) \mathrm{d} \mu_{3}(b) \mathrm{d} \mu_{3}(c) \mathrm{d} \mu_{3}(d)  \tag{B.66}\\
& e^{-\bar{a} \cdot a-\bar{b} \cdot b-\bar{c} \cdot c-\bar{d} \cdot d} e^{(\Xi \times b) \cdot a+(\Psi \times d) \cdot c} e^{\frac{1}{\sqrt{s t}}(\bar{b} \cdot \bar{c}-\bar{a} \cdot \bar{d})},
\end{align*}
$$

where we have used the contour integral expression for the inverse Gamma function $\frac{1}{(l+1)!}=$ $\frac{1}{2 \pi i} \oint \mathrm{~d} t \frac{e^{t}}{t^{l+2}}$. One can calculate this Gaussian integral for $a, b, c, d$ one by one. Note that for a complex $n$-ple $b f v$ and a complex $n \times n$ matrix $A$ whose Hermitian part is positive definite, one has the Gaussian integral

$$
\begin{equation*}
\int \mathrm{d} \mu_{n}(\mathbf{v}) e^{-\overline{\mathbf{v}} \cdot A \mathbf{v}+\mathbf{u} \cdot \mathbf{v}+\mathbf{u}^{\prime} \cdot \overline{\mathbf{v}}}=\operatorname{det} A^{-1} e^{\mathbf{u} \cdot A^{-1} \mathbf{u}^{\prime}} \tag{B.67}
\end{equation*}
$$

where $\mathbf{u}$ and $\mathbf{u}^{\prime}$ are independent $n$-ples.
After integrating out $a, b, c$, one can use (B.67) to perform the remaining integral for $d$ :

$$
\begin{equation*}
\int \mathrm{d} \mu_{3}(d) e^{-\bar{d} \cdot d} e^{\frac{1}{s t}(\Psi \times \bar{d}) \cdot(\Xi \times d)}=\int \mathrm{d} \mu_{3}(d) e^{\bar{d} \cdot\left(\square-\frac{M}{s t}\right) d}=\frac{1}{\operatorname{det}\left(\square-\frac{M}{s t}\right)}=\frac{1}{\left(1-\frac{\Psi \cdot \Xi}{s t}\right)^{2}}, \tag{B.68}
\end{equation*}
$$

where the matrix $M$ has entries

$$
\begin{equation*}
M_{i j}=(\Psi \cdot \Xi) \delta_{i j}-\Psi_{i} \Xi_{j}, \quad i, j=1,2,3 \tag{B.69}
\end{equation*}
$$

so that $\bar{d} \cdot M d=(\Psi \cdot \Xi)(\bar{d} \cdot d)-(\Psi \cdot d)(\Xi \cdot \bar{d})=(\Psi \times \bar{d}) \cdot(\Xi \times d)$. The explicit form of $\Psi \cdot \Xi$ is

$$
\begin{align*}
\Psi \cdot \Xi & =(\alpha \times \beta) \cdot(\sigma \times \rho)=(\alpha \cdot \sigma)(\beta \cdot \rho)-(\alpha \cdot \rho)(\beta \cdot \sigma)  \tag{B.70}\\
& =\left[\gamma _ { 1 } | \gamma _ { 2 } \rangle \left[\tilde{\eta}_{1}\left|\tilde{\eta}_{2}\right\rangle+\left[\gamma _ { 2 } | \gamma _ { 3 } \rangle \left[\tilde{\eta}_{2}\left|\tilde{\eta}_{3}\right\rangle+\left[\gamma _ { 3 } | \gamma _ { 1 } \rangle \left[\tilde{\eta}_{3}\left|\tilde{\eta}_{1}\right\rangle .\right.\right.\right.\right.\right.\right.
\end{align*}
$$

Now we perform the counter integral to complete the integration in (B.66):

$$
\begin{align*}
& \frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} t \oint \mathrm{~d} s \frac{e^{s+t}}{(s t)^{2}} \frac{1}{\left(1-\frac{\Psi \cdot \Xi}{s t}\right)^{2}} \\
= & \frac{1}{(2 \pi i)^{2}} \oint \mathrm{~d} t \oint \mathrm{~d} s \sum_{m, n, k=0}^{\infty} \frac{k+1}{m!n!} \frac{s^{m} t^{n}}{s^{2} t^{2}}\left(\frac{\Psi \cdot \Xi}{s t}\right)^{k}  \tag{B.71}\\
= & \sum_{k=0}^{\infty} \frac{1}{k!(k+1)!}(\Psi \cdot \Xi)^{k} \\
= & C_{1}(\Psi \cdot \Xi)
\end{align*}
$$

where $C_{1}(z)$ is the Bessel-Clifford function of order one. A Bessel-Clifford function of order $n$ expands as $C_{n}(x):=\sum_{k=0}^{\infty} \frac{x^{k}}{k!(k+n)!}$. The explicit form (B.70) of $\Psi \cdot \Xi$ allows us to express $C_{1}(\Psi \cdot \Xi)$ into an $\mathrm{SU}(2)$ integral by the following beautiful identity [37]

$$
\begin{equation*}
\int_{\mathrm{SU}(2)} \mathrm{d} g e^{\sum_{i}\left|\zeta_{i}\right| g\left|\tilde{\zeta}_{i}\right\rangle}=\sum_{k=0}^{\infty} \frac{1}{k!(k+1)!}\left(\sum_{i<j}\left[\zeta_{i}\left|\zeta_{j}\right\rangle\left|\tilde{\zeta}_{i}\right| \tilde{\zeta}_{j}\right\rangle\right)^{k}, \quad \forall \zeta_{i}, \tilde{\zeta}_{i} \in \mathbb{C}^{2} \tag{B.72}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
C_{1}(\Psi \cdot \Xi)=\int_{\mathrm{SU}(2)} \mathrm{d} g e^{\sum_{e=1}^{3}\left[\gamma_{e}|g| \tilde{\eta}_{e}\right\rangle} \tag{B.73}
\end{equation*}
$$

We next combine this result with the integral of the auxiliary spinors in the second line of (B.63). It is straightforward to calculate that

$$
\begin{align*}
& \int_{\mathrm{SU}(2)} \mathrm{d} g \int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\gamma_{e}\right) \mathrm{d} \mu\left(\tilde{\eta}_{e}\right)\right) e^{\left.\left.\sum_{e=1}^{3}\left(\left\langle\eta_{e}\right| \tilde{\eta}_{e}\right]+\left[\tilde{\eta}_{e}|g| \gamma_{e}\right\rangle+\left\langle\gamma_{e}\right| \tilde{\gamma}_{e}\right]\right)}  \tag{B.74}\\
= & \int_{\mathrm{SU}(2)} \mathrm{d} g e^{\left.\sum_{e=1}^{3}\left\langle\eta_{e}\right| g \mid \tilde{\gamma}_{e}\right]}
\end{align*}
$$

Finally, one performs the $\mathrm{SU}(2)$ transformation with $g$ on all the auxiliary spinors $\left(\gamma_{e}, \tilde{\gamma}_{e}\right) \rightarrow$ $\left(g \gamma_{e}, g \tilde{\gamma}_{e}\right)$ from $\mathbf{C}_{1}$, which preserves the inner products $\left\langle\gamma_{e^{\prime}} \tilde{\gamma}_{e^{\prime}}\right]$ and $\left[\gamma_{s\left(\alpha^{\prime}\right)}\left|\gamma_{t\left(\alpha^{\prime}\right)}\right\rangle\right.$ of the irrelevant auxiliary spinors (see the first line of (B.63)). Thanks to the $\mathrm{SU}(2)$-invariant property of the spinor Haar measure, one can rewrite (B.74) into $\int_{\mathrm{SU}(2)} \mathrm{d} g e^{\left.\sum_{e=1}^{3}\left\langle\eta_{e}\right| \tilde{\gamma}_{e}\right]}=$ $e^{\left.\sum_{e=1}^{3}\left\langle\eta_{e}\right| \tilde{\gamma}_{e}\right]}$, which is exactly the link term for a general scaleless spin network state (see (7.54) and fig. 7.4 b ). Combining this result with the irrelevant part in the first line of (B.63), one arrives at a scaleless spin network state $\mathcal{S}_{\partial\left(\mathbf{C}_{1} \cup \mathbf{C}_{2}\right)}^{\mathfrak{s l}}$ on the union boundary $\mathbf{C}_{1} \cup \mathbf{C}_{2}$ after gluing.

Proof B.5.4 (Proof of Proposition 7.2.5).
Before gluing, the 3-cell boundary $\partial \mathbf{C}$ and the dual graph is as shown in fig.7.5a. The right-hand side of (7.56) reads (we again denote the irrelevant part with primes.)

$$
\begin{align*}
& \int\left(\prod_{e^{\prime}} \mathrm{d} \mu\left(\gamma_{e^{\prime}}\right) \prod_{e^{\prime}} \mathrm{d} \mu\left(\tilde{\gamma}_{e^{\prime}}\right)\right) e^{\left.\left.\left.\sum_{e^{\prime}}\left\langle\gamma_{e^{\prime}}\right| \tilde{\gamma}_{e^{\prime}}\right]+\sum_{\alpha^{\prime}}\left|\zeta_{s\left(\alpha^{\prime}\right)}\right| \zeta_{t\left(\alpha^{\prime}\right)}\right)\left|\gamma_{s\left(\alpha^{\prime}\right)}\right| \gamma_{t\left(\alpha^{\prime}\right)}\right\rangle} \\
& \int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\gamma_{e}\right) \mathrm{d} \mu\left(\tilde{\eta}_{e}\right)\right) e^{\left.\left.\left(\gamma_{1} \mid \tilde{\eta}_{1}\right]+\sum_{e=1}^{2}\left(\left\langle\gamma_{e}\right| \tilde{\gamma}_{e}\right]+\left\langle\eta_{e}\right| \tilde{\eta}_{e}\right]\right)} \\
& \int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\zeta_{e}\right) \mathrm{d} \mu\left(\tilde{\xi}_{e}\right)\right) \exp \left[\sum _ { \substack { e , e ^ { \prime } = 1 , 2 , 3 \\
e \prec e ^ { \prime } } } \left[\zeta _ { e } | \zeta _ { e ^ { \prime } } \rangle \left[\gamma_{e}\left|\gamma_{e^{\prime}}\right\rangle+\left[\tilde{\xi}_{e}\left|\tilde{\xi}_{\left.e^{\prime}\right\rangle}\right\rangle\left[\tilde{\eta}_{e}\left|\tilde{\eta}_{e^{\prime}}\right\rangle\right]\right.\right.\right.\right. \\
& \left.\left(\sum_{l \in \mathbb{N}} \frac{1}{(l+1)!^{2}(2 l)!}\left(\sum_{e=1}^{3}\left\langle\zeta_{e}\right| \tilde{\xi}_{e}\right]\right)^{2 l}\right)\left(\left\langle\zeta_{1} \mid \zeta_{1}\right\rangle-1\right) . \tag{B.75}
\end{align*}
$$

With no loss of generality, we have fixed the half links incident to the left node to be outgoing and denote the spinors and auxiliary spinors on these half links to be $\zeta_{1,2,3}$ and $\gamma_{1,2,3}$ respectively, and fixed the half links incident to the right node to be incoming and denote the spinors and auxiliary spinors on these half links to be $\tilde{\xi}_{1,2,3}$ and $\tilde{\eta}_{1,2,3}$ respectively. The difference of the relevant integral in (B.75) (the last three lines) from that in (B.63) are the terms $e^{\left.\left\langle\gamma_{1}\right| \tilde{\eta}_{1}\right]}$, since the two auxiliary spinors $\xi_{1}$ and $\tilde{\eta}_{1}$ are from the same link $e_{1}$, and $\left(\left\langle\zeta_{1} \mid \zeta_{1}\right\rangle-1\right)$ which is the face amplitude on edge $\bar{e}$ given that the left node is chosen to be the base node.

We now claim that the face amplitude $\left(\left\langle\zeta_{1} \mid \zeta_{1}\right\rangle-1\right)$ can be replaced by $\left(\left\langle\gamma_{1} \mid \gamma_{1}\right\rangle-1\right)$ without changing the amplitude. To prove that, we first rewrite $e^{\left.\left\langle\gamma_{1}\right| \tilde{\eta}_{1}\right]}$ by introducing two intermediate spinor integrals,

$$
\begin{equation*}
e^{\left.\left\langle\gamma_{1}\right| \tilde{\eta}_{1}\right]}=\int \mathrm{d} \mu\left(\tilde{\gamma}_{1}\right) \mathrm{d} \mu\left(\eta_{1}\right) e^{\left.\left.\left\langle\gamma_{1}\right| \tilde{\gamma}_{1}\right]+\left\langle\eta_{1}\right| \tilde{\eta}_{1}\right]} e^{\tilde{\gamma}_{1}\left|\eta_{1}\right\rangle} \tag{B.76}
\end{equation*}
$$

so that the second line in (B.75) can be expressed in a symmetric way:

$$
\begin{equation*}
\int \mathrm{d} \mu\left(\tilde{\gamma}_{1}\right) \mathrm{d} \mu\left(\eta_{1}\right) e^{\left[\tilde{\gamma}_{1}\left|\eta_{1}\right\rangle\right.} \int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\gamma_{e}\right) \mathrm{d} \mu\left(\tilde{\eta}_{e}\right)\right) e^{\left.\left.\sum_{e=1}^{3}\left(\left\langle\gamma_{e}\right| \tilde{\gamma}_{e}\right]+\left\langle\eta_{e}\right| \tilde{\eta}_{e}\right]\right)} \tag{B.77}
\end{equation*}
$$

We next notice for the edge amplitude that each term of the summation is a homogenous holomorphic polynomial of spinors $\zeta_{1,2,3}$ and $\tilde{\xi}_{1,2,3}$ of order $2 l$. Each term of order $2 l$ can survive under the spinor integration only by matching with a homogenous anti-holomorphic polynomial of spinors $\zeta_{1,2,3}$ and $\tilde{\xi}_{1,2,3}$ of order $2 l$. This means we can safely move the term $\sum_{l \in \mathbb{N}} \frac{1}{(l+1)!^{2}}$ from the last line of (B.75) to the third line, then the last two lines become

$$
\begin{align*}
& \int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\zeta_{e}\right) \mathrm{d} \mu\left(\tilde{\xi}_{e}\right)\right) \sum_{k \in \mathbb{N}} \frac{1}{k!}\left(\sum _ { \substack { e , e ^ { \prime } = 1 , 2 , 3 \\
e < e ^ { \prime } } } \left[\zeta _ { e } | \zeta _ { e ^ { \prime } } \rangle \left[\gamma_{e}\left|\gamma_{e^{\prime}}\right\rangle+\left[\tilde{\xi}_{e}\left|\tilde{\xi}_{e^{\prime}}\right\rangle\left[\tilde{\eta}_{e}\left|\tilde{\eta}_{e^{\prime}}\right\rangle\right)^{k} \delta_{k, 2 l}\right.\right.\right.\right. \\
& \left.\left(\sum_{l \in \mathbb{N}} \frac{1}{(l+1)!^{2}(2 l)!}\left(\sum_{e=1}^{3}\left\langle\zeta_{e}\right| \tilde{\xi}_{e}\right]\right)^{2 l}\right)\left(\left\langle\zeta_{1} \mid \zeta_{1}\right\rangle-1\right) \\
= & \int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\zeta_{e}\right) \mathrm{d} \mu\left(\tilde{\xi}_{e}\right)\right) \sum_{l \in \mathbb{N}} \frac{1}{(l+1)!^{2}(2 l)!}\left(\sum _ { \substack { e , e ^ { \prime } = 1 , 2 , 3 \\
e e ^ { \prime } , } } \left[\zeta _ { e } | \zeta _ { e ^ { \prime } } \rangle \left[\gamma_{e}\left|\gamma_{\left.e^{\prime}\right\rangle}\right\rangle+\left[\tilde{\tilde{e}}_{e}\left|\tilde{\xi}_{\left.e^{e}\right\rangle}\right\rangle\left[\tilde{\eta}_{e}\left|\tilde{\eta}_{e^{\prime}}\right\rangle\right)^{2 l}\right.\right.\right.\right. \\
& e^{\left.\sum_{e=1}^{3}\left\langle\zeta_{e}\right| \tilde{\xi}_{e}\right]}\left(\left\langle\zeta_{1} \mid \zeta_{1}\right\rangle-1\right) . \tag{B.78}
\end{align*}
$$

Now the third line in (B.78) is a summation of homogenous holomorphic polynomial of the auxiliary spinors $\xi_{1,2,3}$ and $\tilde{\eta}_{1,2,3}$, each of order $2 l$. For the same reason, one can further move the term $\sum_{l \in \mathbb{N}} \frac{1}{(l+1)!^{2}}$ to the second line of (B.75). We also separate zeta $a_{e}$ and $\tilde{\xi}_{e}$ in the last line of (B.78) by adding six intermediate spinor integral over $\tilde{\zeta}_{1,2,3}$ and $\xi_{1,2,3}$. As a result, the last three lines of (B.75) can be rewritten as

$$
\begin{gather*}
\left.\left.\int \mathrm{d} \mu\left(\tilde{\gamma}_{1}\right) \mathrm{d} \mu\left(\eta_{1}\right) e^{\tilde{\gamma}_{1}\left|\eta_{1}\right\rangle} \int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\gamma_{e}\right) \mathrm{d} \mu\left(\tilde{\eta}_{e}\right)\right) \sum_{l \in \mathbb{N}} \frac{1}{(l+1)!^{2}(2 l)!}\left(\sum_{e=1}^{3}\left(\left\langle\gamma_{e}\right| \tilde{\gamma}_{e}\right]+\left\langle\eta_{e}\right| \tilde{\eta}_{e}\right]\right)\right)^{2 l} \\
\int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\zeta_{e}\right) \mathrm{d} \mu\left(\tilde{\xi}_{e}\right)\right) \exp \left[\sum _ { \substack { , e ^ { \prime } = 1 , 2 , 3 \\
e \prec e ^ { 2 } } } \left[\zeta _ { e } | \zeta _ { e ^ { \prime } } \rangle \left[\gamma_{e}\left|\gamma_{e^{\prime}}\right\rangle+\left[\tilde{\xi}_{e}\left|\tilde{\xi}_{\left.e^{e^{\prime}}\right\rangle}\right\rangle\left[\tilde{\eta}_{e}\left|\tilde{\eta}_{e^{\prime}}\right\rangle\right]\right.\right.\right.\right. \\
\int\left(\prod_{e=1}^{3} \mathrm{~d} \mu\left(\tilde{\zeta}_{e}\right) \mathrm{d} \mu\left(w_{e}\right)\right) e^{\left.\sum_{e=1}^{3}\left|\tilde{\tilde{S}}_{e}\right| \xi_{e}\right\rangle} e^{\left.\left.\sum_{e=1}^{3}\left\langle\zeta_{e}\right| \tilde{\zeta}_{e}\right]+\left\langle\xi_{3}\right| \tilde{\xi}_{e}\right]}\left(\left\langle\zeta_{1} \mid \zeta_{1}\right\rangle-1\right) . \quad \text { (B.79) } \tag{B.79}
\end{gather*}
$$

We now realize from comparing (B.79) and the last three lines of (B.75) that $\xi_{1,2,3}$ and $z_{1,2,3}$ take the exchanged expressions. This means one can simply replace the face amplitude $\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right)$ in (B.75) with $\left(\left\langle\xi_{1} \mid \xi_{1}\right\rangle-1\right)$ without changing the total amplitude. This allows us to use the same Bargmann's trick as in (B.64)-(B.71) as well as the identity (B.73) so that the last three lines of (B.75) arrives at

$$
\begin{align*}
& \int \mathrm{d} \mu\left(\tilde{\gamma}_{1}\right) \mathrm{d} \mu\left(\eta_{1}\right) \mathrm{d} \mu\left(\gamma_{1}\right) e^{\left[\tilde{\gamma}_{1}\left|\eta_{1}\right\rangle\right.} \int_{\mathrm{SU}(2)} \mathrm{d} g e^{\left.\left\langle\gamma_{1}\right| \tilde{\gamma}_{1}\right]+\left\langle\eta_{1}\right| g\left|\gamma_{1}\right\rangle} e^{\left.\left.\left\langle\eta_{2}\right| g \mid \tilde{\gamma}_{2}\right]+\left\langle\eta_{3}\right| g \mid \tilde{\gamma}_{3}\right]}\left\langle\left\langle\gamma_{1} \mid \gamma_{1}\right\rangle-1\right) \\
= & \int_{\mathrm{SU}(2)} \mathrm{d} g \int \mathrm{~d} \mu\left(\gamma_{1}\right)\left(\left\langle\gamma_{1} \mid \gamma_{1}\right\rangle-1\right) e^{\left\langle\gamma_{1}\right| g\left|\gamma_{1}\right\rangle} e^{\left.\left.\left\langle\eta_{2}\right| g \mid \tilde{\gamma}_{2}\right]+\left\langle\eta_{3}\right| g \mid \tilde{\gamma}_{3}\right]} \\
= & \int_{\mathrm{SU}(2)} \mathrm{d} g \delta(g) e^{\left.\left.\left\langle\eta_{2}\right| g \mid \tilde{\gamma}_{2}\right]+\left\langle\eta_{3}\right| g \mid \tilde{\gamma}_{3}\right]}=e^{\left.\left.\left\langle\eta_{2}\right| \tilde{\gamma}_{2}\right]+\left\langle\eta_{3}\right| \tilde{\gamma}_{3}\right]}, \tag{B.80}
\end{align*}
$$

which is the link-term for a general scaleless spin network state. To arrive at the third line of (B.80), we have used the identity for delta distribution on $\mathrm{SU}(2)$

$$
\begin{equation*}
\delta(g)=\int \mathrm{d} \mu(\zeta)(\langle\zeta \mid \zeta\rangle-1) e^{\langle\zeta| g|\zeta\rangle} \tag{B.81}
\end{equation*}
$$

Combining the result of (B.80) and the irrelevant part in the first line of (B.75), one arrives at a scaleless spin network state $\mathcal{S}_{\partial \mathbf{C}^{\prime}}^{\mathfrak{s l}}$ on the 3 -cell boundary $\partial \mathbf{C}^{\prime}$ after gluing.
Proof B.5.5 (Proof of Proposition 7.2.6).
This gluing can be visualized as collapsing a cone into a triangle bounded with two edges connecting the apex and two points on the base circle, as shown in fig.7.6a. With no loss of generality, we again consider half links associated to one of the nodes (the left one in fig.7.6a) are outgoing and are assigned the spinors $\zeta_{1,2,3}$ and half-links associated to the other node are incoming and are assigned spinors $\tilde{\xi}_{1,2,3}$. With this setting, it is not hard to get a similar expression for the relevant part of the right-hand side of (7.58) as in (B.80) after integrating out $\zeta_{1,2,3}, \tilde{\xi}_{1,2,3}$ and other auxiliary spinors, which takes the form (we use here the spinors zeta $a_{1,2}$ instead of the auxiliary spinors $\gamma_{1,2}$ as in (B.80) which does not change the final result.)

$$
\begin{align*}
& \int_{\mathrm{SU}(2)} \mathrm{d} g \int \mathrm{~d} \mu\left(z_{1}\right)\left(\left\langle z_{1} \mid z_{1}\right\rangle-1\right) e^{\left\langle z_{1}\right| g\left|z_{1}\right\rangle} e^{\left\langle z_{2}\right| g\left|z_{2}\right\rangle-\left\langle z_{2} \mid z_{2}\right\rangle} e^{\left.\left\langle\eta_{4}\right| g \mid \tilde{\xi}_{3}\right]} \\
= & \int_{\mathrm{SU}(2)} \mathrm{d} g \delta(g) e^{\left\langle z_{2}\right| g\left|z_{2}\right\rangle-\left\langle z_{2} \mid z_{2}\right\rangle} e^{\left.\left\langle\eta_{4}\right| \tilde{\xi}_{3}\right]}  \tag{B.82}\\
= & e^{\left.\left\langle\eta_{4}\right| \tilde{\xi}_{3}\right]} .
\end{align*}
$$

The result is again the link-term for the general scaleless spin network state. Together with the irrelevant part of the right-hand side of (7.58), we arrive at the scaleless spin network state for the 3-cell boundary after gluing, thus the left-hand side of (7.58).

Proof B.5.6 (Proof of Proposition 7.3.1).
We consider $w_{e, e^{\prime}, e^{\prime \prime}}$ with $e, e^{\prime}, e^{\prime \prime} \in v$ to be the configurations of the propagator and obtain the stationary points by the vanishing derivative of $\bar{w}_{e, e^{\prime}, e^{\prime \prime}}$. For instance, the derivatives of $\bar{w}_{e}^{0,1}$ give

$$
\begin{aligned}
\frac{\partial P\left(\left\{\zeta_{e}\right\},\left\{\xi_{e}\right\}\right)}{\partial \bar{\xi}_{e}^{0}} & =\bar{\zeta}_{e}^{1} \sum_{k=0}^{\infty} \frac{2 k}{(k+1)!^{2}(2 k)!} \mathbf{z}^{2 k-1} e^{-\mathbf{r}^{2}}-\xi_{e 0}^{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}} \\
& =\bar{\zeta}_{e}^{1} F_{3}\left(; 3,3, \frac{3}{2} ; \frac{\mathbf{z}^{2}}{4}\right) \mathbf{z} e^{-\mathbf{r}^{2}}-\xi_{e 0}^{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}}=0 \\
\frac{\partial P\left(\left\{\zeta_{e}\right\},\left\{\xi_{e}\right\}\right)}{\partial \bar{\xi}_{e}^{1}} & =-\bar{\zeta}_{e}^{0} \sum_{k=0}^{\infty} \frac{2 k}{(k+1)!2(2 k)!} \mathbf{z}^{2 k-1} e^{-\mathbf{r}^{2}}-\xi_{e 0}^{1} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}} \\
& =-\bar{\zeta}_{e 0}^{0} F_{3}\left(; 3,3, \frac{3}{2} ; \frac{\mathbf{z}^{2}}{4}\right) \mathbf{z} e^{-\mathbf{r}^{2}}-\xi_{e 0}^{1} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}}=0 .
\end{aligned}
$$

This saddle point formula is valid for the spinors $\xi_{e}, \xi_{e^{\prime}}, \xi_{e^{\prime \prime}}$ associated to three links incident to the same node, thus there are totally six such formulas, which can be summarized as follows. Denote $A:={ }_{0} F_{3}\left(; 3,3, \frac{3}{2} ; \frac{\mathbf{z}^{2}}{4}\right) \mathbf{z} e^{-\mathbf{r}^{2}}$ and $B:={ }_{0} F_{3}\left(; 2,2, \frac{1}{2} ; \frac{\mathbf{z}^{2}}{4}\right) e^{-\mathbf{r}^{2}}$, then

$$
\left|\begin{array}{l}
\left.A \mid \zeta_{e}\right]+B\left|\xi_{e}\right\rangle=0  \tag{B.83}\\
\left.A \mid \zeta_{e^{\prime}}\right]+B\left|\xi_{e^{\prime}}\right\rangle=0 \\
\left.A \mid \zeta_{e^{\prime \prime}}\right]+B\left|\xi_{e^{\prime \prime}}\right\rangle=0
\end{array} \quad \longrightarrow\right| \begin{array}{ll}
B^{2}\left[\xi_{e}\left|\xi_{e^{\prime}}\right\rangle=A^{2}\left\langle\zeta_{e}\right| \zeta_{e^{\prime}}\right] \\
B^{2}\left[\xi_{e^{\prime}}\left|\xi_{e^{\prime \prime}}\right\rangle=A^{2}\left\langle\zeta_{e^{\prime}}\right| \zeta_{e^{\prime \prime}}\right] \\
B^{2}\left[\xi_{e^{\prime \prime}}\left|\xi_{e}\right\rangle=A^{2}\left\langle\zeta_{e^{\prime \prime}}\right| \zeta_{e}\right]
\end{array}
$$

The corresponding angle coupling from different tetrahedra have the same ratio $A^{2} / B^{2}$. Recall the stationary analysis for the angle coupling norms in (7.78). According to the trigonometric identity

$$
\begin{equation*}
\tan \frac{\phi_{e e^{\prime}}}{2} \tan \frac{\phi_{e^{\prime} e^{\prime \prime}}}{2}+\tan \frac{\phi_{e^{\prime} e^{\prime \prime}}}{2} \tan \frac{\phi_{e^{\prime \prime} e}}{2}+\tan \frac{\phi_{e^{\prime \prime} e}}{2} \tan \frac{\phi_{e e^{\prime}}}{2}=1 \tag{B.84}
\end{equation*}
$$

the angle coupling norms satisfy the closure constraint $\left|X_{e e^{\prime}}\right|^{2}+\left|X_{e^{\prime} e^{\prime \prime}}\right|^{2}+\left|X_{e e^{\prime \prime}}\right|^{2}=1$, thus

$$
\begin{align*}
|B|^{4} & =|B|^{4}\left(\left|\left[\left.\xi_{e}\left|\xi_{e^{\prime}}\right\rangle\right|^{2}+\left|\left[\left.\xi_{e^{\prime}}\left|\xi_{e^{\prime \prime}}\right\rangle\right|^{2}+\left|\left[\left.\xi_{e^{\prime \prime}}\left|\xi_{e}\right\rangle\right|^{2}\right)\right.\right.\right.\right.\right.\right.  \tag{B.85}\\
& =|A|^{4}\left(\left.\left|\left\langle\zeta_{e}\right| \zeta_{e^{\prime}}\right]\right|^{2}+\left.\left|\left\langle\zeta_{e^{\prime}}\right| \zeta_{e^{\prime \prime}}\right]\right|^{2}+\left.\left|\left\langle\zeta_{e^{\prime \prime}}\right| \zeta_{e}\right]\right|^{2}\right)=|A|^{4}
\end{align*}
$$

Taking the norm of the right equations in (B.83), we arrive at (7.80).


[^0]:    ${ }^{1}$ We remind the readers of the notation difference between G - the gravitational constant - and $G$ - the group - used in this thesis.

[^1]:    ${ }^{2} \cong$ denotes "isomorphic to". Note the difference from $\simeq$ used in other context in this thesis.
    ${ }^{3}$ The generators of $\mathfrak{s u}(2)$ and $\mathfrak{s l}(2, \mathbb{R})$ can both represented in terms of the Pauli matrices $\sigma_{x}=$ $\left(\begin{array}{cc}0 & 1 \\ 1 & 0\end{array}\right), \sigma_{y}=\left(\begin{array}{cc}0 & -i \\ i & 0\end{array}\right), \sigma_{z}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$. For the Euclidean signature, $\tau^{1}=\frac{\sigma_{x}}{2 i}, \tau^{2}=\frac{\sigma_{y}}{2 i}, \tau^{3}=\frac{\sigma_{z}}{2 i}$, while for the Lorentzian signature, $\tau^{1}=\frac{\sigma_{z}}{2}, \tau^{2}=\frac{\sigma_{x}}{2}, \tau^{3}=\frac{\sigma_{y}}{2 i}$. The commutation relations defining the $\mathfrak{s u}(2)$ and $\mathfrak{s l 2}, \mathbb{R})$ Lie algebra are explicitly $\left[\tau^{1}, \tau^{2}\right]=\tau^{3}=s \tau_{3}=s\left[\tau_{1}, \tau_{2}\right],\left[\tau^{2}, \tau^{3}\right]=\tau^{1}=\tau_{1}=$ $\left[\tau_{2}, \tau_{3}\right],\left[\tau^{3}, \tau^{1}\right]=\tau^{2}=\tau_{2}=\left[\tau_{3}, \tau_{1}\right]$. We therefore have $\epsilon^{a b c} \epsilon_{a f g}=s\left(\delta_{f}^{b} \delta_{g}^{c}-\delta_{g}^{b} \delta_{f}^{c}\right)$.
    ${ }^{4}$ Conversely, $\tilde{\omega}_{b c}=s \epsilon_{a b c} \tilde{\omega}^{a}$.

[^2]:    ${ }^{6} \operatorname{Tr}$ is the normalized trace thus $\operatorname{Tr}\left(\tau_{a} \tau_{b}\right)=\delta_{a b}$.
    ${ }^{6}$ We require $\mathbf{e}$ to be non-degenerate because in the derivation to get the second equation of (1.12), one uses the inverse of $\operatorname{det}\left(\mathbf{e}_{\mu}^{a}\right)$. It cancels out the determinant in the volume form written in terms of the triads thus the integrand of (1.13) includes simply a trace term. See also [95].
    ${ }^{7}$ We have used the fact that $\frac{1}{3} \delta \operatorname{Tr}(\mathbf{e} \wedge E)=\frac{1}{6} \epsilon_{a b c} \delta \operatorname{Tr}\left(\mathbf{e}^{a} \wedge \mathbf{e}^{b} \wedge \mathbf{e}^{c}\right)=\frac{1}{2} \epsilon_{a b c} \operatorname{Tr}\left(\delta \mathbf{e}^{a} \wedge \mathbf{e}^{b} \wedge \mathbf{e}^{c}\right)=\operatorname{Tr}(\delta \mathbf{e} \wedge E)$ due to the antisymmetry of the wedge operations.

[^3]:    ${ }^{8}$ It is important to note the difference between $n_{\mu}$ and $\hat{n}_{\mu}$. As the metric carries square of length dimensions, $n_{\mu}$ is with dimension of length according to (1.17) while $\hat{n}_{\mu}$ is dimensionless, the dimension of the boundary action (1.18) is correct.

[^4]:    ${ }^{9}$ In general, for $A, B, C$ which are $m, n, p$-forms respectively, the Jacobi identity is

    $$
    [A \wedge[B \wedge C]]+(-1)^{m(n+p)}[B \wedge[C \wedge A]]+(-1)^{p(m+n)}[C \wedge[A \wedge B]]=0
    $$

[^5]:    ${ }^{10}$ We have used the Cartan formula in (1.23)

    $$
    \mathcal{L}_{X} \theta=\mathrm{d}\left(\iota_{X} \theta\right)+\iota_{X} \mathrm{~d} \theta
    $$

    where $X$ is a vector field and $\theta$ is a $p$-form.
    ${ }^{11}$ When considering inifite time, $\mathcal{M}=\Sigma \times \mathbb{R}$.

[^6]:    ${ }^{12}$ For $n$-form $\alpha$ and $m$-form $\beta$, we have

    $$
    \alpha \curlywedge \beta=\alpha \wedge \beta, \quad \alpha \curlywedge \delta \beta=\alpha \wedge \delta \beta, \quad \delta \alpha \curlywedge \delta \beta=-(-1)^{m n} \delta \beta \curlywedge \delta \alpha
    $$

[^7]:    ${ }^{13}$ Here we give the calculation of the Poisson bracket (1.33b). The other two in (1.33) can be obtained in a similar way. We parametrize the boundary charges as $J_{\alpha} \approx \int_{0}^{2 \pi} \alpha_{a}(\theta) j^{a}(\theta) \mathrm{d} \theta$ and $P_{\phi} \approx \int_{0}^{2 \pi} \phi^{a}(\theta) p_{a}(\theta) \mathrm{d} \theta$. Then the last Poisson bracket in (1.31), as an example, can be written as

    $$
    \begin{aligned}
    \left\{J_{\alpha}, P_{\phi}\right\} & =\int_{0}^{2 \pi} \int_{0}^{2 \pi} \alpha_{a}(\theta) \phi^{b}\left(\theta^{\prime}\right)\left\{j^{a}(\theta), p_{b}\left(\theta^{\prime}\right)\right\} \mathrm{d} \theta \mathrm{~d} \theta^{\prime}=\int_{0}^{2 \pi} \epsilon_{b}^{a}{ }_{b} \alpha_{a}(\theta) \phi^{b}(\theta) p_{c}(\theta) \mathrm{d} \theta+\int_{0}^{2 \pi} \phi^{a}(\theta) \partial_{\theta} \alpha_{a}(\theta) \mathrm{d} \theta \\
    & =\int_{0}^{2 \pi} \int_{0}^{2 \pi} \alpha_{a}(\theta) \phi^{b}\left(\theta^{\prime}\right) \epsilon^{a}{ }_{b}{ }^{c} \delta\left(\theta-\theta^{\prime}\right) p_{c}(\theta) \mathrm{d} \theta \mathrm{~d} \theta^{\prime}+\int_{0}^{2 \pi} \int_{0}^{2 \pi} \partial_{\theta} \alpha_{b}(\theta) \phi^{a}\left(\theta^{\prime}\right) \delta_{b}^{a} \delta\left(\theta-\theta^{\prime}\right) \mathrm{d} \theta \mathrm{~d} \theta^{\prime} \\
    & =\int_{0}^{2 \pi} \int_{0}^{2 \pi} \alpha_{a}(\theta) \phi^{b}\left(\theta^{\prime}\right) \epsilon_{b}^{a}{ }^{c}\left(\epsilon_{b}^{a}{ }^{c} \delta\left(\theta-\theta^{\prime}\right) p_{c}(\theta)-\delta_{b}^{a} \partial_{\theta} \delta\left(\theta-\theta^{\prime}\right) \mathrm{d} \theta \mathrm{~d} \theta^{\prime}\right)
    \end{aligned}
    $$

[^8]:    ${ }^{14}$ When taking the dimension of G , which is the dimension of the plank length $\ell_{\mathrm{p}}$, into account, $k=\frac{\ell_{\mathrm{p}}}{4 \mathrm{G}}$. One can assign a dimension of length to e and make $\omega$ hence $F$ dimensionless. In this way, (1.40) would become $\mathcal{A}=\ell_{\mathrm{p}}^{-1} \mathbf{e}^{a} P_{a}+\omega^{a} J_{a}$.

[^9]:    ${ }^{1}$ For a field $\phi(\vec{x})$ valued at point $\vec{x}$ in a manifold $D$-dimensional $\mathcal{M}$, a smeared field with a smooth and compactly supported function $f(\vec{x})$ is defined as

    $$
    \phi[f]=\int_{\mathcal{M}} \mathrm{d}^{D} x f(\vec{x}) \phi(\vec{x}) .
    $$

[^10]:    ${ }^{2}$ In fact, as we will see in Section 2.3, the deformation parameter we use in the classical theory is $\kappa . q$ encodes both $\kappa$ and reduced Planck constant $\hbar$ and is used in the quantum theory. The term " $q$-deformed" is used here to be consistent with the quantum theory.

[^11]:    ${ }^{3}$ To show that the second and last terms in (2.5) combine to give (2.7), we apply the cyclic symmetry for the expression $\operatorname{Tr}(A \wedge[B \wedge C])=(-1)^{m(n+p)} \operatorname{Tr}(B \wedge[C \wedge A])=(-1)^{p(m+n)} \operatorname{Tr}(C \wedge[A \wedge B])$ where $A$ is an $m$-form, $B$ is an $n$-form and $C$ is a $p$-form. Also note that $\mathbf{n}$ is a 0 -form so we dropped the $\wedge$ to simplify the expression.

[^12]:    ${ }^{3}$ The reason that we need to single out the parametrization for the case of $(s=+, \Lambda>0)$ is that the isometry group $\mathfrak{s o ( 4 )}$ does not possess an Iwasawa decomposition.

[^13]:    ${ }^{4}$ The symbol " $\bowtie$ " means there is mutual action between the two subalgebras $\mathfrak{s u}(s)$ and $\mathfrak{a n}(2)$. See the explicit action e.g. in [72].
    ${ }^{5}$ More generally, one can consider the cell decomposition of $\Sigma$, where each 2 -cell is isomorphic to a

[^14]:    ${ }^{8}$ The minus sign before $\Omega_{v^{\prime}}^{\prime \bar{e}}$ is due to the fact that the edge $\bar{e}$ is oriented oppositely relative to the triangles $\triangle$ and $\triangle^{\prime}$, as shown in fig.2.2a.

[^15]:    ${ }^{9}$ See Definition A.1.2 for an alternative but equivalent way to define a quasitriangular Lie bialgebra that is the classical version of the definition A.2.1 of a quasitriangular Hope algebra.

[^16]:    ${ }^{10}$ We call them the flatness constraints to match the notion in loop gravity, but they do not impose the zero curvature but a constant curvature. In other words, curvature excitation is defined on top of the constant curvature given by the cosmological constant.

[^17]:    ${ }^{11}$ Fock-Rosly phase space is also defined for Riemann surfaces with boundaries [85].

[^18]:    ${ }^{12}$ Another parametrization of Poincaré group elements was used in [40], the spin-1 representation for the $\mathrm{SU}(2)$ group elements instead of the spin- $\frac{1}{2}$ used here. It still led to $4 \times 4$ matrices, but the $\mathrm{SU}(2)$ group elements were encoded in a $3 \times 3$ block while the $\mathfrak{s u}(2)$ vectors were written as 3 -vectors:

    $$
    (g, x)=\left(\begin{array}{c|c}
    D^{1}(g) & \vec{x}  \tag{2.62}\\
    \hline 0 & 1
    \end{array}\right)
    $$

    with $D^{1}(g)$ the $3 \times 3$ Wigner matrix representing the $\mathrm{SU}(2)$ group element as a 3 D rotation acting on 3 -vectors.

[^19]:    ${ }^{1}$ Note that $\langle\zeta \mid \zeta\rangle \equiv[\zeta \mid \zeta]$ and $\langle\tilde{\zeta} \mid \tilde{\zeta}\rangle \equiv[\tilde{\zeta} \mid \tilde{\zeta}]$.

[^20]:    ${ }^{2}$ It differs from the spinor $|\tau\rangle$ of [79] by its normalization.

[^21]:    ${ }^{1}$ We remind the reader that, despite their similar names, the quasitriangular Hopf algebra and the dual quasitriangular Hopf algebra are two distinct mathematical concepts (see Appendix A.2), following [148]. They are named as such because the two Hopf algebras therein form a dual pair. The correspondent classical objects are the quasitriangular Lie bialgebra and the dual quasitriangular Lie bialgebra as described in Appendix A.1, see also [148].

[^22]:    ${ }^{2} \mathrm{SL}_{q}(2, \mathbb{C})$ is defined in the same way as in Definition 4.1.2 but with $q$ complex.
    ${ }^{3}$ On the other hand, the Drinfeld double $\left(\mathrm{SL}(2, \mathbb{C}), \pi_{D}\right)$ as a Poisson-Lie group is expected to be quantized to the Hopf algebra $\mathrm{SL}_{q}(2, \mathbb{C})$ and describes quantum symmetries of the system. We leave this for future investigation. See [170] for the Iwasawa decomposition of a $\mathrm{SL}_{q}(2, \mathbb{C})$ into $\mathrm{SU}_{q}(2)$ and $\mathrm{AN}_{q}(2)$, in which the commutation relations of the two quantum subgroups are the quantization of the Drinfeld double Poisson structure (A.17).

[^23]:    ${ }^{4}$ Although we stick to the terminology that $\ell$ and $\tilde{\ell}$ are called fluxes, they are $\mathrm{AN}(2)$ holonomies in the ribbon picture as each is assigned to a side of the ribbon.

[^24]:    ${ }^{5}$ Given a representation $(\Pi, V)$ of a Hopf algebra $H$, the dual representation of $H$ is a pair $\left(\Pi^{*}, V^{*}\right)$ consisting of a dual vector space $V^{*}=\operatorname{Hom}(V, \mathbb{C})$ and a homomorphism $\Pi^{*}: H \rightarrow \operatorname{End}\left(V^{*}\right)$ such that

    $$
    \left\langle\Pi^{*}(h) \phi, v\right\rangle=\langle\phi, \Pi(S(h)) v\rangle, \forall h \in H, \phi \in V^{*}, v \in V
    $$

    ${ }^{6}$ A Haar measure of $\mathrm{SU}(2)$ is a measure invariant under the left and right $\mathrm{SU}(2)$ transformation, i.e. $\mathrm{d} g=\mathrm{d}(h g)=\mathrm{d}(g h), \forall h \in \mathrm{SU}(2)$.

[^25]:    ${ }^{7}$ On physical ground, the representation should be irreducible because otherwise, we have closed subspaces which give superselection sectors [200].

[^26]:    ${ }^{1}$ Given a generator $x$ of a Hopf algebra $H$ with coproduct $\triangle(x)=\sum x_{(1)} \otimes x_{(2)}$, there are two kinds of adjoint actions on operators $\mathcal{O}$ 's of $H$ namely the left adjoint action $x \triangleright \mathcal{O}:=\sum x_{(1)} \mathcal{O} S\left(x_{(2)}\right)$ and the right adjoint action $x>\mathcal{O}:=\sum S\left(x_{(1)}\right) \mathcal{O} x_{(2)}$.

[^27]:    ${ }^{2}$ Recall the matrix elements of $A N_{q}(2)$ and $A N_{q^{-1}}(2)$ are given by the generators of $\mathcal{U}_{q}(\mathfrak{s u}(2))$.

[^28]:    ${ }^{3}$ We remind the readers that the observable defined in (5.58) is not the same as in [42] for different orientations. Here the $\mathbf{E}_{i j}$ 's are defined in the same way for different orientations of $e_{i}$ and $e_{j}$, while they are defined differently in [42] for a uniform action on the intertwiners for different orientation cases.

[^29]:    $$
    \left.\left.|t\rangle=\binom{t_{-}^{-}}{-t_{+}^{-}}, \quad \mid t\right]=\binom{-t_{-}^{+}}{t_{+}^{+}}, \quad|\tilde{t}\rangle=\binom{\tilde{t}_{-}^{-}}{-\tilde{\tilde{t}}_{+}^{-}}, \quad \mid \tilde{\sigma^{+}}\right]=\binom{-\tilde{t}_{-}^{+}}{\tilde{t}_{+}^{+}}
    $$

    $$
    \langle t|=\left(\begin{array}{cc}
    t_{+}^{+}, & t_{-}^{+}
    \end{array}\right), \quad\left[t \left\lvert\,=\left(\begin{array}{cc}
    t_{+}^{-}, & \left.t_{-}^{-}\right), \quad\langle\tilde{t}|=\left(\tilde{t}_{+}^{+},\right. \\
    \tilde{t}_{-}^{+}
    \end{array}\right)\right., \quad\left[\tilde{t} \mid=\left(\tilde{t}_{+}^{-}, \tilde{t}_{-}^{-}\right),\right.\right.
    $$

    $$
    \begin{equation*}
    \left.\left.|\tau\rangle=\binom{\tau_{-}^{-}}{\tau_{+}^{-}}, \quad \mid \tau\right]=\binom{\tau_{-}^{+}}{\tau_{+}^{+}}, \quad|\tilde{\tau}\rangle=\binom{\tilde{\tau}_{\tau}^{-}}{\tilde{\tau}_{+}^{-}}, \quad \mid \tilde{\tau}\right]=\binom{\tilde{\tau}_{-}^{+}}{\tilde{\tau}_{+}^{+}} \tag{6.5}
    \end{equation*}
    $$

    $$
    \langle\tau|=\left(\begin{array}{ll}
    \tau_{+}^{+}, & -\tau_{-}^{+}
    \end{array}\right), \quad\left[\tau \left\lvert\,=\left(\begin{array}{ll}
    -\tau_{+}^{-}, & \tau_{-}^{-}
    \end{array}\right)\right., \quad\langle\tilde{\tau}|=\left(\begin{array}{cc}
    \tilde{\tau}_{+}^{+}, & -\tilde{\tau}_{-}^{+}
    \end{array}\right), \quad\left[\tilde{\tau} \left\lvert\,=\left(\begin{array}{ll}
    -\tilde{\tau}_{+}^{-}, & \tilde{\tau}_{-}^{-}
    \end{array}\right)\right.,\right.\right.
    $$

[^30]:    ${ }^{2}$ The convention for the orientation $o_{i}$ is indeed different from that used in constructing the scalar products, see e.g. (3.60), since we are now referring to the orientation of a face instead of that of a ribbon node.

[^31]:    ${ }^{1}$ The total amplitude expression (7.4) can be directly generalized to a general cell decomposition.

[^32]:    ${ }^{2}$ Although we use the terminology that an $f^{*}$ is a dual plaquette, we denote $\mathcal{A}_{f^{*}}$ as a face amplitude to be consistent with the literature.

[^33]:    ${ }^{3}$ For a general cell decomposition, an edge is dual to an $n$-gon, where $n \geq 3$. When $n>3$, we need to consider intertwiners that are higher dimensional. Then one can decompose the intertwiner into a particular $a$ basis and write $\rrbracket_{\mathcal{H}}=\sum_{a}\left|\mathcal{I}_{a}\right\rangle\left\langle\mathcal{I}_{a}\right|$. See e.g. [137] for a discussion.

[^34]:    ${ }^{4}$ We have ignored the notation $\iota^{v}$ for the intertwiners on the left-hand side for simplicity. The intertwiners are implicit in the definition of the $6 j$-symbol.

[^35]:    ${ }^{5}$ The term "coherent intertwiner" was used to denote the LS coherent intertwiner (7.26) for short in some literature. We remind the readers that these two terms have distinct definitions in this article, following [45].
    ${ }^{6}$ Other choices of weight lead to different generating functions, which would be useful for different interests. See e.g. [45] for a discussion and the application of other generating functions with alternative weights.

[^36]:    ${ }^{7}$ Note that the edges of the tetrahedron $T$ are denoted as $\bar{e}$ 's and the links of the tetrahedron graph $\Gamma=(\partial T)^{*}$ dual to the boundary of $T$ are denoted as $e$ 's. It is on the links of $\Gamma$ where we associate spin labels $\left\{j_{e}\right\}$, but they represent the lengths of the edges $\bar{e}$ 's on $T$ which are dual to $e$ 's. We denote the length $\ell_{e}$ and dihedral angle $\Theta_{e}$ with subscript $e$ instead of $\bar{e}$ to avoid a mixture of notation in the same equation as much as possible in the main text.

[^37]:    ${ }^{1}$ We could consider the $\mathrm{SL}(2, \mathbb{C})$ holonomies rooted at any corner. This would not change anything, as long as the two $\mathrm{SL}(2, \mathbb{C})$ holonomies are rooted at the point.

[^38]:    ${ }^{2}$ We use different convention from [40] thus the expressions look different.

