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Abstract

The decentralized nature of blockchains has attracted many applications to build atop
them, such as cryptocurrencies, smart contracts, and non-fungible tokens. The health and
performance of the underlying blockchain systems considerably influence these applications.
Bootstrapping new nodes by replaying all transactions on the ledger is not sustainable
for ever-growing blockchains. In addition, poor performance impedes the adoption of
blockchains in large-scale applications with high transaction rates.

First, in order to address the bootstrapping problem of already-deployed UTXO-based
blockchains, this thesis proposes a snapshot synchronization approach. This approach
allows new nodes to synchronize themselves with the rest of the network by downloading
a snapshot of the system state, thereby avoiding verifying transactions since the genesis
block. In addition, snapshots are stored efficiently on disk by taking advantage of the
system state database.

Second, although sharding improves the performance of blockchains by distributing the
workload among shards, it leaves the duplicated efforts within a shard unhandled. Specif-
ically, every node has to verify all transactions on the ledger of its shard, thus limiting
shard performance to the processing power of individual nodes. Aiming to improve the
performance of individual shards, this thesis proposes Collaborative Transaction Verifica-
tion, which enables nodes to share transaction verification results and thus reduces the
per-node workload. Dependency graphs are employed to ensure that nodes reach the same
system state despite different transaction verification and execution orders.

Finally, cross-shard transactions rely on expensive atomic commit protocols to ensure
inter-shard state consistency, thus impairing the performance of sharded blockchains. This
thesis explores ways of lessening the impact of cross-shard transactions. On the one hand,
a dependency-aware transaction placement algorithm is proposed to reduce cross-shard
transactions. On the other hand, the processing cost of the remaining cross-shard trans-
actions is reduced by optimizing the atomic commit protocol and parallelizing dependent
transaction verification with the atomic commit protocol.

The above techniques are devoted to addressing the bootstrapping and performance
problems of blockchains. Our evaluation shows that the first technique can significantly
expedite the initial synchronization of new nodes, and the other techniques can greatly
boost the performance of sharded blockchains.
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Chapter 1

Introduction

1.1 Motivation

The past 14 years have witnessed the emergence and evolution of blockchains. Blockchain
applications have expanded from cryptocurrencies to smart contracts and Non-Fungible
Tokens (NFTs) [103], but blockchain technology has not reached its full maturity and
demands improvement in various aspects.

Compared with conventional banking systems, the core advantage of blockchains is
decentralization, which enables trust authority absence and censorship resistance [44]. The
cornerstone of maintaining decentralization is a large number of participants, so blockchains
should encourage new nodes to join the networks. However, the current bootstrapping
process of many blockchains requires new nodes to download all blocks and replay all
transactions since the genesis block [78], which takes days or even weeks, depending on the
hardware capacity and the network bandwidth [41][38][86].

In addition to slow bootstrapping, blockchains also suffer from low performance due
to their need for every node in the chain to verify and execute all transactions. For
example, the maximum throughput of Bitcoin [78] is 7 transactions per second [29][68],
and the number of Ethereum [105] is not substantially better—only 15 transactions per
second [7]. To improve the performance, various designs have been proposed—e.g., short-
ening block intervals [29][93], incorporating off-chain blocks [67] [68], allowing one miner
to consecutively propose multiple blocks [39], journaling aggregated transaction effects to
blockchains [32] [85], sampling nodes to participate in the consensus protocol [46], sharding
[71] [62] [107] [30], etc. Among these techniques, sharding is a very promising approach. It

1



has been widely used in distributed databases [26][24], extensively explored by blockchain
researchers[71] [62] [107] [30][2], and adopted by Ethereum 2.0 [35]. The high-level idea
of sharding is to partition a system into independent shards that concurrently process
disjoint subsets of the total workload, so that system performance can scale with the num-
ber of nodes. However, some existing designs prevent sharded blockchains from fulfilling
their full potential. First, within a shard, nodes unnecessarily repeat transaction verifica-
tion. Second, the common transaction placement algorithm creates too many cross-shard
transactions, which are more expensive to process than their single-shard counterparts.

1.2 Problem Statement

This thesis explores solutions to the bootstrapping and performance problems. Since shard-
ing is one of the most promising approaches to scalable blockchains, we seek performance
improvement over sharded blockchains.

The first problem addressed in this thesis is to facilitate the joining of new peers by
developing an efficient bootstrapping protocol. Although the current block synchroniza-
tion approach allows new peers to independently reproduce the up-to-date system state
without trusting other peers, it is particularly slow and unsustainable for two reasons:
1) a new peer has to verify every transaction, which is computationally intensive, and
2) blockchains grow longer when new transactions are appended to it, which means the
bootstrapping time increases over time. The challenges of designing a new bootstrapping
protocol for existing blockchains include security, backward compatibility, and storage over-
head minimization. Ethereum fast synchronization [48] and CoinPrune [73] both shorten
bootstrapping time through snapshot synchronization, but the former does not apply to
already-deployed blockchains and incurs high storage overhead, whereas the latter neither
detects corrupted data efficiently nor minimizes storage usage. The protocol proposed in
this thesis overcomes all the challenges.

The second problem addressed in this thesis is to improve the performance of individual
shards. Although sharding removes the duplication of work between shards, it does not
eliminate the unnecessary duplication of work within individual shards. Nodes in the same
shard run a consensus protocol to agree on the order of the blocks, and as long as the
nodes process the blocks in the agreed order, they will end up with the same system state,
effectively performing state machine replication (SMR) [90][52]. When processing a block,
a peer verifies and executes every enclosed transaction. Verifying transactions is two orders
of magnitude more expensive than executing transactions due to the involvement of digital
signatures. With various previous approaches to optimizing consensus [61][30][46][84][89]

2



and block dissemination [107][70], transaction verification becomes a newly exposed bottle-
neck [95][72]. Sharded verification of Red Belly Blockchain [28] and signature verification
sharding of Mir-BFT [95] both improves individual shard performance by sharing verifi-
cation results, but the work in this thesis is the first attempt to incorporate transaction
dependencies, which is also the main challenge of this work.

The last problem addressed in this thesis is to reduce cross-shard transaction overhead
in sharded blockchains. Because each shard usually stores a disjoint subset of the system
state [62] [107] [30] [2] [55], transactions modifying more than one subset inevitably incur
cross-shard communication. Moreover, since blockchains operate in trustless environments,
expensive digital signatures must be employed to ensure the authenticity and integrity of
cross-shard messages. The communication and signature overheads make a cross-shard
transaction consume more network and CPU resources than a single-shard transaction.
Nonetheless, as the most common transaction placement algorithm [71][62][107][30], hash-
ing placement creates a huge number of cross-shard transactions, e.g., 95% of Bitcoin
transactions become cross-shard in a 16-shard system. With so many cross-shard trans-
actions, sharded blockchains can hardly approach their full potential. The challenges of
designing a transaction placement algorithm are twofold. First, the algorithm must be
able to reduce cross-shard transactions to a very low level without causing load imbalance.
Second, the algorithm should not introduce extra trust entities. Previous work on reducing
cross-shard transactions either relies on additional trust points or applies only to account-
balance blockchains. Thus this thesis proposes a novel transaction placement algorithm
that is fully decentralized and applies to UTXO-based blockchains.

1.3 Approach

Bootstrapping

We noticed that blockchains share some similarities with Write-Ahead Logs (WAL) in
database management systems (DBMS) [77] [97]. They both record changes to the system
state sequentially and are replayed during either initial synchronization or recovery. How-
ever, many popular DBMS (such as Postgres, MySQL, and Oracle) deploy checkpointing
to shorten the recovery time [91][19][3], but blockchains like Bitcoin are still missing this
feature and are confronted with costly bootstrapping.

In this thesis, SnapshotSave, a snapshot synchronization mechanism, is introduced for
the fast bootstrapping purpose. The data structures used in SnapshotSave enable old
peers to efficiently create snapshots of their states and deliver snapshots to new peers. The
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bootstrapping protocol is carefully designed to ensure snapshot integrity. SnapshotSave
also minimizes snapshot storage overhead by making use of the system state database.
Specifically, it only stores a part of the snapshot that has been changed since the creation
of the last snapshot. I have implemented and evaluated a prototype of SnapshotSave. The
results show that, in our experimental setting, SnapshotSave reduces the synchronization
time from 7.97 hours to 2.59 minutes and saves 40% of storage space. Although we describe
SnapshotSave in the context of Bitcoin, it also applies to other UTXO-based blockchains.

Individual Shard Performance

To implement SMR within a shard, nodes only need to execute transactions in the same
order. Verifying transactions is not necessary. In fact, the sole purpose of verifying a
transaction is to determiner whether the transaction should be executed or disregarded.
Therefore, this thesis proposes Collaborative Transaction Verification (CTV), which en-
ables each peer to verify fewer transactions without compromising fault tolerance. CTV
improves performance by delegating transaction verification of a block to a verification
committee, which is a subset of peers in the shard. Peers in different verification com-
mittees verify transactions in parallel, so we are faced with the challenge of respecting
transaction dependencies to ensure all peers reach the same system state despite different
transaction verification orders. To overcome this challenge, we utilize a dependency graph
of pending transactions. Another challenge is fault tolerance, i.e., faulty peers may refuse
to share verification results and cause other peers to wait indefinitely. To tackle this issue,
we employ independent transaction verification as a slow path and limit how long a peer
waits for verification results. Evaluation results with real-world workload show that CTV
can boost individual shard performance by 2.6x.

Cross-Shard Performance

We observed that transactions with (transitive) dependencies between them are more likely
to be referenced together by future transactions than unrelated transactions. This is be-
cause a (transitive) transaction dependency reflects the connection between users involved
in the transactions, and users with connections are more likely to be collaborate in the
future than users without connections, especially considering that a user may control mul-
tiple identities and transfer cryptocurrencies between them. Based on this observation, we
propose Rooted Graph Placement (RGP). RGP tends to place a transaction to the shard
that includes most of its ancestor transactions so that its future descendant transactions
will have a better chance of executing within a single shard.
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RGP can reduce cross-shard transactions but not eliminate them, so we also devise
two techniques for efficiently processing the remaining cross-shard transactions. The first
technique is Dependent Transaction Pre-verification, which parallelizes the atomic com-
mit protocol of cross-shard transactions with the signature verification of their dependent
transactions. This design shortens the execution latency of the dependent transactions.
The second technique utilizes the fact that RGP places most cross-shard transactions to
one of their input shards. For such shards, the request for locking input UTXO(s) and the
request for generating output UTXO(s) can be merged into one message, which reduces
signatures and messages involved in cross-shard transaction processing.

1.4 Contributions

This thesis makes three main contributions:

1. It presents a snapshot synchronization approach that significantly shortens the boot-
strapping time of new joining peers. Snapshots are stored efficiently by making use
of the system state database.

2. This thesis proposes a transaction verification result sharing mechanism that can
boost the performance of individual shards in sharded blockchains. It is the first
work that considers transaction dependencies while allowing nodes in the same shard
to verify transactions in parallel.

3. This thesis presents a novel transaction placement algorithm that can significantly
reduce cross-shard transactions without introducing extra trust points. Furthermore,
the cost of the remaining cross-shard transactions are lowered by two techniques de-
veloped in this thesis. These designs greatly lessen the impact of cross-shard trans-
actions on the performance of sharded blockchains.

1.5 Organization

The rest of this thesis is organized as follows: Chapter 2 provides background to our
research. Chapter 3 compares and contrasts our work with related studies. Next, Chapters
4, 5, and 6 describe the design and evaluation results of the above contributions in detail,
respectively. Finally, Chapter 7 concludes this thesis and gives future research directions.
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Chapter 2

Background

In this chapter, we will first describe conventional blockchain architectures, Proof-of-Work,
and the tradeoff between consensus and performance. Then we will introduce blockchain
sharding, which lays the basis for our work in Chapters 5 and 6.

2.1 Blockchain Architecture

2.1.1 Block and Blockchain

A block consists of a header and a body, which is a list of transactions. A block header
contains metadata about this block, particularly the previous block header hash, so that the
blocks can be ordered and form a blockchain. Figure 2.1a illustrates the block structure of
Bitcoin. Transactions are hashed into a Merkle tree, whose root is part of the block header.
A block header hash refers to the double SHA256 hash of the block header. Assuming
SHA256 is collision-resistant[40], this block structure ensures that any tampering with a
header field or a transaction always results in a different block header hash.

A blockchain is a singly linked list of blocks whose previous block header hash fields
point to their parent blocks as shown in Figure 2.1b. The height of a block refers to the
distance between this block and the genesis block, whose block height is zero. A blockchain
without block bodies is called a header chain.
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Figure 2.1: Block and blockchain

2.1.2 Unspent Transaction Output (UTXO) Model

As block bodies are made up of transactions, a blockchain is essentially a ledger recording
transaction history. Every node in the network executes the transactions in their apprear-
ance order on the ledger and ends with the same system state. Unlike conventional banking
systems, cryptocurrencies like Bitcoin use a UTXO model to express their system states
instead of the account-balance model. Accordingly, a transaction spends input UTXOs
and generates output UTXOs. Figure 2.2 demonstrates the execution of a Bitcoin trans-
action. Bob sends 1.5 BTC to Alice by creating a transaction that spends his 2-BTC
UTXO and generates a 1.5-BTC UTXO for Alice as well as a 0.5-BTC UTXO for himself.
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Once the transaction is executed, the 2-BTC UTXO (i.e., UTXO B in Figure 2.2) does
not exist anymore. Every transaction consumes some input UTXO(s), except for coinbase
transactions, which spend nothing and credit output UTXOs to nodes creating blocks.

old system state new system state

UTXO A: value = 1 BTC
                 owner = Alice
UTXO B: value = 2 BTC
                 owner = Bob
 
 

UTXO A: value = 1 BTC 
                 owner = Alice
UTXO C: value = 0.5 BTC 
                 owner = Bob
UTXO D: value = 1.5 BTC
                 owner = Alice

Transaction
Input:
UTXO B
 

Output:
UTXO C (0.5 BTC, Bob)
UTXO D (1.5 BTC, Alice)

Figure 2.2: Transaction execution in the UTXO model

2.1.3 Proof-of-Work (PoW)

To prevent Sybil attacks [33], Proof-of-Work (PoW) has been invented[78]. It guarantees
that the number of blocks a node can find is proportional to the computing power under
its control, so forging identities does not increase the block reward received by a node.
Specifically, a block is valid only if its header hash is lower than a target value:

SHA2562(version||Hprev||Merkle root||timestamp||nBits||nonce) < T (2.1)

where SHA2562(·) stands for performing the SHA256 hash calculation twice; “||” represents
the concatenation operation; Hprev is the previous block header hash; the other fields
correspond to the block header structure in Figure 2.1a. The target value T is stored in
the nBits field, a 32-bit scientific-notation-like representation of a 256-bit unsigned integer.
For example, the current Bitcoin target value starts with 76 bits of zeros1, so, on average,

1The nBits (labeled as Bits in [13]) value of Block 732770 (mined on April 20, 2022) is 386,529,497,
which translates to a 256-bit hash value with 76 leading zeros.
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one out of 276 hash values satisfies Equation 2.1. Because hashing is irreversible, nodes
have to adjust some fields and calculate the block header hash repetitively to find a valid
block header hash. The three adjustable fields in a block are the nonce and timestamp
in its header and the extraNonce in its coinbase transaction. An extraNonce is, in fact, a
signature script. Its value can vary because a coinbase transaction does not need a valid
script to redeem previous transaction output [10].

The process of appending blocks to the blockchain is referred to as mining, and nodes
that dedicate themselves to appending blocks are called miners. Mining is extremely com-
putationally intensive due to PoW [104]. Statistically speaking, the more computational
resource a miner can control, the more blocks it will find. Details about the statistical
analysis can be found in our previous work [88]. Miners are incentivized to mine blocks be-
cause they can put themselves as the receivers of the coinbase transactions’ output UTXOs.
Each block contains only one coinbase transaction, i.e., the first transaction in the block
body, as shown in Figure 2.1a.

Proof-of-Stake (PoS)

One problem with PoW is that it wastes electricity and computing resources on useless
hash calculations. Researchers are searching for energy-efficient alternatives [18]. Proof-of-
Stake (PoS) is a possible substitute. PoS selects block proposers based on the stakes that
miners hold in the system [5] [58]. While PoW is secure under the assumption that not
sufficient computing power holders will collude in an attack, PoS assumes that not sufficient
stakeholders wish to collude in an attack. The latter is sensible because an attack devalues
the cryptocurrency and thus reduces the wealth of stakeholders, especially those with a
large number of stakes. If this assumption is subverted, then there is no need for the
cryptocurrency to exist because it is controlled and mostly owned by attackers. One issue
with PoS is initial mining, i.e., how to mine the first block while nobody holds any stakes.
PPCoin solves this issue using PoW [60]. In addition, PoS is known to be vulnerable to the
nothing-at-stake problem [106], which may lead to double-spending [25] whenever there is
a fork in the blockchain.

2.1.4 Peer-to-Peer Network and Fork

Each node connects to a few other nodes referred to as the peers of this node. After a miner
solves the PoW puzzle, it gossips the block to all of its peers, which in turn forward the
block to their peers. Malicious nodes may tamper with the block (i.e., put themselves as
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the output UTXO receiver in the coinbase transaction), but this will invalidate the PoW,
causing others to detect the tampering. Once a node receives a valid block, it appends the
block to its local copy of the blockchain.

A
B

CN

accept B3a

accept B3b

B3a
B1 B2

B3a
B3b

B1 B2
B3a
B3b

M
B1 B2

B3a
B3b

B1 B2
B3b
B3a

B1 B2
B3b
B3a

B3b

Figure 2.3: Blockchain fork

However, due to the probabilistic nature of PoW and network delay [31], there might
be more than one miner finding valid blocks of the same height. Figure 2.3 illustrates such
a scenario. Suppose miner M mines block B3a, and at roughly the same time, miner N
mines block B3b. Because of the network delay, neither of the two blocks reaches all nodes
before the other: block B3a reaches node A and node B earlier, but block B3b arrives at
node C earlier. After the two blocks arrive at all nodes, each node receives two blocks of
the same height. From the perspective of an individual node, the blockchain forks off. In
such cases, A node temporarily accepts the first received block. Future blocks may extend
either of the two branches. If some nodes execute transactions on one of the branches while
the other nodes execute those on the other branch, the states of nodes will diverge. The
longest-chain rule eliminates this risk by requiring nodes to accept blocks on the longest
branch. In the above example, as long as one of the two branches outgrows the other,
every node will deem it the blockchain, hence a consensus.
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Other reasons for blockchain forks include malicious attacks and software upgrades.
An adversary can intentionally fork the blockchain to switch the longest chain to a branch
benefiting himself. A software upgrade may also introduce a fork if upgraded peers reject
blocks from non-upgraded peers, or vice versa. If all peers eventually agree on the same
branch, the fork is called a soft fork [69]. Otherwise, it is called a hard fork.

2.1.5 Tradeoff between Consensus and Performance

In Bitcoin, the PoW target value is automatically adjusted so that, on average, one block
appears per 10 minutes. Because the block size is limited to 1MB, and an average trans-
action takes 250 bytes, Bitcoin can achieve at most 7 transactions per second. However,
the 1MB block size and the 10-minute block interval are chosen with consensus and se-
curity in consideration. We explain the tradeoff in this section and show that improving
performance by adjusting the block size and the block interval has an upper bound far
from satisfactory.

The two most straightforward approaches to improve throughput are 1) increasing block
size and 2) reducing block interval. The former has already been taken by BitcoinCash,
which increases the block size to 8MB [8]. However, if a node has not learned all blocks on
the longest chain by the time it finds a valid block, it could extend an alternative branch or
even create a new fork. Consequently, larger block size and faster block creation increase
fork rate and attackers’ chance to sabotage the blockchain under the longest-chain rule
because more honest nodes waste their computational power on forking branches. In other
words, increases in the block size or decreases in the block interval do not translate to linear
increases in throughput as fork rate also increases, and transactions enclosed by off-chain
blocks are not considered to be in the ledger.

Decker et al. established a model for the Bitcoin fork rate and proved that network
propagation delay is the primary cause for blockchain forks [31]. They also verified that
connecting one node to all the other nodes in the network can reduce the fork rate by
53.41%. Based on this research, Croman et al. [29] observed that there is a throughput
limit of scaling blockchain systems by tuning the blockchain parameters—the block size
and interval must satisfy the following inequality:

block size

X% effective throughput
< block interval (2.2)

where the metric “X% effective throughput” is defined as (block size)/(time taken for X%
of the nodes to receive a full block) [29]. In 2016, 90% effective throughput of Bitcoin
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corresponds to merely 55 Kbps (27.5 tx/sec). The number is subject to network size and
connectivity. X% effective throughput drops if new nodes join the network but connect to
only a few peers. Therefore, it is a widely held view that significant throughput improve-
ment demands changes in the fundamental consensus mechanism.

2.2 Blockchain Sharding

Figure 2.4 illustrates the architecture of sharded blockchains. The key idea of sharding is to
partition nodes into shards and distribute transaction processing work among shards. Thus
each shard maintains a blockchain recording its subset of transactions. Since the per-node
workload drops, the throughput of the system increases. Usually, the system state is also
partitioned to reduce storage pressure. A blockchain sharding protocol mainly comprises
three key components: 1) a secure node partitioning algorithm, 2) an intra-shard consensus
protocol, and 3) an atomic commit protocol for cross-shard transaction processing. These
components will be elaborated in sections 2.2.1, 2.2.2, and 2.2.3.

2.2.1 Node Partitioning

There are two challenges regarding node partitioning: establishing node identities in a
trustless environment, and dispatching nodes to shards in a bias-resistant way (i.e., nodes
should not be able to select shards depending on their preferences). The rest of this section
describes the node partitioning methods used in various blockchain sharding protocols.

Elastico [71] is the first sharding protocol for blockchains. In Elastico, nodes first
establish their identities in a Sybil-attack-resistant way, and then form shards based on
randomness. In addition, shard membership is reconfigured periodically (i.e., at the start
of every epoch) so that slowly-adaptive attackers do not have enough time to corrupt a
whole shard [83]. Specifically, a node locally chooses its identity (IP, PK), which is an IP-
address-public-key pair for authenticated communication. Since there is no PKI to trust,
a node must prove to other nodes that its identity is not a Sybil in other approaches, one
of which is to show that the identity is backed by some computational power (i.e., PoW).
Elastico takes the PoW approach and requires each node to search for a nonce that satisfys
the following PoW puzzle:

H(epochRandomness||IP||PK||nonce) ≤ target (2.3)

where H(·) stands for hashing, and epochRandomness is a random string generated at the
end of the previous epoch to prevent nonce from being precomputed.
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Figure 2.4: The architecture of sharded blockchain systems

Once identities are established, nodes locally determine shard membership based on
the matching between shard IDs and the last few bits of the hash values in Equation 2.3.
Because of the diffusion property of hash functions, a node belongs to different shards
in different epochs with high probability, so attackers cannot predict shard membership.
Proof-of-Stake and Proof-of-Space [4][34] can serve as alternatives to PoW in identity
establishment.

OmniLedger [62] is a later blockchain sharding protocol and addresses several challenges
that Elastico leaves unsolved. One of such challenges is that Elastico’s shard formation is
not strongly bias-resistant, because nodes can selectively discard valid nonces in Equation
2.3 in order to search for a hash value that will map them to desired shards. To ad-
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dress this issue, OmniLedger employs a distributed-randomness generation protocol called
RandHound [98]. A random number produced by RandHound guarantees to include the
contribution of at least one honest participant, so the random number is unbiasable. The
output of RandHound is used for mapping nodes to shards, hence unbiasable node-to-shard
assignment, which ensures that the ratio between malicious and honest nodes in any given
shard approximates to the ratio across all nodes with high probability.

RapidChain [107] appears after OmniLedger. It adopts the paradigm of PoW-based
identity establishment and distributed-randomness-based node-to-shard assignment. How-
ever, to reduce the communication overhead, RapidChain samples some nodes to partici-
pate in the distributed randomness generation protocol.

AHL extends sharding to permissioned blockchains. Unlike permissionless blockchains
(e.g., Bitcoin [78] and Ethereum [105]), permissioned blockchains (e.g., IBM HyperLeder
[20]) can control who participate in the system—nodes typically have established identities
when joining the system. Thus establishing node identities is irrelevant to permissioned
blockchains, but mapping nodes to shards is still a challenge. AHL leverages Trusted Exe-
cution Environments (TEEs) (e.g., Intel SGX [74]) to generate unbiased random numbers.
One property of TEE is that it provides verifiable execution results for code that it protects,
so nodes’ behaviour cannot deviate from the protected code without being detected.

2.2.2 Intra-Shard Transaction Processing

Once shard membership is established, each shard receives and processes transactions is-
sued by clients. All nodes in the same shard as supposed to maintain the same blockchain
locally and be in the same system state, so they are essentially replicas of each other. Since
a shard may contain malicious nodes that fail arbitrarily (e.g., unresponsive or equivocal), a
Byzantine-fault-tolerant (BFT) consensus protocol is indispensable for a consensus among
honest nodes about the blockchain content. Although PoW is able to tolerate Byzantine
failures, it is not energy-efficient. More importantly, PoW does not allow blocks of different
heights to be mined in parallel because the PoW puzzle of a block is only available after
the previous block is mined. This serialized approach impairs the blockchain growth speed
and subsequently the throughput of individual shards. On the other hand, conventional
BFT protocols cannot tolerate Sybil attacks, but the node identity establishment mecha-
nism in section 2.2.1 has already ruled out Sybil attacks, so conventional BFT protocols
are applicable within shards. Most blockchain sharding protocols employ the Practical
Byzantine Fault Tolerance (PBFT) [22] protocol for intra-shard consensus, so we describe
PBFT followed by various optimizations for scaling it in the rest of this section.
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Proposed in 1999, PBFT is the first efficient solution to the Byzantine fault tolerance in
a weakly synchronous environment, e.g., the Internet. To tolerate up to f malicious nodes,
PBFT requires 3f + 1 nodes. Thus blockchain sharding protocols usually assume that
the malicious node ratio in a shard is less than or equal to ⌊ f

3f+1
⌋. In PBFT, one node is

distinguished as the primary, and the others are backups. The primary collects transactions
from clients, batch them into blocks, and starts a three-phase (i.e., pre-prepare phase,
prepare phase, and commit phase) PBFT instance for each block. Figure 2.5 illustrates
the PBFT protocol in a 4-node environment (i.e., f = 1) where the last backup fails. Note
that all messages are signed to ensure message integrity.

primary

client

backup

backup

backup

pre-prepare prepare commit

x

request reply

Figure 2.5: PBFT

In the pre-prepare phase, the primary multicasts a PRE-PREPARE message (possibly car-
rying a block) to backups to inform them about a proposal that binds a block to a specific
height. Then in the prepare phase, backups multicast the information they received to
the other nodes so that every node can detect how many other nodes have received the
same information. Both the primary and the backups may equivocate, so a node must re-
ceive sufficient consistent PREPARE messages from distinct nodes before proceeding further.
Specifically, a node keeps collecting PREPARE messages until the messages can compose a
prepared certificate, which comprises one PRE-PREPARE message and 2f matching PREPARE

messages (i.e., PREPARE messages must include the same proposal as in the PRE-PREPARE

message). A prepared certificate is proof that 2f +1 nodes (one primary plus 2f backups)
have learned about the proposal. Two conflicting proposals that bind two different blocks
to the same height cannot both have prepared certificates because that requires at least
(2f + 1) + (2f + 1) − (3f + 1) = f + 1 nodes to equivocate, which violates the assump-
tion that at most f nodes are malicious. Once a node holds the prepared certificate of a
proposal, the node proceeds to the commit phase of the proposal.

The goal of the commit phase is to make sure that 2f + 1 nodes hold the prepared
certificates of a proposal, which is a crucial condition for the proposal to survive primary
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node changes. To achieve the goal, every node multicasts a COMMIT message to inform
other nodes that it has a prepared certificate for the proposal. Once a node has collected
2f + 1 COMMIT messages, it deems the proposal as committed, which means the block is
permanently bound to the block height. In other words, the block’s order in the blockchain
has been determined, and future blocks will not be ordered to the same height. It is worth
mentioning that the PBFT instances of proposals with different block heights may proceed
in parallel.

By binding blocks to distinct heights, PBFT establishes a linear order of blocks. Each
node can execute transactions in the linear order and reach the same system states as
other nodes. After executing a transaction, a node sends the execution results to the
corresponding clients, as shown in the reply phase in Figure 2.5. Since malicious node
may reply dishonestly, a client must waits for f + 1 consistent replies before trusting the
execution results. The number f + 1 ensures that at least one honest node has executed
the transaction and generated the result.

Due to the all-to-all multicast in the commit phase, the message complexity of PBFT
is O(n2), where n is the number of nodes. Thus PBFT is very expensive in large consensus
groups [102]. Instead of applying PBFT directly like Elastico [71], other sharding protocols
have proposed various optimizations to reduce the overhead of PBFT. AHL [30] utilizes
TEEs to simplify PBFT. TEEs prevent nodes from equivocating, so PBFT can tolerate f
malicious nodes with only 2f+1 nodes instead of 3f+1 nodes, hence a lower communication
cost. Byzcoin [61] employs collective signing [99] and communication trees [21][101] to
reduce both the signature verification overhead and communication overhead of PBFT.

2.2.3 Cross-Shard Transaction Processing

State partitioning incurs cross-shard transactions, which modifies the state of two or more
shards. A shard storing at least one input UTXO of a cross-shard transaction is called an
input shard of the transaction. Similarly, the shard processing the transaction and storing
the output UTXOs is called the output shard of the transaction. A cross-shard transaction
has only one output shard because the output UTXOs are likely to be consumed together
in the future and thus should be stored in the same shard.

To ensure state consistency between shards, cross-shard transactions rely on atomic
commit protocols to be either unanimously committed or unanimously aborted. The prob-
lem of guaranteeing transaction atomicity dates back to the late 1970s [64][51]. Among
various protocols, the two-phase commit (2PC) protocol [64] is the most widely used
[53][92]. OmniLedger [62] adopts the “two-phase” concept and invents Atomix for sharded
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blockchains. In trustless environments, it is challenging to find an atomic commit protocol
coordinator, whose misbehavior may lead to forever-locked UTXOs. OmniLedger utilizes
clients as the coordinators of their own transactions so that coordinators are incentivized
to conform to the protocol.

Cross-shard transaction tx

Input:
UTXO1 (Shard1)
UTXO2 (Shard2)

Output:
UTXO3 (Shard3)
 

(a) A cross-shard transaction
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(b) Atomix (successful scenario)

Figure 2.6: An example of OmniLedger’s Atomix protocol

The basic idea of Atomix is illustrated in Figure 2.6. A client requests the input shards
to lock the input UTXOs (i.e., mark the UTXOs as spent), and the input shards respond
with signed lock results. If all input shards have successfully locked their respective input
UTXOs, the client sends the output shard a COMMIT request along with signatures from
the input shards as proof of successful locking. Upon receiving the COMMIT request, the
output shard creates the output UTXO(s) in its system state, provided that all signatures
of the input shards are valid. If any input shard fails to lock an input UTXO, the client
requests the other input shards to unlock their respective input UTXOs with the signed
response from the fail shard as proof of unsuccessful execution.

Other blockchain sharding protocols proposed various atomic commit protocols but gen-
erally follow the “two-phase” paradigm. RapidChain [107] processes a cross-shard transac-
tion by splitting it into multiple sub-transactions, each of which spends UTXOs that reside
in one shard (i.e., every sub-transaction has only one input shard). These sub-transactions
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first move the input UTXOs to the output shard and then complete the original trans-
action in the output shard. AHL [30] incorporate 2PC and leverage an entire Byzantine
fault-tolerant committee as the coordinator. SharPer [2] claims that AHL cannot process
cross-shard transactions in parallel due to the single coordinator committee, so it utilizes
individual nodes as coordinators instead. Specifically, every node serves as its own coordi-
nator by exchanging messages with the other nodes in all involved shards and deriving the
commit decisions locally. Such decentralized approaches have also been explored by Cer-
berus [54] (a series of cross-shard transaction processing protocols) and Byshard [55] (a
framework for the study of sharded resilient systems). However, decentralized coordination
usually incurs high message complexity. Elastico [71] is fundamentally different from other
sharding protocols in that it does not partition the system state, i.e., every Elastico peer
still maintains the whole system state. As a result, there are no cross-shard transactions
in Elastico. Table 2.1 summarizes the above sharding protocols.

Table 2.1: Blockchain sharding protocols

Protocol Intra-shard Consensus Atomic commit protocol Coordinator

Elastico PBFT N/A N/A
OmniLedger PBFT Atomix Client
RapidChain Synchronous BFT Transaction splitting Output shard leader1

AHL PBFT 2PC Dedicated committee
SharPer2 PBFT Decentralized flattened protocol Individual nodes

1 The PBFT primary node in the output shard of the cross-shard transaction.
2 SharPer supports networks consisting of either crash-only or Byzantine nodes. Here we consider
SharPer only in Byzantine-faulty networks, since all other sharding protocols operate under such
environments.

2.3 Chapter Summary

In this chapter, we have described the architectures of conventional blockchains and sharded
blockchains, both of which are crucial in understanding the rest of this thesis. The core of
conventional blockchains are consensus protocols such as PoW, but they also pose a limit
for performance improvement. Sharded blockchains are proposed to overcome this limit.
Generally, nodes establish identities using PoW or other Sybil-attack-resistant approaches,
and partition themselves based on unbiased randomness. Within a shard, nodes run a
Byzantine-fault-tolerant consensus protocol such as PBFT to order transactions. To ensure
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state consistency between shards, various atomic commit protocols were proposed, but they
are mostly derived from 2PC.
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Chapter 3

Related Work

Related work on new peer bootstrapping, transaction verification result sharing, and trans-
action placement will be described in this chapter. The key differences between the related
work and our work will be summarized.

3.1 Fast Bootstrapping

Ethereum[105], CoinPrune[73], OmniLedger [62], and Vault [66] employ snapshots to re-
duce the bootstrapping overhead, and so does our work. However, our design still involves
different features.

Ethereum fast synchronization [48] allows new nodes to synchronize with the Ethereum
network fast by downloading a recent snapshot of the system state. Vitalik Buterin foresaw
the need of fast synchronization while designing Ethereum, so a Ethereum block header
includes a state root field which is the root hash of amerkle-patricia-tries that stores the en-
tire state of the system [42]. Therefore, new nodes can verify the integrity of a downloaded
snapshot using the corresponding state root. However, early deployed blockchains such as
Bitcoin, Litecoin [49], and Dogecoin [47] do not include a state root field in their block
header structures. Our work SnapshotSave can equip such blockchains with fast bootstrap-
ping without resorting to hard forks because we carefully place snapshot hashes in coinbase
transactions, which includes a field that can hold arbitrary data. The second difference is
that Ethereum creates a snapshot for every block, whereas we creates one snapshot per
snapshot period (e.g., every 1000 blocks), hence less computational overhead. Last but
not least, Ethereum stores multiple recent snapshots (i.e., snapshots corresponding to the
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latest 128 blocks [42][17]), though unchanged data are referenced instead of copied. On
the other hand, our approach stores only the latest snapshot and takes advantage of the
system state database to reduce storage consumption.

Our work shares the most similarities with CoinPrune [73], but CoinPrune stores the
full recent snapshot, whereas we make use of the existent system state database and pro-
pose a “copy-on-write” snapshot storage strategy to avoid wasting resources on duplicated
data. Furthermore, SnapshotSave downloads less data if a new peer’s neighbors collectively
offer a corrupted snapshot. Because CoinPrune downloads the whole snapshot before the
header chain, the new peer cannot determine that a snapshot does not match the snap-
shot hash stored on the header chain until it downloads the whole snapshot. In contrast,
SnapshotSave downloads the header chain first and checks the chunk hashes against the
on-chain snapshot hash. By the time the peer started downloading chunks, it is guaran-
teed to have the correct chunk hashes. If a corrupted chunk is received, the new peer can
detect it immediately and re-download only the problematic chunk. Lastly, in CoinPrune,
after a snapshot block (referred to as pulse block in CoinPrune) is created, subsequent
blocks within a time window have to reconfirm the snapshot to prevent adversaries from
submitting invalid snapshots to the blockchain. On the other hand, SnapshotSave exploits
blockchains’ intrinsic tie-breaking rules (i.e., longest-chain rule) to secure snapshots.

OmniLedger [62] is a sharding protocol aiming at improving blockchain performance.
In the bootstrapping part, it also employs snapshots. However, OmniLedger commits all
UTXOs to the blockchain when creating a snapshot, whereas SnapshotSave commits only
a snapshot hash. Like CoinPrune, OmniLedger does not utilize the system state database
to avoid storing duplicate data either. Moreover, because OmniLedger is incompatible
with existing blockchains, the authors did not consider backward compatibility when de-
signing the bootstrapping strategy. Besides, the PBFT-based consensus [23][61] protects
OmniLedger from the forking issue, whereas SnapshotSave is compatible with existing
blockchains and incorporates fork-tolerant mechanisms.

Vault [65] [66] minimizes the bootstrapping cost for nodes in Algorand [46], which is a
permissionless account-balance blockchain system. To achieve scalability, Algorand selects
a committee from the total set of nodes to participate in the consensus protocol instance
of a block. However, this design makes bootstrapping new nodes particularly challenging.
Before trusting the system state information inside the latest block, a new node must be
convinced that the peers whose signatures appear in the block’s certificate are indeed the
committee members chosen by cryptographic sortition. Checking committee membership
of a block requires a seed from the previous block, and the seed is valid if and only if the
previous block is valid. Consequently, a new node must verify the committee membership
and committee signatures of all blocks before downloading the latest system state. Vault
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changes the seeding mechanism such that a new node only needs to very a subset of blocks.
This approach is quite specific to Algorand, thus inapplicable to many other blockchains.

3.2 Transaction Verification Result Sharing

Both sharded verification from Red Belly Blockchain [28] and signature verification sharding
(SVS) from Mir-BFT [95] have the same high-level idea as our Collaborative Transaction
Verification (CTV)—a transaction only needs to be verified by f + 1 peers in the fault-
free scenario. Sharded verification maps each transaction to f + 1 primary verifiers and f
secondary verifiers. Secondary verifiers only verify the transaction when primary verifiers
cannot get a unanimous verification result. In their experiments, transaction dependencies
are handled on the client-side, i.e., clients wait for a parent transaction to execute before
they send a child transaction. This experimental setting ensures that peers never receive
a transaction whose parent transactions are pending. Therefore, sharded verification does
not include a transaction dependency-tracking feature. Mir-BFT does not track transaction
dependencies either.

The main contribution of both Red Belly Blockchain and Mir-BFT is on designing
scalable BFT protocols, with sharded verification or SVS as an optimization. While
scalable-BFT-based blockchains may be more secure than sharded blockchains, the for-
mer cannot achieve linear performance growth as peers increase. Also, compared with a
whole blockchain network, individual shards are significantly smaller, so the network over-
head from exchanging verification results is much more manageable. Therefore, we choose
to improve sharded blockchains.

Dividing a shard further into multiple smaller sub-shards can also boost system perfor-
mance, but at the cost of jeopardizing fault tolerance, especially when the original shard
is already small. In contrast, CTV does not compromise fault tolerance—peers will rely
on the slow path if the fast path fails due to faulty peers, which will be detailed in Section
5.2.

3.3 Cross-shard Transaction Reduction

Cross-shard transaction reduction is respectively achieved through transaction placement in
UTXO-based blockchains, and through account placement in account-balance blockchains.
In this section, we review the previous works in both scenarios.
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Transaction Placement in UTXO-Based Blockchains

The hashing placement algorithm places transactions to shards based on prefix matching
between transaction IDs and shard IDs. Because transaction IDs are hash values (e.g.,
SHA256 outputs in Bitcoin [78]), which uniformly distribute over the output range of the
corresponding hash function [96], hashing placement is equivalent to placing transactions
randomly. In contrast, our Rooted Graph Placement (RGP) algorithm takes transaction
dependencies into account.
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Figure 3.1: Principle of OptChainV2. fij is the fitness score between transaction i and the
j-th shard. The fitness-score array of transaction x is an element-wise weighted sum of the
fitness-score arrays of x’s parents (i.e., transaction d and f). The weights (e.g., wd) depend
on what fraction of input UTXOs are from the parent transactions as shown in (b).

OptChainV21 [80] is a client-side transaction placement algorithm for UTXO-based
sharded blockchains. To reduce cross-shard transactions, OptChainV2 builds a graph with
transactions as vertices and transaction dependencies as edges. OptChainV2 associates
every transaction with a fitness-score array, each element of which reflects the fitness be-
tween the transaction and the corresponding shard. Based on PageRank [82], OptChainV2
computes a child transaction’s fitness-score array as an element-wise weighted sum of
its parents’ fitness-score arrays, as shown in Figure 3.1. To account for load balance,
OptChainV2 divides fitness scores by the corresponding transaction partition sizes and re-
quires clients to frequently sample shards for communication latency and transaction queue

1The original algorithm is called OptChain [79]. We have identified a shortcoming of it, leading to
the authors updating their paper accordingly. We have summarized the difference between OptChain and
OptChainV2 in [87].

23



length. There are three main differences between OptChainV2 and our RGP algorithm.
First, OptChainV2 utilizes the information of all ancestor transactions since fitness scores
are calculated in a top-down approach. By contrast, RGP only uses the recent ancestors
but can also reduce cross-shard transaction effectively as we will see in Section 6.2.4. Sec-
ond, RGP intentionally avoids shard sampling because peers are byzantine faulty and may
not respond honestly. Third, OptChainV2 requires clients to honestly share the fitness
score arrays of their transactions, which introduces additional trust points.

Account Placement in Account-Balance Blockchains

Hashing placement also applies to account-balance blockchains and creates many cross-
shard transactions [37][59]. Generally, in an account-balance blockchain, cross-shard trans-
actions are reduced by placing accounts that frequently transact with each other in the same
shard [43][76]. To identify such accounts, Fynn et al. [43] model Ethereum transactions as
a graph with accounts as vertices and transactions as edges, and evaluated multiple graph
partitioning algorithms against the graph, including METIS [57] (a well-regarded offline
graph partitioning algorithm) and its variants. Since account behaviour may change over
time, some of the algorithms re-partition the graph periodically. Fynn et al. concludes that
METIS produces the fewest cross-shard transactions but the worst load balance, whereas
hashing placement is at the other extreme. Consequently, neither METIS nor hashing
placement helps the system achieve the best performance. This conclusion agrees with the
OptChainV2 paper, which employs METIS and hashing placement for comparison.
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Chapter 4

Fast and Low-Storage-Demand
Bootstrapping

In this chapter, we present SnapshotSave, a snapshot-based blockchain bootstrapping pro-
tocol that allows peers to only store a partial snapshot on the disk.

4.1 Design Overview

The high-level idea of SnapshotSave is letting a new peer download a verifiable consistent
snapshot of the system state from other peers to massively reduce the number of blocks
that the new peer has to replay during bootstrapping.

This idea is also inspired by the observation that the system state database of Bitcoin
has a far smaller size than the ledger database. Bitcoin stores its blocks (i.e., the ledger)
and the current system state (i.e., all UTXOs) in the folders named blocks and chainstate
respectively, and performs data queries with the help of LevelDB [45]. The blocks folder is
constantly more than one order of magnitude larger than the chainstate folder as shown
in Figure 4.1, so synchronizing the system state instead of the ledger should result in
significantly less data transferred. For example, at the latest block when this research is
conducted (i.e., the 600k block height), the blocks folder is 289GB, whereas the chainstate
folder is only 6.2GB. Moreover, the snapshot synchronization averts expensive ECDSA
signature verifications [56], which mandates the original block synchronization to be usually
a CPU-bound process.
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Figure 4.1: The blocks database size versus the chainstate database size

4.2 Architecture and Protocol

4.2.1 Snapshot Structure

To enable a new peer to rebuild the system state at a block height, all UTXOs existing at the
block height must be transferred to the new peer. In addition, essential information about
the chain state at the same height (e.g., the block header, total number of transactions up to
the block height, timestamps of the last ten blocks, etc.) must also be transferred, otherwise
the new peer would not be able to link future blocks to the chain. These UTXOs together
with the essential chain information constitute a snapshot. In addition, a snapshot must
be verifiable, otherwise a malicious old peer can fool a new peer by sending a corrupted
snapshot to the new peer. Although placing the whole system state on the blockchain
produces verifiable snapshots, this approach could easily blow up the blockchain, not to
mention exceeding the block size limit in some existing blockchains. In our design, a Merkle
tree[75] is built with the hash of 50k concatenated UTXOs (i.e., a chunk) as a leaf node,
and the Merkle tree root is concatenated with the essential chain information hash before
being hashed into the snapshot hash, which is committed to the blockchain. Therefore,
any tampering with the snapshot always results in a different snapshot hash. Figure 4.2
illustrates the structure.

SnapshotSave sorts UTXOs before assembling chunks so that a new peer can request
different chunks from different old peers without worrying that honest old peers may send
inconsistent chunks. The chunk size is set to 50k UTXOs, yielding a message size of approx-
imately 3.5 MB, which is well below the 4MB message size limit imposed by the Bitcoin
Core [50]. In other words, a chunk can be transferred within one message. Moreover, using
chunks instead of single UTXOs as Merkle tree leaves also reduces the leaf number, hence
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Figure 4.2: A snapshot hash is calculated based on the UTXO Merkle tree root and the
essential chain information hash.

faster Merkle tree construction.

4.2.2 Snapshot Storage

Every peer in the blockchain network maintains a copy of the latest snapshot. However,
SnapshotSave makes use of the chainstate database to avoid unnecessary storage con-
sumption. The high-level idea is that both the UTXOs in a snapshot and the chainstate
database can be abstracted as sets of UTXOs, and the intersection of the two sets are
UTXOs that are never spent since the snapshot creation, as shown in Figure 4.3. Based on
this observation, UTXOs are divided into three sets: Sspent (UTXOs existing in the latest
snapshot but spent by later transactions), Sunspent (UTXOs existing in the latest snapshot
and not spent yet), and Sadded (UTXOs created by later transactions and hence not in
the latest snapshot). The UTXOs in Sunspent already have their information stored in the
chainstate database, so SnapshotSave does not bother to store them again for a snapshot.
On the other hand, UTXOs in Sspent require extra storage because they have been deleted
from the chainstate database.

In Bitcoin, a UTXO is identified by a (txid, n) pair in the way that the UTXO is
the n-th output of transaction txid. This pair constitutes an Outpoint object in Bitcoin
Core. The chainstate database is a key-value database with Outpoint objects as the keys
and Coin objects as the values. A Coin object consists of a coinbase flag, a block height,
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Figure 4.3: The set intersection of the latest snapshot and the chainstate database is the
set of UTXOs never spent since the snapshot creation. The latest snapshot is used to
bootstrap new peers, and the chainstate database is used to verify transactions and create
new snapshots.

a value, and a script recording the owner (e.g., scriptPubKey). Therefore, a UTXO is
comprised of a pair of Outpoint and Coin as shown in Figure 4.4.

To reconstruct a snapshot, three pieces of data are necessary and should be stored: the
Outpoint components of UTXOs in Sunspent, the full UTXOs in Sspent, and the essential
chain information. The Outpoint parts of the UTXOs in Sunspent have to be stored because
they serve as keys when fetching the Coin components from the chainstate database.
Compared with storing the whole snapshot, this storage mechanism arguably demands
less storage space.

UTXO                  
key                                      value                     

Outpoint  
txid: transaction hash
n: index in output list 

Coin  
fCoinbase: coinbase flag
nHeight: block height
nValue: coin value
scriptPubKey: owner info

Figure 4.4: UTXO structure

Peers in the network discard old snapshots as soon as a new one matures (i.e., buried
deep enough on the blockchain such that a forking is not likely to overwrite it), because
bootstrapping new peers from the latest snapshot is always faster than from a previous
snapshot. Fork tolerance will be discussed in Sections 4.2.5 and 4.3. Some new peers might
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fail to download residual chunks of the second latest snapshot due to the emergence of the
next snapshot, but they can always restart synchronization by downloading the new latest
snapshot provided that the interval between two snapshots is long enough for snapshot
downloading.

4.2.3 Snapshot Creation

Snapshots are created periodically, and the creation is triggered by block heights. We
denote the snapshot period by Nperiod (e.g., Nperiod = 1000 blocks), as shown in Figure 4.2,
and refer to the blocks whose heights are multiples of Nperiod as snapshot blocks. When
the next block is a snapshot block, miners create a snapshot of the system state and put
the snapshot hash in the block before solving the PoW puzzle. To create a snapshot, a
miner sorts all the UTXOs in the chainstate database, cuts them into 50k-UTXO chunks,
and builds the Merkle tree. Other peers verify the snapshot hash by calculating a local
snapshot hash with their local system states and comparing the local snapshot hash with
the one in the received block. If the two snapshot hashes are equal, the peers append the
received block to their local copies of the blockchain. Otherwise, the peers reject the block.

When a snapshot is created, Sspent and Sadded are initialized as empty sets, whereas
Sunspent is initialized as all the UTXOs in the chainstate database. During transaction ex-
ecution before the next snapshot block, Sspent, Sunspent, and Sadded are constantly updated.
Output UTXOs are inserted into Sadded; input UTXOs are moved from Sunspent to Sspent

or just removed from Sadded, depending on whether they exist in Sunspent or Sadded.

4.2.4 Snapshot Synchronization

From a related work [73], we borrow the definition of tail blocks—the blocks subsequent to
the latest snapshot block. Transactions in tail blocks must be replayed in order to reach the
latest system state. Thus bootstrapping with SnapshotSave consists of four steps: snapshot
hash retrieval, chunk hash and essential chain information download, chunk download, and
tail block download.

A new peer can retrieve a snapshot hash either pessimistically or optimistically. In the
pessimistic approach, the new peer does not believe that the old peers that it connects
to would collectively provide the correct latest snapshot hash, so it downloads the entire
header chain and requests the latest snapshot block body, which contains the snapshot
hash. This way, the new peer can check whether a snapshot hash is indeed on the best
chain, thus avoiding being cheated by malicious peers. The new peer can identify the latest
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snapshot block because of the pre-defined Nperiod. In the optimistic approach, the new peer
queries several old peers for the latest snapshot hash as well as the current chain length,
which enables the peer to tolerate forks (see details in Section 4.2.5). As long as a majority
replies consistently, the peer believes the values and continues to the next step.

In the second step, the new peer requests the snapshot metadata (i.e., chunk hashes
and the essential chain information) by sending a GetMetadata message to one old peer.
Once receiving the GetMetadata message, the old peer replies with a Metadata message
enclosing the snapshot metadata. The new peer checks whether the metadata produces a
hash value matching the snapshot hash in the first step. If so, the new peer continues to
request all chunks in parallel with GetChunk messages. Otherwise, the new peer notices
that the old peer has lied about the metadata and repeats step two but with a different
old peer. For optimistic new peers, the first two steps can be achieved with one message
by asking the old peer to piggyback the snapshot hash and the current chain length on the
Metadata message.
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Figure 4.5: A new peer requests snapshot metadata, chunks, and tail blocks from an old
peer.

Old peers respond to a GetChunkmessage with a Chunkmessage enclosing the requested
chunk specified by the chunkID argument in the GetChunk message. To efficiently assemble
the chunk given a chunkID, an old peer keeps a sorted array of Outpoints in the latest
snapshot, but this array is a memory-only data structure since it can be easily reconstructed
from the Sspent and Sunspent sets. For every UTXO in the chunk, the old peer fetches the
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Coin component from the chainstate database if the UTXO is in Sunspent or from the
snapshot storage otherwise. The new peer may request chunks from multiple old peers
to expedite the synchronization process. The advantage of obtaining chunk hashes before
downloading chunks is that the new peer can detect corrupted chunks and only re-download
the problematic chunks instead of all chunks. The new peer applies a correct chunk by
adding the enclosed UTXOs to its chainstate database. By the time all chunks are applied,
the new peer becomes ready to connect tail blocks.

A new peer must download and replay all the transactions in tail blocks so that it
can have the up-to-date system state to verify future transactions. This can be achieved
by performing a block synchronization starting at the snapshot block, i.e., through the
GetHeaders, Headers, GetData, and Block messages of the Bitcoin protocol. Figure 4.5
summarizes the message exchanges between a new peer and an old peer from step two to
step four.

4.2.5 Fork Tolerance of Optimistic SnapshotSave

Figure 4.6 illustrates a scenario where an optimistic peer lacks the information to determine
whether another branch has become the new longest chain. The peer bootstrapped itself
with snapshot block on the lower branch, but later received blocks belonging to the upper
branch. Because it misses the dotted headers and arrows, it cannot determine at which
height the fork occurs, and whether the upper branch is longer than the lower branch.

To solve this problem, an optimistic peer keeps all blocks received since the beginning
of its bootstrap, both the on-chain and off-chain blocks. Some off-chain blocks may have
links between them and form a partial branch with an unknown forking point. We refer
to this kind of partial branch as twigs. The twig of the original longest branch consists
of all the blocks after the last tail block, as illustrated in Figure 4.6. Note that the peer
is certain about the last tail block height because it is given the chain length at the first
bootstrapping step. If a twig grows longer than the twig of the original longest branch,
the peer has to download the entire header chain to assess the lengths of both branches.
It is worth mentioning that this twig-length monitoring mechanism may raise false alarms.
For example, the case shown in Figure 4.6a triggers header chain downloading since the
upper twig outgrows the lower one by two blocks, but the lower branch remains the longest.
However, this mechanism guarantees that the optimistic peer never misses a true longest-
chain switch. The proof will be given in Section 4.3. In addition, the mechanism incurs no
overhead because the current Bitcoin peers also keep the off-chain blocks and link them if
possible. Otherwise, peers would not be aware of the lengths of other branches.
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Figure 4.6: An optimistic peer cannot differentiate the above two cases. SnB, TaB, and
TwB represent a snapshot block, a tail block, and a twig block respectively.

4.2.6 Backward Compatibility

Software upgrades in permissionless blockchains are challenging, because non-upgraded and
upgraded nodes may fail to reach consensus on a global longest chain, in which case the
upgrade would introduce an undesirable hard fork. To avoid such a situation, SnapshotSave
stores snapshot hashes in the extraNonce fields of snapshot blocks’ coinbase transactions.
This field can hold up to 96 bytes of arbitrary data because the coinbase transactions
have no input UTXOs and hence no need to include a valid script redeeming any previous
transaction outputs [11].

Figure 4.7 illustrates why SnapshotSave will not cause a hard fork in Bitcoin as long as
upgraded peers hold more than 50% of the global hash power. When it comes to snapshot
blocks, upgraded peers will reject blocks from non-upgraded peers due to the lack of valid
snapshot hashes. However, non-upgraded peers will accept blocks from upgraded peers
because they do not care about the values of extraNonce fields, where snapshot hashes
exist. Therefore, as long as the branch containing snapshot hashes (the lower branch in
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Figure 4.7: Upgrade through a soft fork. Hatched blocks are mined by upgraded peers,
and other blocks are mined by non-upgraded peers.

Figure 4.7) stays longer than any other branch (the upper branch in Figure 4.7), both the
upgraded and non-upgraded peers will accept it as the longest chain. In the worst case,
all non-upgraded peers extend the branch without snapshot hashes, so the upgraded peers
must collectively control more hash power than their non-upgraded counterparts in order
to ensure that the branch containing snapshot hashes is longer, hence the 50% threshold.
Once the non-upgraded peers accept the branch containing snapshot hashes, they also
extend this branch, so the lower branch in Figure 4.7 includes blocks from non-upgraded
peers as well.

4.3 Security

In this section, we prove that SnapshotSave is secure. Specifically, pessimistic SnapshotSave
can tolerate malicious peers offering tampered chunks and blockchain forks. We make the
following assumptions when deducing the security properties:

1. Hash functions are collision-resistant[40], i.e., different plaintexts always yield differ-
ent ciphertexts.

2. PoW guarantees the integrity of the header chain.

3. Parent blocks reach every peer before the child blocks.

We justify the second assumption as follows. Suppose a malicious peer pm changes a block
header H to Hm and tries to mislead peer p into accepting Hm instead of H as part of
the header chain. The successor of H on the header chain is denoted as Hs. According to
Assumption (1), the header hash of Hm must be different than H. Given the recent PoW
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difficulty [13], Hm has no more than a 1/276 probability to meet the PoW requirement. As
a result, pm has to adjust the nonce field of block header Hm. On average, this process
takes 276 double SHA256 calculation. Even if pm makes Hm PoW-valid, the header hash
of Hm must be different than H according to Assumption (1), so there is no link between
Hm and Hs. Peer pm can change the prev hash field of Hs to rebuild the link, but this
destroys Hs’s PoW validity with high probability. Therefore, replacing a block header
requires solving the PoW puzzles for all its descendants. The huge computational demand
prevents a peer from tampering with the header chain.

Property 1. If a pessimistic peer Pp accepts a snapshot Snp, then Snp is the authentic
latest snapshot.

Proof. We prove this property by contradiction. Suppose Pp accepts Snp, and Snp is not
the authentic latest snapshot. We denote the authentic snapshot as Snpa.

Because Pp has downloaded the header chain before downloading Snp, and the header
chain is not corrupted according to Assumption (2), Pp is aware of the latest snapshot block
height and the correct block header. The correct block header ensures that the snapshot
block body used by Pp is correct, so the block body contains the snapshot hash of Snpa.
Since Pp accepts Snp, the snapshot hash of Snp equals the snapshot hash of Snpa.

Since Snp is not Snpa, there are one or more differences in their UTXOs, essential
chain information, or both. If their UTXOs are different, their Merkle tree leaves in Figure
4.2 would be different according to Assumption (1). The difference of leaves propagates
through the Merkle tree to the root also according to Assumption (1), so the Merkle
tree roots of Snp and Snpa are different. Regardless of whether Snp and Snpa have the
same essential chain information hash, the snapshot hash of Snp is different than that of
Snpa according to Assumption (1). Similarly, if Snp and Snpa differ in essential chain
information, their essential chain information hash ( Hashchain info in Figure 4.2) would be
different again according to Assumption (1). Thus, no matter whether the UTXO Merkle
tree root of Snp is the same as that of Snpa, the snapshot hash of Snp and Snpa are
different according to Assumption (1). As a result, the snapshot hash of Snp does not
equal the snapshot hash of Snpa in spite of how Snp differs from Snpa.

However, previously we deduced that the snapshot hash of Snp equals the snapshot
hash of Snpa. Thus the snapshot hash of Snp both equals and does not equal the snapshot
hash of Snpa, a contradiction.

Property 2. If an optimistic peer Po obtains the correct snapshot hash from its
neighbors, Property 1 is also true for Po.
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Proof. We prove this property by contradiction. Suppose Po obtains the correct snapshot
hash Hashc and accepts a snapshot Snp, and Snp is not the authentic latest snapshot.
We denote the authentic snapshot as Snpa.

Since Hashc is correct, Hashc equals the snapshot hash of Snpa. Since Po accepts
Snp, the snapshot hash of Snp equals Hashc. Thus, the snapshot hash of Snp equals the
snapshot hash of Snpa.

Since Snp is not Snpa, we have the snapshot hash of Snp not equal to the snapshot
hash of Snpa based on the proof of Property 1. Thus, the snapshot hash of Snp both
equals and does not equal the snapshot hash of Snpa, a contradiction.

Property 3. If a peer P (either pessimistic or optimistic) bootstraps itself with a
snapshot block Bsnp, and a fork occurs at Bsnp or a descendant block Bdes of Bsnp, then
P is able to tell whether the forking branch grows longer than the originally longest branch,
and, if so, change its system state to the tip of the forking branch.

Proof. Since Bdes or Bsnp is the forking point, the blocks on both branches are descendants
of Bsnp. According to Assumption (3), these blocks reach P after Bsnp. Because P (no
matter pessimistic or optimistic) keeps all blocks received since the beginning of the boot-
strapping process, P has all blocks on both branches. By following links between these
blocks starting from the tip blocks, P constructs the two branches as shown in Figure
4.8. Thus P can tell whether the forking branch is longer by counting the blocks on both
branches.

Suppose the forking branch does become longer as Figure 4.8 illustrates, P has two
options for updating its system state to the tip of the forking branch: 1) undo the trans-
actions in the blocks on the original longest branch, and then execute the transactions in
the blocks on the forking branch, or 2) wait for a mature snapshot block to appear on the
forking branch and run the SnapshotSave protocol again.

Property 4. If a pessimistic peer Pp bootstraps itself with a snapshot block Bsnp,
and a fork occurs at an ancestor block Banc of Bsnp, then Pp can tell whether the forking
branch grows longer than the originally longest branch, and, if so, change its system state
to the tip of the forking branch.

Proof. Since Banc is the forking point, some blocks on the forking branch may exist before
Pp bootstrapped itself. Because Pp obtains the entire header chain during bootstrapping,
it has the headers of these blocks. Because Pp keeps all the blocks received since the
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SnB...

Undo

Execute

Figure 4.8: A fork occurs at the first descendant block of the snapshot block (SnB) which
an optimistic peer bootstrapped itself with. The upper branch is the forking branch.

beginning of the bootstrapping process, Pp has full blocks for the remaining part of the
forking branch. Thus, Pp has the block headers of all the blocks on the forking branch.
Similarly, Pp has the block headers of all the blocks on the original longest branch. By
following the links between these block headers starting from the tip block headers, P
constructs the two header branches. Thus, P can tell whether the forking branch is longer
by counting the block headers on both branches.

Suppose the forking branch does become longer, the peer has only one option to update
its system state to the tip of the forking branch—wait for a mature snapshot block to appear
on the forking branch, and run the SnapshotSave protocol again. The transaction-undo
option in the proof of Property 3 is not available, because Pp lacks the information about
the input UTXOs of transactions in blocks between Banc and Bsnp. Note that downloading
the block bodies won’t help because transactions only specify the Outpoint parts of input
UTXOs, but to restore these input UTXOs, the Coin parts are also necessary.

Property 5. If (1) an optimistic peer Po bootstraps itself with a snapshot block Bsnp,
and (2) a fork occurs at an ancestor block Banc of Bsnp, and (3) Po obtains the correct
snapshot hash and longest chain length, and (4) the forking branch grows longer than the
originally longest branch, then Po can detect that the forking branch is longer and change
its system state to the tip of the forking branch.

Proof. Because of the fork-tolerant mechanism depicted in Section 4.2.5, a branch can be
split into the twig and the trunk as illustrated in Figure 4.9. The two parts are separated by
the moment when the peers initiate synchronization. Without loss of generality, suppose
two branches br1 and br2 exist at the moment peer Po initiates synchronization, and Po
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Figure 4.9: A fork occurs at an ancestor block of the snapshot block (SnB) where an
optimistic peer bootstrapped itself. The start time of snapshot synchronization cuts a
branch into a twig part and a trunk part.

obtains the latest snapshot hash and the length of br1. Because of the third hypothesis, br1
must be no shorter than br2 at that moment. In other words, len(tr1) ≥ len(tr2), where
tr1 and tr2 are the trunk parts of br1 and br2 respectively, and len(·) represents the length
of a branch or a partial branch. The fourth hypothesis means len(br1) < len(br2), i.e.,
len(tr1) + len(tw1) < len(tr2) + len(tw2), where tw1 and tw2 are the twig parts of br1 and
br2, respectively. Consequently, there must be len(tw1) < len(tw2). Thus, header chain
downloading is triggered due to the fork-tolerant mechanism described in Section 4.2.5.
Then, Po can judge the branch lengths and update its system state as a pessimistic peer
does in the proof of Property 4.

4.4 Evaluation

A prototype of SnapshotSave is implemented based on the source code of the Bitcoin Core.
We compared SnapshotSave with both Bitcoin Core’s block synchronization and a related
work CoinPrune[73], which is also a snapshot-based bootstrapping protocol.

4.4.1 Testbed and Experiment Design

The testing environment is created on a local cluster with Intel Xeon E5-2620v3 CPUs.
We observed that the block synchronization of Bitcoin Core is a rather CPU-intensive
process for a new peer. If the new peer is equipped with only one CPU, synchronizing
600k blocks would take several days. Thus, we created two 8-CPU, 32GB-memory VMs
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on different physical machines—one as the old peer and the other as the new peer. The
network bandwidth between the two VMs is 1 Gbps.

We used the original Bitcoin Core code to download the blocks from the public P2P
network. To avoid copying hundreds of gigabytes repeatedly, the old peer ran directly on
the directory where the downloaded blocks were stored. During tests, neither the old nor
the new peer connected to the public P2P network. They connected only to each other to
ensure all resources were dedicated to our tests. For the Bitcoin Core’s block synchroniza-
tion test, both the old peer and the new peer write performance measurement data into
the log file at the desired block heights, allowing us to collect the data from 10k to 600k
block heights uninterruptedly. In contrast, for the SnapshotSave and CoinPrune tests, 10k
blocks were first downloaded from the public network, and the old peer ran on the same
directory to create a snapshot. We set the tail block count to 10 because the performance
difference between SnapshotSave and CoinPrune would be concealed if the tail block pro-
cessing dominates the synchronization time. Thus, the snapshot should be created at the
9990th block. The old peer achieved this by temporarily invalidating the 9991st block.
The system state then reverts to the historic state where transactions in block 9990 have
been executed. Next, the old peer creates a snapshot followed by re-considering the 9991st
block. Finally, the new peer connects to the old peer and performs the synchronization.
We repeats this block-downloading, snapshot-creating, and test-running process for other
block heights sequentially.

4.4.2 SnapshotSave vs. Bitcoin Core

Figure 4.10 shows that pessimistic SnapshotSave is more than two orders of magnitude
faster than Bitcoin Core. It significantly shortens the initial synchronization time, espe-
cially at high block heights, e.g., from 7.97 hours to 2.59 minutes (99.46% less) at the 600k
block height. Furthermore, the synchronization time of SnapshotSave grows slower than
that of Bitcoin Core as the block height increases. This matches the trends of database sizes
displayed in Figure 4.1. Optimistic SnapshotSave achieves extremely low synchronization
time at low block height because many early-stage Bitcoin blocks enclose few transactions
[79], resulting in a few UTXOs. Consequently, the header chain downloading dominates
the synchronization time of pessimistic SnapshotSave. On the other hand, optimistic Snap-
shotSave involves no header chain downloading and thus saves most synchronization time
of pessimistic SnapshotSave. Nonetheless, optimistic SnapshotSave has fewer advantages
at high block heights, where the header chain downloading time becomes insignificant com-
pared with chunk downloading time and state updating time. More analysis regarding the
breakdown of the synchronization time will be provided in Section 4.4.3.
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Figure 4.10: Synchronization time. SnapshotSave (P) and SnapshotSave (O) represent
pessimistic SnapshotSave and optimistic SnapshotSave, respectively.

As expected, SnapshotSave also transferred significantly fewer bytes between the old
and the new peers. Bytes received by the new peer are comparable in size to the blocks
database during the Bitcoin Core synchronization, and to the chainstate database during
the SnapshotSave synchronization. As well, the bytes received by the new peer during the
SnapshotSave synchronization increase more slowly than those during the Bitcoin Core
synchronization with the growth of the block height. The contrast becomes more over-
whelming in Figure 4.10b, where the y-axis is on a linear scale.
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Figure 4.10: Bytes received by the new peer
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Figure 4.11: Bytes sent by the new peer

SnapshotSave also massively reduces bytes sent by the new peer. Optimistic Snapshot-
Save even manages to reduce the number by three orders of magnitude, as shown in Figure
4.11. This is because Bitcoin Core requires the new peer to send one GetHeaders message
to fetch up to 2000 block headers and one GetData message to request one block. Though
SnapshotSave also requires the new peer to send a GetChunk message for every chunk, the
snapshot is far smaller than the full blockchain, and the old peer responds with a roughly
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3.5MB chunk as opposed to a 1MB block in Bitcoin Core. The large chunk size further
reduces round trips between the old peers and the new peer.

4.4.3 SnapshotSave vs. CoinPrune

CoinPrune is the closest related work to our SnapshotSave because it also employs snap-
shot synchronization and targets UTXO-based blockchains, as mentioned in Section 3.1.
Therefore, in this section, we compare the performance and storage usage of SnapshotSave
with those of CoinPrune.

Performance

Figure 4.12 shows that pessimistic SnapshotSave is constantly faster than CoinPrune, and
slightly slower than optimistic SnapshotSave. At block height 500k, pessimistic Snapshot-
Save and optimistic SnapshotSave takes on average 10.1% and 16.8% less time compared
with CoinPrune. These percentages rise to 17.2% and 21.4% at the block height of 600k.
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Figure 4.12: Synchronization time

Figure 4.13 gives a breakdown of the synchronization time at block height 600k. The
discrepancy between CoinPrune and pessimistic SnapshotSave results from the difference
in snapshot downloading time. CoinPrune caps the chunk size to 1 MB, whereas a Snap-
shotSave chunk contains up to 50k UTXOs (roughly 3.5 MB) as mentioned in Section
4.2.1. Unsurprisingly, the larger chunk size in SnapshotSave yields fewer chunks (Figure
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Figure 4.13: The breakdown of synchronization time

4.14) and faster snapshot downloading. On the other hand, the reason why optimistic
SnapshotSave is even faster is that it skips the header chain downloading. We observed
that the snapshot-applying process (i.e., adding all UTXOs in the snapshot to the new
peer’s chainstate database) becomes dominant since the block height of 300k, where the
number of UTXOs starts increasing rapidly as shown in Figure 4.15.

100k 200k 300k 400k 500k 600k

Block height

0

500

1000

1500

2000

2500

3000

3500

4000

4500

N
u
m

b
e
r 

o
f 

C
h
u
n
k
s

CoinPrune

SnapshotSave

Figure 4.14: Number of Chunks

Storage Saving

Figure 4.16 demonstrates that SnapshotSave requires approximately 43% less storage space
than CoinPrune. This means an old peer can dedicate less disk space for bootstrapping
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Figure 4.15: Number of UTXOs at different block heights

new peers. Because old peers store the Outpoint components of UTXOs in Sunspent and
the full UTXOs in Sspent, the storage space size will grow when UTXOs are moved from
Sunspent to Sspent during transaction execution. Thus we also evaluate the increase rate of
the storage space size.
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Figure 4.16: Snapshot storage demands

For the snapshot created at the 600k-th block, Figure 4.17 illustrates the variations in
the storage space size, the number of UTXOs in Sunspent, and the number of UTXOs in
Sspent. At the snapshot creation, all the 63.39 million UTXOs are in Sunspent. Transactions
in the first 1k subsequent blocks consume 1.8% (1.14 million) of those UTXOs. Since these
UTXOs are moved to Sspent, UTXO counts in the two sets always add up to 63.39 million.
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It is worth mentioning that the transactions in the 1k blocks probably spend more than
1.14 million UTXOs, but some UTXOs are generated between block height 600k and 601k,
and thus simply removed from Sadded. As described in Section 4.2.2, UTXOs in Sadded

do not affect snapshot storage. Surprisingly, Sspent grows quite slowly. Transactions in
the subsequent 10k blocks (from 600k to 610k) consume only 10% of the UTXOs in the
snapshot. As a result, the snapshot storage size increased by a mere 7.6% over the 10k
blocks. In addition, the increase rate of the storage size drops as the block height increases,
which suggests that transactions tend to spend recently created UTXOs.
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Figure 4.17: Variations in Sunspent size and Sspent size for the snapshot created at the 600k
block height

Intuitively, the shorter the snapshot period, the more storage space our design can
save, because the storage space size increases between two snapshot blocks. For instance,
if the snapshot period Nperiod is extremely long, all UTXOs in Sunspent would eventually
be moved to Sspent, in which case our design stores the entire snapshot and saves no stor-
age space. However, SnapshotSave could save considerable storage space with reasonable
Nperiod values. Based on the experimental results for the snapshot created at height 600k,
we speculate that SnapshotSave will save approximately 42% space if one snapshot is cre-
ated per week (i.e., Nperiod = 1008) in Bitcoin, and about 40% space if one snapshot is
created per month (i.e., Nperiod = 4320).
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4.5 Chapter Summary

Bootstrapping new peers by replaying all transactions on the blockchain is time-consuming
and will be more so in the future. In this chapter, a snapshot synchronization approach is
introduced for the fast bootstrapping purpose. It takes advantage of the existing system
state storage to reduce the snapshot storage overhead. The evaluation results of our proto-
type has demonstrated that SnapshotSave can save more than 99% of the time compared
to the block synchronization approach, and requires about 40% less space than storing the
entire latest snapshot. The bootstrapping protocol is carefully designed to ensure security
and backward compatibility. The relatively slow increase in UTXOs as opposed to blocks
indicates that SnapshotSave can potentially benefit blockchains more in the future.
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Chapter 5

Collaborative Transaction
Verification

Blockchain sharding protocols (e.g., OmniLedger [62], RapidChain [107], and AHL[30])
usually require peers to independently verify every transaction in its shard. Therefore, the
performance of a shard is bounded by the computational capacity of individual peers.
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The high cost of transaction verification has been mentioned in [95][72], but no specific
figures are provided to quantify the cost. We ran a Bitcoin Core node and quantitatively
analyzed the processing time of 20 fairly recent Bitcoin blocks (42,582 transactions in to-
tal). Figure 5.1 shows the results. The ratio of transaction verification time to transaction
execution time ranges from 64.5 to 380.6 with an average value of 150.9. In other words,
transaction verification is, on average, two orders of magnitude more expensive than trans-
action execution. This suggests that reducing the per-peer transaction verification work
will effectively lower the block processing cost. Collaborative Transaction Verification
(CTV) is designed to fulfill this task and will be presented in this chapter.

5.1 Assumptions

Assumption 1. Peers verify transactions right before executing them, rather than before
voting for committing or aborting the enclosing blocks. In other words, transaction verifi-
cation occurs after block ordering. This model allows us to completely decouple transaction
verification from the consensus protocol, and ensures that honest peers will produce the
same verification result for the same transaction. On the other hand, verifying transactions
in the middle of the consensus protocol, such as letting peers only multicast PBFT PREPARE

messages if all transactions in the block are valid, may cause honest peers to disagree on
the validity of the block due to dependent transactions. This is because the goal of the
consensus protocol is only to produce a global order of blocks across all honest peers, but
peers execute transactions at their own pace. It is possible that some honest peers have
executed all parent transactions of a block and deem the block valid, while other honest
peers haven’t executed the parent transactions and deem the block invalid.

It is worth mentioning that, although the blockchain may include invalid transactions in
the above model, peers can still reach the same state because they can all detect and discard
invalid transactions during transaction verification. We believe that invalid transactions
from normal clients are rare. In case malicious clients launch Denial-of-Service (DoS)
attacks, the PBFT leader switches to a verify-then-propose mode when it finds a large
number of invalid transactions in recent blocks.

Assumption 2. Byzantine-Fault-Tolerant (BFT) protocols, e.g., PBFT [23], HQ
Replication [27], Zyzzyva [63], BFT-SMART [6], generally tolerate up to f faulty replicas
(f ≥ 1) with 3f+1 replicas. Therefore, in blockchain sharding protocols that employ BFT
for intra-shard consensus, it is a common assumption that the number of faulty peers in
the shard is less than or equal to ⌊n−1

3
⌋, where n is the shard size (i.e., the number of peers

in the shard).
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5.2 Overview of CTV

CTV makes use of the second assumption to optimize transaction verification. Specifically,
the assumption guarantees that if f + 1 peers produce consistent verification results for
a transaction, the results must be reliable, because at least one honest has verified the
transaction. This is also the reason why the client in Figure 2.5 waits for only f + 1
consistent execution results before trusting the results. Note that the word “consistent”
implies that the client may collect more than f + 1 results in total because inconsistent
results from faulty peers are not counted.

Based on the above reasoning, we design CTV as follows. For each block, CTV opti-
mistically selects f + 1 peers as the verification committee (VC) that are responsible for
verifying all transactions in the block. Once a peer in the VC finishes verifying the transac-
tions, it informs peers not in the VC about the verification results so that those peers can
determine which transactions to execute without local verification. For simplicity, we refer
to verifying all transactions in a block as verifying the block. In the fault-free scenario,
a peer is expected to verify f+1

3f+1
of the blocks. We will discuss the scenario where VCs

include faulty peers in the last two paragraphs of this section.

Figure 5.2 illustrates the high-level idea of CTV with an example of a four-peer shard.
Blocks have been already ordered linearly by the blockchain, and every peer maintains
a copy of the blockchain locally. The VC of block Bi is denoted by V C(Bi). In Figure
5.2a, block Bi is highlighted at peers that are members of V C(Bi). For instance, V C(B1)
consists of peers P1 and P4, and P1 is in both V C(B1) and V C(B3). While peers
P1 and P4 verify block B1, P2 and P3 verify B2 simultaneously. Once a peer finishes
verifying a block, it sends the results to peers outside the VC . For example, P1 sends the
verification result of B1 to P2 and P3 (see Figure 5.2b). VC membership is calculated
using the mechanism that will be described in Section 5.3.1. As a result, every peer
verifies only two blocks but obtains sufficient information to execute transactions in all four
blocks, so peers complete the same number of transactions faster than under independent
transaction verification (ITV), as demonstrated in Figure 5.2c. Although the message
exchange seems expensive, we batch verification results of transactions in a block into one
message. Compared with verifying hundreds or thousands of ECDSA signatures, sending
and receiving f + 1 messages are arguably cheaper. Moreover, message propagation is
off the critical path since it happens asynchronously in parallel with the processing of
subsequent blocks.

However, transaction dependencies hinder parallel transaction verification. In the ex-
ample in Fig. 5.2, if a transaction tx2 in B2 consumes a UTXO produced by a transaction
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tx1 in B1 or conflicts with tx1 (i.e., tx1 and tx2 claim common UTXO(s)), then V C(B2)
cannot verify tx2 until V C(B1) sends over the verification result of tx1. In both cases, tx1

is a parent transaction of tx2. A transaction can only be executed if both the following two
conditions are met: 1) it is locally verified as valid, or f +1 peers have deemed it valid; 2)
none of its parent transactions is pending. We observed that a blockchain establishes a total
order of transactions, but transaction dependencies exhibit only a partial order. Therefore,
peers can verify and execute transactions in distinct dependency-respecting orders and still
produce the same verification results and ultimately the same system state.
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peer P4
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(a) Peers maintain the same blockchain but are
in the VCs of different blocks (highlighted).
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(b) Peers in the V C(Bi) send the verification
result to peers outside V C(Bi).
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(c) A peer processes blocks faster under CTV.

Figure 5.2: Verification results sharing boosts performance.

Based on the above observations, we design the high-level CTV algorithm as shown in
Algorithm 1 to allow dependencies-aware verification result sharing. For better readability,
“transaction” is abbreviated to “txn” in figures and algorithms in the rest of this chapter.
A peer processes transactions in the order they appear on the blockchain and maintains
a dependency graph to buffer temporarily unexecutable transactions. Specifically, when
encountering a transaction whose VC includes the peer, the peer attempts to verify the
transaction independently. However, if the transactions have pending parent transactions
(PPTs), the peer has to set the transaction aside by adding it to the dependency graph.
This may happen when one parent transaction is being verified by another VC. On the other
hand, when encountering a transaction whose VC excludes the peer, the peer attempts to
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utilize the verification results from other peers to execute or discard the transaction directly.
Nevertheless, two circumstances render the transaction temporarily unexecutable: 1) it has
not accumulated enough verification results from other peers, or 2) it has PPTs. Under
either of these two circumstances, the transaction will be added to the dependency graph
for later revisiting. We refer to transactions whose processing is blocked by dependencies
(i.e., blocked by PPTs) as pending-d transactions, and transactions whose processing is
blocked by other peers (i.e., missing verification results) as pending-p transactions.

Algorithm 1: High-level CTV Algorithm

Input: a stream of ordered blocks
1 while true do
2 if the next block B is available then
3 sequentially process txns in B. If pending-p or pending-d txns are met, add

them to the dependency graph // Algorithm 2

4 revisit pending-p txns that have accumulated enough verification results and
their pending-d descendants // Algorithm 3

5 revisit timeout pending-p txns and their pending-d descendants // Algorithm 4

6 send verification results to corresponding peers

A pending-p transaction is revisited when enough verification results have arrived. If
the transaction becomes eligible for execution (i.e., valid and without PPTs), it is removed
from the dependency graph. The removal of a transaction will trigger the removal of
its child transaction if the transaction is the last PPT of the child, so the descendant
transactions are revisited as well. A pending-p transaction is also revisited when the peer
times out waiting for the verification results. In other words, the pending-p transaction
has been in the dependency graph for a long time. This might occur if the VC of the
transaction contains faulty peers.

To assist readers to understand Algorithm 1, we provide transaction life cycles in Figure
5.3, which depicts the algorithm from the perspective of a transaction, denoted by x. In
both life cycles, transaction x starts with a waiting state as peers process transactions
sequentially. V C(B) is also denoted by V C(x) if block B encloses transaction x. From
the perspective of x, peers can be divided into two categories: {P | P ∈ V C(x)} and
{P | P /∈ V C(x)}. At a peer in the first category, x follows the life cycle in Figure 5.3a,
where x is checked for PPTs before being verified and will enter the pending-d state to
wait for being revisited later if it is temporarily unexecutable due to PPTs. Details about
PPT detection will be given in Section 5.3.2.
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In contrast, at a peer outside of V C(x), transaction x follows the life cycle in Figure
5.3b, where it is checked for not only PPTs but also f + 1 consistent verification results.
Verification results are checked first because there is no need to perform PPT checking if
the verification results show that x is invalid. This design has two merits: 1) peers do
not waste computation resources on checking PPTs for invalid transactions, and 2) the
parent transactions of x have more time to be executed, so x has a lower chance to enter
the pending-d state. The definitions of the fast path and the slow path are as follows:
fast path—a series of state transitions that leads a transaction to the end state based on
verification results from other peers; slow path—a series of state transitions that leads a
transaction to the end state based on independent verification. If x falls into the pending-p
state, it waits for more verification results to arrive for the next Tslow seconds. If enough
results have arrived before Tslow seconds elapse, x exits the pending-p state and is still on
the fast path. Otherwise, x takes the slow path to move toward the end state. Note that
the fast path and the slow path only exist in the life cycle in Figure 5.3b.

It is worth mentioning that the slow path does not involve PPT checking but still
respects transaction dependencies. This is because the pending-p state fulfills “first in,
first expire”. For example, suppose transaction w is ordered before x on the blockchain,
and w also falls into the pending-p state. Because the peer processes w before x, w enters
the pending-p state earlier than x. Since both w and x are given a time window of Tslow to
wait for verification results, w must expire earlier than x. Therefore, by the time x expires,
no transaction ordered before x is in the pending-p state. Section 5.3.5 will elaborate on
why no transaction ordered before x can be in the pending-d state either. Consequently,
when x expires, all transactions ordered before it must have reached the end state, so x is
guaranteed to be free of PPTs.

Now that the algorithm is described from both a peer’s perspective and a transaction’s
perspective, we summarize the key logic of CTV:

1. Every peer attempts to process transactions sequentially. Transactions without
blocking factors (e.g., PPTs) reach the end state of their life cycles when they are se-
quential processed; whereas the other transactions are “tossed” into the dependency
graph of pending transactions. A peer removes a transaction from the dependency
graph and resumes processing it when the blocking conditions no longer hold.

2. A transaction can remain in the pending-p state for at most Tslow seconds. This time
window allows the peer to be flexible about the verification result arrival time so that
the success of the fast path is not hampered by, for example, different transaction
verification orders, slow peers, or network latency. The threshold Tslow prevents the
peer from waiting indefinitely.
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3. In the fault-free scenario, if the value of Tslow is sufficiently high, the slow path will
never be invoked. In other words, a transaction is verified only by f + 1 peers in the
fault-free scenario. The proof will be given in Section 5.4.

Lastly, we describe a design that optimizes the performance under faults. In line 6 of
Algorithm 1, all independent verification results, including those for transactions taking
the slow path, are sent to other peers, although the peer is outside the VC of those slow-
path-taking transactions. This enables the transaction to still take the fast path at some
peers. For example, suppose the VC of a transaction x includes one faulty peer and thus
can only provide f consistent results to peers outside V C(x). Then the first timing-out
peer verifies x and sends the results to the remaining 2f −1 peers. Thus each of the 2f −1
peers receives f + 1 verification results and avoids verifying x independently. Generally,
when a VC can only provide r consistent verification results in time, the first f + 1 − r
timing-out peers act as substitutes for the f +1− r problematic peers to share verification
results. The other peers still receive f +1 results as if the VC consists of non-faulty peers.
Since r is in the range of [1, f + 1], the number of timing-out peers is in the range of [0, f ]
provided that no two peers time out simultaneously. Thus even in the worst case where a
VC comprises f faulty peers, CTV is still expected to have better performance than ITV
because the verification work is duplicated 2f+1 times under CTV but 3f+1 times under
ITV.

We’d like to emphasize that, as long as Assumption 2 holds, the number of faulty peers
in a VC does not affect security but only the duplication factor of the transaction verifica-
tion work, so an attacker cannot trick the shard into executing an invalid transaction. If
Assumption 2 is violated (i.e., the shard contains more than f peers), the BFT protocol
will break down, so guaranteeing the security of CTV in this scenario is meaningless. Al-
gorithm 2 in Section 5.3.4 will detail Line 3 of Algorithm 1; Algorithms 3 and 4 in Section
5.3.5 will detail Lines 4 and 5 of Algorithm 1, respectively.

5.3 Algorithms

This section provides detailed algorithms to complete the high-level algorithm (i.e., Al-
gorithm 1). First, a verification committee formation algorithm and a PPT detection
mechanism are introduced as the building blocks of the detailed algorithms. Then we give
a concrete example to illustrate the workflow of CTV at the transaction level. Lastly, the
detailed algorithms are presented with the help of the concrete example.
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5.3.1 Verification Committee Formation

Shard membership is determined by the sharding protocol with all peers agreeing on it,
as described in Section 2.2.1. The shard membership reconfiguration is done in a Sybil-
attack-proof way (e.g., PoW-based [62] or TEE-based [30]) and does not occur frequently.
With known shard members, CTV forms the VC of a block in the following approach:

1. for each peer ID, concatenate it with the block hash, then calculate the hash of the
concatenated value.

2. sort the hash values.

3. peers with the lowest f + 1 hash values consist of the VC of the block.

The above approach has three merits. First, because hash values are uniformly distributed
over the output range of the hash function[96], this approach is equivalent to randomly
selecting f + 1 peers out of 3f + 1 peers for each block. Thus the overall verification work
is evenly distributed among peers. Second, given a block, every node derives the same
VC membership since the approach is deterministic. This ensures that every node can
independently determine which blocks it should verify and which peers it should share the
results with. Third, the VC membership of a block is not revealed until the block becomes
available, so attackers cannot predict the VC members and target their attacks at peers in
the VC to slow down the verification of the block.

5.3.2 Pending Parent Transaction Detection

There are two types of parent transactions (i.e., producing or consuming the input UTXO(s)
of child transactions), so we design two PPT detection mechanisms to cover both of them.
A peer uses both the two mechanisms to detect all the PPTs of a transaction.

For the first type of parent transactions, identifying PPTs requires two steps: (1) identi-
fying parent transactions and (2) determining which parent transactions are pending. The
first step can be achieved by examining child transactions’ input UTXO IDs, each of which
is a pair of (txid, j) that points to the (j+1)-th output UTXO of the transaction whose ID
is txid. The first elements of the input UTXO IDs identify the parent transactions. Next,
we searching the dependency graph for the parent transactions to determine whether they
are pending or not. As the graph consists of pending transactions, a parent transaction
is pending if and only if it exists in the graph. Although the searching seems expensive,
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a binary search tree (BST) can be utilized to lower the time complexity to O(n′log(n)),
where n′ is the parent transaction count, and n is the pending transaction count. We
expect low a n′ for the vast majority of transactions because 93% of Bitcoin transactions
have less than 3 parents [79].

For the second type of parent transactions, we compare the input UTXO IDs of the
given transaction to those of the pending transactions. Pending transactions that share
common input UTXO(s) with the transaction are also PPTs.

Our detection mechanism prevents dummy transactions, which consume nonexistent
UTXO(s), from lingering in the dependency graph. Suppose there is a dummy transaction
txd. A peer in V C(txd) judges that txd is free of PPTs since txd’s parent transaction does
not exist in the dependency graph, so the peer verifies txd immediately. The verification
result must be negative because the UTXO database does not contain txd’s input UTXO.
As a result, at peers in V C(txd), txd does not even manage to join the dependency graph.
At a peer outside V C(txd), txd may temporarily exist in the dependency graph, but will
be removed as soon as the peer receives f +1 verification results invalidating txd or verifies
txd locally in the slow path.

5.3.3 A Concrete Example

For better clarity, we provide a concrete example to demonstrate how CTV works be-
fore describing the detailed algorithms. In this example, a shard is given two ordered
blocks, each of which comprises two transactions, as shown in Figure 5.4a. Transaction
dependencies are illustrated in Figure 5.4b, where the directions of edges are from parent
transactions to child transactions. We use one peer to represent one VC in this example:
peer P1 for the V C(B1) and peer P2 for V C(B2). This allows a peer to be sure about
the validity of a transaction once it receives the corresponding verification result from the
other peer, hence a clear communication pattern. We denote the dependency graphs of
pending transactions at P1 and P2 by G1 and G2 respectively. Messages are labeled with
circled letters for easy reference.

Figure 5.4c demonstrates one possible transaction processing sequence of P1 and P2.
For better readability, we break Figure 5.4c into four parts. Part 1 and Part 2 show
how the peers sequentially process transactions in the two blocks. Whenever a peer adds
a transaction to its local dependency graph, the updated graph state is given next to
modifying step. Part 3 and Part 4 depict how the peers revisit transactions in their local
dependency graph and drive the transactions to the end states in Figure 5.3.
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In Part 1, peer P1 starts with verifying the two transactions in block B1. After sending
message b○ to inform peer P2 about the verification results, P1 executes tx3 directly
because message a○ states that tx3 is valid. Since P1 is not responsible for verifying B2,
and there is no message indicating whether tx4 is valid or not, P1 pushes tx4 into G1. At
the end of Part 1, P1 has sequentially processed all four transactions: three of them have
reached the end state, whereas tx4 has paused in the pending-p state. P1 intentionally
suspends the processing of tx4 in the hope that tx4’s verification result will arrive soon so
that it can avoid verifying tx4 by itself.

In Part 2, P2 adds tx1 and tx2 into G2 as two pending-p transactions and then starts to
process B2. Without any parent transactions, tx3 can be verified immediately. However,
tx4 has two parent transactions, namely tx2 and tx3. By searching G2, P2 detects that
tx2 is still pending, so it must postpone verifying tx4 to after tx2 finishes. Therefore, tx4
as well as an edge from tx2 to tx4 is added to G2. At the end of Part 2, P2 has sequentially
processed all transactions, although only tx3 has reached the end state. tx1 and tx2 have
paused in the pending-p state, and tx2 causes tx4 to pause in the pending-d state.

In Part 3, message b○ triggers the execution of tx1 and tx2 at P2. Removing tx2 from
G2 eliminates the only PPT of tx4, so P2 subsequently verifies and executes tx4. In Part
4, P1 idles while waiting for the verification result of tx4 since there are no more blocks to
process. As soon as message c○ arrives, P1 executes tx4.

So far, both P1 and P2 have executed all transactions but in different orders: tx1 →
tx2 → tx3 → tx4 for P1, and tx3 → tx1 → tx2 → tx4 for P2. However, both orders re-
spect the dependencies given by Figure 5.4b and result in the same system state. Although
P1 idles for a while in Part 4 in this simple example, peers will process subsequent blocks
instead of idling in practice.

5.3.4 Sequential Processing Algorithm

With the above example, this section elaborates on Algorithm 2, and the next section will
elaborate on Algorithm 3 and 4. Each of these algorithms fulfills a specific task in Algorithm
1. Algorithm 2 sequentially processes transactions in a block. As some transactions fall
into the pending-p or pending-d state, the dependency graph gradually expands during
the sequentially processing. Transactions are processed according to either the first life
cycle (Line 2∼8) or the second life cycle (Line 10∼20) depending on whether the peer is
a member of the VC of the block. To help Algorithm 4 detect long-pending transactions,
blocks with pending transactions are added to a set (Line 22).

57



Algorithm 2: Sequential Transaction Processing

Input: a dependency graph of pending txns G, a block B, a set of txns deemed
valid by f + 1 distinct peers SCTV valid txn, a set of txns deemed invalid by
f + 1 distinct peers SCTV invalid txn, a set of blocks that include pending
txns Spblock

1 if this peer is in V C(B) then
2 for tx ∈ B do
3 if tx has pending parent txns then
4 add tx to G as a pending-d txn

5 else
6 isV alid← verify tx
7 if isV alid then
8 execute tx

9 else
10 for tx ∈ B do
11 if tx ∈ SCTV valid txn then
12 if tx has pending parent txns then
13 add tx to G as a pending-d txn

14 else
15 execute tx

16 delete tx in SCTV valid txn

17 else if tx ∈ SCTV invalid txn then
18 delete tx in SCTV invalid txn

19 else
20 add tx to G as a pending-p txn

21 if at least one txn of B is in G then
22 add B to Spblock with a timestamp

When being pushed into the dependency graph, pending-p and pending-d transactions
are treated differently. A pending-d transaction’ dependencies on other pending transac-
tions are added as its incoming edges, whereas a pending-p transaction’ dependencies are
ignored. For instance, in the concrete example, when tx2 is added to G2 as a pending-
p transaction, its dependency on tx1 is not added to the graph. Therefore, although
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pending-p transactions may become parents of future transactions, they are never child
transactions. This design not only reduces the number of edges in the dependency graph
but also saves some computational work. Suppose an edge from tx1 to tx2 was added to
G2, and b○ did not include the “tx2: valid” part. Then when tx1 is removed, the peer
would follow the edge and decrement tx2’s PPT counter. However, this operation would
be meaningless because tx2’s validity remains unresolved and thus could not be executed
regardless of its PPT count. With our design, dependency graphs at all the peers have the
following property:
Property 1. Source vertices are pending-p transactions, and other vertices are
pending-d transactions.

5.3.5 Revisiting Algorithms

Algorithms 3 and 4 revisit pending transactions in the dependency graph and evict el-
igible ones. Algorithm 3 revisits pending-p transactions that have accumulated enough
verification results as well as their descendant transactions. As these transactions progress
toward the end state, they may get removed from the dependency graph, so the graph
gradually shrinks during the revisiting. All the revisited pending-p transactions take the
fast path after exiting the pending-p state. However, pending-p transactions may fall into
the pending-d state at PPT checking, in which case they are “upgraded” to pending-d
transactions: edges connecting them with their PPTs are added to the graph (Line 3).
Line 1∼3 of Algorithm 3 and Line 11∼13 of Algorithm 2 jointly provide the dependency
graph at a peer with the following property:
Property 2. Child transactions whose VCs exclude the peer must be valid
because they are in the pending-d state of the second life cycle.

On the other hand, PPT-free valid pending-p transactions are executed immediately
at Line 5. This execution may render some descendant transactions free of PPTs, so the
function remove descendants is invoked to examine the descendant transactions (Line 6).
The function takes a transaction as the argument and performs breadth-first search (BFS)
to traverse the subgraph rooted at the transaction. Whenever a free-of-PPT transaction is
encountered, the peer processes and removes the transaction from the graph. Because such
descendant transactions are pending-d transactions as per Property 1, the peer resumes
processing them from the pending-d states in the two life cycles. Specifically, descendant
transactions whose VCs include the peer are verified; descendant transactions whose VCs
exclude the peer are executed directly due to Property 2.

Suppose the dependency graph contains six transactions as shown in Fig. 5.5a, and
txm is passed to the remove descendants function as root. The function first follows the
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Algorithm 3: Revisiting Pending-p Txns with Enough Verification Results

Input: G, SCTV valid txn, and SCTV invalid txn as in the input list of Algorithm 2
1 for tx ∈ SCTV valid txn ∩G do
2 if tx has pending parent txns then
3 upgrade tx to a pending-d txn

4 else
5 execute tx
6 remove descendants(tx)

7 delete tx in SCTV valid txn

8 for tx ∈ SCTV invalid txn ∩G do
9 remove descendants(tx)

10 delete tx in SCTV invalid txn

/* traverse the subgraph rooted at root with BFS */

11 Function remove descendants(root):
12 Q← an empty queue
13 for txc ∈ the child transactions of root do
14 if txc has no other pending parent txn then
15 enqueue txc to Q

16 delete root in G
17 while Q is not empty do
18 curTx← dequeue the first element of Q
19 B ← the block enclosing curTx
20 if this peer is in V C(B) then
21 isV alid← verify curTx
22 if isV alid then
23 execute curTx

24 else
25 execute curTx

26 for txc ∈ the child transactions of curTx do
27 if txc has no other pending parent txn then
28 enqueue txc to Q

29 delete curTx in G
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outgoing edges of txm and finds three children, namely txn, txp, and txq, but enqueues
only the first two children because the last one has another parent txo. Figure 5.5b reflects
the state of the BFS queue with each row corresponding to one iteration. In each of the
subsequent iterations, one transaction is popped out of the queue, and its free-of-PPT
children are pushed in. The popped-out transaction resumes following its life cycle to the
end state and are removed from the graph. In the second iteration, txn is popped out, but
its only child txr is not pushed in because the other parent of txr is still pending. In the
next iteration, txp is popped out, and txr is finally enqueued. Eventually, all grey vertices
and dotted edges in Figure 5.5a are removed.

txn

txo

txf

txp txq

txm

txr

(a) dependency graph

 iter. 2

 iter. 3

 iter. 4

 iter. 1 txn txp

txp

txr

txn

txp

txr

(b) BFS queue states

Figure 5.5: Removing txm triggers the removal of txn, txp and txq. Dotted transactions in
(b) are dequeued.

Algorithm 4 also revisits pending transactions and reduces the dependency graph size
but only deals with long-standing pending-p transactions as well as their descendant trans-
actions. All pending-p transactions processed by this algorithm take the slow path. To
detect long-pending transactions, the peer relies on the set of blocks containing pending
transactions (i.e., Spblock), which is gradually built by Algorithm 2. Because blocks are
processed in order, the lowest-height block in Spblock must contain the longest-pending
transactions. Therefore, if Tslow time has elapsed since this block is added to Spblock, all
pending transactions in the block are verified in order at Line 3∼7. PPT checking is not
needed because there are no pending transactions in previous blocks. For this very reason,
the first pending transaction in the block must be in the pending-p state. Algorithm 4 also
calls the remove descendants function to examine descendant transactions (Line 7).
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Algorithm 4: Revisiting Timeout Pending-p Txns

Input: G and Spblock as in the input list of Algorithm 2, slow path triggering
timeout Tslow

1 B1st ← the lowest-height block in Spblock

2 if B1st has been in Spblock for at least Tslow time then
3 for tx ∈ B1st ∩G do
4 isV alid← verify tx
5 if isV alid then
6 execute tx

7 remove descendants(tx)

8 remove B1st from Spblock

5.4 Correctness of Slow-Path-Free CTV

The slow path is a countermeasure against faulty peers and unreliable networks. In the
fault-free scenario, even without the slow path, CTV is still able to complete all trans-
actions. We formalize this property of CTV as the theorem below, which facilitates the
proof.
Theorem: Given a certain number of ordered blocks, if (1) all peers in the
shard are honest, (2) messages are eventually delivered, and (3) the slow path
is disabled, CTV can still complete all transactions, i.e., no transaction is left
forever in a local dependency graph.

Proof. We prove this theorem by contradiction. Suppose some transactions remain forever
in the local dependency graphs at some peers. We denote peer i’s local dependency graph
at time t = ∞ by Gi = (Vi, Ei), where Vi is the set of pending transactions and Ei is
the set of directed edges. By combining all the local vertex sets, one can build the global
vertex set V = ∪3f+1

i=1 Vi. Undoubtedly, V comprises all transactions that linger in at least
one local graph. The ordered blocks establish a total order of the transactions in V : x < y
if transaction x is in a block ordered before the block that includes y, or x and y are in
the same block and x is ordered before y. Consequently, there must be a minimal element
xmin in V such that ∀x∈V (xmin ≤ x). We will first prove that peers in V C(xmin) cannot
have xmin in their local dependency graphs and then prove that the existence of xmin leads
to a contradiction.

Back when peer i where i ∈ V C(xmin) checked xmin for PPTs, its local dependency
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graph consisted of only transactions ordered before xmin. We denote the graph at that
moment as G′

i = (V ′
i , E

′
i). Then there exists ∀x′∈V ′

i
(x′ < xmin). If xmin did not depend on

any transactions in V ′
i , it could not be added to the dependency graph and thus cannot

exist in Vi. On the other hand, if xmin depended on some transaction(s) in V ′
i , it would be

added to the graph but removed later. This is because from ∀x∈V (xmin ≤ x) and Vi ⊆ V ,
we can derive that ∀x∈Vi

(xmin ≤ x), so there must be V ′
i ∩ Vi = ∅. In other words, V ′

i and
Vi share no common transactions because the former comprises transactions ordered before
xmin but the latter comprises transactions ordered after xmin and possibly xmin itself. The
empty intersection means Vi includes no parent transactions of xmin, so xmin must have
been removed together with its last parent transaction in the graph. Consequently, in
either case, there exists ∀i∈V C(xmin)(xmin /∈ Vi).

From xmin ∈ V and ∀i∈V C(xmin)(xmin /∈ Vi), we can derive that ∃i/∈V C(xmin)(xmin ∈ Vi).
We denote one of such peers, whose local dependency graph includes xmin, by k. According
to hypothesis (1), the f + 1 peers that are members of V C(xmin) must have produced
consistent verification results for xmin and sent the results to k. Because of hypothesis (2),
k must have received the results. Since xmin remains in Vk, the results must have confirmed
that xmin is valid, and xmin has fallen into the pending-d state as shown in the fast path of
the second life cycle. The pending-d state means a parent transaction of xmin must exist
in Vk.

However, as a valid transaction, xmin only consumes UTXO(s) produced by transactions
ordered before it. Since ∀x∈V (xmin ≤ x) and Vk ⊆ V , we have ∀x∈Vk

(xmin ≤ x). In other
words, no transaction in Vk is ordered before xmin, so Vk cannot include a parent transaction
of xmin. Previously we have deduced that a parent transaction of xmin exists in Vk, so Vk

both includes and does not include a parent transaction of xmin, a contradiction.

5.5 Evaluation

We implemented CTV as well as an OmniLedger-like sharding protocol based on Bitcoin
Core [50]. Inspired by [100] and [70], we also implemented chain replication of blocks to
overcome the bandwidth bottleneck of PBFT leaders. Since CTV is targeted at improving
the performance of individual shards, we evaluated it with a single shard. Experiments are
done on a local cluster. Peers run on the machines with dual Xeon E5-2620 at 2.1 GHz
(12 cores) and 64GB RAM, and one client runs on a machine with dual Xeon E5-2630 at
2.6 GHz (12 cores, 2 hyperthreads per core) and 256GB RAM. The client reads historical
transactions from the Bitcoin blockchain and sends them to the leader node at a rate of
10k tps. The transactions in 500 recent Bitcoin blocks (block height 601000 to 601499)

63



Table 5.1: The default setting

Round-trip delay between peers 40 ms
Network bandwidth 200 Mbps

Block size 500 txns
Number of peers 16

Slow path triggering timeout (Tslow) 100 s

are replayed, totaling 1,120,294 transactions. Each experiment is repeated five times. To
emulate a geo-distributed environment, network delays are injected between peers using
Linux NetEm. If unspecified, default parameter values listed in Table 5.1 are used. The
impacts of these parameters will be evaluated in Section 5.5.2.

5.5.1 Importance of Transaction Dependency Awareness

Sharded verification from the Red Belly Blockchain [28] also lets peers share transaction
verification results to reduce the per-peer computational workload. As their experiments
are designed such that clients never send transactions consuming UTXOs of pending trans-
actions, sharded verification does not incorporate dependency tracking. However, it is not
uncommon for transactions to consume UTXOs of pending transactions. For example, 299
out of the 2399 transactions in Bitcoin block 601500 depend on some preceding transac-
tion(s) in the same block. Therefore, we do not adjust the transaction-sending order in
our experiments.

Figure 5.6 compares CTV with sharded verification and ITV. The throughput of sharded
verification drops to 0 tps quickly after the client finishes sending transactions at 110s. As
a result, it completes merely 34% of the transactions. By not accounting for transaction
dependencies, peers verify some child transactions before parent transactions and thus
mistakenly determined that the child transactions are invalid. Then, all the descendant
transactions of such mistakenly invalidated transactions become invalid due to missing
input UTXOs. Some readers might think that sharded verification should be able to com-
plete more transactions because most Bitcoin users seem to transact infrequently. However,
we find that 84% of transactions in blocks of height [601000, 601500) consume UTXO(s)
produced in the same block height range. In other words, with this workload, shard verifi-
cation only guarantees to complete 16% of the transactions; the other 84% are vulnerable
to dependency violation. By contrast, CTV and ITV complete all the transactions, with
CTV 2.2x faster. The red line representing CTV in Figure 5.6 stops at around 210s because
CTV completes processing all the transactions.
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Figure 5.6: Comparison of throughput between ITV, sharded verification, and CTV

The plummeting throughput of the ITV at 150s results from transactions with unusual
input UTXO counts. These transactions map to Bitcoin blocks 601145 to 601147. For
example, starting from the 102nd transaction in block 601147, each of the 34 subsequent
transactions spends 200 UTXOs [16]. These transactions also cause the low throughput of
CTV at around the 70s.

5.5.2 Fault-Free Performance

As we saw in the last section, sharded verification cannot complete all the transactions
due to transaction dependency violation, so it is meaningless to measure its performance
in the absence of correctness. Thus in this section, we only compare the performance of
our approach with that of independent transaction verification.

With the default setting, CTV achieves 2.6x higher throughput than ITV. This through-
put gain is approaching the ideal value for a 16-node shard, which is 3f+1

f+1
|f=5 = 2.7x. To

evaluate the performance of CTV under various configurations, we varied the parameters
in Table 5.1 and summarized the results in Figure 5.7. Since we sacrifice some level of
network usage in exchange for a lighter computational load, we first evaluate how network
condition affects CTV. Equal network delays are injected between each pair of peers. Fig-
ure 5.7a demonstrates that long network delays negatively influence the performance of
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CTV. This is because each pending-p transaction remains in the dependency graph for a
longer time and tends to hamper more transactions. However, even under the extremely
long delay of 300ms (higher than the latency between any two of the 14 AWS regions
measured by [28] except for São Paulo), CTV still yields 84% throughput improvement. In
addition, Figure 5.7b shows that CTV can reach its full capacity when peers are connected
by a network with minimally 100 Mbps bandwidth. When bandwidth is lower than 100
Mbps, blocks are not disseminated as fast as peers can process them. At 20 Mbps, even
the performance of ITV is slightly attenuated.
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Figure 5.8: Dependency graph size

Large block sizes diminish the performance of CTV as illustrated in Figure 5.7c. This
arises out of the design decision that CTV only checks newly received verification results
in between the processing of two blocks (see Algorithm 1). Small block sizes allow peers to
perform the checking frequently and evict transactions from the dependency graph timely,
but excessively small block sizes incur high consensus overhead and should be avoided since
one consensus instance is invoked per block. Next, we varied the number of peers in the
shard. From Figure 5.7d, one can see that CTV consistently attain over 92% of the ideal
throughput values, which equal the throughput of ITV multiplied by 3f+1

f+1
. Lastly, we tried

different Tslow values. With low Tslow, peers are “impatient” about waiting for verification
results from others, so they verify more transactions in the slow path, shown by the lower
curve in Figure 5.7e. Unsurprisingly, the extra verification work impairs the performance.
On the other hand, when Tslow ≥ 150s, no transaction takes the slow path, which reinforces
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our correctness analysis in section 5.4. In addition to throughput improvement, CTV also
reduces execution latency by 2/3 due to the overall per-peer workload drop. The 100-
second-scale latency comes from the 10k-tps sending rate, which stresses the system since
it is higher than the transaction processing speeds and thus causes a long server-side
transaction queuing delay. For the same reason, the default Tslow value is set to 100s
instead of some lower value.

Figure 5.8 shows how the dependency graph sizes change over time at three sampled
peers. Although the number of pending transactions varies from peer to peer, like in the
concrete example, pending-p transactions are significantly more than pending-d transac-
tions across all peers, which suggests that avoiding establishing edges for pending-p trans-
actions effectively reduces the cost of maintaining the graph. Another observation is that
there are no forever-pending transactions, which agrees with the correctness analysis.

5.5.3 Performance Under Faults
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Figure 5.9: Performance under faults. CTV(t) represents CTV with Tslow = t.

In our experiments, faulty peers do not process transactions but still participate in
block dissemination. Even when 5 out of 16 peers are faulty, CTV still outperforms ITV
as shown in Figure 5.9a. In addition, lower Tslow values help improve the performance of
CTV under faults, because peers stop waiting for faulty peers to share verification results
earlier. When the number of fault peers equals f , the probability of forming a fault-free
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VC is
(
2f+1
f+1

)
/
(
3f+1
f+1

)
, which equals only 0.058 in a 16-peer shard. Therefore, in Figure 5.9b,

few transactions have less-than-100s latency when Tslow = 100s, although this value hardly
affects the latency in the fault-free scenario due to the rare usage of the slow path. However,
the latency can be significantly improved by using a short timeout such as 10s. Because
peers also share verification results obtained in the slow path, initially timing-out peers
essentially substitute for faulty peers to fulfill verification result sharing. Thus, each peer
still verifies fewer transactions than under ITV, so the two CTV curves in Figure 5.9b rise
faster than the ITV curve.

5.6 Chapter Summary

As various works optimize consensus and block dissemination, computationally intensive
transaction verification has become the newly exposed bottleneck of BFT-based blockchains,
including sharded ones. CTV helps accelerate transaction processing by allowing shard
members to concurrently verify transactions and exchange the results with each other.
Dependency awareness ensures that CTV preserves the state machine replication model
despite the fact that peers verify transactions in different orders. Our evaluation results
show that CTV can produce 2.6x throughput improvement without compromising fault
tolerance or degrading the performance under faults.

CTV can be adapted to account-balance blockchains by changing the parent detection
mechanism to an approach based on accessed account analysis. CTV also applies to BFT-
based unsharded blockchains with a moderate number of peers. Permissioned blockchains
are likely to fall within this category.
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Chapter 6

Smart Transaction Placement

Transaction placement in a UTXO-based sharded blockchain means to determine the out-
put shards of transactions. Cross-shard transaction processing must involve communication
between the participant shards to ensure consistent states across shards, hence a high pro-
cessing cost. In this chapter, I will first describe two transaction characteristics to show
that reducing cross-shard transactions through transaction placement is feasible and can
benefit the performance of sharded blockchains. Then, I will present Rooted Graph Place-
ment, which leverages transaction dependencies to greatly reduce cross-shard transactions,
followed by two techniques for speeding up the processing of cross-shard transactions and
their dependent transactions.

6.1 Transaction Characteristics

Understanding transaction characteristics allows us to determine whether carefully placing
transactions to shards can achieve substantial performance improvement. We are particu-
larly interested in two characteristics: 1) how many transactions can be easily turned into
single-shard transactions, and 2) how expensive a cross-shard transaction can be when
compared with a single-shard transaction. A transaction placement algorithm can only
improve the system performance if cross-shard transactions cost a lot more than their
single-shard counterparts and can be greatly reduced by the placement algorithm.
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6.1.1 Transaction Dependencies

If transaction tx2 spends the UTXO(s) produced by transaction tx1, then tx1 is referred to
as the parent transaction and tx2 as the child transaction. Given a transaction, the number
of its parent transactions directly affects its probability of being single-shard. For example,
a transaction with only one parent can be a single-shard transaction if it is placed in the
same shard as its parent. In contrast, a transaction with 100 parents is very unlikely to be
single-shard since that requires all of the 100 parents have been placed in the same shard.
Thus, we analyze parent transaction counts for over 1 million transactions in the Bitcoin
blocks of height 601000 to 601499 (coinbase transactions are excluded since they have no
parents and are guaranteed to be single-shard). Because blocks are usually referred to
using block heights, we refer to the block of height i as block i in the rest of this chapter.
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Figure 6.1: Distribution of parent transaction counts

Fig. 6.1 shows that parent transaction counts conform to a power-law distribution,
which means that transactions with a few parents occur more frequently than transactions
with many parents. We are particularly interested in transactions with one parent be-
cause a placement algorithm can easily make such transactions single-shard. By analyzing
Bitcoin block 0 to block 680k (mined in April 2021 [12]), we found that one-parent trans-
actions account for a significant proportion throughout the history of Bitcoin and remain
approximately 75% since block 420k as shown in Fig. 6.2. The percentage changes a lot for
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the first 100k blocks because they include only a few transactions at the start of Bitcoin,
as shown by the blue bars in Fig 6.2.
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Figure 6.2: The percentage of transactions with one parent

6.1.2 Cost of Cross-Shard Transactions

In this section, we compare the execution time of single-shard transactions and cross-
shard transactions by quantitative measurements. An OmniLedger-like sharding protocol
is implemented based on Bitcoin Core [50], and Bitcoin transactions are replayed in a 2-
shard environment. More details about the implementation and the testbed will be given
in Section 6.4. For a single-shard transaction, the client sends a TX request containing the
transaction directly to the output shard. For a cross-shard transaction, the client sends a
LOCK request to each input shard and a COMMIT request to the output shard, provided all
input shards reply with positive locking results (illustrated in Fig. 2.6). The measurement
results show that the median processing time for a TX request, a LOCK request, and a COMMIT
request are 211 µs, 438 µs, and 259 µs, respectively.

To understand why LOCK and COMMIT requests take a longer time to process than TX

requests, we further measure the processing time of each step in request processing. In a
UTXO-based blockchain, a node checks for three conditions when verifying a transaction:
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Figure 6.3: Request processing time (2 shards)

1) the input UTXOs exist and are unspent, 2) the total input value is not less than the
total output value, and 3) the transaction includes the correct signatures from input UTXO
owners. Provided the transaction meets all three conditions, the node will execute it by
removing the input UTXOs and adding the output UTXOs to the system state. In Fig.
6.3b, the UTXO exist value label corresponds to the first two transaction verification steps,
the Sig label to the third verification step, and the Spend add label to the system state
update. Fig. 6.3b shows that checking signatures of input UTXOs dominates the processing
time of a single-shard transaction. In Fig. 6.3c, the UTXO exist label corresponds to the
first transaction verification step. Note that LOCK request processing does not include
value checking because an input shard is oblivious to input UTXO values of other input
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shards. Thus, value checking is done by the output shard during COMMIT request processing.
Similarly, system state update is separated into two parts: removing the input UTXOs in
LOCK request processing, and adding the output UTXOs in COMMIT request processing.
Compared with TX request processing, LOCK request processing includes two additional
steps: signing the lock result (labeled as Sign) and sending the result to the client (labeled
as Send). These two steps are comparable in processing time to input UTXO signature
checking. Lastly, COMMIT request processing is dominated by verifying the signatures of
lock results, which are produced by input shards. The step is labeled as Shard sig in Fig.
6.3d.

As a result, if a one-parent transaction becomes cross-shard as a result of being placed
to a different shard than its parent, its processing time would be more than tripled due to
the communication and input shard authentication overhead.

6.2 Rooted Graph Placement (RGP)

In this section, we describe our transaction placement algorithm—Rooted Graph Placement
(RGP), which reduces cross-shard transactions in UTXO-based blockchains. We observed
that, compared with unrelated transactions, transactions with (transitive) dependencies in
between are more likely to have their output UTXOs spent together. Figure 6.4 illustrates
the intuition behind this observation. Suppose Alice controls two Bitcoin addresses [9]
and decides to dedicate Alice addr2 for burger buying. In tx1, Alice transfers 1 BTC from
Alice addr1 to Alice addr2. Then in tx2, Alice pays for one burger, which costs 0.4 BTC,
with the first output UTXO of tx1 (denoted by ⟨tx1, 0⟩). In tx3, she buys the second
burger. After that, the balance in Alice addr2 is lower than the burger price, so Alice
combines her two addresses to pay for a burger in tx4.

This observation suggests that considering non-parent ancestor transactions can help
with reducing future cross-shard transactions. In the above example, when tx3 is to be
placed, transactions tx1 and tx2 are historical transactions, and tx4 does not exist yet but
is a possibility in the future. If we only consider the parent transaction tx2, we would
place tx3 to the same shard as tx2 so that tx3 is a single-shard transaction. However, tx4

will be single-shard if we place tx3 to the same shard as tx1, a non-parent ancestor of tx3.
Therefore, we design RGP to place a transaction to the shard with most of the ancestor
transactions, including non-parent ones.

Besides cross-shard transaction reduction, RGP also considers load balancing. Because
sharding protocols usually partition peers based on unbiased random numbers and recon-
figure shard membership periodically for security purposes[62][107][30], this work assumes
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 tx1
Input:
<tx0, 0>: Alice_addr1, 2 BTC

Output:
0: Alice_addr2, 1 BTC
1: Alice_addr1, 1 BTC

 tx2
Input:
<tx1, 0>: Alice_addr2, 1 BTC

Output:
0: McDonald's, 0.4 BTC 
1: Alice_addr2, 0.6 BTC

 tx3
Input:
<tx2, 1>: Alice_addr2, 0.6 BTC

Output:
0: McDonald's, 0.4 BTC 
1: Alice_addr2, 0.2 BTC

Transaction 
to be placed 

A possible 
future
transaction 

Historical
transactions 

 tx4
Input:
<tx3, 1>: Alice_addr2, 0.2 BTC
<tx1, 1>: Alice_addr1, 1 BTC 

Output:
0: McDonald's, 0.4 BTC 
1: Alice_addr1, 0.8 BTC 

Figure 6.4: An output UTXO of a dependent transaction and an output UTXO of an
ancestor transaction are consumed together.

that computational resources are evenly distributed among shards. Thus, RGP attempts
to assign an equal number of transactions to all shards.

6.2.1 Cross-Shard Transaction Reduction

As RGP aims at placing a transaction to the shard with the most ancestor transactions, it
models these transactions and dependencies between them using a rooted directed acyclic
graph (DAG). Given a new transaction, RGP builds a graph G = (V,E) rooted at the
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new transaction. A transaction u ∈ V only if u is an ancestor transaction of the new
transaction (including the new transaction itself). A directed edge (v, u) ∈ E if and only
if u ∈ V , v ∈ V , and v consumes the output UTXO(s) of transaction u. RGP builds the
graph starting from the root because child transactions carry information about parent
transaction IDs. Finding all ancestor transactions is expensive, so RGP only considers
ancestor transactions within a certain distance from the root. We refer to RGP that traces
back k levels of ancestor transactions as RGPk. Figure 6.5a illustrates an example of
RGP2, where transactions that are part of the rooted graph are underlined. Transaction a
is not part of the rooted graph because it is 3 hops away from the root x, while RGP2 only
considers ancestors within two hops. Therefore, the rooted graph is essentially a subgraph
of the global transaction dependency graph. An ancestor transaction is called a level-j
ancestor if the shortest path between the root vertex and the ancestor vertex consists of j
edges, as shown in Figure 6.5b.

With the rooted graph, RGP counts the number of ancestor transactions in each shard
and calculates cost scores based on the counting results. A shard’s cost score reflects the
cost-effectiveness of placing the new transaction in the shard. Generally, RGP attempts
to place a new transaction to the shard that has processed most of its ancestors, but we
have two special considerations.

b

c d

fe

x

Shard1 Shard2a

(a) Ancestors in two shards

lev
el-

1 
an

ces
tor

s

lev
el-

2 
an

ces
tor

s

b

c d

f

x

(b) Ancestor levels

Figure 6.5: An example of RGP2. Underlined transactions are vertices of the rooted graph.

First, we distinguish between totally spent ancestors and partially spent ancestors. A
partially spent ancestor has output UTXO(s) that remain unspent after the new transaction
is executed, whereas a totally spent ancestor has all its output UTXOs spent. Figure 6.6
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demonstrates why totally spent ancestors should be given less weight than partially spent
ancestors. Suppose transaction x is a new transaction to be placed, and its two ancestors
(i.e., transaction d and f) are in different shards. Transaction d is totally spent since
UTXO2 has been spent by transaction f and UTXO3 will be spent by x. On the other
hand, transaction f is partially spent since no transaction consumes UTXO5. Thus a future
transaction y may consume the output UTXOs of both transaction f and transaction x.
To prevent such future transactions from modifying two shards, transaction x should be
placed in the same shard as f . Therefore, we use a coefficient α ∈ (0, 1) to give totally
spent ancestors less weight than partially spent ancestors.

Transaction f 
 
 
 

output
UTXO4
UTXO5

input
UTXO1 
UTXO2

Transaction d 
 
 
 

output
UTXO2 
UTXO3

input
UTXO0 
 

Transaction x 
 
 
 

output
UTXO6 
 

input
UTXO3
UTXO4

Transaction y 
 
 
 

output
...
 

input
UTXO5
UTXO6

Figure 6.6: Transaction f is a partially spent ancestor of transaction x, and transaction d
is a totally spent ancestor of transaction x.

Second, RGP takes level sizes (i.e., the number of ancestors in each level) into consider-
ation so that cost scores are not biased by the largest level. For example, a new transaction
may have one level-1 ancestor (in shard1) and four level-2 ancestors (one in shard1 and
three in shard2). Without considering level sizes, RGP would tend to assign the new
transaction to shard2, since shard2 holds one more ancestor than shard1. In other words,
the cost scores would be biased by level-2 ancestors because they outnumber the level-1
ancestor by 4 times. However, the level-1 ancestor is important since the new transaction
would be single-shard if placed to the same shard as the level-1 ancestor. Thus, RGP
divides ancestor counts by the corresponding level sizes to ensure the equal significance of
each level. Incorporating the two special considerations into RGP, we define the cost score
as follows:

Scost(i) =
k∑

j=1

pij + αtij∑ns

m=1(pmj + tmj)
(6.1)
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where Scost(i) is the cost score of shard i (1 ≤ i ≤ ns); ns is the number of shards; k is
the number of ancestor levels in the graph; pij (or pmj) is the number of partially spent
level-j ancestors in shard i (or shard m); tij (or tmj) is the number of totally spent level-j
ancestors in shard i (or shard m); α is the totally spent ancestor weight (0 < α < 1).
The denominator

∑ns

m=1(pmj + tmj) is the sum of level-j ancestors across shards, which
represents the size of the j-th level in the rooted graph. Scost(i) is in the range of [0, k].
A high cost score means placing the transaction in the shard is likely to reduce future
cross-shard transactions, including the one currently being placed.

6.2.2 Load Balancing

When placing a transaction, RGP also calculates a load score for each shard to account for
load balancing. A high load score means that the shard is experiencing a relatively light
workload, so the transaction will experience a relatively low queuing delay if placed to the
shard. We use partition i (denoted by Pi) to refer to the set of transactions that have been
placed to shard i. Obviously, small partitions should receive high load scores. Also, we
want to limit the maximum partition size difference so that load imbalance is bounded. A
piecewise function is designed to satisfy these two requirements:

Sload(i) =


0 if |Pi| ≥ |Pmin|+ θ

1− γ |Pi|−|Pmin|
|Pmax|−|Pmin| if |Pmin|+ θ > |Pi| > |Pmin|

1 if |Pi| = |Pmin|
(6.2)

where Sload(i) is the load score of shard i; |Pi| is the size of partition i; |Pmin| and |Pmax|
are sizes of the smallest partition and largest partition, respectively; |Pmin| + θ is the
boundary partition size that distinguishes large partitions from medium partitions (used
to limit load imbalance); γ ∈ (0, 1] is a coefficient that determines how heavily a medium
partition is penalized. Sload(i) gently penalizes medium partitions based on their sizes
and aggressively penalizes large partitions. Note that in the second line of Equation 6.2,
the denominator |Pmax| − |Pmin| is implicitly guaranteed to be greater than zero by the
condition |Pi| > |Pmin|. For medium partitions, Sload(i) is in range [1− γ, 1).

To take into account both cross-shard transaction reduction and load balancing, the
final decision should be based on both the cost score and the load score. While adding
up the two scores seems to be a reasonable choice, it cannot limit load imbalance because
large partitions with non-zero ancestors could have a higher score sum than small partitions
without ancestors. Thus, to have bounded load imbalance, we design the overall score as
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Algorithm 5: Rooted Graph Placement

Input: a new transaction x, the number of ancestor levels k, the number of shards
ns, transactions reachable from x within k hops, totally spent ancestor
weight α, partition sizes |P1|, |P2|, . . . , |Pns|, medium partition penalty
coefficient γ, imbalance upper bound θ

Output: x’s output shard ID sout(x)
1 if x is a coinbase transaction then
2 sout(x) = hash(x) mod ns

3 else
/* Build the rooted graph */

4 starting from transaction x, using BFS to build a rooted graph with k levels of
ancestors.

5 for i ∈ [1, ns] do
/* Compute the cost score of shard i */

6 Scost(i) =
∑k

j=1
pij+αtij∑ns

m=1(pmj+tmj)

/* Compute the load score of shard i */

7 if |Pi| ≥ |Pmin|+ θ then
8 Sload(i) = 0
9 else if |Pi| > |Pmin| then

10 Sload(i) = 1− γ |Pi|−|Pmin|
|Pmax|−|Pmin|

11 else
12 Sload(i) = 1

/* Compute the overall score of shard i */

13 Si = Scost(i) · Sload(i)

/* Place x into the shard with the highest overall score */

14 if max(Si) > 0 then
15 sout(x) = argmaxi (Si)

16 else
17 sout(x) = the shard ID of Pmin

the multiplication of the two scores:

Si = Scost(i) · Sload(i) (6.3)

where Si is the overall score of shard i. As Scost(i) is in range [0, k], and Sload(i) is in range
[0, 1], Si must be in range [0, k]. The overall scores of large partitions are always zero
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because of Equation 6.2. If Si = 0 for all shards, which occurs when ancestors only exist
in large partitions, RGP places the new transaction in the smallest partition. In this way,
RGP never places transactions to large partitions, so the maximum partition size difference
is bounded by θ. Algorithm 5 shows the complete RGP algorithm.

6.2.3 Impacts of Parameters

In this section, we demonstrate how the four parameters of RGP affect its transaction
partitioning quality (i.e., the cross-shard transaction number and load balancing) and give
the recommended parameter values. Generally, due to the intrinsic tradeoff between cross-
shard transaction reduction and load balancing, varying a parameter usually improves one
metric but worsens the other. In this section, recommended parameter values are derived
using the first 200k Bitcoin blocks. However, we will see that these values are quite robust
and transferable to different workloads in Section 6.2.4.

Figure 6.7a demonstrates that RGP1 (i.e., RGP that traces back one level of ancestor
transactions) can lower the cross-shard transaction percentage to 25%, in contrast to 93%
with hashing placement. RGP2 further reduces cross-shard transactions to 17%. The phe-
nomenon that RGP2 produces fewer cross-shard transactions than RGP1 agrees with the
intuition described at the beginning of Section 6.2. Another way of explaining the phe-
nomenon is that RGP2 feeds the RGP algorithm with more information about the global
dependency graph than RGP1. It has also been mentioned in [94] that more information
yields better partitioning quality. RGP3 and RGP4 can produce even fewer cross-shard
transactions, but the improvement is marginal.

In Figure 6.7b, the lowest cross-shard transaction percentage occurs when α ∈ [0.8, 0.9].
This is because when α = 1 (i.e., totally spent ancestors are given the same weight as
partially spent ancestors), RGP ignores the fact that a partially spent ancestor and the new
transaction may be referenced in the same future transaction. Nevertheless, low α values
make RGP undervalue totally spent ancestors and thus increase cross-shard transactions
as well.

Figure 6.7c illustrates the impact of γ. As expected, with high γ values, medium parti-
tions are penalized heavily, hence better load balancing but more cross-shard transactions.
Surprisingly, γ = 0 also results in a relatively high cross-shard transaction percentage. We
believe the reason is that, when γ = 0, load scores equal either zero or one according to
Equation 6.2. As a result, the overall score defined in Equation 6.3 equals either the cost
score or zero instead of a comprehensive assessment based on both ancestor transaction
distribution and shard loads.
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Figure 6.7: Influence of RGP parameters (16 shards)

Finally, as θ controls the maximum partition size difference, it is natural that load
imbalance grows linearly with θ and cross-shard transactions decrease as θ grows. The
elbow of the curve in Figure 6.7d suggests that θ = 50k is a reasonable choice since further
increasing θ does not reduce cross-shard transactions much but cause high imbalance. Per
the above analysis, we recommend the following parameter values: k = 2, α = 0.9, γ = 0.2,
θ = 50k. These values are used in the rest of this chapter.
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6.2.4 Partitioning Quality Comparison

To show that the recommended parameter values generalize well with other workloads,
we employ four Bitcoin transaction sets of similar sizes, as detailed in Table 6.1. The
partitioning quality of RGP2 is compared with that of hashing placement and OptChainV2-
T2S, which is OptChainV2 [80] without transaction latency sampling1. OptChainV2 is a
state-of-the-art transaction placement algorithm for sharded blockchains, and its details
have been given in Section 3.3. OptChainV2-T2S is used instead of OptChainV2 in this
section because it can be evaluated analytically without deploying shards, which is also
true for hashing placement and RGP2. This is particularly useful when comparing the
algorithms under high shard counts, e.g., 128 shards. OptChainV2-T2S produces slightly
fewer cross-shard transactions than OptChainV2 because the former misses the sampling
feature for fine-grained load balancing. If RGP2 can achieve a similar number of cross-
shard transactions as OptChainV2-T2S, it will be at least as effective as OptChainV2 in
terms of cross-shard transaction reduction. We will compare RGP2 with sampling-enabled
OptChainV2 in Section 6.4.

Table 6.1: Four transaction datasets

Dataset Bitcoin block heights Number of transactions 1

D1 [0, 200k) 7,316,308
D2 [200k, 227k) 7,371,053
D3 [227k, 252k) 7,316,337
D4 [252k, 275k) 7,238,332

1 Coinbase transactions are excluded.

Figure 6.8 compares the cross-shard transaction percentage of the three placement
algorithms. For all datasets, regardless of the number of shards, RGP2 and OptChainV2-
T2S produce similar numbers of cross-shard transactions, and the number is significantly
less than that of hashing placement. These results confirm that despite considering only
two levels of ancestors, RGP2 is able to reduce cross-shard transactions as effectively as
OptChainV2-T2S.

To learn how shard loads vary over time, we analyze the dynamic shard loads in a 4-
shard environment, as illustrated in Figure 6.9. Unsurprisingly, hashing placement balances
loads extremely well with every shard constantly receiving about 25% of the transactions.

1The name OptChainV2-T2S comes from the OptChainV2 paper, where the method is referred to as
T2S-based.
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Figure 6.8: Cross-shard transactions

In Figure 6.9a, the three small spikes at block heights 200k, 227k, and 251k correspond to
the start heights of datasets D2 ∼ D4, and the slight fluctuations at low block heights are
due to small block sizes.

Another observation is that Figure 6.9b and Figure 6.9c exhibit a common pattern: all
curves are quite flat in blocks [0, 50k) and [125k, 175k), but fluctuate a lot in the range of
[70k, 120k) and [180, 250k). This pattern relates to transactions that consume the output
UTXOs of their immediate predecessors on the blockchain. For example, starting from
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the 326th transaction in Bitcoin block 177253, each of the 267 subsequent transactions
spends the UTXOs produced by its immediate predecessor[15]. When faced with such
transactions, both OptChainV2-T2S and RGP2 tend to place them to the same shard
as their predecessors. Consequently, a sequence of such transactions will cause a shard
to temporarily receive more transactions than other shards. However, the load balancing
mechanisms prevent a shard from being overloaded for a long time, so shards take turns
to receive the most transactions. Table 6.2 shows that transactions depending on their
immediate predecessors account for a relatively high percentage whenever the shard load
curves fluctuate drastically.

Table 6.2: Bitcoin transactions consuming UTXOs produced by their predecessors

Block height Transactions depending on their immediate predecessors

[0, 50k) 0.1%
[70k, 120k) 18.6%
[125k, 175k) 6.1%
[180k, 250k) 21.3%
[253k, 275k) 14.6%

6.3 Efficient Cross-Shard Transaction Processing

Although RGP reduces the number of cross-shard transactions, it cannot eliminate them.
In this section, we propose two techniques to lessen the impact of the remaining cross-shard
transactions on system performance. The first technique expedites dependent transaction
processing, while the second technique reduces the communication and computation over-
head involved in cross-shard transaction processing. Both techniques require modifications
to the atomic commit protocol. Since neither technique deals with the intra-shard consen-
sus protocol, we abstract away the consensus process as if client requests are ordered as
soon as they reach their destination shards. Our two techniques focus on how transactions
are processed (i.e., verified and executed).

6.3.1 Dependent Transaction Pre-verification

Cross-shard transactions usually experience long execution latency due to atomic commit
protocols such as Atomix in Figure 2.6. This inevitably delays the processing of their
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Figure 6.10: DPV parallelizes the Atomix lock phase with dependent transaction signature
verification.

dependent transactions since transactions must be executed in a dependency-respecting
order. Figure 6.10a illustrates the timeline of processing one cross-shard transaction (i.e.,
tx1) and two single-shard transactions that depend on it (i.e., tx2 and tx3). Suppose the
client runs RGP2 and determines that tx2 and tx3 should be placed to the output shard
of tx1, which is Shard2. Although the client sends tx2 and tx3 soon after sending tx1,
Shard2 delays processing the two dependent transactions until tx1 is executed in order
to respect dependencies. Throughout the process, two steps are notably expensive—the
locking phase of the atomic commit protocol and the verification of tx2 and tx3—because
both steps involve the verification of signatures from input UTXO owners. Nonetheless,
the two steps do not have to be carried out in a serialized manner.

As mentioned in Section 6.1.2, transaction verification comprises input UTXO existence
checking, input UTXO value checking, and signature checking. The first item is stateful,
whereas the second and the third are stateless. In fact, as long as the input UTXO
properties (i.e., owner address, amount, etc.) are available, the second and third conditions
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can be checked at any time.

To reduce the execution latency of dependent transactions, we propose dependent trans-
action pre-verification (DPV), which performs dependent transaction signature verification
in parallel with the locking phase of the atomic commit protocol. In order to accommo-
date this idea, the output shard must be informed about the cross-shard transactions’
output UTXO properties early. Figure 6.10b illustrates how we achieve this by splitting
the COMMIT request into two messages, namely OUTPUT and LOCK-SIG. The OUTPUT message
carries only the cross-shard transaction and is sent to the output shard as soon as the LOCK
request is sent to the input shard. Shard2 can start verifying the signatures of tx2 and tx3

as soon as it receives the OUTPUT message. Meanwhile, the input shard is verifying tx1’s
signature(s). On the other hand, the LOCK-SIG message carries the input shard signatures
as well as a hash of the transaction, which is used to match the LOCK-SIG message with
the corresponding OUTPUT message. The LOCK-SIG message serves as proof that the input
shard has successfully locked the input UTXOs of tx1. The OUTPUT and LOCK-SIG messages
are later assembled into one COMMIT request so that the original COMMIT request processing
routine can be reused. DPV also applies to transitive dependencies, e.g., tx3 may depend
on tx2 instead of tx1, and cross-shard dependent transactions. In the latter case, the out-
put shard pre-verifies the LOCK requests of the cross-shard dependent transactions. DPV
pre-verifies dependent transactions in their appearance order on shard ledgers.

DPV is safe, i.e., invalid transactions will not be mistakenly treated as valid ones.
For parent cross-shard transactions, although dishonest clients may send dummy OUTPUT

messages, the transactions will not be executed without valid signatures from the input
shards. In other words, LOCK-SIG messages from input shards protect the output shard’s
system state from being tampered with. For dependent transactions, DPV may verify their
signatures but will not execute them until their parent transactions are executed. As a
result, a dummy OUTPUT message cannot induce the output shard to execute either the
cross-shard transaction or the dependent transactions. Nevertheless, the computational
work involved in pre-verifying the dependent transactions is wasted, so peers should only
pre-verify dependent transactions when CPUs are idle to avoid performance degradation
and DoS attacks caused by dummy OUTPUT messages.

6.3.2 Atomic Commit Protocol Consolidation

As RGP2 takes transaction dependencies into account, the vast majority of cross-shard
transactions are placed in one of their input shards. We refer to such output shards as
input-output shards, i.e., Shard1 in Figure 6.11a. This placement pattern is quite different
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than that of hashing placement, which only places a few transactions to their input shards,
as illustrated in Figure 6.12a. This difference opens up opportunities for atomic commit
protocol optimization. Specifically, the lock and commit requests can be combined into
one request for input-output shards. Figure 6.11 takes Atomix as an example in order
to illustrate atomic commit protocol consolidation (ACPc). Instead of requesting the two
input shards to lock the corresponding UTXOs as in Figure 6.11b, consolidated Atomix
merges the LOCK request and the COMMIT request into a LOCK&COMMIT request for the input-
output shard (Figure 6.11c). Upon receiving the LOCK&COMMIT request, the input-output
shard checks for the following conditions: 1) the input UTXO(s) to lock exist, and the
transaction is signed properly by the owners, 2) the signatures from other input shards
are valid, and 3) total input value is not less than the total output value. If all the three
conditions are met, the input-output shard deems the transaction valid and executes the
transaction by removing the input UTXO(s) and adding output UTXO(s) to its UTXO
database. Otherwise, the input-output shard informs the client about failed locking using
a signed LOCK-NOT-OK message, which can be used as proof to restore input UTXOs in
other input shards.
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Figure 6.12: The vast majority of cross-shard transactions are assigned to one of their
input shards under RGP2, and over 80% of cross-shard transactions have 2∼4 input shards
(dataset D1).

In the successful scenario, consolidated Atomix saves two messages and one shard sig-
nature. For two-input-shard transactions, the saving is almost half of the processing cost,
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which includes five messages and two shard signatures, as shown in Figure 6.11b. Con-
sidering that over 50% of cross-shard transactions touch only two input shards, and over
80% of cross-shard transactions span two to four input shards (Figure 6.12b), ACPc should
produce obvious performance improvement. One may notice that there is a small portion
(around 1.4%) of cross-shard transactions with one input shard. Such transactions are
not placed to their input shards probably for balancing load. They will not benefit from
ACPc since they lack input-output shards. The input shard count distribution in Figure
6.12b results from the fact that parent transaction numbers follow a power-law distribution
[87]. Other transaction datasets in Table 6.1 show the same pattern as dataset D1 does in
Figure 6.12.

ACPc is compatible with DPV. When the two techniques are deployed together, the
LOCK&COMMIT message in Figure 6.11c splits into two parts: one message carrying the
transaction, and the other carrying the signatures from other input shards as well as
the transaction hash. The input-output shard utilizes the former to pre-verify dependent
transactions, and the latter to learn that other input shards have successfully executed the
transaction.

6.4 Evaluation

We implemented RGP2 as a client-side algorithm, which means a client runs the algorithm
to compute the output shard ID before sending its transaction to blockchain peers. This
architecture is compatible with OmniLedger, where clients are the atomic commit protocol
coordinators, and is also adopted by OptChainV2.

We also implemented OptChainV2 as well as an OmniLedger-like sharding protocol
based on Bitcoin Core. In the OptChainV2 paper, the authors modify the OmniLedger
protocol to avoid excessive bandwidth usage by letting clients send requests directly to
the destination shards instead of gossiping requests. We make the same modification.
In addition, each peer maintains a dependency graph of pending transactions to enforce
dependency-respecting transaction execution order. We also implemented DPV and ACPc,
and measured the system performance when they are deployed together with RGP2.

6.4.1 Testbed

Experiments are done on a local cluster. We run up to 64 peers on 16 machines, each with
dual Xeon E5-2620 at 2.1 GHz (12 cores) and 64GB RAM. A shard consists of four peers
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co-located on the same machine. Each peer is scheduled on two fixed cores for isolation
purposes. To emulate a geo-distributed environment, network delay is injected between
each pair of peers, and bandwidth limits are imposed on every peer using Linux NetEm and
traffic control facilities. Properties of links between peers co-located on the same machine
are also configurable through loopback interfaces. One client runs on another machine
with dual Xeon E5-2630 at 2.6 GHz (12 cores, 2 hyperthreads per core) and 256GB RAM.
The client reads historical transactions from the Bitcoin blockchain sequentially and sends
them to the peers. To measure the maximum throughput of the system, we must saturate
the peers with client requests. Considering the high processing power of the cores, we limit
CPU usage to 50%.

To evaluate the performance improvement under different types of workloads, two trans-
action datasets are employed: transactions in Bitcoin block [0, 136k) and transactions in
Bitcoin block [200k, 205k). The first dataset contains simple dependencies, whereas the
second dataset is quite the opposite, according to Table 6.2. Both datasets contain ap-
proximately 1 million transactions. In 6.4.2 and 6.4.3, we measure the system performance
under the two workloads respectively with a 40ms round-trip delay injected between each
pair of peers, and a 200-Mbps bandwidth limit imposed on every peer. This mild network
configuration allows us to saturate the peers without saturating the network. The impacts
of various network configurations will be evaluated in section 6.4.4.

6.4.2 Performance Under Light-Dependency Workload

We compare the performance of four systems. In the first system, the client places trans-
actions to shards according to OptChainV2; in the second system, we replace OptChainV2
with RGP2; in the third system, we add DPV to the second system; in the fourth system,
we add ACPc to the third system. In figures presenting experimental results, the four
systems are denoted by OptChainV2, RGP2, RGP2+DPV, and RGP2+DPV+ACPc, re-
spectively. Figure 6.13 demonstrates that all four systems scale with the number of shards.
The performance of RGP2 is very close to that of OptChainV2. Adding DPV does not
improve the performance due to the simple transaction dependencies, but adding ACPc
improves the throughput by approximately 20% and reduces the average execution latency
by 75% at the specified transaction rates.

Next, we compare the four systems from different aspects in a 16-shard environment.
From Figure 6.14a, one can see that ACPc improves the maximum throughput by 37%.
Furthermore, Figure 6.14b shows that the first three systems become overloaded when
transactions arrive at a 3.8k-tps rate, so the throughput can no longer grow linearly with
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Figure 6.13: Scalability

the transaction rate. ACPc raises the turning point to 5k tps. Unsurprisingly, the latency
CDF of OptChainV2, RGP2, and RGP2+DPV are fairly close as well. In contrast, ACPc
significantly shortens tail latency: the 95th percentile latency is cut down by 83%, from 30s
to 5s. ACPc’s success in reducing tail latency implies that slow cross-shard transactions
are the reason for long tail latency.

To better understand the performance of the four systems, we investigate the number
of dependency-bound requests. In our experiments, single-shard transactions are wrapped
in TX requests, whereas cross-shard transactions are accomplished via LOCK and COMMIT

requests as in Atomix. Dependency-bound requests refer to TX requests and LOCK re-
quests that are waiting for their parent transactions to be executed, so that their input
UTXOs become available. Figure 6.14d shows how the number of dependency-bound re-
quests varies over time, where the y-axis represents the sum of dependency-bound requests
across all shards. Unsurprisingly, the curves do not climb up in the first 100s because
most transactions are coinbase transactions at the early stage of Bitcoin. After that,
the RGP2+DPV+ACPc curve climbs much slower than the other three curves because
cross-shard transactions are processed faster and thus hinder less dependent transactions.
Contrary to intuition, DPV does not reduce dependency-bound requests. The reason will
be given by a comparative analysis in Section 6.4.3.
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Figure 6.14: Performance with light-dependency transactions (16 shards). The transaction
rate is 5k tps in the last two subfigures.

6.4.3 Performance Under Heavy-Dependency Workload

Transactions in blocks [200k, 205k) contain more predecessor-dependent transactions, hence
a challenging workload. Nevertheless, RGP2 can still match the performance of OptChainV2
as demonstrated in Figure 6.15a ∼ 6.15c. Moreover, adding DPV to the system improves
the maximum throughput from 1.9k tps to 2.7k tps (42% up), and ACPc further boosts
the maximum throughput to 3.9k tps (another 44% up). In other words, DPV and ACPc
jointly double the maximum throughput of the system. Besides, DPV notably lowers tail
latency: the 95th percentile latency is halved. ACPc also improves execution latency due
to fast cross-shard transaction processing. As a result, DPV and ACPc collectively reduced
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the 50th percentile latency and 95th percentile latency by 80% and 84% respectively.
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(d) dependency-bound requests

Figure 6.15: Performance with heavy-dependency transactions (16 shards). The transac-
tion rate is 3k tps in the last two subfigures.

DPV improves the system performance because it reduces the number of dependency-
bound requests, as shown in Figure 6.15d. With DPV, dependency-bound requests could
be pre-verified and later executed immediately after their parent transactions are executed.
Therefore, such pre-verified requests have shorter execution latency and are less likely to
stall other requests. ACPc also reduces the dependency-bound requests, as cross-shard
transactions are processed efficiently and thus become less hindering.

The discrepancy between DPV’s performance under the light-dependency workload
and that under the heavy-dependency is due to the different ratios of dependency-bound
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requests to pending COMMIT requests. For example, in Figure 6.16a, where the ratio is 1:1,
DPV only reduces the overall processing time by t2, which equals the signature verification
time of the dependent request. DPV cannot take advantage of the idling period t1 since
there are no more dependent requests to pre-verify. By contrast, in Figure 6.16b, where
the ratio is 5:1, DPV significantly shortens the overall processing time.
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Figure 6.16: DPV saves more time for heavy-dependency workloads.

6.4.4 Performance Under Various Network Configurations

Transactions in blocks [200k, 205k) are used in this section, as dependencies in blocks [0,
136k) are too simple to show the effectiveness of DPV.
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Figures 6.17a and 6.17b demonstrate that all four systems suffer a performance drop
as network delay grows. The RGP2+DPV curve goes down faster than the RGP2 curve
because long network delays “shift” the performance bottleneck from computation to the
network, but DPV only optimizes computation. The OptchainV2 curve also decreases
more rapidly than the RGP2 curve. We suspect the reason is that OptChainV2 estimates
the transaction queuing delay of a shard by sampling the recent execution rate (denoted by
re) and the transaction queue length (denoted by nq). Ideally, re ·nq would be the queuing
delay that a new transaction would experience if placed to the shard. However, with a
high network delay between peers, the high nq value amplifies the sampling error of re.
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Figure 6.17: Performance under various network conditions (16 shards, 3k-tps transaction
rate)
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In terms of bandwidth, all four systems can achieve their full potential with 50-Mbps
bandwidth. Extremely low bandwidth hurts the performance of all systems, with DPV
suffering the most. This results from the same aforementioned reason—the network be-
comes the bottleneck instead of computation. In general, ACPc and DPV jointly improve
the system performance significantly under all network conditions, though DPV alone is
not particularly helpful in harsh network environments.

6.5 Discussion

6.5.1 Advantage of RGP

Although RGP does not surpass OptChainV2 in performance, it offers two big advantages
in other aspects. First, RGP does not rely on trust entities. Specifically, information about
ancestor transactions—e.g., their respective output shards and whether they are partially
spent—are all available on shard ledgers; the partition size of a shard can be estimated
with the number of transactions on the shard’s ledger. By contrast, to place a transaction
with OptChainV2, the client must obtain the fitness score arrays of the parent transactions,
which could be generated by other clients. Because fitness score arrays are only available at
the generating clients, client-to-client trust is necessary to ensure that clients share fitness
score arrays honestly. We consulted the authors about this issue, and the two example use
cases they provided are to run OptChainV2 as a public service or inside secure hardware
(e.g., Intel SGX). Either case introduces an additional trust point.

Second, RGP does not rely on extra information about shards, i.e., information that
cannot be inferred from shard ledgers. Conversely, OptChainV2 requires clients to fre-
quently sample the transaction queue size of every shard for transaction latency estimation.
In addition to communication overhead and poor scalability with the number of clients,
the sampling is also faced with a security challenge—gleaning true transaction queue sizes
from Byzantine-faulty peers is not trivial.

6.5.2 Generalization

In this section, we discuss whether RGP, DPV, and ACPc can generalize to account-balance
blockchains. First, RGP does not apply to account-balance blockchains. This is because the
difference between UTXO-based blockchains and account-balance blockchains necessitates
different approaches to reducing cross-shard transactions, i.e., transaction placement versus
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account placement, as mentioned in Section 3.3. Although a graph of accounts could be
built to partition accounts, RGP does not apply to such graphs. The reason is that RGP
is essentially a streaming graph partitioning algorithm, but accounts are not created in a
streaming manner.

DPV can be adapted to account-balance blockchains by modifying the definition of de-
pendent transactions accordingly. In an account-balance blockchain, dependencies should
be established based on read-write conflicts or write-write conflicts. For example, if two
transactions tx1 and tx2 both update the same account, and tx1 is ordered before tx2 on the
shard ledger, then tx2 is a dependent transaction of tx1 and must be executed after tx1.
Once dependent transactions are identified, their signatures can be verified before their
parent transactions are executed, because signature verification comprises only stateless
computing.

Lastly, ACPc does not generalize to account-balance blockchains due to the fundamen-
tal difference between the UTXO model and the account-balance model. In the UTXO
model, a UTXO is not supposed to be spent by two or more transactions, so coordinators
do not have to inform input shards of successful commits. Actually, given a cross-shard
transaction, the following two scenarios are equivalent in terms of preventing future trans-
actions from claiming its input UTXO(s): 1) the input shards receive messages confirming
the cross-shard transaction’s successful execution, and 2) the input shards have locked the
input UTXOs but do not receive any message indicating whether the transaction succeeds
or not. However, in account-balance blockchains, an account could be updated by multi-
ple transactions, so transaction isolation should be enforced to avoid concurrency issues
[30][55]. Therefore, all shards involved in a transaction must be aware of the commit de-
cision so that they can release the involved accounts for other transactions’ access. As a
result, no shard can skip signing a locking result and sending it to the coordinator, which
renders ACPc inapplicable.

6.5.3 Incentive for Clients

When RGP runs on the client side, clients may not be sufficiently motivated to follow
the algorithm merely for keeping blockchain systems healthy. To address this, we suggest
a transaction fee mechanism where following RGP will lead to low transaction fees. For
example, a shard could calculate the fee of a transaction as inversely proportional to the
number of its ancestors in the shard. This way, clients will be much more incentivized to
send their transactions to the shards with the most ancestor transactions. Shard loads can
also be factored into transaction fee calculation in a similar way.
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6.6 Chapter Summary

Hashing placement is a common transaction placement algorithm used in blockchain shard-
ing protocols, but produces a large number of cross-shard transactions due to ignoring de-
pendencies. We have developed Rooted Graph Placement and demonstrated that it signifi-
cantly reduces cross-shard transactions. By considering two levels of ancestor transactions,
RGP can match the performance of OptChainV2, a state-of-the-art transaction placement
algorithm with additional trust requirements. For the remaining cross-shard transactions,
we have devised Dependent Transaction Pre-verification and Atomic Commit Protocol
Consolidation to speed up the processing of them and their dependent transactions. DPV
makes use of idling computational resources, and ACPc reduces both computational work
and network usage. Our experiments have demonstrated that DPV and ACPc jointly can
double the maximum throughput under heavy-dependency workloads.
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Chapter 7

Conclusions

7.1 Concluding Remarks

This thesis presents techniques to bootstrap new blockchain nodes fast and to improve the
performance of sharded blockchains. We believe sharding will be the prevalent approach to
scalable blockchains since it has been widely deployed in distributed systems for scalability
and will be a key feature of Ethereum 2.0. The techniques described in Chapters 5 and 6
can address some performance bottlenecks of sharded blockchains without compromising
security.

Fast Bootstrapping. Long bootstrapping time hinders the expansion of blockchain
networks. Our snapshot synchronization approach saves over 99% of the bootstrapping
time. By taking advantage of the system state database, we also reduce the snapshot
storage overhead. Moreover, the approach can be incorporated into already-deployed
blockchains without causing a hard fork.

Transaction Verification Result Sharing. Transaction verification is computa-
tionally intensive and thus should only be performed when necessary. Collaborative Trans-
action Verification allows nodes to reuse the verification work of other nodes, effectively
reducing per-node verification work. Dependencies graphs ensure that nodes can ver-
ify transactions in different orders without breaking the state machine replication model.
Non-sharded BFT-based blockchains could also benefit from Collaborative Transaction
Verification.

Smart Transaction Placement. Hashing placement produces too many cross-shard
transactions to unleash the performance potential of sharding. We develop Rooted Graph
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Placement to reduce cross-shard transactions, together with two techniques for the efficient
processing of the remaining cross-shard transactions and their dependent transactions. The
three ideas collectively can significantly improve the throughput of a sharded blockchain.

7.2 Future Research Directions

Block Archiving

With snapshot bootstrapping, new nodes do not need access to all the historical blocks for
initial synchronization. Although historical blocks may be necessary for other reasons such
as analysis or research, such scenarios are arguably infrequent and thus hardly justify the
current block storage pattern—every node stores the entire blockchain locally. Moreover,
Bitcoin and Ethereum blockchains are over 400GB [14] and 800GB [36] respectively and
keep growing, which necessitates a block archiving mechanism to release nodes from heavy
storage commitment. Simply selecting some nodes for storing the entire blockchain risks
losing block data and puts a heavy storage burden on the selected nodes. A more promising
approach is to distribute block storage among peers (i.e., each peer stores only a subset of
blocks) with each block replicated sufficient times to tolerate node churn.

Collaborative Signature Verification

In Chapter 5, we have seen that the complexity of Collaborative Transaction Verification
mainly comes from transaction dependency handling. However, the most expensive step in
transaction verification is signature checking, whose results are not affected by transaction
dependencies. Thus sharing only signature verification results instead of whole transaction
verification results can greatly simplify the algorithm.

Due to the existence of faulty nodes, a verification result cannot be trusted until it is
signed by f + 1 nodes. When f is large, verifying the f + 1 signatures may cause too
much overhead. Collective signing [61] could be explored to aggregate a large number of
signatures, thereby reducing the signature verification cost.

Adapting RGP for General Streaming Graph Partitioning

Streaming graph partitioning has many practical applications such as distributed online
social network data processing [81][1][94]. Chapter 6 has showcased that two levels of
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ancestors are enough for RGP to produce reasonably good Bitcoin transaction partitions. It
is interesting to explore whether or not RGP also performs well using such little knowledge
about the global dependency graph in other applications. In order to adapt RGP for
general streaming graph partitioning, the weight for partially spent ancestors should be
removed since the UTXO model is not common among systems other than blockchains.
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Mir-bft: High-throughput robust bft for decentralized networks. arXiv preprint
arXiv:1906.05552, 2021.

110



[96] Douglas R Stinson. Cryptography: theory and practice. Chapman and Hall/CRC,
2005.

[97] Michael Stonebraker, Lawrence A Rowe, and Michael Hirohama. The implementation
of postgres. IEEE transactions on knowledge and data engineering, 2(1):125–142,
1990.

[98] Ewa Syta, Philipp Jovanovic, Eleftherios Kokoris Kogias, Nicolas Gailly, Linus
Gasser, Ismail Khoffi, Michael J Fischer, and Bryan Ford. Scalable bias-resistant
distributed randomness. In 2017 IEEE Symposium on Security and Privacy (SP),
pages 444–460. IEEE, 2017.

[99] Ewa Syta, Iulia Tamas, Dylan Visher, David Isaac Wolinsky, Philipp Jovanovic,
Linus Gasser, Nicolas Gailly, Ismail Khoffi, and Bryan Ford. Keeping authorities”
honest or bust” with decentralized witness cosigning. In 2016 IEEE Symposium on
Security and Privacy (SP), pages 526–545. Ieee, 2016.

[100] Robbert Van Renesse and Fred B Schneider. Chain replication for supporting high
throughput and availability. In OSDI, 2004.

[101] Vidhyashankar Venkataraman, Kaouru Yoshida, and Paul Francis. Chunkyspread:
Heterogeneous unstructured tree-based peer-to-peer multicast. In Proceedings of the
2006 IEEE international conference on network protocols, pages 2–11. IEEE, 2006.
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