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#### Abstract

Safety in mobile robot navigation is an essential aspect, but it is often accompanied by a trade-off of efficiency in different navigation steps. For global planning, safety is frequently handled by inflated obstacles. Larger margins to the obstacles increase safety while lessening the path efficiency, such as longer path length. For local motion planning tasks, safety becomes even more critical because of dynamic objects in the robot's proximity but also accompanies substantial trade-offs, such as highly low-speed operations. In such aspects of safety and efficiency, we propose safe and efficient global path planning and local motion planning methods.

For global path planning, we proposed the allowable speed of navigation for safety, which limits the maximum speed based on the clearances in the environment. The corresponding cost formulates the traveling time, leading to planning a time-efficient global path. A new map representation is proposed, named Hierarchical Topology Map (HTM) and Hierarchical Topology Map with Explicit Corridor (HTM-EC), and incorporated with the proposed safety-aware navigation speed. HTM is a double-layered data structure of a topology graph and the corresponding metric skeleton points of a map, which returns a feasible, onskeleton path in an extremely short time. HTM-EC is an extended map expression with the Explicit Corridor that incorporates the nearest obstacle points along with skeleton points into HTM, which returns an optimal, off-skeleton (i.e., metric) path with corridor optimization of the given on-skeleton path. When they are used together, safety-aware time-efficient paths can be planned with light computation. The efficacy of the safetyaware allowable speed and lighter computations have been verified with simulations and experiments.

For local motion planning, we incorporate a pedestrian navigation model to address efficiency. The pedestrian model seeks the desired direction of motion that minimizes the remaining distance to the destination. The cognitive collision locations are computed, which enables far-sighted path planning by incorporating future configurations of the surroundings. Safety guarantee is analyzed for the output of the pedestrian-model-based motion planner. Finally, to address the behavioral uncertainties, the degree of cooperation ( DoC ) is proposed that helps prediction of the other objects' velocities with online estimation. The simulation results with the different number of agents show that the pedestrian model can generate a smooth path between the agents. As the local planner uses fixedlength visual measurement such as LiDAR, the proposed planner is scalable regardless of the number of moving obstacles as well as the types of obstacles (i.e., static or dynamic).
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## Chapter 1

## Introduction

Autonomous mobile robots are getting increasingly popular for many applications in our society. Examples include industrial logistic sites, retail product delivery, and social guidance in airports. Those applications often have static obstacles (shelves, workstations) blended with dynamic, unpredictable agents (human workers, indoor vehicles, carts). Safe navigation is essential functionality for the utility of mobile robots in such environments. Despite recent progress in related technologies, mobile robots' efficient and safe navigation remains challenging for environments cluttered with complex moving agents[84, 77, 94], as there are somewhat inherent characteristics of a trade-off between safety and efficiency. For an extreme example, safety can be achieved by slowly moving, frequently stopping, or even not moving the mobile robot if there are any moving obstacles in the environment, which should cause low efficiency. On the opposite, efficiency, such as traveling time to the goal, can be maximized by moving the robot straight to the goal at high speed, which will increase the chances of collisions with other moving agents and thus decrease safety. The uncertainties lying in the unpredictable movement of the dynamic objects would be the main cause of the difficulty.

A popular framework for mobile robot navigation is to divide the task into two separate planning steps; global planning and local planning [37]. Global planning provides a mobile robot with an entire path, a set of positions to reach, from the current position to the goal. In this step, moving obstacles out of sight of the robot cannot be taken into account, and thus static obstacles are often the only types to be considered, which are known to the robot. Local planning, on the other hand, is the one that plays a role in the environment with dynamic obstacles. In this step, some parts of the path obtained from the global planning step are taken into account with moving objects in the robot's proximity. With presuming dynamic obstacles exist, motion planning can be regarded as equivalent to local
planning because both are aimed to provide the robot with either control actions or a trajectory that can be readily converted to control actions.

The global planning method often considers static obstacles only as the locations or even existences of dynamic obstacles cannot be possibly seen all the time for the entire navigation areas. Efficiency, often referred to as path optimality, has been the main interest of global path planning because poor global paths, such as unnecessary bypass, degrade overall navigation performance. Safety also needs to be addressed in the global path planning methods not only for diverse operations in safety-critical social environments but also for better path efficiency. In most global path planning methods, however, safety has been dealt with simply by securing some clearance from static obstacles (e.g., walls) with the inflated size of a mobile robot. The enlarged size of the robot will restrict the free spaces of given environments (such as a map), and the shortest path criterion has become the most popular for efficient path planning. Still, properly considered safety can improve the efficiency of the global path. For example, narrow passages can be often crowded by previously unseen obstacles, forcing low-speed operations. In reality, even a single person takes a substantial portion of a narrow passage cross-section, which is not a rare case to be seen in our daily life. An alternative path via spacious corridors may lead to faster traveling if the robot can move at high speed. In addition, if there exist dynamic obstacles along the path which were not considered when the path was planned, it will likely take much longer when the robot moves through narrow corridors.

In local motion planning, safety is more important as a mobile robot can see moving obstacles in its proximal surroundings. Considering other moving obstacles in the motion planning problem is challenging. More importantly, or most applications in our society, moving objects that a mobile robot encounters are not simple but rather complicated as they are often decision-making agents, particularly human beings. Motion planning with such agents in the surroundings becomes even more complex due to their interactions which make the agents' actions and the resulting paths jointly related. Without consideration, the robot can be stuck in the crowd, known to be freezing robot problem (FRP), because of the lack of space that the robot thinks to go through. The issue of FRP forces a mobile robot to consider interactions with other agents in the motion planning problem.

Existing work to the cooperative motion planning with dynamic agents can largely be divided into two ways[17, 16]: reaction-based [30, 14, 95, 50, 33, 86, 87, 109, 108, 73, 98, 60, 89, 29] and trajectory-based [53, 95, 90, 17, 16, 55, 121, 103]. The main difference between them is whether the trajectory prediction is used. Without the trajectory prediction, reaction-based methods can quickly compute the control actions based on some interaction rules between the agents. However, they often suffer from short-sighted planning, which may cause oscillatory or unnatural behaviors in certain situations [17, 55]. On the other
hand, trajectory-based methods can produce better paths (e.g., shorter time for all agents to reach their goal) thanks to their far-sighted planning abilities based on the trajectory prediction with the expense of high computation. The high computation is caused by considering interactions between all the agents to predict their trajectories jointly[17]. In addition, the predicted trajectories often fail beyond a few seconds into the future, which results in the need for frequent prediction that even exacerbates the computation cost.

The tradeoff between the quality of the path and computation cost has been recently addressed with the rising learning-based techniques such as deep reinforcement learning (DRL). Those techniques use the framework of "off-line learning and on-line implementation" $[17,16,24,15]$. These methods leverage DRL techniques to encode the agents' interactions and the policies for collision avoidance, then apply the learned policy when the robot is operated. We would say that such methods can be considered variants of the reaction-based methods because the agent's action is decided without trajectory prediction. While these approaches seem to have been successful in resolving the tradeoff between long-term planning and computational tractability, safety is not able to be addressed in an explicit manner because of the nature of learning. Another issue with those methods is the lack of scalability, meaning the number of agents matters to the performance.

In addition, behavioral uncertainties of other decision-making agents can be an issue in the mobile robot navigation environments. For example, human navigation behaviors can differ from person to person or even from situation to situation for the same person[55, 74]. Some might be cooperative, while some might not. While such an issue may be critical in many environments, few have studied such behavioral differences in the motion planning problem.

In this thesis, we aim to develop methods for the safe and efficient navigation of a mobile robot. With a widely used navigation framework, we formulate the navigation task as two separate tasks: global path planning and local motion planning. For each planning step, we specifically address the safety and efficiency tradeoff in a diverse perspective. Our proposed method for global planning will address the time-efficiency of the planned path, taking the safety into the cost of the path, which can be considered as the balance between them. In local motion planning, we focus more on safety as the planner has to consider immediate motion. While safety is explicitly addressed, a navigation model for pedestrian behaviors benefits the efficiency of the motion. The detailed objectives are stated as followings.

### 1.1 Objectives

- Safe Global Path Planner with Allowable Speed: A mobile robot may face tight environments because of other dynamic agents (e.g., employees, forklifts) or temporarily placed static obstacles (e.g., boxes of products) in the surroundings. High-speed operations of a mobile robot in such crowded environments would be risky due to the increasing likelihood of collisions. By intuition, the crowdedness because of the unexpected objects and the collision risks may be lessened if the mobile robot takes wide corridors as its route to the goal. To put this intuition into practice, we aim to develop a new global path planning method that takes account of a certain margin of safety of space and limits the operatable speed of a mobile robot. The higher speed options in the spacious areas can shorten the time to reach the goal for a mobile robot in practice, even if the distance becomes longer.
- Efficient Local Motion Planner Based on Human Behavior Model with Safety Guarantee: We aim to develop an efficient local planner with the presence of dynamic obstacles. Prediction of the movement of other agents is crucial for the quality of a path due to the ability of far-sighted planning, but long-term prediction requires heavy computation that may often be intractable for real-time operation. Human behavior model can be an alternative, as humans are sufficiently intelligent for far-sight plannning. In addition, considering that humans are the most common type of moving agents for the environment of mobile robot navigation in many social environments, the robot's navigation characteristics mimicking a human behavior model of navigation would be understandable by other humans. Thus we aim to develop a local motion planner based on a pedestiran navigation behavior model. While the path-efficiency can be achieved by the far-sight planning with human behavior, safety analysis of the planner will be the primarily focus.
- Degree of Cooperation and Its Online Estimation: We aim to address the behavioral uncertainties of individual humans to compensate for the model imperfection. No human model can be perfect for different persons, and even a person may behave differently from time to time, which is known as the inherent uncertainty in human behavior. To tackle the issue, we introduce a concept of degree of cooperation (DoC), an index of how well an individual agent follows the modeled behavior. The deviation of other agents from the robot's knowledge (model) can be captured in the DoC , and online estimation on DoC for each agent can be used for a minimum conservative planner. The DoC can be generalized to other types of agents whenever their behavior models are available.


### 1.2 Outlines

The remainder of the thesis is organized as follows. Chapter 2 contains a literature review on mobile robot navigation relevant to the scope of this research. In the following two chapters, we propose the methodologies for global path planning and local motion planning with dynamic agents. Chapter 3 addresses the global path planning and Chapter 4 tackles the local planning problem. Chapter 5 contains the conclusions of the thesis.

## Chapter 2

## Literature Review

This chapter presents a review of the current status of navigation tasks for mobile robots. Existing studies on global path planning are reviewed first in Section 2.1, and those on local motion planning in a dynamic environment are presented in Sections 2.2 and 2.3, which summarize the reaction-based methods and the trajectory-based methods, respectively. Conclusion of the literature review is presented in Section 2.4.

### 2.1 Global Path Planning

Global path planning methods often address only static obstacles with given maps. While dynamic obstacles are often absent in global planning, global planning methods should be importantly addressed because they form the basis of the subsequent navigation tasks, including motion planning and obstacle avoidance. More importantly, they often have a greater impact on the overall navigation efficiency than the local motion planning regardless of how the efficiency is defined (e.g., time efficiency or distance efficiency). For example, a global path with unnecessary long by-passes can increase the length of the path or traveling time. In addition, as more mobile robot applications are broadening their usage in our society, such as warehouse management or airport services, it is likely to have larger environments to be covered by global planning. It will require substantial computation when there are frequent replanning requests in such large environments. Therefore, global path planning should have the following aspects: path optimaility and computational efficiency. One more consideration should be the safety of a global path, as optimality always comes with a tradeoff with safety in mobile robot navigation.

### 2.1.1 Map Representations in Mobile Robot Navigation

Figure 2.1 shows some examples of map representations in robot navigation. Cccupancy grid map (hereinafter, shortly OGM) is the most popular map type[102]. OGM is a discrete map representation with square cells, shown in Fig. 2.1(b). Conventional OGM has binary occupancy values assigned to each cell to specify whether an obstacle occupies the cell or not. The popularity of OGM is due to its handling of sensor noises when a map is built, where cell occupancy is determined by the probability of obstacle existence. The more frequently obstacle is detected in a cell by sensors, the more likely an obstacle is in the cell. Above certain probabilities, the cell occupancy value can be set.

In a polygonal map shown in Fig. 2.1(a), obstacles are represented as polygons, with vertices information. The map is continuous and easy to understand with the set of vertices of polygonal obstacles within the map size. In practice, perfect polygonal maps hardly exist if a map is built from sensor data, and they are often approximately converted from OGM.

The other type of map for mobile robot navigation is shown in Fig. 2.1(c), which is graph-based map. In general, the graph-based map provides abstract map representation, which can be beneficial for faster planning with the cost of the map details. Different methods can be used to represent a map to build a graph from polygonal maps or OGMs, such as Visibility graph [83], or Probabilistic Roadmap [49].


Figure 2.1: Different map representations for mobile robot navigation

### 2.1.2 Grid-based Approaches

## Artificial Potential Field

Potential Field (PF)-based methods [50, 33, 86, 87] generally consider two types of effects: repulsive and attractive. The repulsive effect can be generated by the positions of static and dynamic obstacles, whereas the attractive effect can be generated by the goal position. Combining those effects in quantity creates a potential, and a map can be converted to a potential field, as shown in Fig.2.2. The driving force for a mobile robot can be obtained by taking negative spatial gradients of PF. The concept was originated in [50] that considers only static obstacles and has been extended to the cases of moving obstacles with the relative position and velocity [33], smoothness of potential function near obstacles[86], and selective moving obstacles having a different level of threats[87].


Figure 2.2: Artificial Potential Field [118]

### 2.1.3 Graph-based Approaches

## Visibility Graph

Visibility Graph $[67,83]$ utilizes a polygon-map for polygonal obstacles and their vertices to construct a graph. Each of the start and the goal points are connected to its visible vertices to generate edges. Likewise, every vertex of an obstacle can create edges by linking itself to its neighboring vertices on the obstacle and to the visible vertices of other obstacles. This process is repeated until no edges are added to the graph. While the approach guarantees
the construction of the shortest path, the resulting path may get too close to the obstacles when the shortest path contains some narrow passageway.

## Probablistic Roadmap

Probabilistic approaches are popular in constructing a graph. Probabilistic roadmaps (PRM) [49, 46, 93], a sampling-based method, is one of the popular approaches. The basic idea of these works is spreading sample points into the map and constructing edges between them. If some of the scattered samples are in the occupied regions of the map, they are removed before connecting the samples to generate edges. The edges can be formed by linking a sample to its neighboring samples in straight lines if the linking line is not crossing the boundaries of any obstacles. Once a sufficient number of nodes and edges are constructed, the start and goal points can be added to the graph as additional nodes. The shortest path schemes are applied to find the optimal path of the graph.

## Rapidly-exploring Random Tree

Rapidly-exploring random tree (RRT) suggested in [62] is another popular method and has recently been widely used[57, 85, 64]. Unlike PRM that scatters sample points at once, RRT locates a sample point in the free space of the map and connects it to the closest node of the current graph. In this approach, it is possible to obtain the sample points with kinematic constraints (i.e., velocity), which naturally outputs motion primitives. If the newly added connection crosses any obstacles, the second closest node is chosen to be connected, and so on. Since the outer nodes most likely become "the closest point" to the sample, the resulting graph looks like a tree structure expanding from the terminal branches of the graph. The graph construction is over when a sample, which is close enough to be visible from the goal, is successfully connected to the existing graph. Compared to PRM, the RRT-based graph can be directly used for motion commands due to the consideration of robot kinematics. The probabilistic approaches are very fast, but they suffer from neglecting the regions of low visibility, such as narrow corridors where samples are less likely scattered. Consequently, the resulting graph is considered not complete (i.e., they do not guarantee to find a path).

## Skeleton-based Methods

For the completeness of the graph, skeleton-based graph approaches have been widely used [11, 100, 18, 35]. Skeleton is a morphological representation of a shape (or binary
image) using a thin line and usually consists of a set of equidistant points from boundaries. The morphology is the abstract representation of a map, and thus these approaches are considered as complete methods [18] which guarantee that a path can be found within finite time if it exists. In addition, these approaches are considered as safe as possible [11] in that the points of the skeleton are located as far from the closest boundary as possible. Voronoi diagram (VD)[100, 18, 114, 34, 116, 81] , image thinning [122], and distance field map from boundary (DFB) [116] are popular methods for skeletonization of a map.

### 2.2 Local Motion Planning: Reaction-Based

Reaction-based approaches to the problem of motion planning in a dynamic environment use the current observation for the solution without look-ahead to the far horizon. We categorize existing methods as velocity-search-based, (interactive) force-based, and direction-search-based methods.

### 2.2.1 Velocity-Search-Based Approaches

Velocity-search-based approaches generally divide the velocity space of a mobile robot into permitted and forbidden areas. Safe velocity command can be chosen out of the permitted area.

## Velocity Obstacle

Velocity Obstacle (VO)[27] and its variants[32, 109, 119, 98] have been one of the most popular approaches for collision avoidance with dynamic objects due to its mathematical guarantee for collision-free output and low computational cost. VO represents a prohibited velocity set in the robot's velocity space, created by considering relative velocity between the robot and a moving obstacle.

The basic idea of constructing VO is as follows. Imagine two point-agents A and B are moving on a plane and crossing each other, assuming their current positions and velocities are given to them. Suppose the relative velocity of A to B is directly heading to the position of B from A. In that case, they will eventually collide because they will be getting closer if they keep their current velocities. Their velocities must be adjusted to avoid the collision such that the relative velocity vector is not heading to $B$ from $A$. Thus, the line directed from A to B represents a set of relative velocity vectors with different magnitudes. If the
agents are circular-shaped, their radii are taken into account, and the prohibited line can be extended to a cone where its peak is on A. The cone is tangential to a circle centered at $B$ with the radius given by the summation of the radii of $A$ and $B$. The area inside the cone represents prohibited relative velocities because a collision is expected. Finally, the cone can be translated by the velocity vector of A. This translated cone is a Velocity Obstacle of A, representing prohibited velocities for agent A. Collision-free velocity command for A can be mathematically guaranteed by taking any velocities outside VO. A graphical representation of VO is shown in Fig.2.3(a). For multiple moving objects, multiple VOs for a robot can be calculated corresponding to each object and overlapped all together to make the prohibited area as shown in Fig.2.3(b). Non-holonomic kinematic constraints were studied in [119] with a car-like model and uncertainties, related to the position and velocity of objects due to sensor imperfection were studied in [51, 52, 32] in occupancy-grid environments.


Figure 2.3: Velocoty Obstacle[27]

## Reciprocal Velocity Obstacles (RVO)

Although VO can generate collision-free commands, it has been shown to generate unwanted oscillations [109] because the choice of velocity does not take account of the change of velocity of the approaching agent. It may result in too much outward adjustment of an agent's velocity if the other agent also tries to avoid the collision and moves away. Likewise, it may result in too much inward adjustment if the other decides to move toward the agent to reduce the excessive adjustment. Figure 2.4(a) illustrates an example of a case causing oscillation.

Reciprocal Velocity Obstacle (RVO) was suggested in [109] to resolve the oscillatory problem of VO by expecting the change of approaching agent's velocity. In this approach, the "change" is assumed reciprocal. It means that the collision-avoiding agents take equal responsibility for the expected collision: each agent takes the half amount of velocity change to make their relative velocity out of VO. With the reciprocity assumption, RVO was able to guarantee oscillation-free and collision-free motion, as illustrated in Fig.2.4(b). One of the extensions of RVO is Hybrid Reciprocal Velocity Obstacle (HRVO)[98] that naturally provides a mechanism with each agent to choose the velocities on the same side to the other by applying an asymmetry RVO cone. The asymmetric cone can be created by combining one side of RVO and the other side of VO. Generalization of the reciprocal collision avoidance was studied in [7].


Figure 2.4: Illustration of oscillatory movement in VO and oscillation-free movement in RVO [109]

## Optimal Reciprocal Collision Avoidance (ORCA)

As another reciprocal strategy of collision avoidance, Optimal Reciprocal Collision Avoidance (ORCA) was proposed in [108] to address efficient collision avoidance for multiple objects. Unlike VO and its variants, ORCA restricts the area of permitted velocity sets (cone-shaped areas) into a half-plane created by adjusting the collision-expecting velocityset to be outside of VO. Like RVO approaches, same-responsibility for the collision (i.e., reciprocity) was assumed in the mechanism of creating the half-plane. The permitted area of velocity bounded by the half-plane of the velocity space is a subset of the area outside RVO. If an agent velocity is in the forbidden area of the half-plane, it is adjusted to the velocity closest to the boundary of the half-plane as the optimal velocity. Figure 2.5 shows the comparison between VO, HRVO, and ORCA.

ORCA has a few advantages over the variants of VO and RVO. For multiple objects, overlapping ORCA provides a convex created by a set of the ORCA line, which allows the use of linear programming, a fast optimization algorithm, while the safety of optimized velocity is mathematically guaranteed. Also, the half-plane constructed by ORCA gives the dynamic obstacles the clue of selecting the same side of their directions of passing. These benefits have made ORCA one of the most popular in literature, and the method has been successfully applied to numerous multi-robot navigation. Still, there remain some limitations, such as the assumptions of reciprocity and agent-level measurement. Also, it does not consider static obstacles such as corridors and often shows a myopic behavior [89, 17, 16, 29].


Figure 2.5: Comparison between VO, HRVO, and ORCA [36]

## Dynamic Window Approach

Dynamic Window Approach (DWA)[30] is one of the most popular methods for local planning in practice. The original concept was proposed in [30] and several extensions have been proposed in $[14,95]$ addressing real-time implementation and dynamic obstacles.

Figure 2.6 describes the velocity-search step of DWA. The dark areas represent occupied space (i.e., obstacles), and the square in the middle of the right represents the (dynamic) window for achievable velocities from the current velocity (the center point in the window). Only the velocities of the light area in the window are considered admissible. An optimized pair among the admissible velocities can be selected by maximizing an objective function that considers target heading, distance from the closest obstacle, and forward velocity.

DWA has some advantages as follows. Kinematic constraints (i.e., maximum velocity and acceleration) are inherently involved in the method [77], which enables one to generate
direct control commands. It is well suited for occupancy-grid environments that are the most popular representation of a map. In such settings, imperfection of commonly used sensors, such as a laser range finder, can be easily addressed in the method. The method is fast enough for real-time implementation because the number of agents does not affect the computation. (Yet, some of the DWA-based approaches [95] considering dynamic obstacles require additional computation along with an increasing number of moving objects.) However, most of the DWA-based methods are position-based approaches since they use the current geometric information of surroundings. Although the methods are capable of moving obstacles to some extent, the position-based property makes them not suitable for fast-moving obstacles.


Figure 2.6: Dynamic Window Approach [30]

### 2.2.2 Force-Based Approaches

Force-based approaches use different types of forces related to surroundings and their sum for the net force. The movement of the robot depends on the net force.

## Social Force Model

Inspired by the fact that humans can efficiently navigate through other dynamic objects, pedestrian models have been studied for mobile robot navigation. Social Force Model (SFM) [40, 26, 39, 45] is a widely used model that describes motivation of pedestrian
navigation. The model was designed to include three types of effects; acceleration toward the desired velocity, certain distance to be kept from other pedestrians and borders, and attractive effects. In the original work for SFM[40], Social Force is defined as a rate of the preferred velocity, which can be considered as a driving force. Attractive and repulsive effects are used to create the force. There are some remarks on the repulsive effects. Repulsive effects are designed as monotonically decreasing potential from the positions of either other pedestrians or borders. The one caused by pedestrians has a directional effect by applying elliptical distance from an approaching pedestrian so that the repulsive effect can be stronger in the moving direction. Non-perceivable pedestrian, who is behind, is neglected.

Although SFM is very similar to the PF, it has some differences. The attractive model in PF was created by a goal and causes some issues such as local minima and vanishing gradient of potential near the goal. SFM relieves those issues by designing the attractive effects to follow the predetermined route using the shortest path scheme. However, like many reaction-based methods, oscillatory behaviors of the robot have been observed in real applications[26], and proper tuning of the parameters is required to avoid oscillations as shown in [54].


Figure 2.7: Force-based Approaches[26]

## Time-to-Collision-Based Interactive Force

Inspired by Power Law[47], another pedestrian model, a collision-avoidance method based on Time-to-Collision (TTC) was suggested[29]. TTC is defined as the expected time to collide with an obstacle when the current velocity is held. Power Law models the interactive
potential between pedestrians using the inverse of TTC, which can be used for generating the interactive force from the spatial gradient of the potential.

The TTC concept and corresponding interactive force were exploited for robot navigation in [29]. It is interesting to see the comparison of this force-based method with VO because the way of calculating TTC generates interactive force only inside the area of VO. If no collision is expected by selecting a velocity outside VO, TTC is set to infinity, and the interaction force becomes zero. This is illustrated in 2.8. A benefit of TTC over the VO is that the method provides flexible and continuous changes of the velocity even if it is in the cone, whereas VO requires instant changes of velocity. Safety with sensor uncertainty remains an issue to be addressed.


Figure 2.8: Comparison of velocity changes in the VO cone using VO and TTC[29]

### 2.2.3 Direction-Search-Based Approaches

Instead of the direct search for the velocity space, changes of heading could be one way of avoiding collisions. This approach includes Vector-Field Histogram [13, 106], Directive Circle[73], and Human-Like navigation [37, 36]. We only present the latter two, which are more recent.

## Directive Circle

Directive Circle (DC) is another sensor-based method which [73] specifies all admissible and prohibited directions of a differential-wheeled mobile robot. Once the DC against
a moving object is constructed, the best feasible direction can be selected. Figure 2.9 illustrates the construction of DC by showing two examples. The robot is modeled as a circle (light blue), and a moving obstacle is modeled as a polygon (shown in green). The velocity of the moving object is not assumed to be known, but it can be simply computed by the difference between the previous and the current measurements and is assumed to be constant $\left(V_{O_{i}}\right)$. A collision cone can be drawn from the robot's position with two tangents ( $\lambda_{l}$ and $\lambda_{r}$ ) to the polygon. Then a circle with the radius of the maximum velocity of the robot can be conceived (not shown). This circle can be translated to the opposite direction by the same amount of velocity of the moving obstacle (i.e. $-V_{O_{i}}$ such that it is centered at $P$ ), forming so-called Velocity Circle (VC, dashed). Intersections of the two tangents of the collision cone $\left(\left(\lambda_{l}\right.\right.$ and $\left.\left.\lambda_{r}\right)\right)$ and the VC (dashed) provide the robot with the clue for the forbidden directions against the object, and consequently DC (the upper-left circle of each example, where the dark area is the prohibited direction) is formed. With multiple objects, either dynamic or static, the forbidden direction can be constructed and overlaid together, providing collision-free direction with the robot.


Figure 2.9: Directive Circle

## Human-like Directional Search

In [37], the authors exploited a heuristic behavior of pedestrians based on the results of [79] for the robot navigation. The behavior observed in the study can be summarized as a directional search of a pedestrian during his navigation in a certain range of distance. By emphasizing the behavior, a cognitive function is defined with respect to the angle of sight within a finite field of view as illustrated in Fig. 2.10. The cognitive function $\left(f_{o}(\alpha)\right)$ captures the expected distance that the robot can travel before collision along with the angle $(\alpha)$. Moving obstacles such as other pedestrians modeled as circles can be observed
by the robot in the lines of sight and are assumed to have constant velocity in the function $\left(f_{o}(\alpha)\right)$. The desired direction of movement of the robot is selected as a direction that provides the shortest distance $\left(d\left(s\left(\alpha_{\text {des }}\right), \vec{O}\right)\right)$ from the destination $(\vec{O})$.

This approach drives the robot to move towards the direction that brings it as close as possible to the target before colliding with an obstacle. As it tries to mimic human cognitive behavior of navigation through walking, they named this as Human-like navigation in their following work [36], which addresses more details of the performance compared to the VO variants.

The strength of direction-searching approaches is the reduced space for searching directions to select an optimal control. For VO and DWA, the searching space is a twodimensional velocity space, and optimizing the control value (i.e., the velocity vector) may take a fair amount of time. On the other hand, in the directive search approaches, the searching space for the optimal control value is reduced to one dimension: the heading of the robot. Directional change is also observed in human pedestrians, showing the preference of changing heading instead of speed [112], making these approaches adaptable. They do not consider the interaction between the robot and the dynamic obstacles.


Figure 2.10: Human-like directive search

### 2.3 Local Motion Planning: Trajectory-Based

Trajectory-based approaches can be categorized as the methods that use trajectories of moving obstacles. In this review, we categorize them into three cases; approaches with known trajectories, cooperative trajectories based on models, and cooperative trajectories based on learning.

### 2.3.1 Approaches with Known Trajectories

## Time-varying Dynamic Window

Time-varying DWA [95] extends DWA [30] to dynamic objects. In this method, a moving object is described as a set of moving cells in an occupancy-grid map, and trajectories of the cells for the next finite time steps are computed by assuming constant translational and rotational velocities. The extent of the time-horizon is set to equal to the brake time that the robot can make a complete stop before the collision. Then the computed trajectories of the moving cells are checked for collision with the robot's trajectories as shown in Fig. 2.11(a). TVDW is superior to DW because it considers the future behavior of the obstacles, but it is computationally intensive and limited to short-time prediction.

## Non-linear Velocity Obstacle

Assuming known arbitrary velocity profiles of the other objects, VO can be extended to Non-linear Velocity Obstacle (NLVO) [97, 59]. Consideration of the arbitrary trajectories makes the geometric shape of the NLVO cone become a warped cone as shown in Fig. 2.11(b). Although the method does not assume constant velocity, it assumes all velocity profiles of others to be known, which is an assumption not valid in general. Cooperative behavior, which turns out to be essential, is hardly combined with NLVO.


Figure 2.11: NLVO and TVDW[72]

## Inevitable Collision State

With known states of other objects in the future, Inevitable Collision State (ICS) is suggested [31] to check if a set of inputs of a robotic system collides with the states of other objects. ICS is a state for which a collision eventually occurs regardless of the future trajectory of the robot. The strategy of the ICS-based planning is finding a set of control commands that do not drive the robot states into ICS [71, 72], which is a technique named ICS-AVOID. Input trajectories are ruled out if they have ICS at any state of the trajectory. The concept was extended to the Probabilistic Collision States (PCS)[8] to deal with uncertainties.

Although the method outperforms TVDW and NLVO [8], an infinite number of input trajectories and a limited time horizon can cause implementation issues. The infinite number of trajectories can be solved by computing only a finite subset of input trajectories, but it still requires heavy computation.

## Receding Horizon Control Based Approaches

Receding Horizon Control (RHC) (a.k.a. Model Predictive Control, or simply MPC) approaches have become a popular tool of motion planning when the trajectories of others are taken into account. One of the benefits of MPC is that the constraints, either linear or nonlinear, can be explicitly formulated in the problem. Predicted states (i.e., trajectories) of the obstacles can be formulated as the inequality constraints in the RHC framework as a nonlinear optimization.

Dynamic environments are often stochastic due to uncertainties, and thus stochastic RHC has been proposed to deal with the imperfect measurement. Examples of stochastic RHC include Open-loop RHC (OLRHC) [110] and Partially Closed-Loop RHC (PCLRHC) [23]. In those approaches, a belief, probabilistic state estimation, is included in the problem formulations by applying measurement. The difference between OLRHC and PCLRHC lies in the range of measurement used in the models. OLRHC only uses the past measurement from the current, whereas the PCLRHC exploits anticipated future measurement. Assuming Gaussian noise for measurement and using Kalman filter for belief transition, PCLRHC provides a less conservative path due to the managed uncertainties. On the other hand, OLRHC has growing uncertainties and tends to be more conservative when choosing the optimal trajectory, potentially leading to failures to reach the goal. Figure 2.12 describes this. Computational cost is large in PCLRHC because the additional update of covariance of measurement is required for the prediction update step, which involves matrix inversion and multiplication.


Figure 2.12: Stochastic Receding Horizon Control[23]

### 2.3.2 Cooperative Trajectory Approaches: Model Based

## Interacting Gaussian Processes (IGP)

In [104], the authors emphasized the importance of interaction between the robot and dynamic obstacles for efficient robot navigation, introducing the "freezing" robot problem (FRP). Figures $2.13(\mathrm{a})$ and $2.13(\mathrm{~b})$ illustrate FRP with possible scenarios. By expecting the cooperation of others, the robot can move into the crowd, and thus FRP can be resolved as shown in Fig. 2.13(c). Accordingly, they modeled the interaction by considering the joint probability of the trajectories of all moving objects at once. Gaussian process was used to describe this independent, arbitrary, and supposedly smooth trajectory. All trajectories were predicted in an interactive way by defining an interaction potential between each of the trajectories and solving the GPs. The factors of interaction potential function include affordance, progress, and penalty to close distances throughout the entire trajectory. They extended this work to stochastic characteristics of the trajectories by considering multiple possible goals of each object[103].

(a) Freezing with in- (b) Freezing in crowded (c) Mitigation of the Freezing with expectcreasing uncertainty environment ing interaction

Figure 2.13: Illustration of freezing problem in [104]

### 2.3.3 Cooperative Trajectory Approaches: Learning-based

## Feature-Based Interaction Learning

With hopes that proper interactive behaviors can be obtained from human beings, experiment or pedestrian data set have been used to learn the interaction model. To mimic human's interactive behavior, feature-based learning approaches have been proposed [56, 55]. In those works, a model of human cooperative navigation behavior, $\Phi(\mathrm{x})=\sum_{k=1}^{p} w_{k} \phi_{k}(\mathrm{x})$, was introduced with hand-designed features $\phi_{k}(\mathrm{x})$, where x is a state, $p$ is the number of features and $w_{k}$ is the corresponding weights. The features were aimed to capture the characteristics of pedestrian behavior studied in the literature, such as minimum time to reach, minimized fluctuating acceleration, the tendency of preferred speed, and clearance to other agents. The weights $w_{k}$ were intended to be learned through inverse reinforcement learning (IRL) with maximum entropy using pedestrian data. In the learned model, a prediction of the pedestrians' behavior and the desired behavior of the robot itself is encoded in the most likely interaction behavior. The learned parameters were implemented and compared to human trajectories and used for trajectory prediction.

## Deep Reinforcement Learning

As to overcome computational intractability for trajectory prediction, a framework of using deep reinforcement learning (DRL) was suggested for collision avoidance between dynamic objects[17]. The basic idea is offloading the computational burden for joint trajectory prediction by learning the interaction rule through the offline DRL step. The problem of collision avoidance was formulated as a Partially Observable Markov Decision Process (POMDP) with joint states of the robot and moving object. With hand-designed reward functions, either the value function[17] or the policy[16, 24] can be trained by DRL through the simulation with ORCA[108]-based moving obstacles in order to implicitly encode the interaction-rule. The learned interaction can be exploited for the online implementation step. The interaction rule is implicitly embedded in the learned value function, and the robot follows the command that takes the maximum value. In their later work in [16], a different reward function was defined considering social-norms such as left/right-side-passing-rule, and policy was trained through multiple agents scenarios (4 or fewer). One further extension addresses scenarios of the larger number of agents and relieves dynamic constraints[24].

Although these methods mitigate computational burden for predicting the interaction and corresponding trajectory, the number of the moving obstacles is limited [17, 16] due to
the fixed input dimension of deep learning. Moreover, the validity of the learned interaction rule may be weak because they train the rule through simulation while dynamic objects follow ORCA policy[108], which may not hold in the real world.

### 2.4 Conclusions

### 2.4.1 Challenges and Issues

## Interaction between objects

Dynamic objects in the real world are mostly active, i.e., they decide their actions in consideration of surroundings and the movement of other agents. Dealing with the interaction between the objects and surroundings is essential for efficient robot navigation since the mobile robot without such consideration will often show awkward behaviors, such as oscillation and freezing. In all studies reviewed in this report, methods dealing with the interaction fell into those categories: simply assuming reciprocal behavior, reasoning over physics on the interaction (e.g., pedestrian), and/or learning the interaction rule. However, existing methods have limitations. The reciprocal assumption can only be valid for dynamic objects that follow the same action policy, such as multi-robot scenarios. Reasoning over specified scenarios such as pedestrian interactions is able to capture the interactive behaviors, although predicting others' movement based on this reasoning requires a high computational cost. The interaction is inherently stochastic, which causes even heavier computation when it comes to robot navigation. Learning approaches to that behavior may sound prominent, but they may also suffer from the stochastic behaviors of individual agents. In conclusion, a feasible approach is needed to handle the interaction in a more efficient way.

## Computational Tractability vs Efficiency of Path

Undoubtedly, the computational load is one of the critical issues when considering realtime operations, and thus the reaction-based methods have been popular due to their advantage of the low computational cost compared to trajectory-based methods. As stated in a number of studies [16, 94], however, trajectory-based approaches with good prediction can provide much more efficient trajectories no matter how the efficiency is defined. Recent trends of the research show that many researchers have been trying to solve this dilemma using machine learning techniques such as reinforcement learning (RL). The main idea
of these approaches is to reduce computational cost on the trajectory prediction through offline training steps before the online implementation. However, the actual situation the robot faces is often different from the training in terms of different behaviors and numbers of the agents, which may weaken the validity of the approaches.

## Guaranteed Safety and Efficiency

Safety versus efficiency is the primary trade-off in the problem of planning. This is because, in extreme cases, safety can be guaranteed if the robot does not move at all. On the other hand, efficiency can be maximized if the robot aggressively moves to the target, which is not the case we want. This may be exaggerated, but many of the trajectory-based methods suffer from the trade-off dilemma by showing too conservative planning results caused by increasing uncertainties along with the time in the prediction. This may result in even more degraded efficiency showing awkward trajectory and freezing [104]. All trajectorybased approaches we reviewed are not able to guarantee safety. In some reaction-based methods, safety can be explicitly guaranteed by giving a collision-free motion. Yet, the methods generally suffer from their myopic scope of the planning, often causing inefficient path[17]. Guaranteed safety needs to be addressed with efficiency to prevent the planner from offering too conservative control input, such as stop or stuck.

## Agent-level and Sensor-level Measurement

Many of the existing works, such as ORCA, assume measurement at the agent-level due to its benefits, such as reduced redundancy of information and computational burden [24]. This assumption requires a perfect perception of dynamic obstacles. None of the abovementioned studies assuming known data in agent-level deals with the perception and tracking failure. We will need to consider it for the implementation because even the state-of-the-art computer vision systems cannot provide robustly acceptable perception[94].

## Chapter 3

## Global Path Planning Based on Safefy-Aware Navigation Speed and Hierarchical Topology Map

### 3.1 Introduction

Finding a safe and efficient global path is a critical part for mobile navigation. While extended studies on the global path planning have been successfully implemented as we reviewed in the previous chapter, there still exist issues for handling computation time and safety hwhen a map becomes large and complex. Still, there is a challenge in handling a safe and efficient path with lower computational cost as the environments for mobile robots are becoming larger and more complex. Recalling the most popular type of maps is the OGM, the computation time of approaches with those maps becomes critical due to the rapidly increasing size of the environment (e.g., quadratic for 2-d OGM). Thus, many other approaches for global path planning have also been extensively studied to mitigate the computational cost by converting OGMs into graphs to reduce the searching space for a global path, such as Probabilistic Road Maps (PRMs, [49, 46]), Rapidly-exploring Random Trees (RRTs, [62, 57]), or space skeletonization ([11, 34]).

Among the methods that use sparse graphs of an OGM, skeleton-based approaches ( $[101,11,34,111]$ ) can be advantageous for planning a safe path, because the skeleton of a map is a set of equidistant points from obstacles (e.g., corridor walls) in a map. In other words, its points have the largest clearance (thus safest) from their obstacles. Another benefit of skeleton-based approaches is that such methods are complete ( $[18,84]$ ), meaning
that it is guaranteed to find a feasible path if it exists, as the skeleton is the abstract expression of the free space of a map. However, the main drawback of such skeletonbased approaches is that the resulting path is often far from optimal ([11]), as the primary output of those methods is a part of the skeleton that usually has unnecessary turns and too conservative waypoints. This is particularly true when a path is obtained merely from the skeleton. Thus, the refinement of a skeleton path is essential to avoid unnecessary bypasses and sharp turns and to get the optimal path while ensuring safety.

One way to refine the skeleton path into an optimal path is to reduce the number of edges of the skeleton path ([12]). They iteratively refined the skeleton path by the cornercutting technique that incorporates adjacent two edges into a single edge if the single edge can keep the (customizable) minimum clearance from obstacles. The iterative removal of the edges results in the path with the minimum number of edges that becomes the shortest path with the minimum clearance. However, their method requires the use of the original map to check the minimum clearance throughout the corner-cutting technique, which may degrade their computation efficiency with large maps.

Explicit Corridor $([34,111])$ is another skeleton-based method that exploits the skeleton of a map and its clearances to create a corridor map along with the skeleton. For path planning, they first obtained a path from the skeleton and then created the corridor map to reduce the searching area. In the corridor map, they created another graph by sectionalizing the corridor map with triangulation that has its vertices on the boundary. Then the shortest path can be obtained by connecting some vertices on the boundary from the start to the goal. The corridor map can be shrunk with the minimum clearance for safety. This method may be beneficial for large maps because it does not use the original map once the corridor map is created. However, it has not been implemented with a real robot as the method was intended for the virtual world (i.e., polygon world).

More recent works ([115, 21]) combine the skeleton-based approaches and samplingbased approaches in such a way that the skeleton narrows down the sampling space. They planned a skeleton path first, then refined the path using probabilistic approaches such as RRT. The main benefit of those methods is the computation efficiency because of the reduced size of samples near the skeleton. Yet, they did not generate an optimal path showing excessive distances from the wall ([21]) or lacked concerns of safety which is one of the main benefits of the skeleton-based approaches.

While a skeleton path is refined with different approaches as mentioned above, the minimum clearance is commonly used for a safe path in many works ([11, 34]). With ensuring the minimum clearance for the means of safety, the shortest path criterion is often used for an efficient (or optimal) path with the hope that it would provide the least
time to reach the goal. However, the minimum clearance needs to be large when operating a mobile robot at high speeds because there are increased chances for collision with corridor walls. Yet, enlarging the minimum clearance for safer operation may cause other issues, such as the elimination of narrow areas of a map that were once accessible with the smaller minimum clearance if the robot moves slow. This implies that there should be some compromise of the operation speed with clearances to obstacles.

In this chapter, we propose a complete global path planning method with a skeletonbased graph structure using the Hierarchical Topology Map (HTM). HTM is a hierarchical map expression that consists of a topology graph and metric points of a skeleton at different layers. In HTM, the relation between the topology graph and the skeleton is marked in the topology graph in a new tuple of edge expression. The cost of travel along the skeleton is also marked with the accumulated cost at the topology. Then, a path can be obtained from HTM first by planning on its topology graph (higher layer) based on the accumulated cost and then by tabulating the corresponding metric points on the skeleton (lower layer). This provides an on-skeleton path (i.e., a path on the skeleton).

The main idea of the work in this chapter is the way of refining a skeleton path to an optimal (off-skeleton) path. Inspired by the concept of the Explicit Corridor ([34]), we add the boundary points of each skeleton point into HTM to define an extended HTM named as the Hierarchical Topology Map with Explicit Corridor (HTM-EC). Once an on-skeleton path is obtained in HTM, a set of points is created such that the boundary points of HTMEC discretize the corridor space along the previously obtained on-skeleton path and the on-skeleton path is optimized into a metric, off-skeleton in the discretized space by using dynamic programming. We assume a map is given in advance, and one-time construction of HTM-EC is performed as a part of initialization when a mobile robot boots up: the HTMEC is stored in the memory, and path planning is performed only on HTM-EC instead of conventional maps such as an occupancy grid.

Another core idea of our work is the adoption of the allowable speed in the problem of global path planning for time-minimization as the objective. The allowable speed limits navigation speed depending on the clearance to obstacles for safety. Unlike other global path planning methods that use the shortest distance with the minimum clearance as the means of objective and safety, respectively, the allowable speed enables us to get a time-minimized path as the optimal path while safety is incorporated in it.

We summarize the main contributions of our work as follows.

1) introduction of HTM-EC and the associated minimum-cost path planning with reduced size of searching space for fast computation;
2) refinement method of a skeleton-path based on cost optimization with the dynamic programming;
3) robot implementation of the allowable speed of navigation into the cost function for a time-minimizing global path;

The effectiveness of our HTM-EC as a new efficient and safe path planning method has been verified by simulation and experimental results using several real maps.

### 3.2 Proposed Method for Global Path Planning

### 3.2.1 Map Representation Using Sekelton

Skeleton is a morphological expression of a map with a set of equidistant points to the nearest obstacles, which can be obtained from various methods such as Voronoi Diagram ([81]), image thinning ([122]), or distance fields transform ([116]). In this study, we use a distance-field-based method combined with thinning that is similarly proposed in [116]. We found that this method is advantageous over other methods in that the resulting skeleton is less sensitive to the noise of a map and connected skeleton is guaranteed while it provides us with equidistance from the obstacles of a map. The method can be described as follows using a simple map shown in Fig. 3.1(a). Firstly, a map image is converted to a binary image such that zeros and ones are assigned to the occupied cells and the free cells, respectively. The values of distance from boundaries of the free cells can be calculated and the distance field map is obtained as shown in Fig. 3.1(b). The ridges can be detected as shown Fig. 3.1(c) by taking second derivatives over the space and applying a threshold to the values. The detected points of ridges look like a skeleton drawn in the middle of the free space, but they may have more than one pixel in the lateral direction of the skeleton. Finally, image thinning is applied to thin the ridges, resulting in the skeleton and its branch points as shown in Fig. 3.1(d). All the points on this skeleton will be denoted by

$$
\begin{equation*}
\mathcal{P}^{s}:=\left\{p^{s}(1), p^{s}(2), \cdots, p^{s}(N)\right\} \tag{3.1}
\end{equation*}
$$

where $p^{s}(k)=\left(x^{s}(k), y^{s}(k)\right) \in \mathbb{R}^{2}$ and $N$ is the total number of points in the skeleton. Namely, $\mathcal{P}^{s}$ is a set of disordered points of the skeleton without any topological information (or graph structure). We will apply pruning and reordering to the points in $\mathcal{P}^{s}$, which will result in an ordered skeleton point $q(k)$ and its set $\mathcal{Q}$, to construct the hierarchical graph representation and the Hierarchical Topology Map in Section 3.2.2.


Figure 3.1: Illustration of the skeletonization process

### 3.2.2 Hierarchical Topology Map (HTM)

The Hierarchical Topology Map (HTM) is a map expression that consists of two layers in a hierarchy: the skeleton of a map (lower layer) and the topology graph of the skeleton (higher layer). The topology graph of HTM can be obtained from the skeleton by extracting nodes from the intersection or terminal points of the skeleton and edges from the nodes' connectivity. Figure $3.2(\mathrm{a})$ visualizes an example of the HTM over a simple map, where the consecutive empty gray circles are the skeleton points, $q(k)$, the empty blue circles are the nodes, $N_{i}$, and the blue dashes are the edges, $E_{i j}$.

When the topology graph is constructed, the skeleton points are reordered such that adjacent points have consecutive indices. The reordering process is achieved by exploring all points in the skeleton, starting from the point with the maximum clearance, to check whether a skeleton point is terminal, intersecting with other skeleton points, or merging to a previously explored intersecting point. When a skeleton point falls into one of these three categories, it is marked as a node creating an edge. For each skeleton point being explored, its adjacent skeleton points can be found by using the window of eight neighboring cells (i.e., $3 \times 3$ window).

Let us detail such processes with an example for the exploration along with the skeleton shown in Fig. 3.2(b). The yellow arrows in the figure visualize the orders of the exploration up to the fifth, beginning from the starting skeleton point. The starting point has three skeleton points in its neighboring cells as there are three skeleton branches at the point. These three skeleton points are added to the exploration queue, and one of them is selected for the next point to be propagated and explored. Such propagation leads to the addition of newly found skeleton points to the queue and the removal of the currently exploring
point. When the terminal point is found after the first exploration, we can jump back to the starting point and continue the reordering process to the next branch (let say it is upside as marked 2). This is because that the remaining points in the queue are the two neighboring skeleton points of the starting point. The same situation occurs when a terminal point is found at the end of the fourth exploration (the arrow marked 4) and allows the next exploration as directed by the fifth arrow. Similarly, we can jump to the most recently added point in the queue whenever terminal or merging points are found and continue the reordering process until the queue becomes empty. Algorithm 1 in Appendix B explains these processes. The particular example of Fig. 3.2 has 2,934 skeleton points which generated 85 nodes and 86 edges.

After reordering, we will denote the k -th skeleton point by $q(k)$. If a skeleton point is either terminal or intersecting, the point is marked as a node and its connection to the previously found node is checked to form an edge. For each edge found, we keep track of the explored skeleton points in order. Thus, for each edge, denoted by $E_{i j}$, we associate four elements as

$$
\begin{equation*}
E_{i j}:=\left(N_{i}, N_{j}, I_{i j}, C_{i j}\right) \tag{3.2}
\end{equation*}
$$

where $N_{i}$ and $N_{j}$ are the nodes for the edge, $I_{i j}$ is the set for indices containing all the skeleton points within the edge $E_{i j}$, and $C_{i j}$ is the cost of the edge. The computation of $C_{i j}$ will be explained later (by Eq. (3.11)).

(a) Example of HTM over a simple map

(b) Example of the reordering process to construct the topology graph from the skeleton

Figure 3.2: Illustration of the Hierarchical Topology Map and its construction from the skeleton of a map

Using the above definition of the HTM, the topology graph can be defined as an
weighted undirected graph which is denoted by $G(\mathcal{N}, \mathcal{E})$ where $\mathcal{N}$ is the set of nodes and $\mathcal{E}$ is that of edges. For each $E_{i j}$, the information on the associated skeleton points is specified through the index set $I_{i j}$. By denoting $\mathcal{Q}$ the set of the ordered skeleton points $q$ (for the rest of the paper, the term skeleton will be considered the ordered skeleton), the HTM, denoted by $M_{h t}$, can be defined as the combination of the topology graph, $G$, and the skeleton, $\mathcal{Q}$ as follows.

$$
\begin{equation*}
M_{h t}:=\{G, \mathcal{Q}\} \tag{3.3}
\end{equation*}
$$

The total number of skeleton points and that of nodes in the HTM will be denoted by $n_{Q}$ and $n_{N}$, respectively.

### 3.2.3 HTM-EC: Hierarchical Topology Map with Exciplicit Corridor

Due to the ways in which the skeleton points are constructed, any skeleton point, $q(k) \in \mathcal{Q}$ where $k \in\left\{1,2,3, \cdots, n_{Q}\right\}$, has at least two closest points to the obstacles (e.g., walls). Those points were used in defining Explicit Corridor with a tuple of four elements: a skeleton point, the clearance at the skeleton point (i.e., distance to the nearest obstacle), the left closest point and the right closest point from the skeleton point. We apply Explicit Corridor to a skeleton point of $q(k)$, resulting in a tuple as

$$
\begin{equation*}
b(k):=\{q(k), r(k), O(k)\} \tag{3.4}
\end{equation*}
$$

where $r(k)$ is the distance from the skeleton point $q(k)$ to the nearest obstacles, and $O(k)$ is the set of the closest obstacle positions. More formally, $O(k):=\left\{o_{m}(k) \mid m \in\right.$ $\left.\left\{1,2, \cdots, n_{o}(k)\right\}\right\}$, where $n_{o}(k)$ is the number of the closest obstacle points from $q(k)$. The size of $O(k)$ can vary depending on the number of closest obstacles at $q(k)$. Note $q(k) \in \mathbb{R}^{2}$ (or the position in 2 D ) and $r(k) \in \mathbb{R}$.
$o_{m}(k) \in O(k)$ can be found when a skeleton point $q(k)$ is constructed into the HTM. Since the distance to the closest obstacles $r(k)$ is given for each $q(k)$, we can check out if the obstacle cells of the original map are matched with the distance, that is

$$
\begin{equation*}
o_{m}(k)=\{o(x, y)| | o(x, y)-q(k) \mid=r(k)\} \tag{3.5}
\end{equation*}
$$

where $o(x, y)$ is a point on obstacles at $(x, y)$. In practice with a grid map where each cell of obstacles has integer indices $(x, y)$, the closest obstacle points $o_{m}(k)$ may not have exact $r(k)$ with a cell size. To incorporate such bias, we used a modified equation with a scaled
cell size to get $o_{m}(k)$ in a grid map, that is

$$
\begin{equation*}
o_{m}(k)=\left\{o(x, y)| | o(x, y)-q(k) \mid \in\left[r(k)-r_{g}, r(k)+r_{g}\right]\right\} \tag{3.6}
\end{equation*}
$$

where $r_{g}$ is the scaled size of each grid cell into the same unit as $r(k)$, e.g., in meter.
Now, let us denote $\mathcal{B}$ the set of $b(k)$ for all skeleton points, i.e., $\mathcal{B}:=\{b(k) \mid k \in$ $\left\{1,2,3, \cdots, n_{Q}\right\}$. Then we can define Hierarchical Topology Map with Explicit Corridor, denoted by $M_{h t}^{e c}$, as the set of $G$ and $\mathcal{B}$

$$
\begin{equation*}
M_{h t}^{e c}:=\{G, \mathcal{B}\} . \tag{3.7}
\end{equation*}
$$

### 3.2.4 Formulation of Cost Function

In this section, we introduce the formulation of each cost $c(q(k))$. Obviously, a mobile robot needs to operate at reduced speeds when there are close obstacles in the surroundings, such as walls in narrow corridors. It is natural to consider the speed reduction into the cost function, as it can affect the time of traveling for the robot. Accordingly, we introduce the allowable speed of navigation as the maximum speed allowed to a mobile robot such that it can make a complete stop safely before colliding with the closest obstacle under the maximum deceleration rate $a_{\max }$. Specifically, the allowable speed of navigation $v_{a}(p)$ at a point $p$ is given by the relative speed normalized by $v_{\max }$ (i.e., the maximum speed of the robot in the absence of any obstacles) as

$$
v_{a}(p):= \begin{cases}\frac{\sqrt{2 a_{\max } D(p)}}{v_{\max }}, & \text { if } D(p)<d_{s}  \tag{3.8}\\ 1, & \text { otherwise }\end{cases}
$$

where $D(p)$ is the distance to the closest obstacle at $p$, and $d_{s}=\frac{v_{\max }^{2}}{2 a_{\text {max }}}$ is the safe distance with the kinematic constraints of the robot. Note that $v_{a}(p)$ has its value in $[0,1]$ where the value of 1 corresponds to $v_{\text {max }}$. Also, note that when $p$ is a skeleton point, (i.e. $p=q(k)$ ), then $D(p)=r(k)$. The shape of $v_{a}(p)$ across a corridor can be shown as Fig. 3.3(a) and the shape depends on the width of the corridor as shown in Fig. 3.3(b).

When a mobile robot moves through a corridor cross-section of a skeleton point $q(k)$, the actual point that the robot will pass varies across the corridor depending on the given path. Thus, it will be natural to use a representative value that can capture how easy it is to navigate passing through the corridor cross-section. To quantify such ease of navigation

(a) Allowable speed, $v_{a}(p)$ (b) $v_{a}(p)$ shape with different width of corridors

Figure 3.3: Allowable speed of navigation
at a skeleton point $q(k)$, we can average the allowable speed across its width as

$$
\begin{equation*}
\bar{v}_{a}(q(k)):=\frac{1}{D(q(k))} \int_{0}^{D(q(k))} v_{a}(p) d p \tag{3.9}
\end{equation*}
$$

where $\bar{v}_{a}(q(k))$ represents the mean value of the achievable maximum speeds across the cross section of the corridor at the skeleton point $q(k)$. We define this quantity as the cost value at the skeleton point $q(k)$ as

$$
\begin{equation*}
c(q(k)):=\frac{2\|q(k+1)-q(k)\|_{2}}{\bar{v}_{a}(q(k+1))+\bar{v}_{a}(q(k))} \tag{3.10}
\end{equation*}
$$

where the cost, $c(q(k))$, can be regarded as the averaged time expectation of traveling in the corridor enclosed by $q(k)$ and $q(k+1)$. The edge cost $C_{i j}$ for en edge $E_{i j}$ in Eq.(3.2) can be obtained by summing up all the $c(q(k))$ in the range of $k \in I_{i j}$ as follows.

$$
\begin{equation*}
C_{i j}:=\sum_{k \in I_{i j}} c(q(k)) \tag{3.11}
\end{equation*}
$$

### 3.2.5 Path Planning Using HTM-EC

Path planning with HTM-EC consists of three steps: insert start and goal into the HTM, perform topology planning from the topology graph and corresponding skeleton planning, and refine the skeleton path into an optimal metric path. These planning steps can be performed solely on HTM-EC, and the original grid map is not used. The following subsections address each of the planning steps.

## Addition of start and goal nodes

The first step for planning a path with HTM-EC is to choose the start and the goal from the ordered skeleton set $\mathcal{Q}$ and incorporate them into the topology graph $G$. Assume that we are given the goal position and the start (or the current) position of the robot, which are denoted by $p_{G}$ and $p_{R}$, respectively. Then, we can first identify the closest skeleton points from $p_{R}$ and $p_{G}$. Let us say these two points are $q\left(k_{R}\right) \in \mathcal{Q}$ and $q\left(k_{G}\right) \in \mathcal{Q}$, respectively, where $k_{R}$ and $k_{G}$ are the related indices in $\mathcal{Q}$. If $q\left(k_{R}\right)$ and $q\left(k_{G}\right)$ are not in $\mathcal{N}$, they are appended to the existing nodes as $N_{n_{s}+1}$ and $N_{n_{*}+2}$. This will, in turn, generate four additional edges: two for $N_{n_{N}+1}$ with its two neighboring nodes, and two for $N_{n_{s}+2}$ likewise. Figure 3.4 visualizes these processes with a simple example of HTM that has the topology graph $G$ with five nodes and their edges shown in blue and associated skeleton points, $q(k)$, shown in black. With the given $p_{R}$ and $p_{G}$, the two additional nodes, $N_{6}$ and $N_{7}$, and their four additional edges are shown in red.


Figure 3.4: Addition of start and goal on HTM for topological path planning

## Planning an on-skeleton path with HTM

As the resulting path $\mathcal{Q}_{p}$ is an on-skeleton path, it still needs to be refined. Specifically, the path resulting from $\mathcal{Q}_{p}$ may have sharp corners near the intersections of corridors and have unnecessary clearance from the walls. Thus, we need to refine $\mathcal{Q}_{p}$ to get an off-skeleton path by another optimization routine. The basic idea is to find the optimal amount of lateral deviation from each skeleton point. In other words, at each skeleton point $q(k)$, we can obtain the cost at any point in its traverse space to the nearest obstacles. Then the optimal path would be the one that goes from the given start and goal points and minimizes the path integral of the cost along the given skeleton path $\mathcal{Q}_{p}$.

Letting $n_{p}$ be the total number of skeleton points of $\mathcal{Q}_{p}$, a skeleton point, denoted by $q_{p}(k) \in \mathcal{Q}_{p}$ where $k \in\left\{1,2, \cdots, n_{p}\right\}$, immediately provides us with the corresponding tuple $b(k)$ given by Eq.(3.4). Recalling $o_{m}(k) \in O(k)$ in Eq.(3.4) refers to the position ( $x, y$ ) of the $m$-th closest point from the skeleton point $q_{p}(k)$, we can draw a line, $\overline{q_{p}(k) o_{m}(k)}$, for each $o_{m}(k)$. See Fig. 3.5 for the illustration. In the figure, two skeleton points, $q_{p}(k)$ and $q_{p}(k+1)$, are given from the skeleton path $\mathcal{Q}_{p}$, and the lines to their closest points $o_{1}(k)$, $o_{2}(k), o_{1}(k+1)$ and $o_{2}(k+1)$ are drawn. Please note that $\overline{q_{p}(k) o_{1}(k)}$ and $\overline{q_{p}(k) o_{2}(k)}$ from a skeleton point are not necessarily colinear although they look so in Fig. 3.5.


Figure 3.5: Optimization of the given skeleton path in a corridor section
One can notice in Fig. 3.5 that we drew the profile of the allowable speed, $v_{a}$, on each line of $\overline{q_{p}(k) o_{1}(k)}$ and $\overline{q_{p}(k) o_{2}(k)}$. If corridors are sufficiently wide, a robot may not need to stick to the skeleton path $\mathcal{Q}_{p}$ which consists of the farthest points from the obstacles. Rather, the robot can go closer to the wall to get its goal faster with some compromise between shorter paths and reduced speed, both of which can result from smaller clearances from the wall. This suggests us that we can improve the skeleton path $\mathcal{Q}_{p}$ by considering point, say $q_{p}^{*}(k)$ lying on lateral branch lines of $q(k)$ (i.e. $\left.\overline{q_{p}(k) o_{1}(k)}, \overline{q_{p}(k) o_{2}(k)}, \ldots\right)$. See Fig. 3.5 for the example of $q_{p}^{*}(k)$.

By choosing $q_{p}^{*}(k)$ properly for all $k \in\left\{1,2,3, \cdots, n_{p}\right\}$, we can obtain the optimal path that is off-skeleton, denoted by $\mathcal{Q}_{p}^{*}$, along the corridor of the on-skeleton path $\mathcal{Q}_{p}$. The procedures of determining $q_{p}^{*}(k)$ can be explained in a more detail by an example shown in Fig. 3.6. In Fig. 3.6(a), a corridor is drawn along by the given skeleton path $\mathcal{Q}_{p}$ (the red dashed line) with arbitrary widths. For each skeleton point $q_{p}(k)$, we drew the lateral branch lines $\overline{q_{p}(k) o_{1}(k)}, \overline{q_{p}(k) o_{2}(k)}, \overline{q_{p}(k+1) o_{1}(k+1)}$ and $\overline{q_{p}(k+1) o_{2}(k+1)}$. Let $n_{s}$ be the number of segments of the line $\overline{q_{p}(k) o_{m}(k)}$ for each $m \in\{1,2, \ldots\}$ and $h$ be the order of the discretized point counted from $q_{p}(k)$ (e.g., $n_{s}=2$ in Fig. 3.6). If these segments are equally segmented (which we assume in this paper), the $h$-th point on the line $\overline{q_{p}(k) o_{m}(k)}$,
denoted by $s_{m}(k, h)$, can be computed by Eq. (3.12). The total set of all the discretized points, denoted by $S(k)$, can be defined as Eq. (3.13).

$$
\begin{gather*}
s_{m}(k, h)=\frac{h}{n_{s}}\left(o_{m}(k)-q_{p}(k)\right)+q_{p}(k)  \tag{3.12}\\
S(k):=\left\{q_{p}(k), s_{1}(k, 1), \cdots, s_{1}\left(k, n_{s}\right), \cdots, s_{m}(k, 1), \cdots,\right. \\
\\
\left.s_{m}\left(k, n_{s}\right), \cdots, s_{n_{o}(k)}(k, 1), \cdots, s_{n_{o}(k)}\left(k, n_{s}\right)\right\}  \tag{3.13}\\
:=\{s(k, 1), s(k, 2), \cdots, s(k, g), \cdots, \\
\\
\left.s\left(k, n_{o}(k) n_{s}+1\right)\right\}
\end{gather*}
$$

$n_{o}(k)$ is the number of closest obstacles as defined earlier (e.g., $n_{o}(k)=2$ for all $k$ in Fig. 3.6(a)). Please notice that in Eq. (3.13) we reformed $s_{m}(k, h)$ to $s(k, g)$, where $g \in\left\{1,2,3, \cdots, n_{o}(k) n_{s}+1\right\}$, such that $s(k, 1)=q_{p}(k)$ followed by $s_{m}(k, h)$ 's for all $h$ and $m$. We can obtain $S(k)$ for all skeleton points $q_{p}(k)$, which can be regarded as the candidates for $q_{p}^{*}(k)$. For the start and goal points, $p_{R}$ and $p_{G}$, we can set $S(1)=\{s(1,1)\}=\left\{p_{R}\right\}$ and $S\left(n_{p}\right)=\left\{s\left(n_{p}, 1\right)\right\}=\left\{p_{G}\right\}$ since the two points must be on the final path.


Figure 3.6: Discretization of corridors and path optimization using dynamic programming
Since the corridor is discretized as the set of $S(k)$ for all $k \in\left\{1,2, \ldots, n_{p}\right\}$, we can consider $s(k, g) \in S(k)$ and $s\left(k+1, g^{\prime}\right) \in S(k+1)$ for some $g$ and $g^{\prime}$ as the candidates of the
optimal points, $q_{p}^{*}(k)$ and $q_{p}^{*}(k+1)$, respectively. Then the paths from the start to the goal can be represented as the combinations of the consecutive pairs of $s(k, g)$ and $s\left(k+1, g^{\prime}\right)$ as shown with different colors in Fig. 3.6(b) with the ranges of $k \in\left\{1,2, \cdots, n_{p}-1\right\}$, $g \in\left\{1,2,3, \cdots, n_{o}(k) n_{s}+1\right\}$ and $g^{\prime} \in\left\{1,2,3, \cdots, n_{o}(k+1) n_{s}+1\right\}$. Then, we can choose a path that minimizes the total cost from the start to the goal as the optimal path. Such a path can be found by a straightforward application of the dynamic programming. More specifically, the procedure goes as follows.

Let $U_{k}^{g}$ be the minimum cummulative cost to the goal from $s(k, g)$ and $u_{k}^{g g^{\prime}}$ be the cost from $s(k, g)$ to $s\left(k+1, g^{\prime}\right)$. According to the Bellman's principle of optimality ([9]), the minimum cummulative cost $U_{k}^{g}$ can be said as the minimum sum of the cost from the current (i.e., $s(k, g))$ to the next point (i.e., $s\left(k+1, g^{\prime}\right)$ ) together with the minimum cummulative cost from the next point (i.e., $\left.s\left(k+1, g^{\prime}\right)\right)$ to the goal, which can be written as follows.

$$
\begin{equation*}
U_{k}^{g}=\min _{g^{\prime} \in\left\{1,2, ., . n_{o}(k+1) n_{s}+1\right\}}\left(u_{k}^{g g^{\prime}}+U_{k+1}^{g^{\prime}}\right) \forall g^{\prime} \tag{3.14}
\end{equation*}
$$

By setting $U_{n_{p}}^{g}=U_{n_{p}}^{1}=0$ at the goal when $k=n_{p}$ (and $g=1$ since the goal point is the only possible candidate), Eq.(3.14) provides the Bellman equation, i.e. a recursive relation backward from the goal until we get $U_{1}^{g}=U_{1}^{1}$, which is the minimum cost from the start to the goal. Our purpose is to find a path from the start to the goal that has the minimum cost $U_{1}^{1}$ and to find the combinations of $g$ for all $k$ th steps.

With the allowable speed defined in Eq. (3.9), the time of traveling to pass a point $p$ can be expressed as

$$
\begin{equation*}
u(p)=\frac{\Delta p}{v_{a}(p)} \tag{3.15}
\end{equation*}
$$

where $\Delta p$ is the change of the position by infinitesimal amounts. We can apply Eq.(3.15) to define the cost $u_{k}^{g g^{\prime}}$ as

$$
\begin{equation*}
u_{k}^{g g^{\prime}}:=\frac{2\left\|s\left(k+1, g^{\prime}\right)-s(k, g)\right\|_{2}}{v_{a}\left(s\left(k+1, g^{\prime}\right)\right)+v_{a}(s(k, g))} \tag{3.16}
\end{equation*}
$$

By using dynamic programming with Eqs. (3.14) and (3.16), we can obtain the set of $g$ for all $k$ for the minimum total cummulative cost and the set of off-skeleton points for the optimal path $Q_{p}^{*}$.

### 3.3 Simulation with Real Maps

In this section, we implement the proposed global path planning method with some real maps to show the optimality and computational efficiency of the resulting path. We compare the results with some existing path planning methods. Three real maps shown in Fig. 3.7 were used for our simulations: we downloaded the maps of Intel Research Lab ([42]) and Willow Garage ([88]) as shown in Figs. 3.7(a) and 3.7(b), respectively, and created a map of E-7 building in our campus (University of Waterloo) as shown in Fig. 3.7(c). We first visualize the HTM-EC of a real map and consequent path planning, see the optimal shape of the resulted path, and then look into the computation time of the proposed method.

### 3.3.1 Visualization of HTM-EC and Resulting Paths with a Real Map

Figure 3.8 shows the visualization of HTM-EC and the path planning results with the map shown in Fig. 3.7(a). In Fig. 3.8(a), we showed only the skeleton of the map in green dots without the nodes and edges of the topology graph of HTM for better visibility. Two skeleton paths are shown in the figure with the start and goal positions. The path in the blue dashed line is the shortest skeleton path that does not consider the allowable speed of the robot, while the other path in the dashed orange line is the fastest skeleton path with the lowest cost based on the allowable speed. With the same velocity and acceleration setup that will be addressed in Section 3.4, the orange skeleton path planned by the HTM is about 4 m longer ( 68.8 m while the blue path is 64.9 m long ), but its time of travel is expected to be 10.2 s shorter ( 45.2 s while the blue path is 35.0 s ) provided that the robot is operated according to the allowable speed with respect to the corridor width. The average speed of the shortest path is $1.57 \mathrm{~m} / \mathrm{s}$, and that of the time-minimized path is 2.01 $\mathrm{m} / \mathrm{s}$. In Fig. 3.8(b), we visualized HTM-EC by showing the lines in cyan, $\overline{q(k) o_{m}(k)}$, that connect the skeleton path $\mathcal{Q}_{p}$ and its boundary points. The skeleton path in orange color is the same as the fastest skeleton path from Fig 3.8(a). On the other hand, the final path colored in red is the one that is optimized from the discretized corridor of the HTM-EC. In Fig. 3.8(c), we enlarged some right middle section of Fig. 3.8(b).

### 3.3.2 Computation Efficiency and Path Optimality



Figure 3.7: Maps used for the simulation of path planning

(a) Skeleton path planning with HTM and (b) Visualization of HTM-EC and the optithe comparison of two paths with/without mizd path from the skeleton path allowable speed

(c) Enlarged Fig. 3.8(b) for the middle-right parts of the path

Figure 3.8: Path planning with HTM-EC using the map of Intel Research Lab

To compare the computation time and optimality of the path planned by HTM-EC, we implemented a grid-based global planning method equivalent to a widely used global planner in ROS (Robot Operating System), named global planner ([14, 69]). The algorithm utilizes a potential field created by grid-based Dijkstra expansion on an OGM until the expansion reaches a goal. Then a path can be found by tracking the gradient of the potential back to the start position. We applied the proposed cost defined in Eq. (3.15) for each grid cell when the potential field is created so that the resulting path can be considered as the reference of the optimal path for the given cost. As the grid-based Dijkstra method is complete and known as the optimal solution, we can use it for the reference trajectory to compare with the proposed method for the optimality of resulting paths.

We also compare the proposed method with the RRT and some of its variants, particularly for the computation time, as those methods are known for fast algorithms([?, 48]). We implemented the original version of $\operatorname{RRT}([63])$, RRT* $^{*}([46])$, and $\operatorname{RRT}^{*} J([115])$. In RRT* J, the state-of-the-art RRT, skeleton information is used to create multiple potential functions for non-uniform sampling. This enables RRT samples to be scattered more likely around a feasible skeleton path. For the implemented RRT algorithms, we stopped the computation once a feasible path was found to get their minimized computation time.

For each map shown in Fig. 3.7, we simulated both methods for 200 cases with random start and goal positions, which were conducted by MATLAB R2020b with Intel i7-10750H $(2.6 \mathrm{GHz}) \mathrm{CPU}$ and 16 GB of memory. We compared the computation time and total cost from the simulations between HTM-EC planner and the other methods.

Figure 3.9 shows the comparison of the optimal paths between the HTM-EC and gridbased Dijkstra for the maps shown in Fig. 3.7(b) and Fig. 3.7(c). Among the RRT paths, we only showed the RRT*J path, which is likely stuck to a skeleton path, for better visibility. As RRT and RRT* often gave us totally different-shaped paths because of their randomness, showing their paths would not provide much meaning in the sense of optimality. The HTM-EC paths are similar in shape to the grid-based Dijkstra paths, qualitatively implying their optimality.

Table. 3.1 and Fig. 3.10 summarize the comparison of computation time and the total costs. The results of HTM-EC shown Fig. 3.10 for the comparison with other methods are for $n_{s}=50$ for each line of $\overline{q(k) o_{m}(k)}$.

We computed the total costs of different methods in percentages over those of the gridbased Dijkstra path, as the absolute costs can largely depend on the random start and goal positions. Based on the total costs, the results show, in general, that HTM-EC paths have lower (better) costs over the grid-based Dijkstra paths: $9.86 \%$ and $2.82 \%$ lower in Intel Lab and UW E-7 maps, 1.06 \% higher in Willow Garage. Noting that the skeleton
planning step of HTM-EC is exactly the same as HTM, our previous work, the results also show substantial improvements in optimality over the previous HTM method: $22.54 \%$, $19.87 \%$, and $17.44 \%$ in each of the three maps, respectively.


Figure 3.9: Comparison of paths: Skeleton path (HTM), Optimized path by HTM-EC ( $n_{s}=50$ ), Optimized path by the grid-based Dijkstra, and Sampling-based path by RRT*J. Costs with the allowable speed were applied to all paths except the sampling-based path.

Besides the optimal path shape, the computational load is another important criterion for a path planner. Overall, the averaged computation time of HTM-EC with ( 0.7978 s , $n_{s}=50$ case) is much shorter than the grid-based Dijkstra method ( 2.6574 s ) and shorter than RRT*J ( $1.0572 s$ ). RRT ( $0.7206 s$ ) and RRT* $^{*}(0.7565 s)$ are slightly faster, but they often fail to find a path as shown in their success rate in the table. The mean and standard deviation values of computation time are shown in the table for each map. With the fewer number of sampling, $n_{s}=10$, the computation of HTM-EC becomes even much faster about 20 times, resulting in $0.0389 s$ on average, as shown in the table for each map. Figure 3.11 shows the computation time of HTM-EC and the total cost as its tradeoff with different sampling numbers $n_{s}$ from 10 to 50, two of which are shown in Table. 3.1.

One interesting point is that the reduction of the computation with HTM-EC is significantly larger in the first two maps (the maps for Intel Research Lab and Willow Garage) than that in the third map (E-7 map), which comes from the complexity of a map. The third map has simpler branches of corridors compared to the other two maps, making the Dijkstra expansion easier (and consequently faster) than the other two maps. In the first two maps, the first is noisier (thus, more complex) than the second map (seen as many


Figure 3.10: Comparison of the computation time with three maps shown in Fig. 3.7. HTM-EC is the case when $n_{s}=50$, which is the most right case of the bottom figure in Fig. 3.11.


Figure 3.11: Computation time (bottom) and total cost of paths (top) of HTM-EC planning with different number of corridor segmentation, $n_{s}$, for three maps shown in Fig. 3.7. The costs (lower is better) are represented in percentages over the cost of the grid-based Dijkstra path.
small spots in the upper right chamber of the first map), causing longer computation time for the grid-based Dijkstra expansion.

Another point to mention is the variances of the computation time for three maps that comes with different complexities. The computation time of the proposed method shows smaller variance $(0.64 \sim 1.06 s)$ than that of the grid-based Dijkstra method ( $0.76 \sim 5.12$ $s)$. It is notable that the standard deviation of the overall computation time for each map also has smaller variance with HTM-EC ( $0.37 \sim 0.49 \mathrm{~s}$ ) than the grid-based Dijkstra method ( $0.40 \sim 2.84 s)$.

Similar points can be noted in the RRT methods. Although their overall planning time has less difference than the grid-based Dijkstra method, their high standard deviations, which can be even larger than the mean planning time, imply the planning time significantly varies. This is because of the randomness of the sampling-based tree expansion, often reaching to the maximum iteration when failing to find a path. All of three RRT methods showed the worst performance in computation time in the map of Willow Garage (Fig. $3.7(\mathrm{~b})$ ). The relatively small sizes of doors of many chambers in the map can cause the planning failure while there are large spaces, because it more likely results in the collision of a expanding-line of RRT tree that connects a randomly deployed sample to the existing RRT tree. The large chambers have more probabilities for new samples, but these samples are less likely seen by other samples out of the chambers. RRT*J showed successes in all simulations thanks to the informed sampling by the skeleton path, but the large spaces degraded its computation efficiency because more computation was required to get its multiple potential function with larger clearances.

We need to look at more details regarding computation time and variances with the compositions of the grid-based Dijkstra method and the RRT methods. Considering that the grid-based Dijkstra method takes two steps (i.e., Dijkstra expansion in a grid map and gradient tracking), its computation time can be viewed for each step. Note that each cell in the free space (white areas of an OGM) can be regarded as a node for Dijkstra expansion in a grid map; thus, the number of nodes and edges are large, resulting in heavy computation. For example, the number of nodes for the first map (Intel Research Lab) is 147,278 in the worst case when the Dijkstra expansion fully covers the free space of the map (in comparison, the topology graph of HTM-EC for the same map has 1,372 nodes, 1,522 edges, and 18,054 skeleton points). In fact, the step for Dijkstra expansion takes most of the computation time for the grid-based Dijkstra method, about $94.37 \%$ of the total time ( $97.16,94.07$, and $91.88 \%$ for each map, respectively). The RRT methods also required a significant portion of their planning time for the tree-graph expansion, which is more than 99.9 \% of the total computation for all three variants. The expansion of the graph is required when replanning is requested. When a map becomes larger or more complex,
it will likely need more time for Dijkstra expansion and RRT tree expansion. Even on the same map, the time elapsed can vary in a wide range depending on the start and goal locations. For example, the Dijkstra expansion will quickly reach a goal if the goal is close to the start, while it will take more time when the goal is set far from the start location.

The computation time with HTM-EC can also be viewed in two steps: skeleton path planning and its optimization. Compared to the grid-based Dijkstra method and the RRTs, the computation time for graph search on the topology graph of HTM-EC is almost immediate (about 3.6 ms in average, leading to $0.47 \%$ for $n_{s}=50$ and $9.74 \%$ for $n_{s}=10$ ) due to the already constructed searching space with fewer numbers of nodes and edges (e.g., 1,372 and 1,522 , respectively, as mentioned above). Instead, most of the computation time with HTM-EC is taken by the step for optimizing a skeleton path (about $99.53 \%$ for $n_{s}=50$ and $90.26 \%$ for $n_{s}=10$ ).

It is worth noting that an on-skeleton path, $\mathcal{Q}_{p}$, is a feasible path and available at a very early time, although further optimization is required to improve its quality at the later time of computation. This is always the case regardless of different sampling of $n_{s}$ on each line of $\overline{q(k) o_{m}(k)} . n_{s}$, and the computation time for the optimization can even be significantly reduced with fewer segmentations as shown in Fig. 3.11 and Table. 3.1. All of these observations not only show that the computation time can be reduced with HTM-EC but also imply that it will be even more advantageous when a map becomes larger and more complex.

### 3.4 Robot Implementations: Verification of the Allowable Speed

While Section 3.3 shows us that the proposed path planning method is implementable with real maps, we need further implementations on a real robot to see if the proposed cost can lead to a faster path while it is longer in length. Therefore, we have performed ROS simulations and experiments to verify our proposed method for time-minimization with a real mobile robot. Through the robot simulations and experiments, we compare the time of traveling between the shortest path, planned by the global planner in ROS, and the time-minimized path, planned by HTM-EC, with the allowable speed and the proposed cost. The ROS planner does not use the proposed cost, hence returns the shortest path by default. A ROS local planner, TEB (Timed-Elastic-Band) local planner ([89]), was used for both global planners during the implementations in this section.

An omnidirectional mobile robot, Summit XLS manufactured by Robotnik Inc., was
used for simulations and experiments with the same parameters and conditions. Figure 3.14(a) shows the mobile robot, and Fig. 3.14(b) shows the robot running in a corridor to show the environment of the experiments. We used the map of the E-7 building on our campus (Fig. 3.7(c)) for the ROS simulations and performed the experiments in the same place with the same local planner and its parameters.

For the TEB local planner, we set it with a $8 m \times 8 m$ in the local map with small sideways velocity, i.e., $v_{x}>v_{y}$, where positive $x$ is forward, and positive $y$ is sideways to the left of the mobile robot. The maximum velocity in the $x$ direction was set as $3 \mathrm{~m} / \mathrm{s}$ and $y$ for $0.5 \mathrm{~m} / \mathrm{s}$, and the acceleration was set $1.5 \mathrm{~m} / \mathrm{s}^{2}$. The allowable speed was applied to the TEB local planner for both global plans. While the robot was moving, its states were obtained by the $A M C L$ (Adaptive Monte-Carlo Localization) algorithm in ROS with a $V L P-16 \mathrm{LiDAR}$. The estimated robot's location and clearance from the obstacles were used to adjust the robot's actual navigation speed under the allowable speed. With this setup, we performed simulations with two different environments, Intel Lab (Fig. 3.7(a)) and UW E-7 (Fig. 3.7(c)). We also performed a real robot experiments with the UW E-7 map.

### 3.4.1 Scenario 1: Robot Simulations with Intel Lab Map

Figure 3.12 describes the simulation scenario by showing the start and goal positions and the different paths between the shortest (Fig. 3.12(a)) and time-minimized with the allowable speed (Fig. 3.12(b)), which gives us the different corridor selections. The shortest path takes the downward corridor, while the time-minimized path selects the upward corridor for larger clearances and faster speed in operation. The wider corridors enable the robot to move faster with higher speed commands shown in Fig. 3.13, and the time of traveling can be reduced as a result. We performed 10 simulations to check the consistency of the results and summarized the results in Table 3.2. The time-minimized path is longer, about 14.3 m in length, but 3.4 s faster than the shortest path. Compared to the skeleton path shown in Fig. 3.8(a), the path length was reduced to 64.3 m from 68.9 m , and the time of traveling was also reduced to 30.9 s from 35.0 s .

### 3.4.2 Scenario 2: Robot Simulations and Experiments with UW E-7 map

Figure 3.15(a) describes the simulation environments of UW E-7 map in Gazebo, a ROS simulation tool. We set the start position in the middle of the left corridor and the goal

(a) Simulations with Intel Lab: the shortest path (b) Simulations with Intel Lab: longer, but faster (the dark red line) path by the proposed cost (the dark red line)

Figure 3.12: Comparison of the shortest paths and time minimized paths with ROS simulations with Intel Lab


Figure 3.13: Comparison of the actual speed along the paths in the simulations (Intel Lab)
at the slightly upper location in the right lobby. It is easy to expect, as shown in Fig. $3.15(\mathrm{a})$, that the upper corridor will provide the shortest path whereas the lower corridor can provide the fastest path, even with the longer distance, thanks to its large widths that enable higher speed operation. We set up the same start and goal locations for the experiments, and both the simulations and experiments showed us the fastest path via the lower corridor by our HTM-EC planner and the shortest path via the upper corridor by the ROS default global planner. We performed 20 simulations and 12 experiments with UW E-7 map, and showed the path comparison for the experiments in Fig. 3.15(b). In the figure, we used the dashed lines for the planned paths and solid lines for the actual paths that the robot took during the experiments.

We summarized the results from the simulations and the experiments with the UW E-7 map in Table 3.3 and Table 3.4, respectively. The lower paths, generated by the proposed method, are about $6 \sim 7 \mathrm{~s}$ faster, although their lengths are about $5 \sim 7 \mathrm{~m}$ longer due to the high-speed operation captured in Fig. 3.16. The videos of the experiments can be accessed from the link in the footnote ${ }^{1}$.

(a) Mobile robot

(b) Mobile robot navigating in the experiment

Figure 3.14: Environment for the experiments

[^0]
(a) Simulation environments

(b) Comparison of the paths in the experiments

Figure 3.15: Simulation environments and path comparison in the experiments


Figure 3.16: Comparison of the actual speed along the paths in the experiments (UW E-7)

### 3.5 Discussion

In this chapter, we introduced a path planning method that utilizes allowable speed to explicitly consider safety in the structure of HTM-EC. Through simulations with real maps, it has been shown that the usage of the sparse structure of HTM-EC allowed lower computation time than the conventional method of potential fields with grid-based Dijkstra expansion while the completeness of the method is achieved. Specifically, we expect the advantage of less computation time by the proposed method will be even more highlighted when a map becomes large and complex due to the low variances of the computation. The planned global path by the proposed method is refined from an on-skeleton path to be smooth and optimal.

As we have verified through the implementations to a real robot, the use of allowable speed for the global path planning provided the robot with a faster path than the shortest path with the preference to the spacious areas for the path planning. The robot had no problem increasing its speed in the wider corridors that eventually allowed the longer path to be faster.

### 3.5.1 Issues

There are several implementation issues that we would like to discuss further. Increasing the number of segmentation of the line between a skeleton point and its closest obstacles will make the resulting path closer to the optimal with the finer refinement. However, we recommend keeping a certain value for the number of segmentation, as the quality of the path would be good enough for a global path (in practice, the local path planners will modify the global path in the proximity to take care of the changes of environments).

It is also noted that, for some of the skeleton points, we did not obtain the closest points on the obstacles (i.e., walls). We used the image-thinning method to get the skeleton from a map which resulted in the pixel-based integer values of $(x, y)$ for a skeleton point. Thus the skeleton point may be slightly biased to one of the boundary points, and the boundary points, at least two, may give slightly different distances from the related skeleton point, resulting in failure to detect the obstacle points with the exact same distance from some of the skeleton points. This issue can be resolved by applying other skeletonization methods, such as the Voronoi Diagram, which provides us with the exact values of $(x, y)$ for the skeleton points.

### 3.5.2 Future Works

As topological planning takes the abstract cost accumulation of corridors, one interesting future work can be related to adjusting corridor costs in real-world applications. In warehouses, for example, where the environments are mostly static and well-constructed but still have some dynamic objects. In such cases, even large regions can be slower corridors if they are often crowded with moving obstacles, degrading the actual navigation time. We expect such flexibility of adjustment of the corridor costs would help the time performance of navigation robots in real-world situations.

Another future work will be on the extended use of the proposed method for the local planning aspect. As the topology graph of HTM-EC contains the intersection of corridors, we can use HTM-EC for other applications of mobile robot navigation, such as the motion prediction of other moving agents in the surrounding based on the intersection information incorporated in the graph. Considering most dynamic agents like humans often move toward the intersections, it may help predict their motion by presuming their short-term goals on nodes of the topology graph of the HTM-EC and by inferring their goals.

Table 3.1: Comparison of the simulation results for the computation time, total cost, and success rate with the maps shown in Fig. 3.7. Standard deviation is written in parentheses if available.

| Method | Step | Intel Lab |  |  | Willow Garage |  |  | UW E-7 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { Time } \\ & {[\mathrm{s}]} \end{aligned}$ | Cost [\%] | Success <br> [\%] | Time | $\begin{aligned} & \text { Cost } \\ & \text { [\%] } \\ & \hline \end{aligned}$ | Success <br> [\%] | Time <br> [s] | $\begin{aligned} & \text { Cost } \\ & {[\%]} \\ & \hline \end{aligned}$ | Success <br> [\%] |
| HTM-EC$\left(n_{s}=50\right)$ | Skeleton | $\begin{aligned} & 0.0040 \\ & 0.00421) \end{aligned}$ | $112.68$ | 100.0 | $0.0032$ | $120.93$ | 100.0 | $0.0036$ | $\begin{aligned} & 114.62 \\ & (0.3248) \end{aligned}$ | 100.0 |
|  | planning | $\begin{aligned} & (0.0021) \\ & 1.0525 \end{aligned}$ | $(9.77)$ | - | $\begin{aligned} & (0.0015) \\ & 0.6978 \end{aligned}$ | $(29.32)$ | - | $\begin{aligned} & (0.0026) \\ & 0.6322 \end{aligned}$ | (0.3248) |  |
|  | mization | (0.4913) |  |  | (0.3672) |  |  | (0.4346) |  |  |
|  | Total | $\begin{aligned} & 1.0565 \\ & (0.4926) \end{aligned}$ | $\begin{aligned} & 90.14 \\ & (5.66) \end{aligned}$ | 100.0 | $\begin{aligned} & 0.7010 \\ & (0.3682) \end{aligned}$ | $\begin{aligned} & 101.06 \\ & (21.14) \end{aligned}$ | 100.0 | $\begin{aligned} & 0.6358 \\ & (0.4368) \end{aligned}$ | $\begin{aligned} & 97.18 \\ & (5.62) \end{aligned}$ | 100.0 |
| $\begin{aligned} & \text { HTM-EC } \\ & \left(n_{s}=10\right) \end{aligned}$ | Skeleton | 0.0040 | 112.68 | 100.0 | 0.0032 | 120.93 | 100.0 | 0.0036 | 114.62 | 100.0 |
|  | planning | (0.0021) | (9.77) |  | (0.0015) | (29.32) |  | (0.0026) | (0.3248) |  |
|  | Optimization | $\begin{aligned} & 0.0464 \\ & (0.0223) \end{aligned}$ |  | - | $\begin{aligned} & 0.0312 \\ & (0.0161) \end{aligned}$ |  | - | $\begin{aligned} & 0.0283 \\ & (0.0192) \end{aligned}$ |  | - |
|  | Total | $\begin{aligned} & 0.0504 \\ & (0.0236) \end{aligned}$ | $\begin{gathered} 91.81 \\ )(12.66) \end{gathered}$ | 100.0 | $\begin{aligned} & 0.0343 \\ & (0.0170) \end{aligned}$ | $\begin{aligned} & 102.37 \\ & (21.50) \end{aligned}$ | 100.0 | $\begin{aligned} & 0.0319 \\ & (0.0214) \end{aligned}$ | $\begin{array}{r} 98.19 \\ (5.70) \end{array}$ | 100.0 |
| grid-based | Dijkstra | $\begin{aligned} & 4.9643 \\ & (2.8399) \end{aligned}$ |  | - | $\begin{aligned} & 1.9781 \\ & (1.4801) \end{aligned}$ |  | - | $\begin{aligned} & 0.6985 \\ & (0.3946) \end{aligned}$ | - | - |
|  | Planning | 0.1451 | - | 100.0 | 0.1246 | - | 100.0 | 0.0617 | - | 100.0 |
|  | (gradient) | (0.0192) |  |  | (0.0156) |  |  | (0.0080) |  |  |
| Dijkstra | Total | $\begin{aligned} & 5.1094 \\ & (2.8435) \end{aligned}$ | 100.0* | 100.0 | $\begin{aligned} & 2.1027 \\ & (1.4822) \end{aligned}$ | 100.0* | 100.0 | $\begin{aligned} & 0.7602 \\ & (0.3967) \end{aligned}$ | 100.0* | 100.0 |
| RRT | Tree-graph | 0.6337 | - | - | 0.9585 | - | - | 0.5689 |  | - |
|  | expansion | (0.5361) |  |  | (0.5878) |  |  | (0.9572) |  |  |
|  | Planning | 0.0002 | - | - | 0.0002 |  | - | 0.0001 | - | - |
|  |  | (0.0005) |  |  | (0.0009) |  |  | (0.0002) |  |  |
|  | Total | $0.6340$ | $123.16$ | 77.5 | 0.9587 | $135.5$ | 35.5 | $0.5691$ | $123.54$ | 81.0 |
| RRT* | Tree-graph | 0.6930 | - | - | 0.9498 | - | - | 0.6259 |  | - |
|  | expansion | (0.5759) |  |  | (0.6327) |  |  | (0.9931) |  |  |
|  | Planning | 0.0006 | - | - | 0.0001 | - | - | 0.0001 | - | - |
|  |  | (0.0044) |  |  | (0.0003) |  |  | (0.0002) |  |  |
|  | Total | 0.6936 | $108.71$ | 77.0 | $0.9499$ | $121.69$ | 38.0 | 0.6260 | $107.24$ | 80.0 |
|  |  | (0.5758) | (24.84) |  | $(0.6326)$ | $(37.56)$ |  | $(0.9930)$ | (18.82) |  |
| RRT*J | Tree-graph expansion | $\begin{aligned} & \hline 0.6103 \\ & (0.8002) \end{aligned}$ | - | - | $\begin{aligned} & \hline 2.0449 \\ & (2.5801) \end{aligned}$ |  | - | $\begin{aligned} & 0.5158 \\ & (0.9798) \end{aligned}$ | - | - |
|  | Planning | 0.0003 | - | - | 0.0002 | - | - | 0.0002 | - | - |
|  |  | (0.0005) |  |  | (0.0003) |  |  | (0.0002) |  |  |
|  | Total | 0.6107 $(0.8003)$ | 95.88 $(6.01)$ | 100.0 | 2.0451 $(2.5801)$ | 101.28 | 100.0 | $\begin{aligned} & 0.5159 \\ & (0.9798) \end{aligned}$ | 100.90 | 100.0 |

[^1]Table 3.2: ROS Simulations: total length of the path, average speed and total time for the cases (Intel Lab)

|  | Fastest path (Proposed) | Shortest path |
| :---: | :--- | :--- |
| Path Length $[\mathrm{m}]$ | $\mathbf{6 4 . 3 4 8 6}(\operatorname{std} 0.1563)$ | $50.0488(\operatorname{std} 0.2538)$ |
| Time of Traveling $[\mathrm{s}]$ | $\mathbf{3 0 . 9 4 8 0}(\operatorname{std} 0.2891)$ | $34.3320(\operatorname{std} 0.5051)$ |
| Avg. Speed $[\mathrm{m} / \mathrm{s}]$ | $\mathbf{1 . 9 9 9 5}(\operatorname{std} 0.0069)$ | $1.4570(\operatorname{std} 0.0162)$ |

Table 3.3: ROS Simulations: total length of the path, average speed and total time for the cases (UW E-7)

|  | Fastest path (Proposed) | Shortest path |
| :---: | :--- | :--- |
| Path Length $[\mathrm{m}]$ | $\mathbf{5 5 . 0 1 9 1}(\operatorname{std} 0.1074)$ | $50.8499(\operatorname{std} 0.0324)$ |
| Time of Traveling $[\mathrm{s}]$ | $\mathbf{2 8 . 8 0 8 2}(\operatorname{std} 0.4703)$ | $35.6360(\operatorname{std} 0.2913)$ |
| Avg. Speed $[\mathrm{m} / \mathrm{s}]$ | $\mathbf{1 . 9 6 9 2}(\operatorname{std} 0.0089)$ | $1.4424(\operatorname{std} 0.0093)$ |

Table 3.4: Experiments: total length of the path, average speed and total time for the cases shown in Fig. 3.15(b) (UW E-7)

|  | Fastest path (Proposed) | Shortest path |
| :---: | :--- | :--- |
| Path Length $[\mathrm{m}]$ | $\mathbf{5 8 . 8 0 0 0}(\operatorname{std} 0.0809)$ | $51.5589(\operatorname{std} 0.0919)$ |
| Time of Traveling $[\mathrm{s}]$ | $\mathbf{2 9 . 5 3 3 7}(\operatorname{std} 1.8513)$ | $35.3321(\operatorname{std} 1.1108)$ |
| Avg. Speed $[\mathrm{m} / \mathrm{s}]$ | $\mathbf{2 . 0 4 4 8}(\operatorname{std} 0.0937)$ | $1.4586(\operatorname{std} 0.0380)$ |

## Chapter 4

## Local Motion Planning Based on a Pedestrian-Model and Degree of Cooperation

### 4.1 Introduction

In this chapter, we address a local motion planning method based on a pedestrian-behavior model and the degree of cooperation to address the interaction between decision-making agents.

For given global paths, it is typical that mobile robots observe their proximal environments and take their local goals from the given global paths to maneuver their motions. Local surroundings frequently change with the presence of moving obstacles and the change of static environments. Dynamic obstacles have to be addressed for collision avoidance in this maneuvering step.

There are also static obstacles to be considered at the same time. With the varying number of dynamic obstacles around the robot, the number of obstacle states is also changing, leading to the scalability issue: the computation time for planning also increases depending on the obstacle number. Sensor-level information, such as laser scans, can be advantageous in terms of the scalability issue thanks to the number of sensor data that is fixed and invariant no matter how many moving obstacles exist in their measurement. If provided proper navigation policies based on the sensor-level measurement, sensor-level data can be beneficial.

Considering many cases include dynamic decision-making agents, interactions between these agents have to be considered. Humans are common examples of such dynamic objects as decision-making agents, and it is natural to apply a pedestrian model for mobile robot navigation. No doubt, the human behavior of navigation has been studied extensively, including mobile robot navigation. In [79], behavioral heuristics of human navigation was suggested based on a cognitive science approach. The model focuses on visual information and instant cognition of the surroundings, which appeals to our own intuition of how humans navigate (i.e., we walk through based on visual images and do not actually feel any interactive force from others).

We formulate our problem based on the two cognitive heuristics used in their work to model pedestrian navigation behaviors as follows.

1) "A pedestrian chooses the direction that allows the most direct path to destination point, taking into account the presence of obstacles";
2) "A pedestrian maintains a distance from the first obstacle in the chosen walking direction that ensures a time to collision of at least $\tau$ ";

### 4.2 Methodology

### 4.2.1 Pedestrian-Model-Based Collision Avoidance

The first heuristic is "A pedestrian chooses the direction $\phi_{\text {des }}$ that allows the most direct path to destination point $\mathbf{o}$, taking into account the presence of obstacles". In this work, $\phi \in[\theta-\phi, \theta+\phi]$ represents the vision field of the pedestrian, where $\theta$ is the angle of the line of sight. A cognitive function $f(\phi)$ was defined to represent the distance to the first collision with respect to $\phi$ as the parameter of the heuristic. If another pedestrian was observed in the direction $\phi$, his walking speed and body size were taken into account in $f(\phi)$. If no collision is expected to occur in direction $\phi, f(\phi)$ is set to a default maximum value $d_{\max }$, which represents the "horizon distance" of the pedestrian as shown in Fig. 4.1. Image A of the figure illustrates an example that a pedestrian $p_{1}$ is moving to his destination $\mathbf{o}_{1}$ with three pedestrians $p_{2}, p_{3}$ and $p_{4}$. Image B shows the visual scene of $p_{1}$ in the same example. The abstraction of the scene is shown in image C as a black and white vision field of $p_{1}$, where the darker area represents a closer collision distance. In image D , the distance along with the field of view is presented, where the angle toward pedestrian $p_{3}$ is shifted to that of $p_{3}^{\prime}$ by considering $p_{3}$ is moving to the right, and the
collision will happen with $p_{3}$ along with the shifted angle. Denoting $\mathbf{s}(\phi)$ the point (not shown in Fig. 4.1) that can be computed from the position of the pedestrian (i.e. $p_{1}$ ) by adding the distance $f(\phi)$ along with the direction $\phi$, the first heuristic is given by[37]:

$$
\begin{equation*}
\alpha_{d e s}(t)=\arg \min _{\alpha} d(\mathbf{s}(\alpha), \mathbf{o}) \tag{4.1}
\end{equation*}
$$

where $d(\mathbf{s}(\alpha), \mathbf{o})$ is Euclidean distance between $\mathbf{s}(\alpha)$ and $\mathbf{o}$. In Fig. 4.1, $\alpha_{\text {des }}(t)$ is $\alpha_{0}$.
The second is "A pedestrian maintains a distance from the first obstacle in the chosen walking direction that ensures a time to collision of at least $\tau$ ". In other word, the speed $v_{\text {des }}(t)$ is given by[37]:

$$
\begin{equation*}
v_{d e s}(t)=\min \left(v_{0}, \frac{D\left(\alpha_{d e s}\right)}{\tau}\right) \tag{4.2}
\end{equation*}
$$

where $v_{0}$ is a preferred speed of the pedestrian and the $D\left(\alpha_{d e s}\right)$ is the distance between the pedestrian and the first obstacle in the desired direction $\alpha_{\text {des }}$ at time $t$. The desired velocity vector can be represented as $\mathbf{v}_{\text {des }}(t)$ that has the speed of $v_{\text {des }}(t)$ along with the direction of $\alpha_{\text {des }}(t)$. When the current velocity vector is $\mathbf{v}(t)$, the change in the actual velocity is given by[79]:

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=\frac{\mathbf{v}_{d e s}(t)-\mathbf{v}(t)}{\tau} \tag{4.3}
\end{equation*}
$$

### 4.2.2 Safety Guarantee

In this section, we prove the safety of the pedestrian models based on the velocity obastacle (VO) [27]. We first show how to locate a measured point to its location of the expected collision, or cognitive collision point, with the given velocity. The translation of the point into a new position (i.e., the cognitive position of the collision) provides us with the angle shift in the polar coordinate of the robot.

Then, we will show that multiple measurement points on an obstacle's surface can be translated to their collision locations, giving us the consecutive angle shifts. Then, the cognitive collision points of the measured points can be computed. The consecutive angle shift can be mapped on an arc of the circle centered at the origin of velocity space in a polar coordinate with the radius of the preferred navigation speed.

Finally, we will show the safety of the desired velocity of the robot by showing the collision arc is overlapped with the velocity obstacle. Figure 4.2 describes the abovementioned procedures.


Figure 4.1: Illustration of a pedestrian [79]

## Velocity Obstacle

For given two agents $i$ and $j$, the VO of agent $i$ induced by agent $j$, denoted by $V O_{i \mid j}$, is the set of all relative velocities that cause a collision anytime in the future between the two agents. Letting $D(\mathbf{p}, r)$ denote a disc centered at $\mathbf{p}$ with radius $r$, the velocity obstacle can be written as follows [108].

$$
\begin{gather*}
D(\mathbf{p}, r)=\{\mathbf{q} \mid\|\mathbf{q}-\mathbf{p}\|<r\}  \tag{4.4}\\
V O_{i \mid j}=\left\{\mathbf{v} \mid \exists t>0:: t \mathbf{v} \in D\left(\mathbf{p}_{j}-\mathbf{p}_{i}, r_{i}+r_{j}\right)\right\} \tag{4.5}
\end{gather*}
$$

Any combination of the velocities $\mathbf{v}_{i}$ and $\mathbf{v}_{j}$ that results in their relative velocity $\mathbf{v}_{i j} \in \mathbf{v}$, where $v_{i j}=\mathbf{v}_{i}-\mathbf{v}_{j}$, leads to a collision in the future if they keep their velocities. The shape of the $V O_{i \mid j}$ is a cone with its apex on the origin of 2-D velocity space, as shown as the grey cones in Figs. 4.2(b) and 4.2(c).

(a) cognitive collision location: point-point collision

(b) collision arc: measurement mapping on the circle of preferred speed

(c) collision-free: overlap of collision arc with the (d) collision arc with general shapes of obstacles velocity obstacle

Figure 4.2: Collision-free velocity with the cognitive position of an obstacle

## Cognitive Collision Location of a Measured Moving Point

For a given circular shape of the mobile robot $i$ located at $\mathbf{p}_{i}$, let $\mathbf{p}_{j}$ and $\mathbf{v}_{j}$ denote the position and velocity of a point on the surface of an obstacle. With a circular volume of the robot, denoted by the radius $r_{i}$, the collision between the volumeless point $j$ and the point $i$ with $r_{i}$ is equivalent to that between the point $j$ with $r_{i}$ and the volumeless point $i$. Figure 4.2(a) describes this equivalent situations. $\mathbf{p}_{i}$ is now the volumeless robot, and the point $j$ is moved to $\mathbf{p}_{j}^{\prime}$ with the inflation of $r_{i}$ from $\mathbf{p}_{j}$. The figure describes a certain time $t$, but we skipped the time index $t$ for simplicity. For the given navigation speed preference of agent $i$, denoted by $v_{0, i}$, a collision between $\mathbf{p}_{i}$ and $\mathbf{p}_{j}^{\prime}$ occurs at the collision point $\mathbf{p}_{c}$ only if their relative velocity $\mathbf{v}_{i j}$ is aligned with their relative position vector $\mathbf{p}_{j i}=\mathbf{p}_{j}-\mathbf{p}_{i}$ in the same direction.

Then, the angle shift, denoted by $\Delta \phi$, can be computed for the given velocity $\mathbf{v}_{j}$ as follows.

$$
\begin{equation*}
\Delta \phi=\sin ^{-1}\left(\frac{\left\|\mathbf{v}_{j}\right\| \sin \left(\psi_{j \mid i}-\theta_{j}\right)}{\left\|\mathbf{v}_{i}\right\|}\right)=\sin ^{-1}\left(\frac{\left\|\mathbf{v}_{j}\right\| \sin \left(\psi_{j \mid i}-\theta_{j}\right)}{v_{0, i}}\right) \tag{4.6}
\end{equation*}
$$

where $\psi_{j \mid i}$ is the robot's measurement angle on point $j, \theta_{j}$ is the heading angle of agent $j$.
In Fig. 4.2(a), we drew VO with the time window $\tau_{c}$, denoted by $V O_{i \mid j}^{\tau_{c}}$, instead of the cone shape of the original VO. The time window VO with its truncated apex shows the forbidden region for the relative velocity selections to avoid a collision within $\tau_{c}$ from the current time step. The relative velocity $v_{i j}$ is equivalent to $v_{i \mid j}^{\tau_{c}}$ in the figure, which represents that $v_{i j}$ causes a collision at the exact time $\tau_{c}$ from the current. Please notice that we keep our preference of the navigation speed $v_{0, i}$; thus, such collision at $\tau_{c}$ occurs when we select a specific direction on the velocity space in the polar coordinate.

The collision time $\tau_{c}$ can be obtained by

$$
\begin{equation*}
\tau_{c}=\frac{d_{i j}}{\left\|\mathbf{v}_{\mathbf{i} \mathbf{j} \mathbf{j}}^{\tau_{c}}\right\|}=\frac{\left\|\mathbf{p}_{j i}\right\|-r_{i}}{\left\|\mathbf{v}_{i}\right\| \cos \Delta \phi-\left\|\mathbf{v}_{j}\right\| \cos \xi} \tag{4.7}
\end{equation*}
$$

where $d_{i j}$ is the distance between $\mathbf{p}_{i}$ and $\mathbf{p}_{j}^{\prime}$ and $\xi=\psi_{j \mid i}-\theta_{j}$ is the angle of $\mathbf{v}_{j}$ from the line of the relative position $\mathbf{p}_{j i}$.

## Collision Arc on the Circle of Preferred Speed

Consider Fig. 4.2(b) where we have multiple points on the surface of the inflated circle of $\mathbf{p}_{j}$ with the robot radius $r_{i}$. Three black points are shown in the figure as an example.

With the computation of the cognitive location of collision for each point on the inflated circle, we can easily imagine that the those three points on the inflated circle of $\mathbf{p}_{j}$ can be translated to the location of their collision points on the circle of preferred speed of $\mathbf{p}_{i}$. Note that the time of collision $\tau_{c}$ for each point can be different. As shown in the figure, computing the cognitive collision location (the collision locations are not shown Fig. 4.2(b). See $\mathbf{p}_{c}$ in Fig. 4.2(a)) will give us the angle shift that maps $\mathbf{v}_{i}$ on different points on the circle centered at the origin of velocity space of robot $i$ with the radius of preferred speed $v_{0, i}$. Different colors were used in the figure to pair different $\mathbf{v}_{i} \mathrm{~S}$ corresponding to different points.

The arc of the preferred speed circle designated by $\mathbf{v}_{i}\left(\theta_{i}\right)$ where $\theta_{i} \in\left[\theta_{c, \text { min }}, \theta_{c, \text { max }}\right]$ as shown in Fig. 4.2(b) is defined as Collision Arc of the preffered velocity circle. Considering the maximum horizon distance $d_{\max }=\left\|\mathbf{o}_{i}-\mathbf{p}_{i}\right\|$, which represents the distance to the goal $\mathbf{o}_{i}$ from the current position $\mathbf{p}_{i}$, the maximum collision time is bounded by $\tau_{c}<\tau_{\max }$ where $\tau_{\max }=\frac{d_{\max }}{v_{0, i}}$. When $\tau_{c}=\tau_{\max }$, it implies that there is no expectation of obstacles in the chosen angle. Then we can define the collision arc as follows.

Definition 4.2.1 (Collision Arc). For a given preferred speed $v_{0, i}$ of agent $i$, the collision arc, $C A_{i}$, of the preferred speed circle of radius $v_{0, i}$ centered at the origin of its velocity space is defined as the arc that corresponds angle $\theta_{c}$ such that

$$
C A_{i}=\left\{\mathbf{v}_{i} \left\lvert\, \tau_{c}\left(\theta_{c}\right)<\frac{d_{\max }}{v_{0, i}} \wedge\left\|\mathbf{v}_{i}\left(\theta_{c}\right)\right\|=v_{0, i}\right., \theta_{c} \in[0,2 \pi]\right\} .
$$

Note that the definition of $C A_{i}$ does not contain the moving obstacle index. This is because the collision arc can also be defined in the same way with static obstacles, although we induced the collision arc from moving obstacles so far. The only difference between static and dynamic obstacles in defining the corresponding collision arc is that we use cognitive locations of moving obstacles, whereas we use the measurement data itself for static obstacles. Once the cognitive distances are obtained for the robot's surroundings, the collision arc can be defined in the same way. This can be easily seen in Fig. 4.2(b). If the object $j$ (the small dashed circle in $V O_{i \mid j}$ ) is static (i.e., $\mathbf{v}_{j}=0$ ), the measurement points on its arc (the thick curve) will give us the collision arc in the VO cone.

Figure $4.2(\mathrm{~d})$ shows the extension of the collision arc into general shape of obstacles. An obstacle is shown with a yellow polygon. The inflation of the measurement of the agent $i$ on the obstacle's surface is shown as light blue line with its radius of $r_{i}$. Then, each point of the inflated measurement can be mapped into collision arc $C A_{i}$ of the agent $i$, as we explained with Fig. 4.2(b). Different points of the measurement can be mapped into a single collision angle with different $\tau_{c}$. When it happens, smaller collision time will be chosen as $\tau_{c}$ of the angle.

## Collision-free Desired Velocity

Now, we will show the defined collision arc $C A_{i}$ is always a subset of the velocity obstacle $V O_{i \mid j}$ for any given value of $\mathbf{v}_{j}$. In fact, the intersecting arc of the preferred speed circle with VO is the collision arc. We already checked the case of static obstacles where $\mathbf{v}_{j}=0$ in the previous section. For a moving object $j$, Fig. 4.2(c) visualizes the collision arc and the VO with the given velocity of the object $\mathbf{v}_{j}$. Three points on the surface of object $j$ (the thick black points on the small circle) have the same velocity. Recall the computation of the angle shift with Eq. (4.6) and Fig. 4.2(a). In Fig 4.2(a), one can easily notice that two dashed lines are parallel: one connecting the ends of the red arrows $\mathbf{v}_{i}$ and $\mathbf{v}_{i}$ and the other connecting the bases of the same red arrows. In Fig. 4.2(c), the two thick black points at the sides of the obstacle $j$ lie on the left (the green dashed arrow) and right (the blue dashed arrow) boundaries of $V O_{i \mid j}$. The corresponding $\mathbf{v}_{i}$, the green and thick blue arrows, respectively. The bases and the ends of the arrows $\mathbf{v}_{i}$ and $\mathbf{v}_{j}$ should have parallel lines as we observed in Fig. 4.2(a), which results in the intersecting points of $C A_{i}$ and $V O_{i \mid j}$. Selecting the outside arc angles of $C A_{i}$ with the preferred speed $v_{0, i}$ leads to a collision-free velocity because the resulting $\mathbf{v}_{i}$ is located outside of the velocity obstacle. Thus, the following theorem is proven.

Theorem 1 (Collision Free Desired Velocity). The desired velocity $\mathbf{v}_{\text {des }}$ in Eq. (4.2) with the angle selection $\alpha_{\text {des }}$ outside the arc angles of $C A_{i}$ is collision-free.

Considering $C A_{i}$ conveys the velocities with $\tau_{c}<\tau_{\max }$ that implies obstacles in anytime in the future, it can be too conservative if all velocities $C A_{i}$ are rulled out of the velocity candidates. We can still choose the desired velocity in $C A_{i}$ if a collision is expected with a large collision time. Recalling Eq. (4.3) of the pedestrian model, which tells us the actual change of an agent's velocity to achieve the given $\mathbf{v}_{\text {des }}$ gradually occurs within the specific time period $\tau$, we can choose the angle $\alpha_{\text {des }}$ of $\mathbf{v}_{\text {des }}$ if $\tau_{c} \geq \tau$. Thus, we add a condition to Eq. (4.1) in selecting the desired angle $\alpha_{\text {des }}$ of the pedestrian model such that

$$
\begin{gather*}
\alpha_{d e s}(t)=\arg \min _{\alpha} d(\mathbf{s}(\alpha), \mathbf{o})  \tag{4.8}\\
\text { s.t } \tau_{c}(\alpha) \geq \tau
\end{gather*}
$$

Selecting the desired angle $\alpha_{\text {des }}$ in this way, Eq. (4.2) gives us the desired velocity without speed reduction from its preferred speed of $v_{0, i}$, holding the collision-free condition with the velocity vector pointing on the circumstance of the preferred speed circle. Thus, the following theorem is proven.

Theorem 2 (Collision Free Desired Velocity with a Time Window $\tau$ ). The desired velocity $\mathbf{v}_{\text {des }}$ in Eq. (4.2) with the angle selection $\alpha_{\text {des }}$ outside the arc angles of $\tau_{c}<\tau$ is collisionfree.

### 4.2.3 Degree of Cooperation

Although the behavioral model in the previous section can provide the human's action in general during the normal navigation, it may often fail to capture the actual behavior of humans due to the inherent stochastic characteristics of human behaviors. This may lead to poor prediction of the trajectory. In particular, cooperative behavior between humans may affect the trajectory. For example, a cooperative human to a mobile robot may take a bypass to avoid the collision with the robot et the expense of compromising of their utility (i.e. minimum deviation from the shortest path), whereas a non-cooperative (aggressive) human may stick to the shortest path to the destination to achieve their utility as the top priority and hope the robot to yield his/her decision. The trajectory of the former case, as a result of cooperation, will be deviated from the straight line that links the current position and the destination of the human, whereas the latter case will show the straight trajectory. The different degree of cooperation may result in different interaction and trajectories. This degree may be different depending on the type of approaching object (e.g. a mobile robot) depending on individual $[112,113]$ and may not be constant even for a single person. Therefore, we introduce a degree of cooperation as a parameter of the behavioral model for the step of trajectory prediction, and intend it to be inferred for each moving object via Bayesian inference based on the observations.

Recall the cognitive function $f(\alpha)$ in Eq. ((4.1)) takes account of obstacles. If a pedestrian $i$ is fully non-cooperative (i.e. he sticks to his/her path regardless of obstacles on the path), he will ignore the desired angle $\alpha_{d e s, i}(t)$ obtained from $f(\alpha)$ and take the action directly to his $/$ her goal, i.e. $\alpha_{i}(t) \neq \alpha_{0, i}$. In comparison, if the pedestrian is fully cooperative, he will select the desired angle as given in Eq. (4.1) as the action of avoiding collision. In this sense, we can define $\beta_{i}$, the degree of cooperation of an agent $i$, as follow.

$$
\begin{equation*}
\beta_{i}:=\min \left(\left|\frac{\angle \mathbf{v}_{i}-\alpha_{0, i}}{\alpha_{d e s, i}-\alpha_{0, i}}\right|, 1\right),\left(\alpha_{d e s, i}=\alpha_{0, i}\right) \tag{4.9}
\end{equation*}
$$

Figure 4.3 describes $\beta$ by showing different cases. The object $i$ is fully-cooperative when $\beta_{i}$ is 1 and non-cooperative when $\beta_{i}$ is 0 . By combining Eq. (4.9) with the navigation


Figure 4.3: Illustration of degree of cooperation
behavioral model of pedestrian $i$, we can rewrite Eq. (4.1) as

$$
\begin{equation*}
\bar{\alpha}_{d e s, i}(t):=\beta_{i}\left(\alpha_{d e s, i}(t)-\alpha_{0, i}\right)+\alpha_{0, i} \tag{4.10}
\end{equation*}
$$

Assuming $\mathbf{o}_{i}$ is given, the robot has a predictive model of the human's action (i.e. Eqs. (4.10),(4.2) and (4.3)) based on a set of parameters whose values may be inferred under a Bayesian inference or otherwise estimated over time. The parameters to be inferred are the degree of cooperation $\beta_{i}$. The human's actions up to a particular time may be viewed as evidence about these parameters. Let us denote $\mathbf{u}_{i}=\mathbf{v}_{i}=\left[v_{x, i}, v_{y, i}\right]^{T}$ and $\mathbf{x}_{i}=\left[x_{i}, y_{i}, \theta_{i}\right]^{T}$. At every time step $t$, the robot obtains a new measurement of the action of human $i, \mathbf{u}_{i}(t)$. This measurement can be used as evidence to update the robot's belief $b\left(\beta_{i}\right)$ over time via a Bayesian update given by:

$$
\begin{equation*}
b_{t+1}\left(\beta_{i}\right)=\frac{P\left(\mathrm{u}_{i, t} \mid \mathbf{x}_{i, t} ; \beta_{i}\right) b_{t}\left(\beta_{i}\right)}{\sum_{\beta_{i}} P\left(\mathrm{u}_{i, t} ; \beta_{i}\right) b_{t}\left(\beta_{i}\right)} \tag{4.11}
\end{equation*}
$$

We assume the prior $b_{0}\left(\beta_{i}\right)=1$ as a uniform distribution because $\beta_{i}$ depends on person to person and it is unknown to the robot when the robot first faces with the person (i.e.
$t=0)$.

### 4.3 Simulation Results

### 4.3.1 Visualization of the Trajectory

Figure 4.4(a) visualizes of the field of distance measurement (e.g. eyes for human) of 2 agents moving in a plane while they are crossing each other. Agents 1 and 2 left from bottom-left and top-left and are moving top-right and bottom right, respectively. The scene shows when they are about to cross, and the visual field if each is illustrated in right blue and right green. The distance measured in these fields of vision is shown in Fig. 4.4(b) ( $\mathrm{r}_{\mathrm{m}}$ in top and bottom). The corresponding cognitive function, $f(\alpha)$, and distance to the destination, $d(\mathbf{s}(\alpha), \mathbf{o})$, are shown in Fig. 4.4(b) for comparison. The range of the field of vision is [ $-80 \mathrm{deg}, 80 \mathrm{deg}$ ] for both agents relative to their heading angles.


Figure 4.4: Visualization of the distance measurement and its comparison with the cognitive function and distance to the goal

We applied the simulation model in Section 4.2.2 to the behavioral model (Eg. (4.1), (4.2), and (4.3)) for the prediction trajectories of multiple agents. The evolution of states of the agents are computed by applying a discrete time motion model, $\mathbf{x}_{i, t+1}=\mathbf{x}_{i, t}+u_{i, t} \Delta t$, where $u_{i, t}=v_{i, t}$ given by the behavioral model. Figure 4.5 shows the paths as the result of the prediction of trajectories with different scenarios. The upper line of the images
shows the cases that the agents symmetrically exchange their goals with the agents in the opposite side, whereas the lower line shows the cases of asymmetric exchange of the goals. The radius and preferred speed, $v_{0, i}$, were set 3 m and $5 \mathrm{~m} / \mathrm{s}$, respectively, and those are equal for all agents. $\Delta t$ is 0.1 s . Each agent computes its cognitive function and determines the action independently, and the states for all agents are updated at the same time.

We also performed simulations for the freezing robot problem (FRP), as shown in Fig. 4.6. The initial position of a robot is set at the left, and those of the other agents are deployed at the right in Fig. 4.6(a). The sizes and initial locations of the agents are chosen for the tight gap in between, which does not allow the robot to penetrate through unless the agents are cooperatively moving. The trajectories of the robot shown in Fig. 4.6(b) and Fig. 4.6(c) show the robot goes through the crowded approaching agents and does not show any motion for evacuation from the crowd, implying the given suggested local planner can handle FRP.

With consideration of the degree of cooperation, $\beta$, simulation results of the trajectory prediction are shown in Fig. 4.7. We set larger radius for better readability for this figure. The simulation results shown in Fig. 4.7 imply that a mobile robot can be adaptable for different dynamic objects showing different degree of cooperation by predicting joint trajectories considering all agents.


Figure 4.5: Predicted trajectories with the behavioral model of human navigation


Figure 4.6: Simulation with Freezing Robot problem (FRP)

(a) $\beta_{1}=1$ and $\beta_{2}=1$

(b) $\beta_{1}=1$ and $\beta_{2}=0.8$

(c) $\beta_{1}=1$ and $\beta_{2}=0$

Figure 4.7: Effects of degree of cooperation ( $\beta_{1}$ :orange, $\beta_{2}$ :light blue)

### 4.4 Discussion

To consider safety and efficiency, we incorporate a pedestrian behavior model for the local planner. The pedestrian behavioral model seeks a direct path to the goal as possible with obstacles in the expected positions in the future. The selection of the direction comes first, and the speed is adjusted to secure some distances for safety, which results in a trajectory minimizing the remaining distance to the goal.

The safety of the desired velocity, which is generated as the output of the local planning method, is proven with the collision arc. For the given preferred speed with the desired direction selection, the collision arc is a subset of the velocity obstacle of the given moving object, providing the collision-free guarantee of the desired velocity.

The degree of cooperation is proposed to deal with the behavioral uncertainties of the moving agents. The different DoC affected the resulting trajectory with the different selection of other agents' velocities.

### 4.4.1 Issues and Limitations

The main limitation of the work in this chapter is that we only performed a few simulations for the proposed methods. Thus, further simulations and experimental results are required to validate the proposed methods. Although we proved the guarantee of safety for the given pedestrian model, we found there were still collisions between agents during the simulations. This is because the collision arc covers the entire circumstance of the preferred speed circle when an aggressive agent is chasing the robot sideways faster than the robot's given preferred speed, leaving the robot no choice of a collision-free arc.

Perfect sensors were assumed for the known velocity of the measurement points. In fact, distinguishing static and dynamic objects from the range measurement data is challenging and still an open problem. Also, we found the estimation of DoC is not easy from current velocity observations because of the small angle changes of other objects. Angle changes occur from a far distance from the other object. Assuming known goals is expected to facilitate the estimation of DoC.

## Chapter 5

## Conclusions

In this thesis, we proposed a global path planning method and a local motion planning method with the navigation framework that takes each planner in a sequential separate navigation step. The main focus of our work for both planners is to deal with the tradeoff between efficiency and safety.

In the global planner, we proposed the allowable speed of navigation, which considers the achievable maximum moving speed based on the clearance of the environment. The corresponding cost formulates the time of traveling, resulting in a time-oriented path. Our global planner aims for the time efficiency of a planner path while safety is incorporated into it. Another point of the proposed global planning method is the computation time. Besides, we proposed a new map structure for light computation, the Hierarchical Topology Map, which has a double-layered data structure of the topology graph and the metric skeleton of a map. The skeleton path was able to obtain almost immediately in the proposed HTM map. Further optimization method was proposed with the concept of Explicit Corridor that takes the closest obstacle points along with the metric skeleton point of HTM, leading to Hierarchical Topology Map with Explicit Corridor (HTM-EC). With the proposed method, an on-skeleton path can be refined with cost optimization in the discretized corridor sections. The efficacy of the allowable speed for a safe and efficient path and the light computation time of the proposed HTM-EC has been validated with simulations, and real robot experiments were performed to validate the proposed methods.

In local motion planning, we incorporate a pedestrian behavior model to address safety and efficiency. The pedestrian model aims to minimize the remaining distance to the destination while incorporating the expected collision locations of the visual measurement of surroundings. The simulation results show the pedestrian model can generate a smooth
path between the agents with the different numbers of agents. While the resulting trajectory with the generated motion commands natural, safety has to be secured. Thus, we prove the guaranteed safety of the pedestrian model when the pedestrian heuristics is incorporated into our navigation planner. In addition, the degree of cooperation was proposed to address the behavioral uncertainties that are often observed in the social environment. DoC plays the level of interactions, and its online estimation affects the resulting trajectory when applying the pedestrian navigation model to the robot motion. As the local planner uses the visual measurement (i.e., the range data from LiDAR), the proposed planner is scalable regardless of the number of moving obstacles as well as static obstacles.

### 5.1 Limitations and Issues

The implementation issues remain in the proposed global path planning methods. Specifically, the skeletonization we used in our implementation is a discrete method from a grid map. Therefore, the skeleton points are located at integer-based values (i.e., integer indices of grid cells), which results in the failure to find the closest obstacle points. The skeleton point is supposed to be an equidistant point from obstacles, but such discretized skeletonization resulted in biases to one side of the obstacles. As a result, some of the skeleton points wrongly output their two obstacle points on one side of the corridor. We expect that such an issue can be resolved by applying other skeletonization methods that provide the exact equidistant point as the skeleton.

In the local planner, we only performed a few simulations for the proposed methods. Further simulations and experimental results will be required to validate the proposed methods. Safety was proven to be guaranteed, but there were still collisions between agents during the simulations. This is because the collision arc covers the entire circumstance of the preferred speed circle when an aggressive agent is approaching to the robot's sideways, causing no choices of velocity options with robot velocity bounded by its preferred speed.

In addition, the local planner we formulated and the safety guarantee assumes to have perfect sensor information, specifically the velocity of the measurement input range date. The velocity data of the visual information for a computer is challenging. Segmentation of dynamic and static objects and the velocity measurement is challenging and still remains an open problem.

We found the DoC is not easy to estimate with current velocity observations. This is because the angle change of the other obstacles are small and should occur only when there are collision expected. Knowing the goal of the other objects will be advantageous to esti-
mating the DoC online, but it is hidden as the intentions of the other non-communicating agents.

### 5.2 Future Works

Our future works are primarily on more validations of the proposed local planning methods. For the validation of collision-free velocities, larger amount of simulations will be performed with different parameter setting such as the number of agents, various agnets' sizes, and different preferred speed of navigations. We will also continue to work on the proposed methods including experimental validations.

As mentioned in the limitations above, some assumptions, such as the known goals for the other agents, will be challenging when the DoC is estimated. The proposed global planning and the structure of the topology map can be exploited for the issue. The nodes of the topology graph of HTM-EC include the intersections of corridors. Naturally, those corridor intersections can be considered as highly likely the short-term goals for moving agents. With the intersection information incorporated in the graph, it may help predict their motion by presuming their short-term goals on those intersections, which should help to estimate the DoC by having the inference on the other agents' goals.
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## APPENDICES

## . 1 Algorithm for HTM Construction

```
Algorithm 1: Construction of Hierarchical Topology Map from skeleton
    Input: unexplored skeleton set \(\mathcal{P}\), branching points \(\mathcal{P}_{b r}\), distance field of a map \(D\)
    Output: topology node set \(\mathcal{N}\), topology edge set \(\mathcal{E}\), ordered skeleton set \(\mathcal{Q}\)
1
/* Initialization */
            // indices of nodes ( \(i, j\) ) and skeleton points ( \(I_{i j}=\left\{I_{i}, I_{j}\right\}\) of an edge)
\(i, j, I_{i}, I_{j} \leftarrow 1\)
SearchPt \(\leftarrow \operatorname{argmax}_{p \in \mathcal{P}}(D(p))\)
SearchQueue.add, \(\mathcal{N}\). add \(\leftarrow\) SearchPt
\(\mathcal{P}\).remove \(\leftarrow\) SearchPt
```



| 37 |  |
| :---: | :---: |
| 38 |  |
|  | /* case2\&3: merging or terminal points */ |
| 39 | if Neighbor is not found from $\mathcal{P}$ then |
|  | ; // next SearchPt will jump |
| 40 | SearchPtJump $\leftarrow$ true; |
| 41 | if Neighbor $\in \mathcal{N}$ then |
| 42 | $j \leftarrow$ findindex $(\mathcal{N}=$ Neighbor $), I_{j} \leftarrow \operatorname{length}(\mathcal{Q}) ;$ |
| 43 | $\mathcal{E}$.add $\leftarrow\left(i, j, I_{i}, I_{j}\right) ; \quad / /$ merging node case |
| 44 | else |
| 45 | $\mathcal{N}$.add $\leftarrow$ SearchPt ; |
| 46 | $j \leftarrow \operatorname{length}(\mathcal{N}), \quad I_{j} \leftarrow \operatorname{length}(\mathcal{Q}) ;$ |
| 47 | $\mathcal{E}$.add $\leftarrow\left(i, j, I_{i}, I_{j}\right) ; \quad / /$ terminal node case |
| 48 | SearchPt $\leftarrow$ SearchQueue.last ; // update SearchPt from SearchQueue /* find adjacent node when SearchPt is jumped |
| 49 | if SearchPtJump is true then |
| 50 | Neighbor $=8$ NeighborWindow + SearchPt; |
| 51 | SearchQueue.remove $\leftarrow$ SearchPt; |
| 52 | for each Neighbor do |
| 53 | if Neighbor $\in \mathcal{N}$ then |
| 54 | $i \leftarrow$ findindex $(\mathcal{N}=$ Neighbor $)$; |
| 55 | $\mathcal{Q}$.add $\leftarrow$ Neighbor; |
| 56 | $I_{i} \leftarrow$ length $(\mathcal{Q}) ;$ |
| 57 | CandidateJump $=$ false |
|  | /* Compute allowable speed and edge cost */ |
| 58 | for each $\mathcal{Q}$ do |
| 59 | $\left\lfloor\right.$ compute $v_{a}(\mathcal{Q}), u(\mathcal{Q})$; |
| 60 | for each $\mathcal{E}$ do |
| 61 | compute $C=\operatorname{sum}(u)$; // compute cost of each edge |
| 62 | E.concatenate $\leftarrow C$ |
| 63 | $\operatorname{return} \mathcal{N}, \mathcal{E}, \mathcal{Q}$ |


[^0]:    ${ }^{1}$ https://youtu.be/oDTTdYcj_qA

[^1]:    * The grid-based paths were used for the reference costs.

