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Abstract

In medical imaging, positron emission tomography (PET) is an imaging technique that

uses radiotracers to tag and investigate biological processes. A high-quality PET scan

requires a high dosage of such tracers and/or a long scan time in a PET machine, both of

which can be sources of discomfort for the patient. In this work, a potential solution based

on deep learning is explored, such that PET scans obtained with shorter scan times can be

denoised to minimize image quality loss in brain PET scans of Alzheimer’s disease patients.

Using the open ADNI database, 215 brain PET studies of Alzheimer’s disease patients using

18F-Florbetapir radiotracer were obtained. Each study contains four sequences of 5-minute

scans, and the average of these scans is taken to be the true noiseless image. 203 studies

were used to train a U-Net based neural network, using a single 5-minute scan as input and

the full 20-minute scan as the ground truth. The U-Net neural network is 18 convolutional

layers deep, separated into an encoder and a decoder, where each 2-layer pair in the encoder

is concatenated to its corresponding parallel pair in the decoder. The first convolutional

layers in the encoder have 64 filters, with the number of filters doubling at each encoding

depth up to 1024. The decoder halves the number of filters at each convolutional layer

pair, and a final convolution layer collapses the number of filters down to 1, generating

the output image. A pipeline was developed to obtain the quantitative metrics for the

network’s performance by generating the neural network outputs from single 5-minute

scans of the validation studies and obtaining the standardized value uptake ratio values

across 56 regions of interest. Combined with a qualitative analysis by a single nuclear

medicine physician, the outputs from the neural network with a single 5-minute scan input

are comparable both qualitatively and quantitatively to the full 20-minute scans.
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Chapter 1

Introduction

Alzheimer’s disease is a neurodegenerative pathology associated with memory and motor

loss, affecting millions of senior adults[1]. While its treatment is still under heavy research,

one of the biological hallmarks of its early onset is the presence of beta amyloid plaques and

misfolded tau protein tangles in the brain [2]. The detection of these compounds is done by

injecting the patient with a radiotracer that binds selectively to these compounds, tagged

with a radioactive isotope that decays and emits radiation that can be detected using

technologies such as single-photon emission computed tomography (SPECT) or positron-

emission tomography (PET). However, the atomic nature of this scanning technique means

even with the most sensitive detectors, the resulting image from the detectors can often be

noisy. Reducing this noise puts the imaging technicians in a dilemma between increasing

the radiotracer dosage (which increases the patient’s radiation exposure level) or increasing

the scan time (which can be uncomfortable for the patient). The former also presents an

ethical problem of introducing internal radiation to the patient solely for tomographic

purposes.

This thesis presents work done on a possible solution to denoise PET scans using deep

learning techniques. It begins by laying the necessary groundwork, including the physical
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foundations of radioactive decay, how these decay events are captured by a detector, and

how this knowledge can be used to build a selectively targeting medical imaging machine. It

also provides a brief background on machine learning and deep learning, and its applications

in a tomographic environment.

This thesis then covers the details of the work done, including data acquisition, prepro-

cessing, and construction of a deep learning neural network. It explores different techniques

and networks that have been attempted, and their shortcomings. The results then follow,

showing both a quantitative and a qualitative assessment of the performance of the trained

neural network.

Finally, the thesis ends with a dedicated discussion section, where the author reflects on

the work and comments on the decisions made throughout the work. A further commentary

on the marriage of tomography and deep learning, as well as an outlook on where the work

done can be improved, closes out the thesis.
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Chapter 2

Background

This work is heavily based on a widely used medical imaging technique known as positron

emission tomography (PET). In PET, selectively binding biological agents are tagged with

an isotope that emits radiation, and the technique relies on the detection and localization

of these radiation events in volumetric space. PET offers the imaging technicians the

freedom to choose the binding agent to selectively target and image desired tissues and

biological processes, at the expense of requiring usage of potentially harmful radioactive

processes internal to the patient’s body. A full appreciation of the challenges presented by

the tomography, the origins of such challenges, and the potential solution offered in this

thesis necessitates an understanding of the physical processes that govern this technique.

To that effect, this chapter of the thesis includes an overview of radioactive decay, its use

in the creation of radioactive binding agents (named radiotracers), and the mechanism

through which a PET scanner can reconstruct a 3-dimensional model from the detection

of these radiation events.

In this chapter, we discuss the background information of the work, such as radioactive

decay, Alzheimer’s disease, and the methodology underlying PET.
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2.1 Underlying Physical Processes

Naturally occurring isotopes, and especially synthetically created ones, are often unstable

and will spontaneously decay into more stable forms. The process in which a radioactive

decay results in a new isotope is generally classified into two groups1 —

• α-decay, in which two protons and two neutrons are released; and

• β-decay, in which a proton converts into a neutron (or vice versa) and emits an

electron (positron) in the process to conserve the total charge.

In the case where a proton is changed into a neutron, an electron is emitted to account

for the loss of charge. This process is further classified as a β−-decay, and likewise, the

conversion of a neutron into a proton to emit a positron is a β+-decay. Notably, a positron

is an antiparticle and an antimatter analogue to the electron. When the two come in

contact, they undergo an annihilation process, releasing two photons:

e− + e+ −−→ γ + γ (2.1)

During the electron-positron annihilation, the mass of both particles are each converted

to 511keV of energy, following Einstein’s famous equation E = mc2. The emitted photons

have no net linear momentum, so they travel in opposite directions (Figure 2.1). This

has important ramifications in imaging applications, as the detection of these two photons

allows the annihilation process to be localized in space. This is especially invaluable in

an imaging situation where a chaotic number of photons are being released in various

directions; if we can isolate two photons along a line, then we can identify where they

originated.

1Other forms of decay such as γ-decay exist, but these do not alter the mass number of the isotope, or

are daughter processes to the two forms of decay listed.
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The decay events are discrete and are characterized by half-lives t1/2, the time it takes

a sample to decay to half its amount. For applications in imaging, one would need to

consider the isotope of choice to ensure that t1/2 is not too short that the radioisotope

decays to undetectable amounts before the imaging is complete, nor too long that the

decay events are infrequent. Some common examples of a radioisotope used in medical

imaging are 11C, 13N, and 18F, with t1/2 of 20.34, 9.97, and 109.74 minutes respectively.

The relatively short half-lives of these isotopes in an imaging environment means that they

are often synthesized directly within the lab and immediately applied [3, 4], and also has

the benefit that it keeps the radiation exposure time short for the patient.

Figure 2.1: A diagram illustrating the process of electron-positron annihilation.

A positron is emitted from the radioisotope and collides with a free electron, emitting two

photons that travel in opposite directions. Adapted from [5].

2.1.1 Radiotracers and Application in Medical Imaging

If observing two photons with opposite momenta allows localization of the annihilation

event, then a potential imaging application is to isolate the radioisotopes (and thus events)

to a desired region. Radioisotopes provide us with the means of detecting events, but how

do we selectively and spatially localize them in an imaging environment?
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Figure 2.2: The Haworth projections of (left) glucose and (right) 18F-

fluorodeoxyglucose (FDG). 18F-FDG is a glucose analog, where one of the hydroxyl

groups has been swapped to a radioactive 18F isotope (red). Biological processes with

glucose uptake will take up FDG as well, and the photons emitted from the 18F decay can

be detected following the uptake. This is especially important in imaging tumours, which

take up an irregularly high amount of glucose.

In the context of medical imaging, this is achieved through usage of organic ligands

and compounds that are metabolically taken up or bound to biological processes. For

example, a glucose analog such as fluorodeoxyglucose would selectively bind to tumours

with higher glucose uptake (Figure 2.2). By taking such a compound and replacing a

group with a radioactive isotope that undergoes β+-decay, the emitted photons from the

isotope’s radioactive decay can be regionally identified. These compounds are referred to

as radioactive tracers, or radiotracers.

Radiotracers have a profound impact in the field of medical imaging due to their selec-

tive binding. Perhaps the most pivotal of its roles is in nuclear imaging, where following the

binding of the ligands, the photons emitted by the isotope can be used to localize the bind-

ing sites. This allows the detection of the presence and the extent of the biological tissues

of interest, and as such radiotracers have seen applications in oncology such as detection of

breast cancer [6], brain tumours [7, 8], and leukemia [9]. Outside nuclear imaging, radio-

tracers have also piqued interest in theranostics, where the usage of controlled radiation

from radiotracers is investigated to combine diagnosis and therapy [10, 11].
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2.2 Positron Emission Tomography

A radiotracer combines a binding agent with a signal generator. The only remaining

task is to capture and detect these signals, and localize them in volumetric space. One

attempt at this form of radioactive tomography is the single-photon emission computed

tomography (SPECT) that detected the emitted gamma rays from radioisotopes directly.

These detectors use a camera that captures the emitted gamma rays at different angles, and

uses the data to reconstruct a 3D model. SPECT offers a low-cost solution to tomography,

at the cost of poor resolution of the scan [12].

Alternatively, a technician could make use of the fact that a positron-electron annihila-

tion event yields two photons with opposite momenta. A requirement for such a radiotracer

is that the radioisotope undergoes a β+ decay such that it emits a positron, which contacts

a free electron to annihilate. Since organisms in nature are not typically made of antimat-

ter, free electrons are abundant in any imaging environment. Chemically, this means that

the mass number of the isotope must be less than that on the periodic table. This way, it

converts a proton to a neutron, changing the species of the isotope while leaving the mass

number the same, and to conserve charge, a positron is emitted. The application where

these positron-emitting radiotracers are used to obtain a medical image is called positron

emission tomography (PET). As mentioned in Section 2.1, the most common positron-

emitting isotopes used in PET are 11C, 13N, and 18F. Some common radiotracers used in

PET as well as medical imaging in general are listed in Table 2.1.

Unlike SPECT, which uses a mobile camera, a PET detector surrounds the patient with

scintillation crystals that catch an incoming 511keV photon from a β+-decay and breaks

it into thousands of photons around 1eV, putting it within visible light range (Figure 2.3).

The advantage PET has over SPECT is that with each event, two photons are emitted

simultaneously, and thus two crystals will be capturing photons coincidentally. These

coincidence events can be used to isolate where the photons originated (Figure 2.4). With
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Isotope Half-life Tracer Application

15O 122s H15
2O Cerebral blood flow

15O2 Oxygen metabolism

18F 110m 18F-2-deoxyglucose (18FDG) Glucose metabolism

18F-6-fluorodopa (18F-dopa) Dopamine storage

11C 20.5m 11C-SCH23390 Dopamine D1 receptors

11C-Raclopride Dopamine D2 receptors

11C-Flumazenil Central benzodiazepine binding

11C-Diprenorphine Opioid binding

11C-Methionine Cellular amino acid uptake

11C(R)-PK11195 Activated microglia

123I 13.2h Ioflupane Diagnosis of Parkinson’s Disease

Na123I Diagnosis of hyperthyroidism

Table 2.1: A list of common radiotracers in medical imaging and the metabolisms

they target. Each radiotracer is tagged with a positron-emitting isotope, indicated on

the right column. Adapted from [13].
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enough coincidence events, the data obtained can be used to reconstruct a 3D image with

greater fidelity than SPECT.

Figure 2.3: A typical PET scanner facility. Many modern PET scanners combine PET

and computed tomography (CT), which helps image the anatomical structures, to form

PET/CT machines capable of identifying and locating abnormalities in bodily functions.

Public domain image adapted from [14].

2.2.1 Imperfections and Data Correction

While PET offers a relatively less invasive tomographic technique, it presents us with

physical and ethical problems.

9



Figure 2.4: A cross-section of a PET scanner. To catch the photon emission, many

detectors surround the patient. When an annihilation event occurs, the emitted photons

travel along a line of response (LOR) until it is detected by two detectors simultaneously.

This coincidence event can be used to localize the origin of the photons. Adapted from

[15].

The line of response detection of a coincidence event as illustrated in Figure 2.4 is purely

ideal (called a true coincidence), and realistically, other factors and types of detected signals

degrade the overall quality of the PET image (Figure 2.5).

American physicist Arthur H. Compton showed in 1923 that a momentum-carrying

photon striking a free electron (or one that is loosely bound to an atom) results in an

inelastic collision that changes the kinetic energy and wavelength of the photon [16], a

phenomenon now known as Compton scattering. This effect is inevitable in PET scanners,

where the emitted photons scatter against the free electrons inside the patient, altering

its trajectory before it reaches the detector. The apparent line of response seen from the

10



scattering is erroneous, and can even appear as if the signal came from outside the body

(Figure 2.5a). If the PET scanner counts this coincidence event as usual, then this effect

contributes to the overall noise and quality of the PET image. The effects of scattering in

PET can be partially remedied through algorithmic approaches [17].

If a photon undergoes numerous scatter interactions (such as if it passes through denser

tissues and materials) then it may be attenuated and never reach the detector (Figure 2.5b).

By nature of PET, the two emitted photons must be unattenuated for their coincidence

event to be successfully counted. However, the two photons in opposite directions may

go through different densities of medium and interaction within the patient. As with

scattering, this results in a noisy image and incorrect coincidence event counts. While the

noise is difficult to remedy, the attenuation effects can be corrected by doing a “blank”

scan of the patient body and determining the correction factor [15].

An ethical issue that arises with PET is that it relies on radioactivity internal to the

body, and at high doses, the ionizing radiation can lead to potential health problems

[18]. On the other hand, the emitted radiation is very small, and even the most sensitive

machines will yield noisy PET scans if the radiotracer dosage is inadequately low. A typical

PET scan procedure attempts to mitigate this issue by retaining a low dosage while using

a long scan time. The body is scanned for multiple passes in succession, and the average

of the resulting set of images is taken to minimize the environmental noise and artifacts

(Figure 2.6). While this procedure results in a higher quality image, the increased scan

time in a claustrophobic scanning bed may lead to patient discomfort, as well as introduce

motion artifacts that may result in inaccurate registration [19]. Thus, there is merit in

exploring methods to convert a noisy single-pass PET scan and generate a clean PET

image with reduction in noise.

Earlier attempts at denoising PET scans were algorithmic in nature, involving iterative

reconstruction [20, 21] and highly constrained backprojection (HYPR) [22, 23]. Algorithmic
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(a) (b)

Figure 2.5: Erroneous signals potentially detected by a PET scanner. (a) The

emitted photons may scatter before reaching the external ring of detectors, resulting in an

incorrect line of response. (b) The energy of the photon is attenuated before it reaches a

detector, resulting in only one photon from the annihilation event being detected. Adapted

from [15].

approaches are ambitious, but in image processing they often require complex modelling of

the nature of the noise, leading to computationally intensive algorithms. Furthermore, a

digital representation of an image is prone to transformative variations such as rotation and

stretching, which algorithms may struggle to capture without the aid of a normalization

procedure such as registration.

2.3 Machine Learning

Machine learning (ML) is a term that encompasses a large branch of modern computer

science and engineering, with perhaps a loose definition as a consequence. In his original

1959 paper [24], Arthur L. Samuel writes that a “learned” machine must be:

12



Figure 2.6: Comparison between (left) a single-pass and (right) a multiple-pass

PET scan. A single pass in a PET machine results in a noisy scan with artifacts. Combin-

ing and averaging multiples of these scans results in a reduction in the artifacts. However,

this comes at the expense of increasing the PET scan time.

programmed so that it will learn to play a better game of checkers than can be

played by the person who wrote the program.

Machine learning is a subset of artificial intelligence, that makes use of a large database to

train a computer for future data. With each datum, the computer adjusts itself to slowly

approach the contextually optimal solution2, which parallels how humans would learn in a

natural setting. While ML is still ultimately an algorithm, it differs from the “traditional”

algorithms in that with each iteration, the internal hidden representation of the problem

is changing slightly. As a result, it is less sensitive to variations in the database than the

algorithmic counterpart, and is capable of adapting to new data points. The advent of this

technique, paired with the modern era phenomenon of ever-increasing amount of available

information, has paved the way for a new potential approach to denoising images.

2At least, optimal for the training database given.
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2.3.1 Deep Learning

Under the umbrella of machine learning, deep learning is one of many approaches that

use large databases to train a machine [25] (Figure 2.7). In deep learning, multiple layers

are chained together to form a network of linear weights. The term “deep” refers to the

multitude of these layers, which progressively transform the data into a more complex

feature space. In the context of image processing, the input image is simply represented

as a raw tensor of pixel values. As this tensor flows through the network, however, its

representation becomes more abstract, and the deeper layers may be able to identify more

abstract features such as edges and segmentation of regions of interest. Thus, deep learning

sees many applications in image processing, such as handwritten digit recognition [26],

traffic and street recognition for autonomous vehicles [27], and medical image segmentation

[28, 29].

Artificial Intelligence

Machine Learning

Neural Networks

Figure 2.7: An illustration of the enveloping nature of artificial intelligence and

deep learning ecosystem. Machine learning is a branch of artificial intelligence, and

one particular machine learning approach is deep learning, which uses layers of nodes that

combine together to form a neural network.

The inputs and outputs can be modelled and represented as an n-dimensional tensor

of real values, and their relations can be characterized in the form of linear combinations.
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In deep learning, these relations are represented as nodes and chained together to form

a neural network; the purpose of the nodes is to store the linear weights in transforming

from one tensor to the next, and it is these weights that are optimized during the training

process (Figure 2.8). For imaging applications, the input is often represented as a tensor

of raw pixel values with n = 3, where the third dimension is for the coloured channels.

The size of this third dimension can be 1 for grayscale (and effectively making the input

tensor 2-dimensional) or 3 for coloured images, where each pixel can be broken down into

its red, green, and blue components. The shape of the output tensor is more sensitive to

the context of the problem; image classification tasks such as handwritten digit recognition

may only require a single valued output that represents the classification, whereas image

segmentation and image reconstruction tasks need the output to be a different representa-

tion of the input image, so in such cases the output tensor may be the same shape as the

input tensor.

A denoising task is, in essence, an image reconstruction task. By using the full, averaged

PET scans as the ground truth, one could train a neural network to take a single scan and

reconstruct a denoised approximation to the ground truth. This could allow reduction in

the scan time by a factor equal to the number of passes (in our case, 4) without significantly

compromising the quality of the scans. Previous works have involved using generative

adversarial networks (GAN) to implement a generator and a discriminator network that

compete against each other to train a network capable of generating denoised images

[30, 31]. In this work, we use a simpler model involving only a convolutional neural network,

leading to lower algorithmic cost.
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Output
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Figure 2.8: An abstract representation of a neural network. Each circle represents

a node which holds linear weights. At each layer, the node combines the information from

the previous layer, combines them into a new tensor using the internal weightings, then

passes them forward to the next layer. The actual weightings are hidden from the end

user. In this particular network, the nodes are connected densely; each node is connected

to every node in the next layer. However, this is not always necessary, and the connections

between the layers is one of many freedoms granted to the neural network designer.
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2.4 Alzheimer’s Disease

Alzheimer’s disease (AD) is a neurodegenerative pathology that is characterized by memory

loss, and in severe cases, impaired motor functions. It is the most common cause of

dementia, affecting more than 5 million Americans [32], and is the sixth leading cause of

death in America, fifth among Americans aged 65 or over [33]. Biologically, the brains of

AD patients show an abnormally large amount of beta-amyloid (Aβ) plaque buildup, as

well as tangles of misfolded tau proteins. While it is unknown if these structures play an

active role in AD, identification of these structures is required for an AD diagnosis today

[34].

Both the Aβ plaques and the tau protein tangles can be detected through the usage

of radiotracers. Aβ plaque buildup occurs outside and in-between neurons, whereas tau

protein tangles occur within the neurons. Thus, imaging the tau proteins still presents a

challenge [35] but may present superior results to amyloid imaging once those challenges are

overcome [36]. Many organic ligands can bind to Aβ, such as florbetaben, flutemetamol,

and florbetapir, all of which can be tagged with the radioisotope 18F [37]. These tracers

can be used in a PET scanner to bind to the plaque buildup, allowing an early detection

of AD.

In this chapter, we covered the physical foundations of a PET scanner, the tomographic

mechanisms behind a radioactive ligand, and the shortcomings of such an imaging tech-

nique. In the following chapter, we will use AD as a specific application to describe a deep

learning approach to potentially reduce scan time in brain PET imaging with minimal loss

to the image quality.
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Chapter 3

Materials and Methods

This chapter details the data acquisition and preprocessing, as well as the neural network

design.

3.1 Data Acquisition

Data used in the preparation of this thesis were obtained from the Alzheimer’s Disease Neu-

roimaging Initiative (ADNI) database (adni.loni.usc.edu). The ADNI was launched in

2003 as a public-private partnership, led by Principal Investigator Michael W. Weiner,

MD. The primary goal of ADNI has been to test whether serial magnetic resonance imag-

ing (MRI), positron emission tomography (PET), other biological markers, and clinical

and neuropsychological assessment can be combined to measure the progression of mild

cognitive impairment (MCI) and early Alzheimer’s disease (AD).

From the ADNI database, 215 18F-Florbetapir brain PET studies grouped under the

AD cohort were retrieved, with 12 of those studies reserved for validation. The average age

among the studies is 75 years, distributed among 127 males and 88 females. (Table 3.1).
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Statistic Value

Average age 75

Males 127

Females 88

Table 3.1: Statistics for the study subjects. All studies were obtained from ADNI.

Each study includes anonymized metadata regarding the acquisition, as well as the three-

dimensional magnetization-prepared rapid acquisition with gradient echo (MPRAGE). The

MPRAGE contains four consecutive 5-minute PET scans of the patient, storing the raw

detected coincidence events on a per-voxel basis, allowing a model reconstruction of the

brain. For the studies, each PET MPRAGE data is accompanied by a brain MRI scan

obtained from the same patient.

3.1.1 Preprocessing

The database is stored as a DICOM file format, a medical imaging communication standard

that sees widespread use [38]. The DICOM files embed the raw spatial coincidence count

data, as well as numerous data fields, such as patient ID and information regarding the

PET machine used to obtain the data. However, many of these fields are optional and

often unnecessary, and the format has drawn criticism for the lack of consistency in the

labeling of these fields [39]. Thus, as part of the preprocessing, the network will ignore all

of these data fields, except the fields that directly contribute to the spatial reconstruction

of the brain PET scan, such as slice thickness, pixel spacing, and the number of rows and

columns (Figure 3.1).

For each study, the raw voxel data is extracted from the MPRAGE data, saving them

as individual axial image slices. For consistency between the PET scans, all slices are
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DICOM file Extract voxel data Resize and normalize

Neural networkResize output to original shapeReplace voxel data

Figure 3.1: A flowchart outlining the preprocessing and generation of new DI-

COM files from the original. The voxel data is extracted from the DICOM files, resized

and normalized, and becomes the input to the neural network. The network reconstructs a

denoised 256× 256× 1 tensor, which is re-shaped to the original DICOM file’s dimensions,

and the pixel data is replaced, leaving all of the embedded metadata unaltered.

resized to a 256 × 256 array. The voxel data contains the counts of coincidence events

(Section 2.2) which can be in the orders of magnitude too large for optimal neural network

training. Thus, each slice is normalized to values between 0 and 1. The normalization

factor is determined by the largest voxel value found within the slice. Typically, DICOM

pixel values are stored as 16-bit signed integers, and the maximal count per spatial position

is 32767. However, through analysis of all of the ADNI data, some DICOM files were found

with voxel values exceeding this; for such studies, the voxel values were taken to be 16-bit

unsigned integers instead, and used the normalization factor 65535.

The preprocessing procedure ends with the resizing and normalization, to minimize

mutation of the raw data. The neural network should ideally train on the most fundamental

expression of the PET scans as possible, rather than a reinterpreted representation of it.

Since the MRI data is not used during the neural network training and validation, no

preprocessing is required for them. After preprocessing, each study yields 4n images ready

for training and validation, where n is the number of axial slices stored in that PET

scan. These slices are augmented through reflections in the x- and y-axes, as well as a

half-rotation.
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3.2 U-Net

The neural network architecture is designed as a U-Net [40] composed of several con-

volutional layers (Figure 3.2). During the encoding phase, the network begins with the

256×256×1 input tensor, an axial slice from a single 5-minute scan, which passes through

a pair of 2D convolutional (conv) layers with 64 filters and 3x3 kernel size. Each conv layer

is followed by a ReLU activation layer, and after the conv layer couplet, the tensor passes

through a batch normalization layer and a 2× 2 max pooling layer. The encoding phase is

described by 4 such pairs of conv layers, each one decreasing the dimensions of the tensor

in the x- and y- directions and doubling the number of filters. At the apex of the U-Net,

the tensor has dimensions 16 × 16 × 1024. The decoding phase reverts this tensor back

to the original dimensions of the image by concatenating each decoding conv layer with

the corresponding parallel encoding conv layer. Unlike the encoding phase, the decoding

conv layers double the dimensions of the image while halving the number of filters at each

couplet, until the tensor has the dimensions 256× 256× 64. Then, a final conv layer with

1 filter yields an output image with identical dimensions to the input, 256× 256× 1. The

network uses the Adam optimizer for its low computational cost and high efficiency with a

large dataset [41]. The hyper-parameters for the optimizer follow the suggested values from

[41]. However, raw voxel data in a DICOM format PET scan can yield a very large number

of coincidence events, especially in high-dose and high-scan time images, resulting in voxels

with very small values following normalization. To account for this, the learning rate α

was reduced to slow the adjustment rate of the learned parameters. The hyper-parameters

for the optimizer are shown in Table 3.2.

With the input of an axial slice from a single 5-minute scan, the network output is

compared with the axial slice of the full 20-minute scan at the same location, and the

structural similarity index measure (SSIM) is taken as the error function for the network

due to its prominence for distorted imagery [42]. The network had a total number of
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Parameter Value

α 1× 10−5

β1 0.9

β2 0.999

ϵ 1× 10−7

Table 3.2: Hyper-parameters chosen for the Adam optimizer in the neural net-

work. With the exception of the learning rate α, all hyper-parameters follow the recom-

mend values from [41].

31,042,369 trainable parameters and trained on Google Colab for 300 epochs with a batch

size of 128.

An earlier iteration of this work attempted to use this U-Net as a generator network

for a generative adversarial network. However, the high computational overhead and poor

quality denoising led us to pursue a simpler model. Approaching simpler solutions has

many benefits especially in a medical imaging context; these will be further discussed in

Chapter 5.

3.3 Standardized Uptake Value Ratio

Training a neural network, and some may argue computing in general, is a very objective

process, where algorithms, equations, and formulae govern the impartial evaluation of

results. Thus, metrics such as SSIM and mean squared error see heavy use in neural

network error calculation and performance validation; a training neural network has a

framework with which to compare its generated output with some ground truth. Yet,

these metrics have little meaning for most everyday applications, and in some contexts,

they may not even correctly indicate the better solution. Consider the medical imaging
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Figure 3.2: Schematic of U-Net structure. The encoding phase comprises the left half

of the structure, and the decoding phase follows on the right. The network deconstructs

the initial image into numerous low-resolution features, then attempts to reconstruct a

noiseless version of the input.
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context in particular, and what we desire from a denoising neural network. If a generated

image (that more closely resembles the ground truth than the raw image according to such

metrics) has imaging artifacts or corruptions that affect technicians and physicians to make

decisions they would otherwise not, can we truly call it a “better” image?

The quest to find an ideal approach to data analysis in medical imaging is an ongoing

struggle [43]. Qualitative metrics such as visual analysis by experts is more reflective of the

quality of the images in practice, but is prone to bias and inconsistency among experts. On

the other hand, relying solely on pixel-based numerical data for evaluation is myopic and

may fail to capture the holistic nature of imaging — that it is a visual representation of

data. In this work, we use one approach that aims to bridge this gap, by using standardized

uptake value ratios (SUVR) [44], which use template masks to calculate the normalized

tracer uptake value per pixel in regions of interest (ROI). The SUVR is of particular

interest in nuclear medicine because, with the right tracer and ROI, the ratio provides

a good indication of presence and stage of pathologies. Furthermore, SUVR metrics see

common use in 18F-based PET imaging for Alzheimer’s disease [45, 46].

Start
Convert

to MNC
Average series

Blur imagesRegistration

Obtain

SUVR image

Average SUVR for

regions of interest
Table of ROI

Figure 3.3: A diagram outlining the pipeline operation. Each raw PET scan will

be parsed on a per-slice basis, passing through this pipeline to calculate the standardized

uptake value ratio of that slice for each of the 56 regions of interest.

For obtaining the SUVR metrics, masks corresponding to 56 ROIs were selected. To
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impose a normalization standard to fit the masks, a pipeline was developed using the

open-source Medical Imaging NetCDF (MINC) tool kit developed at the McConnell Brain

Imaging Centre [43]. The purpose of the pipeline (outlined in Figure 3.3) is to register or

align the PET scans spatially, apply the masks, calculate the uptake values, and normalize

their values relative to all pixels in the image. The pipeline was implemented in bash script

for automation; the implementation details follow.

3.3.1 SUVR Pipeline

The ADNI database allows users to download data in DICOM or in Neuroimaging Infor-

matics Technology Initiative (NIfTI) format. The downloaded datum combines all 4 scans

into numerous image scans, so the individual scans in a sequence must be separated. The

file names contain the sequence number of each image, so the preliminary steps for the

pipeline is regex matching to separate these scans. Before we can use the MINC toolkit,

the files must be in MNC format. The toolkit provides a dcm2mnc command for this pur-

pose. For each PET scan, the dcm2mnc command is run on each of the 4 runs, resulting in

4 MNC files that each represent a single run.

The next step is to average the 4 MNC files together for final normalization of the

uptake values. This is done through the mincaverage command in the toolkit. Typically,

the images are blurred at this step to remove minor noise and aid in registration. However,

blurring the averaged images led to inaccurate registrations for the majority of the studies,

presumably due to ADNI database having already applied a blur to the uploaded images.

Thus, the blurring step is skipped in the pipeline.

The images can then properly undergo the registration process, which takes the input

image and calculates the mathematical transformations required to match a given tem-

plate. The transformation from the raw PET scan to the corresponding MRI scan is first

calculated, then the linear and nonlinear transformations from the MRI scan to the tem-
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plate is obtained. These three transformations are concatenated together, and the PET

scan is resampled with these transformations applied. The resulting images are stored as

a new MNC file.

From the resulting MNC files, the pipeline can calculate the SUVR of the 56 regions of

interest. Using pre-existing masks, the base SUV is calculated for (in our case) AV45, and

using mincmath tool, the transformed MNC file is normalized to this SUV value to get a

SUVR image. Finally, the masks for the ROIs are applied to the SUVR images to obtain a

SUVR value for each region, and compiled into a comma-separated value file (Table 4.1).

While the pipeline is straightforward and easy to implement, it is computationally

intensive. In particular, the calculation of the linear and non-linear transform matrices

bottlenecks the runtime of the script. Furthermore, the variance in each PET scan and

attempting to automate their transformation to the same spatial orientation means errors

are inevitable. Earlier iterations of the pipeline had terribly warped images resulting from

the pipeline (Figure 3.4), and even the later iterations had images that were only partially

registered.

The following chapter summarizes the results as obtained from the final version of

the neural network, including both quantitative metrics and visual representations. The

chapter afterwards discusses the results, using them to reflect on the role of ML in imaging

applications and the problems introduced through its usage.
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Figure 3.4: Erroneously registered PET scans from the pipeline. The automated

nature of the pipeline inevitably leads to some PET scans to be not registered properly.

Typically, these images must be corrected manually by an expert. (Left, middle) The

pipeline has many parameters to tweak, such as blurring radius. Earlier iterations of the

pipeline led to wildly off-target registrations such as these. (Right) Some PET scans result

in an incomplete registration, where some slices are “cut off” in the final registration. The

result is seen here in the sagittal reconstruction of the axial slices post-registration.
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Chapter 4

Results

For quantitative evaluation of the neural network performance, the standardized uptake

value ratio (SUVR) normalized to cerebellar grey matter was obtained in 56 regions of

interest for each of the 16 validation studies. For each validation study, one of the 5-

minute scans was extracted, and a neural network output of this scan was obtained by

running each slice through the trained neural network kernel and coalescing the resulting

output slices. The full 20-minute scan and the neural network generated output are all run

through a pipeline that registers the PET scans to the MRI scans obtained from ADNI,

resamples with the registration, and obtains the SUVR from each of the 56 masks that

each represent a region of interest (ROI). We also obtained a visual qualitative assessment

from a nuclear medicine physician.

SUVR values from 56 ROIs were obtained for the full 20-minute scan as well as from

the U-Net-generated image from a single 5-minute scan, and the absolute differences in

SUVRs were under 0.1 in most regions. Table 4.1 shows the SUVR values obtained from

one of the validation studies. Qualitatively, Figure 4.1 shows a comparison of three sample

studies obtained from the validation set, with the full results from the 16 validation targets

shown in Figure 4.2. Overall quality appears to be promising when compared to that of
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the 20-minute scan. However, dynamic range may be higher and some artifacts may have

been emphasized. The next Chapter provides a discussion on these results.
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A B C

Figure 4.1: Comparison of 3 different validation subjects and the PET scan

slices. Each row represents a different validation subject, with (A) a single scan, (B) full

scan, and (C) a single scan run through the neural network being compared. All slices

were obtained at the same spatial location.
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(a)

Figure 4.2: The 16 validation studies used to visually inspect the performance of

the U-Net. Each figure shows the brain PET scan as obtained from (left column) a single-

pass 5-minute PET scan, (middle column) a full 20-minute scan, and (right column) the

neural network generated output from using the single-pass 5-minute scan. The resulting

figures are also separated into (top) axial, (middle) coronal, and (bottom) sagittal slices.
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(b)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(c)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(d)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(e)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(f)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(g)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(h)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(i)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(j)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(k)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(l)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(m)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(n)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(o)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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(p)

Figure 4.2: (continued) The 16 validation studies used to visually inspect the

performance of the U-Net. Each figure shows the brain PET scan as obtained from

(left column) a single-pass 5-minute PET scan, (middle column) a full 20-minute scan,

and (right column) the neural network generated output from using the single-pass 5-

minute scan. The resulting figures are also separated into (top) axial, (middle) coronal,

and (bottom) sagittal slices.
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Left Right

20-min. 5-min. 20-min. 5-min.

Angular Gyrus 1.28 1.20 1.27 1.27

Caudate 0.28 0.30 0.23 0.15

Anterior Cingulate Gyrus 0.94 0.92 0.93 0.92

Cuneus 1.02 0.98 1.28 1.29

Fusiform Gyrus 1.19 1.14 1.04 0.93

Gyrus Rectus 1.10 1.21 1.12 1.20

Hippocampus 0.91 1.00 0.95 0.96

Inferior Frontal Gyrus 1.01 1.01 0.90 0.99

Inferior Occipital Gyrus 1.45 1.12 1.28 0.98

Inferior Temporal Gyrus 1.33 1.30 1.15 1.18

Insular Cortex 0.98 0.94 0.98 1.05

Lateral Orbitofrontal Gyrus 0.86 0.81 0.78 0.89

Lingual Gyrus 1.23 1.06 1.17 0.95

Middle Frontal Gyrus 1.02 1.05 0.92 1.06

Table 4.1: Example comparison of SUVRs for the 56 regions of interest in one

patient, for full 20-minute scan and neural network output from a single 5-

minute scan. Qualitatively, the neural network output is comparable to that of the full

scan in all ROIs.
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Left Right

20-min. 5-min. 20-min. 5-min.

Middle Occipital Gyrus 1.34 1.14 1.38 1.28

Middle Orbitofrontal Gyrus 1.03 1.08 1.03 1.18

Middle Temporal Gyrus 1.39 1.32 1.24 1.36

Parahippocampal Gyrus 0.68 0.70 0.68 0.68

Postcentral Gyrus 1.07 1.10 0.85 0.96

Precentral Gyrus 1.14 1.23 0.83 0.98

Precuneus 1.06 0.97 0.86 0.86

Putamen 1.41 1.41 1.29 1.48

Superior Frontal Gyrus 0.92 1.00 0.87 0.87

Superior Occipital Gyrus 1.18 1.08 1.12 1.03

Superior Parietal Gyrus 1.11 1.10 0.89 0.94

Superior Temporal Gyrus 1.12 1.26 0.91 1.02

Supramarginal Gyrus 1.11 1.14 0.93 1.03

Posterior Cingulate 1.20 1.13 1.24 1.20

Table 4.1: (continued) Example comparison of SUVRs for the 56 regions of

interest in one patient, for full 20-minute scan and neural network output from

a single 5-minute scan. Qualitatively, the neural network output is comparable to that

of the full scan in all ROIs.
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Chapter 5

Discussion

This chapter details comments regarding the methodology and results of the presented

work, considerations for potential future extensions to the work, as well as exploring and

inviting discussion of the role of machine learning in nuclear medicine in general.

5.1 Evaluation of Results

Table 4.1 lists all the SUVR values from one validation study. These values represent the

uptake value of florbetapir in each region relation to, in this case, cerebellar gray matter.

Of special interest to nuclear medicine physicians are the cortical ROIs such as precuneus,

anterior cingulate, and posterior cingulate [47]. The first consideration is then to verify

that the SUVR values in the cortical regions are similar in value enough that clinical

decisions are unaffected. The proposed threshold SUVR for classification of β-amyloid

positivity using florbetapir is 1.10 [48]. In all of the aforementioned regions, the SUVR

values from the neural network generated image does not deviate far enough away from

the full 20-minute scan that it affects the positivity classification.
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This SUVR threshold also helps indicate the similarity between the SUVR values for

the full 20-minute scan and the neural network output from a single 5-minute scan. The

nature of SUVR is that, in our case, the uptake values are normalized to that of cerebellar

gray matter. Thus, the differences between the SUVR values as seen in the table for each

ROI is negligible, provided they convey the same classification of β-amyloid positivity or

negativity. In Table 4.1, the largest differences are observed in the inferior occipital gyrus

and the left middle occipital gyrus. In all other regions, the SUVR difference is small and

is not significant enough to change the classification. The large differences may arise from

a poor registration through the pipeline, and not necessarily due to shortcomings of the

neural network.

5.2 Neural Network Design

The U-Net structure was chosen for its specialized usage in image reconstruction tasks [49].

The input and output tensors of a U-Net have identical dimensions; and the structure

appends the parameters learned in the encoding phase to the decoding phase to aid in

reconstruction. At each layer of the encoding phase, the convolutional layers reduce the

dimensions of the original image, while increasing the number of convolution filters. This

is a direct result of the convolution procedure, where a small 2-dimensional window is

passed over the input image and the overlapping values between the window and the

image are linearly combined. The purpose of these filters, then, is to capture features

within the image that would be computationally difficult to identify algorithmically; in

the context of brain PET scans, these features may range from identifying the lobes to

a full-on brain segmentation. The depth of the layers determines the complexity of the

filters, at the expense of computational overhead. Notably, the features are learned in the

internal layers of the network in the form of parameters that represent the weights of the

linear combinations, and typically remain invisible. These features can then be appended
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to the convolutional layers in the decoding phase, assisting in reconstruction of the original

image.

In the U-Net, the dimensions are halved in both axes while the number of filters doubles.

This inherently leads to a loss of information with each layer as the image progresses

through the network. In the context of image reconstruction, this information loss ensures

that the network is truly rebuilding the image from the learned features, rather than

simply memorizing the relation between the input and output images. Because no data is

effectively lost, each intermediate image representation becomes another expression of the

original image, and it is difficult to say that the network trains to identify features within

the image. For a U-Net, appending the parameters learned during the encoding phase to

the decoding phase achieves little, as the problem decays from a reconstruction task to a

re-representation one.

Compared to a GAN, a standalone U-Net has less computational cost due to not re-

quiring a discriminator network to distinguish the generated images from the true images.

Given the comparative qualitative and quantitative results, the reduction in computation

cost allows for clinicians to develop and train the network locally, without having to rely

on external services. This has implications in security and privacy; the usage of PET scans

is inevitable in deep learning, and mass data transfers introduce a security vulnerability

issue [50]. Even if the metadata for the PET images are anonymized, the nature of imaging

allows a potentially personally identifiable data that cannot be obscured. A simple model

could forgo any form of data transfer and omit this problem entirely. Furthermore, a sim-

pler model has an additional advantage in that they are more robust and are less prone

to mistakes due to inconsistencies in the images. Capturing finer features with a more

complex model requires a larger training database, otherwise they may become sensitive

to features not present during training.
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5.3 Shortcomings of ML

Since information is destroyed and generated in a ML application, it can introduce anoma-

lous artifacts to the outputs. This is especially important in a field such as tomography,

where the coincidence counts solely determine the presence or absence of biological tissues

and functions of interest.

5.3.1 Ethical Issues in Medical Imaging

The usage of artificial intelligence (and by extension, machine learning) in radiology has

raised ethical concerns regarding the acquisition and usage of potentially confidential data

[51, 52]. The nature of machine learning demands a very large dataset of pre-existing

images, but behind each image is an individual with rights to privacy and consent to usage

of their information. The storage, processing, and transfer of these images in pursuit of a

machine learning application introduces issues that must be considered and addressed.

The widely used medical imaging format DICOM stores many identifying metadata

header fields that must ideally be properly processed to remove or obscure any personally

identifiable information [53]. This is further complicated by tomography machines adding

proprietary metadata that may not conform to DICOM standards, making them difficult to

locate and anonymize properly, leading to ill-processed images that can be maliciously used

to personally identify the patient [54]. The approach to properly de-identifying radiology

files is a complex topic in and of itself, necessitating discussion of matters such as how dif-

ferent associations would define personally identifiable data and which information can be

deemed “required” and which can be obscured [55]. Following DICOM recommendations,

there has been advances in development of anonymization tools, such as the Teaching File

Transfer Tool (TFTT) and American College of Radiology’s TRIAD software. Even if all

such identifying information were to be removed from the DICOM metadata, the inherent
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nature of imaging makes complete de-identification near impossible. Since a tomographic

scan counts localized uptake in volumetric space and reconstructs a 3D image, it is possi-

ble to reconstruct the facial features with this information (Figure 5.1). To address this,

algorithms such as skull stripping have been developed, to isolate the brain tissue from the

relatively less important features such as skin, muscle, and eyes [56].

Figure 5.1: The reconstruction of personally identifiable facial features from

a tomographic scan. (Left) An axial slice of a MRI scan. (Right) A 3-dimensional

reconstruction based on the MRI slices. Adapted from [51].

5.4 Future Considerations

Relying solely on SUVR values for a quantitative evaluation is insufficient; obtaining such

values relies on an automated registration pipeline, leading to inconsistencies between

studies and even among regions of interest within the same study. An interesting extension

to the evaluation would be, for each region of interest, to plot a graph of the SUVR value
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for the full 20-minute scan against that of the neural network output and look for linear

trends. This, however, would require a much larger dataset than the one used in this

work. Furthermore, quantitative metrics such as SUVR can only tell part of the story.

Quantifying the performance of the neural network is helpful as an objective evaluation, but

ultimately an application of this type will be used in a clinical environment. The differences

in metrics such as SUVR and mean squared error may not necessarily be as meaningful

to nuclear medicine physicians as engineers. Thus, for a thorough analysis, a potential

extension to this work is to incorporate clinical evaluations, consulting nuclear radiologists

for their opinions on whether the neural network can generate clinically adequate images

without affecting the decisions they would make. These would provide the insight and

domain knowledge required for a full evaluation of the neural network.

Another consideration is the efficacy of the scan time reduction. In aiming for a 4-fold

reduction in scan time, the input images may lose too much coincidence count information,

leading to an image that is too noisy for a reconstruction task. There is merit in exploring

various scan times (e.g. combining two 5-minute scans to simulate a 10-minute scan) and

comparing neural networks trained at different scan times. Even a 2-fold reduction from

a full 20-minute scan down to 10 minutes is a significant enough reduction in a clinical

environment to warrant investigation [57].
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Glossary

coincidence event An event detected by a PET scanner where two photons are detected

simultaneously along a line of response 7

DICOM Digital Imaging and Communications in Medicine; a medical imaging file format

standard 19

isotope An atom of an element with a different number of neutrons (and thus mass

number) than the standard in the periodic table. 4

ML Machine learning 12

PET Positron emission tomography 3, 7

radiotracer An organic compound tagged with a radioactive isotope, which undergoes

radioactive decay to emit energy that can be detected 3, 6
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