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Abstract 

This thesis investigates the die quench forming of AA7075 aluminum alloy sheet, including the 

constitutive and friction behaviour at elevated temperatures. Experiments examining 

characterization of friction behaviour and models to simulate sheet forming were developed for 

conditions corresponding to the die quench thermal process window, comprising solutionizing of 

the material at 480⁰C, followed by simultaneous forming and quenching in a cooled die. 

A modified version of the temperature- and rate-dependent Zerilli-Armstrong model [136] 

was developed and calibrated as part of this work. This model was fit to die quench material 

characterization data for AA7075 from two sources, due to Omer et al. [54] and Wang et al. [119], 

designated the Omer-fit and Wang-fit models, respectively. Both models captured the measured 

constitutive data relatively well, with the worst fit condition for the Omer-fit corresponding to the 

470°C, 0.1 s-1 test with an R2 value of 0.7798, whereas the worst case for the Wang-fit was the 

400°C, 0.1 s-1 test condition with an R2 value of 0.8992. All other tests conditions exhibited R2 

values closer to unity. 

A numerical model of tensile testing under DQ conditions was developed using the tensile 

geometry from Wang et al. [119] in conjunction with the Omer-fit to perform a direct comparison 

between the Omer et al. [54] and Wang et al. [119] material characterization data. The tensile 

model using the Omer-fit predicted a significantly higher hardening response when compared to 

experimental measurements by Wang et al. [119]. 

A numerical model of limiting dome height (LDH) experiments, performed under DQ 

conditions by George et al. [130], was developed to assess the constitutive models comprising the 

Omer- and Wang-fits. The Wang-fit demonstrated accurate load-displacement and strain path 

predictions with slight over-softening at high forming strokes. The Omer-fit model demonstrated 
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significant overprediction of the loads, while having accurate predictions for the strain path at 

lower displacement. The predicted thermal history and temperature distributions reveal a 

significant temperature differential within the formed part between the centre of the punch (colder) 

and the unsupported region (hotter) between the punch and die for the 25.4 mm and 76.2 mm wide 

specimens. The temperature differential resulted in these specimens localizing within the hotter 

unsupported region. The 152.4 mm wide specimen also exhibited a temperature differential, 

making the unsupported region the hottest part of the specimen. However, for this geometry the 

unsupported region encompasses the full circumference of the punch. This lowers the stress in the 

unsupported region, forcing strain localization to the punch tip.  

  Under DQ test conditions, an average steady-state coefficient of friction (COF) of 0.02 for 

the Fuchs Forge Ease AL278 lubricant versus 0.15 for the Boron Nitride was obtained in the Twist 

Compression Test (TCT). The Renoform 10 [90] experienced early breakdown while the 

Renoform 25 [117] experienced gradual breakdown for the DQ test conditions. For experiments 

using tooling pre-heated to 200ºC, all lubricants experienced breakdown in at least two of three 

repeats, except for the Fuchs AL278, which experienced an average steady state COF of 0.015.  

The Fuchs AL 278 was tested with DLC coated cups at various tooling temperatures. The 

addition of the DLC coating was found to increase the COF for room temperature tooling to 0.059, 

however, at 200 and 300⁰C tooling temperatures the addition of DLC was found to decrease the 

COF. At a tooling temperature of 350°C, breakdown of the DLC coating starts to occur.  
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1 Introduction 

1.1 Motivation 

Greenhouse gas emission (GHGE) reduction is an ongoing goal for many governments around the 

world. In Canada, as well as in the USA, vehicle manufacturers are expected to comply with 

progressively stringent GHGE targets across their fleet of vehicles. The target values are measured 

based on the footprint of the vehicle (Eq. 1). Figure 1 presents the target values in g of CO2 per 

mile for a given passenger vehicle footprint in m2 (ft2) for the years 2011, 2016, and 2025 [1].   

𝐹𝑜𝑜𝑡𝑝𝑟𝑖𝑛𝑡 =
𝑓𝑟𝑜𝑛𝑡 𝑡𝑟𝑎𝑐𝑘 𝑤𝑖𝑑𝑡ℎ+𝑟𝑒𝑎𝑟 𝑡𝑟𝑎𝑐𝑘 𝑤𝑖𝑑𝑡ℎ

2
× 𝑤ℎ𝑒𝑒𝑙𝑏𝑎𝑠𝑒 (Eq. 1) 

With an average footprint of 4.23 m2 (45.5 ft2) for all relevant (high volume) vehicles 

manufactured in 2017, it is clear (Figure 1) that the average CO2 emission level must stay below 

90 [MW1] g CO2/km (145 g CO2/mile) for a given manufacturer to comply with the 2025 target 

levels. This requires an approximately 4% annual reduction in CO2 emissions. The European 

Union has very similar goals for GHGE.  

 

Figure 1: CO2 emission target values (g/mile) vs. passenger vehicle footprint (sq. ft.) [1] 
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The EUCO27 and EUCO30 are two central scenarios developed by the October 2014 European 

Council to reach 2030 targets, these targets include reaching CO2 emissions of 75 g CO2/km 

(120.75 g CO2/mile) under EUCO27 and 70 g CO2/km (112.7 g CO2/mile) under EUCO30 for 

passenger vehicles [2].  These increasingly strict regulations demand a high level of innovation 

and ingenuity from vehicle manufacturers to meet these targets. Automotive weight reduction or 

lightweighting is one of the most effective methods to increase fuel economy and reduce emissions 

for a given vehicle footprint [107-109]. Automotive lightweighting can be achieved by utilizing 

alloys with high specific strength (high strength and low density) for vehicle structures. Aluminum 

high strength alloys are good potential candidates for this lightweighting objective; however, they 

tend to have lower ductility and are difficult to form at room temperature. To overcome this 

limitation, high strength aluminum alloys can be formed more easily at higher temperatures using 

the die quench process, a non-isothermal forming process.  This thesis aims to develop numerical 

simulation techniques to model the die quench forming process for high strength AA7075 

aluminum alloy sheet metal for vehicle body-in-white applications. 
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1.2 Background 

Automotive lightweighting is achieved primarily using materials that offer a high strength to 

weight ratio. The mass of a vehicle body structure can be reduced by 40% or more by utilizing 

high-performance sheet metals such as high strength aluminum alloys [3]. Among these materials 

are the 6000- and 7000-series high strength aluminum alloys, which have seen extensive use in the 

aerospace industry [4]. Unlike mild steels, aluminum alloys have limited formability at room 

temperature [5-7]. For this reason, the aerospace industry utilizes forming techniques such as 

superplastic forming to help increase their formability. Superplastic forming for aluminum is 

executed by heating the blank to about 470-520°C inside a female die, after which inert gas is 

pressurized and used to progressively force the blank onto the female die, slowly taking its shape 

[8]. While this process has its advantages, such as an excellent surface finish, high accuracy and 

virtually no spring back due to annealing during forming, it is, however, very time consuming and 

only feasible for low-volume production [9]. One of the more recent high-volume forming 

techniques gaining traction is warm forming. Warm forming is a process that involves heating the 

blank to an intermediate temperature (about 150-300°C) and isothermally forming the material. 

Figure 2 shows forming limit curves (the locus of limit major strain at necking during forming as 

a function of minor strain) for a range of forming temperatures for AA5182. It is evident from the 

figure that warm forming can only offer good formability gains as compared to room temperature 

forming [10]. An improvement of approximately 69% relative to room temperature is seen at 

260°C. When applied to precipitation hardening alloys (e.g. 6000- and 7000-series alloys), it is 

important to note that warm forming conditions takes place at an intermediate temperature (150-

230⁰C), the precipitates in the material are largely undissolved. Therefore, formability gains using 

this forming process will be dependent on the as-received material temper.  
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Figure 2: AA5182-O temperature dependent FLD [10] 

1.3 Die Quench Forming Processes 

Hot stamping or die quenching (DQ) has long been used to manufacture steel body structural 

members for automotive applications and is well documented [11-13]. The steel DQ process offers 

a high degree of formability combined with a relatively short process time [6]. This process is 

illustrated in Figure 3. For steel, the process starts by heating the blank to the austenitic temperature 

(normally around 920-930 °C) and holding it at temperature until the material is homogenized. At 

this point, the material is quickly transferred to the forming die, which is at room temperature, in 

which it is simultaneously formed and quenched making this a non-isothermal forming process. 

 

Figure 3: Hot stamping process [13] 
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A somewhat similar process can be conducted for aluminum alloys and the DQ time-temperature 

history used for DQ processing of heat treatable aluminum alloys is shown in Figure 4. This 

process was first introduced by Lin et. al. [123-126]. The process begins with the solution heat 

treatment (SHT) of the blank in the temperature range of 470-560 °C, depending upon the alloy. 

During solution treatment, the precipitates present in the matrix are dissolved and the material is 

reduced to a single phase. SHT nullifies the initial temper of the as-received material and increases 

ductility by dissolving dislocation-impeding precipitates and reducing the elastic modulus due to 

the elevated temperature [14-16, 9]. Following SHT, the blank is quickly transferred to the die, 

which is at room temperature; during this time, the material loses some heat. The blank is then 

formed and simultaneously quenched in the die. If quenching is performed at an adequate rate, the 

material enters a supersaturated solid solution (SSSS) state, for which it has a very high driving 

force for precipitation [17-19]. Heat treatable alloys have the potential to regain their strength post-

quench through natural (room temperature) and/or artificial ageing (elevated temperature). The 

ageing process is performed to promote the nucleation of precipitates that strengthen the material 

and achieve the desired temper [20]. 

 

Figure 4: Die quenching thermal cycle diagram 
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The DQ process for heat treatable aluminum alloys has several process parameters that must be 

characterized and controlled, to ensure the integrity of the formed parts. These parameters are: 

• SHT time 

• SHT temperature 

• Transfer time 

• Quench rate 

• Ageing schedule 

The optimum SHT temperatures for many 6000- and 7000-series aluminum alloys have  well 

documented standards [21-23]. Typically, this temperature is below the melting point of aluminum 

but above the solvus temperature of all precipitates that are present in the given alloy system. The 

optimal SHT temperature for AA7075 is 470°C [23], on the other hand, for AA6013 it is 560°C 

[23]. The temperature for AA6013 is higher since the solvus temperature for the equilibrium beta 

phase, composed of Mg2Si, is around 530°C, and this precipitate is not present in AA7075 due to 

the lack of Si [24-25]. 

Regarding the SHT time, the available published data varies considerably, some publications 

suggest a time of 5 to 10 min [6-7, 14, 26], others advocate around 30 min [9, 27], and some go as 

far as 60 or 100 min [28-29]. A parametric study performed by Omer et al. [30], based on measured 

hardness after quenching following various SHT durations, reported that the minimum SHT time 

for AA7075 is 8 min at the SHT temperature. This finding was consistent with previous work by 

Boulis et al. [31]. The determination of minimum SHT time is very important since it reduces the 

processing time, which in turn reduces cost. 

1.3.1 Transfer Time 

The transfer time can be a critical parameter when designing a hot stamping operation; this is 

especially true for quench sensitive heat treatable alloys. Figure 5 shows the time temperature 

property (TTP) curves for some 7000-series aluminum alloys. In general, TTP curves are used to 
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indicate the critical time available before precipitation starts to take place at any specific 

temperature. From these isothermal curves, it can be observed that for almost all alloys (except 

AA7055) the transfer time is not critical if the material does not cool excessively below 400°C 

prior to quenching [32]. This prevents diffusion driven quench-induced precipitation from 

occurring during transfer of the blank from the furnace to the die [33].  

 

Figure 5: TTP for Al-Zn-Mg-Cu alloys [32] 

1.3.2 Quench Sensitivity 

The alloys shown in Figure 5 are numbered in sequence according to their level of quench 

sensitivity, with 7055 being the most quench sensitive. In general, the more quench sensitive an 

alloy is, the closer the nose of the TTP curve is to the ordinate axis. Figure 5 also helps to highlight 

the critical cooling rate needed to avoid quench-induced precipitation for each alloy. Quench-

induced precipitation typically results in precipitation of the equilibrium phase of a material system 

[25]. The equilibrium phase is not a strengthening phase and the more of it formed during 

quenching, the lower the level of supersaturation in the material post-quench [34-36]. This 

reduction in supersaturation reduces the potential for strengthening during subsequent ageing heat 

treatments since it depletes the solutes available in the matrix for precipitation of the strengthening 
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phase. Omer et al. [30] identified the critical cooling rate for several alloys, including AA7075, 

which was 50°C/s [54]. This characterization was done experimentally by attaching a 

thermocouple to a piece of sheet metal and quenching it using flat dies. In a real forming operation, 

however, it is very difficult to know the local cooling rate, given that the cooling rate is primarily 

a function of contact pressure, which can vary considerably within a complex component. For this 

reason, accurate modeling of the part must be performed to identify areas with critically low 

cooling rates; this approach will be shown in Chapter 2 of this work. 

1.3.3 Ageing 

After a blank is SHT and then formed and die quenched, it will be in a SSSS state. Artificial ageing 

is performed to regain the strength that was lost due to SHT. The precipitation sequence for a 7000-

series aluminum alloy is as follows: 

SSSS → VRC → GPI and GPII zones → η’→ η [37] 

in which VRC are vacancy rich clusters that form during quenching, GPI and GPII zones stand for 

Guinier-Preston zones which are a metastable, coherent strengthening phase, η’ is another 

metastable strengthening phase which is semi coherent in nature and η is the equilibrium phase 

which results in coarsening of the material and is incoherent [38-39]. Coherency of precipitates 

refers to the extent to which the lattice of the precipitate matches the lattice of the matrix material, 

the higher the similarity in the lattices, the lower the interfacial free energy. For automotive body 

structure application, the goal is often to achieve a peak age T6 strength or the highest strength 

possible post ageing [7, 40]. A T6 temper is typically characterized by the presence of GPI and 

GPII zones as well as η’ phase [37]. Andreatta et al. [41] as well as Jegdić, and Bobby [42-43] 

have shown that the corrosion behaviour of 7000-series alloys is dependent on microstructure, 
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which is susceptible to change during heat treatment. Therefore, for better corrosion resistance and 

paintability, Andreatta et al. has showed that a T76 temper is desired, since it is less susceptible to 

exfoliation corrosion. The T76 temper is a slightly overaged condition; for AA7075, the main 

phases present for this temper are the strengthening η’ phase as well as the equilibrium η phase 

[41]. Many ageing schedules are available to achieve a T76 temper with varying degrees of over-

ageing. As for T6, the usual schedule for most 7000-series aluminum alloys is 120°C for 24 hr [28, 

44-45], however, proprietary ageing schedules are also thought to exist. 

1.4 Finite Element Simulation of the DQ Forming Process 

At the heart of every finite element (FE) forming simulation lies the constitutive model, which 

predicts material mechanical behaviour during forming A complete constitutive model should 

capture the material stress-strain behavior under the conditions experienced during the given 

process. The DQ process for aluminum alloys requires a constitutive model that captures strain 

rate dependency, temperature effects and material anisotropy. The model should also capture the 

interplay between these parameters. To do this successfully, tensile tests performed to characterize 

material properties should accurately mimic the real forming process parameters.  
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Figure 6: Hot flow curves of AA7921-T4 a) different strain rates b) different temperatures [46] 

 

Figure 6 from Kumar et al. [46], displays the general trends expected for temperature and strain 

rate effects on stress-strain behaviour. In general, there is a decrease in the flow stress and an 

increase in total elongation with increasing temperature. A decrease in the total elongation and an 

increase in the flow stress with an increase in the strain rate. The latter trends are however 

amplified in the lower temperature regime (i.e. RT to 230°C). The trends in Figure 6 serve to 

highlight the advantages of the DQ process over warm forming; forming at a higher temperature 

requires a lower forming force (as temperature increases the average stress level drops) and results 

in higher formability (higher elongation prior to fracture).  

As often seen in literature, tensile tests to characterize mechanical properties during hot stamping 

applications are performed in the same fashion as in a warm forming application. That is, the 

tensile test specimen is heated to a certain temperature and then tested at that temperature, as was 

the case for the data in Figure 6. In the study by Kumar et al. [46], as well as work by Zang et al. 
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[47] Wang et al. [48] and Beland et al. [49], the full thermo-mechanical history of the material 

was not accounted for. In the real DQ process the material is SHT and then quenched which results 

in a SSSS material, however the processing history considered in [46-49] do not consider a SHT 

condition nor was the material quenched immediately prior to testing. Depending on the temper of 

the as-received material, certain precipitates may not be dissolved prior to deformation at 

temperatures lower than SHT temperature. In addition, SHT has other effects on the material such 

as an increase in vacancies, which will certainly affect the stress-strain behavior [50-52]. 

Generally, the lack of super saturation post-forming will greatly affect a material’s age hardening 

potential.  

Another shortcoming in the literature [49, 52-53] is the conversion of engineering stress-strain to 

true stress-strain by using equations 2 and 3 past the necking point.  

𝜀𝑇 = ln (1 + 𝜀𝑒𝑛𝑔) (Eq. 2) 

𝜎𝑇 = 𝜎𝑒𝑛𝑔 × ln (1 + 𝜀𝑒𝑛𝑔) (Eq. 3) 

These equations are only true when volume constancy applies, which is up to the necking point. 

The usage of these equations past the necking point will result in a negative hardening response, 

as seen in Figure 6. At elevated temperature, the onset of localized necking takes place at very low 

levels of plastic strain 3-4% [54] therefore, a better approach is needed to compute the true stress-

strain at these temperatures. 

There are some publications [9, 55] on constitutive modeling of 6000-series aluminum alloys, 

which do account for SHT as well as quenching effects on their tensile behaviour. These studies 

consider solutionizing the material, quenching to an intermediate temperature (350-525°C), and 

isothermally forming the part. Although, quenching and forming are not done simultaneously, as 
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in the real forming operation, forming isothermally results in better experimental control and ease 

of model fitting and implementation in FE software. However, the quench rate considered by Liu 

et al. [55] is 20°C/s, which is too low and could possibly result in formation of equilibrium phase 

precipitates during tensile testing which would affect the mechanical behavior. As for Delghani et 

al. [39], the quench rate was not mentioned. In addition, the studies by Mohammed et al. [9] and 

Liu et al. [55] only tested the mechanical behavior for a limited number of temperatures (i.e. 3-4); 

this limitation means the software must interpolate to capture the behavior in-between the 

temperatures tested, resulting in potential inaccuracies in the predicted constitutive behavior. More 

importantly, both studies did use equations 2 and 3 to compute their true stress-strain past the 

necking point which would likely result in errors.  

In the study by Liu et al. [55], a Cowper-Symonds [136] material model was used, which was 

implemented in FE software and provided accurate predictions for the neck location when forming 

a B-pillar. Figure 7 presents a comparison between the FE simulation and the actual formed part.   

The model identifies areas where rapid cooling occurs which locally reduces the ductility of the 

material, the reduced ductility results in fracture initiation in those areas. When comparing the FE 

model to the formed part, it is clear that the locations that exhibited rapid cooling in the FE model 

are the same locations where fracture occurred in the real part are. In addition, Liu et al. [55] found 

that friction played a major role in thinning prediction. Therefore, accurate friction characterization 

must be implemented to better model the forming process. This topic will be discussed in detail 

later in this chapter.  
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Figure 7: Crack mechanism in hot stamping without lubrication comparing the actual formed part (on the left) and simulation 

(on the right) [55] 

Studies considering accurate constitutive characterization of 7000-series aluminum alloys for DQ 

application are very limited. Xiao et al. [14] accounted for SHT and quench effects in their study 

and developed a unified dislocation-driven material model coupled with a multiaxial continuum 

damage mechanics model for AA7075. However, the plasticity model in this work failed to 

accurately capture stress-strain behavior at higher temperatures (500 and 525°C) and plastic strains 

beyond 0.6. Past a plastic strain of 0.6, the damage model helped to capture the stress-strain 

behavior more accurately. Omer et al. [54] characterized two 7000-series aluminum alloys 

subjected to hot forming. In their paper, SHT was carried out on all tensile specimens, which were 

quenched at a rate of at least 56°C/s to the desired testing temperature and then tested. The 

constitutive model used in this work consisted of a Modified Voce hardening model and a Barlat 

YLD 2000 [121] yield surface (Figure 8). This paper also introduced a novel area reduction method 

(ARM) that captures localized necking by computing the instantaneous area of the tensile 

specimen using digital image correlation (DIC) technology. Using the ARM the true stress vs. true 

strain can be calculated post-necking, often resulting in a positive hardening response. The 

Modified Voce model, in conjunction with the ARM, captured the stress-strain behaviour 

reasonably accurately at most elevated temperatures as well as at room temperature.  



Introduction 

14 

 

 

Figure 8: AA7075 Flow curves for strain rates: 0.01, 0.1 and 0.5 s-1 and temperatures: 25, 115, 200, 300, 400 and 470°C with a 

modified Voce curve fit [54] 

As an alternative to ARM, Rahman et al. [56] have shown that a shear stress-strain data can be 

used to extend the measured stress-strain response beyond the point of localized necking seen in a 

uniaxial tension test. The shear specimen in that study [56] was adopted from Peirs et al. [57-59]; 

this specimen geometry forces the material to deform under simple shear  conditions up to fracture, 

thereby supressing necking. If necking is supressed, the true stress-strain can be obtained very 

easily for large values of plastic strain. Since, the stress ratios (ratio between true stress in the sheet 

rolling (0⁰) direction vs. true stress in any direction in the plane of the material) for most 

commercially available aluminum alloys such as AA7075 maintain a fairly constant value as the 

material hardness (i.e. 
d(

𝜎0°
𝜎𝜃

)

𝑑𝜀
≈ 0). This isotropic shear assumption was demonstrated by Omer et 

al. [54] and Rahman et al. [56]. Therefore, the shear stress-strain response can be converted to true 

stress-strain response seen in unixial tension by virtue of plastic work equivalence.  
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1.5 Formability 

Formability characterization provides an important design tool for effective selection of  forming 

process parameters. The specimen geometries used for formability testing, according to the 

ISO12004-2:2008 [107] standard, are designed to selectively achieve a certain strain path at the 

necking point. When the forming limit curve (FLC) is plotted in “in-plane principal strain space”, 

the figure is referred to as a forming limit diagram (FLD). The major and minor strain values prior 

to instability (necking) for any specimen geometry are plotted as a point on the FLC. Figure 9 

shows an FLD in which a number of different strain paths are labled, along with a schematic 

representation of the specimen geometries required to achieve them. This diagram for a given 

material becomes an effective tool to use when analyzing sheet formability,  

 

Figure 9: FLC schematic [60] 

The strain exibited during formability testing is obtained by analyzing the geometrical changes in 

a given test specimen; this can be achieved in multiple ways with differing levels of accuracy. 

Traditionally the strain was obtained with the help of circular [61- 63] or square grids [64] etched 

on the test specimen, which would alter geometrically during deformation. The deformed grid 
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would then be compared to the original geometry and thus the logarithmic strain can be 

determined. The etched grid approach allows for the strain  to be measured once post-fracture, 

unless inturrupted testing (test is stopped at specific times) is conducted; consequently, these 

methods tend to have lower accuracy and do not reveal changes in strain path during deformation.  

Digital image correlation (DIC) is the most common current approach for analyzing the strain field 

in a laboratory setting. DIC analysis utilizes a stereoscopic camera system making full-field 3D 

image analysis possible [65]. Typically, specimens are painted white in the gauge region, followed 

by a layer of random black speckles. The image analysis software then tracks the relative 

movement of every speckle to compute the logarithmic strain. Thus, DIC analysis provides the full 

strain history of the specimen as opposed to a single strain value at fracture, which also allows for 

a higher level of accuracy and the possibility of computing the strain path and strain rate history. 

The latter becomes very useful when exploring different forming limit detection methods.   

1.5.1 Forming Limit Detection 

One of the most important topics with regard to formability characterization is the criteria used to 

define the forming limit or initiation of necking. One of the first methods used to determine the 

forming limit is the ISO 12004-2 parabolic fit method. This method records strain values on either 

side of a crack along line slices oriented perpendicular to the crack. While omitting strain values 

directly adjacent to the crack, the major and minor strain vs. location on the specimen are fit using 

a parabolic curve. The peak value of the parabolic fit is then used to deduce the forming limit strain 

value at the neck location, as illustrated in Figure 10. 
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Figure 10: ISO 12004-2 parabolic fit for limit strain determination for HX260 steel with 1 mm sheet thickness [106] 

One of the issues with the ISO method is that the forming limit strain measurement is done post-

fracture and not in situ during the test. However, with the arrival of DIC technology, in situ strain 

measurements are possible, thus allowing for more complex and accurate methods of necking or 

forming limit detection. There are many other approaches found in the literature that tackle this 

issue. Some are based on strain rate or thinning rate stability, as proposed by Volk et al. [66]. Other 

approaches use local curvature evolution as an indicator of necking onset (DiCecco et al. [127-

128], Wang et al. [67]), or predictive techniques, which utilize test data to create an empirical or 

numerical model that can predict limit strains, as proposed by Danckert et al.[62], Swift et al. [68] 

and Hora et al. [69-70].  

Volk et al. [66] developed a time dependent method for identifying the point of instability, in 

which the onset of increased rate of thinning of the sheet material is adopted as an indicator of 

instability. The thinning rate is defined by equation 4 in which D1, 2, 3 are the eigen values of the 

deformation rate tensor Dij. 

𝜀̇ = |𝐷3| = −(𝐷1 + 𝐷2) (Eq. 4) 
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As the sheet metal starts to neck, the through-thickness strain rate increases dramatically [66]. 

Figure 11 displays the thinning rate as a function of the frequency of DIC data acquisition. It is  

noticeable that the thinning rate increases dramatically past the 23rd DIC image at a constant rate; 

meanwhile prior to this, the thinning rate is very modest but again remains approximately constant. 

The onset of instability is taken as the intercept of two straight lines fit to the thinning data, as seen 

in the Figure 11. 

 

Figure 11: Time dependent FLC method. Number of picture vs strain rate [66] 

The previous forming limit detection method is focused on the local strain rate (thinning rate) 

within the necking region. Martínez-Donaire et al. [71] looked at the unloading or drop in major 

strain rate (𝜀1̇) seen in regions adjacent to the neck. When the strain rate increases locally at the 

neck, regions adjacent to the neck start to unload and the strain rate in those regions decreases. 

This decrease can be monitored and used as a criterion for forming limit detection. Figure 12 shows 

experimental results of the evolution of major strain rate at different positions in the specimen. It 

can be observed that the strain rate at the border of the neck region (𝜀1̇
𝐴) significantly drops past 

the 127 second mark. One of the major advantages of this method is that no additional processing 

of the DIC images is needed, since the DIC analysis already provides the evolution of 𝜀1̇.  
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Figure 12: Martínez-Donaire Strain rate unloading method. Strain rate vs. time of points adjacent to crack locus [71] 

Another, method of limit strain detection considers the curvature evolution of the test specimen 

during deformation. The local curvature of the sheet material changes as necking takes place. This 

method was explored by DiCecco et al. [127-128] and Min et al. [72], who observed a sudden 

increase in the surface curvature given by a 2D curvature fit along the specimen surface.  

Figure 12 describes the geometrical location of the line fit A-B that goes across the neck region as 

necking progresses on a given test specimen. Figure 13 shows the curvature evolution along line 

A-B (C’AB), the material used is AA6022 utilizing a Marciniack punch. The curvature is seen to 

increase noticeably past the 34.5 second mark. The MSRAB curve represents the mean square root 

error describing the quality of the fit. As it is observed the error associated with the curve fit 

increases as the surface topography gains complexity during necking. Martínez-Donaire et al. [71] 

also used this approach as a comparison to the strain rate unloading approach described previously. 

Both methods produced similar results with the maximum deviations oscillating 5-10% from the 

average value.  
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Figure 13: Min et al. curvature evolution vs time [72] 

Formability testing for aluminum in warm forming applications has also been presented in the 

literature [5, 73-74]. However, similar to constitutive modeling, the current literature lacks 

formability testing that mimics the same thermal cycle present in die quenching. Parameters 

specific to the die quenching process route, such as testing of the material in a SHT condition and 

the effect of quench rate have not received attention within the formability characterization 

literature, with the exception of studies by DiCecco et al. [129] and Zheng et al.[136]. Formability 

testing should be performed using the same thermal processing route as used in real industrial die 

quenching processes. This gap in the current literature is a key focus of the current research. 
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1.6 Role of Friction in Sheet Metal Forming 

1.6.1 Background 

In total, about 23% of the world’s total energy consumption is due to friction [75]. Tribology is 

the science and engineering of interacting surfaces in relative motion. It has diverse implications 

in the sheet metal forming world, affecting localized thinning, forming force, forming temperature, 

tool life and process cost. 

Accurate characterization and control of the friction response becomes paramount in any sheet 

metal forming operation, and is equally important for robust FE forming simulation development. 

In order to effectively control the friction response, one must consider all factors that make up the 

tribological boundary condition. Kim et al. [76] summarized these factors for high speed steel, as 

seen in Figure 14 which clearly highlights the complexity of the interactions that make up the 

tribological interface state. The factors that can be altered if needed, are the production conditions, 

lubricant and the forming tool. The work piece on the other hand is a fixed variable in this 

framework since it is supplier-dependent. All of these factors amount to potential sources of 

tribological related failures in sheet metal forming. Lubricant failure is the least severe tribological 

failure and it simply describes the point at which the lubricant used in a particular forming process 

is considered ineffective. Lubricant ineffectiveness is not concretely defined and is application 

specific, different methods of lubricant failure determination will be explored in this section of the 

chapter. Galling is an adhesive wear mechanism in which sheet metal is deposited on the tool via 

adhesion, this deposit then hardens which causes scoring (abrasive wear) of subsequent material 

being formed [77]. Finally, since the majority of sheet metal forming operations are done in an 

industrial setting, tool life is often a major concern with regards to the feasibility and cost of the 
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process. Therefore, mild galling that may not present a direct threat to the formed parts may, over 

time, result in shorter tool life.      

 

Figure 14: Tribological factors that affect a forming process [76] 

1.6.2 Friction Theory 

There have been many theories over the years that aim at explaining the fundamental physics of 

friction present between two bodies having relative sliding. Figure 15 shows the progression of 

friction theory over time. DaVinci was the first to study friction systematically [78] and Amontons 

[80]  explained that the magnitude of the friction force is influenced by the degree of mechanical 

interlock between convex and concave mutually fitted surfaces having relative sliding. Coulomb 

[81] subsequently, built on Amontons’ work to make the Amontons-Coulomb law which states 

that the friction force is proportional to the compressive force (normal force) used to push two 

surfaces together. Desaguliers [82] was the first to introduce the concept of adhesive friction. He 

studied the friction force for finely polished material (smooth surfaces), and postulated that some 

surfaces can be polished to an extent as to increase the adhesion between them, hence increasing 

the friction force as they slide past each other. Bowden and Tabor [83] shed some light on this 
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concept of adhesion proposed by Desaguliers, by making the important distinction between 

apparent and true contact area.  

 

Figure 15: Evolution of friction theory over time [79] 

 

Figure 16: Schematic of surface asperities [84] 

The true contact area is in actuality a fraction of the apparent contact area. Figure 16 illustrates 

this concept.The points in contact between the two surfaces are called junction points or asperities. 

Bowden postulated that due to the small surface area of asperities, intense interface pressures will 

act under compressive loading, thus, plastic deformation will take place when the surfaces in 

contact slide relative to each other. In this case, the friction force can be described by Eq. 5 [81-

82]. 

𝐹𝑓 = 𝐹𝑁
𝑠

𝐻
  (Eq. 5) 
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where FN is the normal force, s is the shear strength of the softer material and H is its hardness. 

This theory sheds light on some important concepts regarding friction phenomenon, however, it is 

not comprehensive enough to explain the interfacial complexities seen in sheet metal forming. For 

instance, it only considers plastic deformation and ignores possible elastic-plastic deformation. 

Depending on the surface condition, material hardness, temperature, normal force, etc., some 

percentage of asperity deformation may be purely elastic. Suh [85] developed a more 

comprehensive theory that accounts for elastic-plastic deformation of asperities amongst other 

things as well as the abrasive plowing effect seen in Figure 17. Abrasive plowing is exhibited when 

the asperities of a harder material plow through the softer material which is an important factor to 

consider when analyzing wear mechanisims. So far, the interfacial interactions discussed 

(plastic/elastic deformation of asperities and plowing effect)  do not include the addition of 

lubrication and its effects.  

 

Figure 17: Plow model for abrasive wear [79] 

1.6.3 Lubrication Regime 

Generally, lubrication is used in sheet metal forming operations to reduce friction, to improve the 

surface condition of the part post forming and to reduce tool wear. Lubrication adds another layer 

of complexity to the interface boundary condition. There are four primary lubrication mechanisms 

or regimes between two contacting surfaces, as summarized in Figure 18. The dry condition is 

encountered when no lubricants are used in the forming operations, the friction boundary condition 
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in this case is reduced to the mechanisms discussed above. Some forming operations which 

consider a simple geometry, such as bending of steel using materials with high formability, do not 

require lubricants to ensure the integrity of the surface condition post forming. The boundary 

lubrication regime is one of the most prevalent in sheet metal forming operations. In this regime, 

the interface load is carried through contact between the asperities of the blank and the tool. Direct 

metal-to-metal contact is however prevented, due to the lubricant film being tightly adhered to the 

surface, preventing adhesion between the asperities of the contacting partners [87]. Mixed film 

lubrication also occurs in sheet metal forming operations. In this regime, pockets of lubricants 

form in the valleys of the contacting surfaces in these regions such that no direct contact occurs 

between the work piece and the tooling and the friction becomes a function of the lubricant 

properties; the asperities in this case however, still experience boundary lubrication. Thus, as 

sliding occurs fresh lubricant can supplied from the valley to the tip of the asperity [76]. Lastly, 

hydrodynamic lubrication is very rarely seen in sheet metal forming, except for solid film 

lubricants such as boron nitride. In this regime, no direct contact is exhibited between the work 

piece and the tooling and the friction force becomes entirely a function of lubricant properties such 

as viscosity and shear strength.  

The curve seen in Figure 18 is coined the Stribeck curve [88] and plots the coefficient of friction 

as a function of the viscosity n of the lubricant, relative sliding velocity, v, and pressure, p, at the 

interface. The viscosity and velocity are inversely proportional to the coefficient of friction, while 

the interface pressure is directly proportional. In general, a more viscous lubricant will have a 

thicker film, resulting in greater prevention of metal-to-metal contact at the asperities. In addition, 

a higher velocity does not allow enough time for adhesion of asperities to take place, while, a 
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higher interface pressure results in an increased true contact area and thus increased friction 

coefficient.  

 

Figure 18: Lubrication regime schematic [86] 

1.6.4 Die Coatings 

Die coatings are used in many forming operations to improve the surface condition of the forming 

tool and reduce wear. Generally, a harder surface is desired for the tool which reduces the 

compliance of the surface asperities thereby reducing their plastic deformation and limiting 

adhesion between asperities of the tool and the work piece [91]. The hardness of the tool steel 

substrate is also important, as demonstated by Eriksson et al. [92], who reported that a hard die 

coating on a soft steel substrate will result in coating failure. Wang et al. [93] analyzed the 

performance of some common industrial die coating methods. Figure 19 illustrates the effect of 

thermoreactive diffussion (TD), physical vapour deposition (PVD) and chemical vapour depositon 

(CVD) coatings on tooling wear rate. The TD coating was the best performer since it had the lowest 
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wear rate, it can also withstand temperatures of up to 1875°F (1024°C) [94] which makes a viable 

option for die quenching of aluminum.  

 

Figure 19: Wear rate performance of TD, PVD and CVD coatings [93] 

Diamond like carbon (DLC) is another good candidate for the end process since it can also 

withstand elevated temperatures. Riahi et al. [95] compared the tribological performance of DLC 

and TiN coatings for hot forming of AA5182. More specifically, the study investigated the strength 

of adhesive junctions formed between tool and work piece at blank temperature 420 °C and 25 °C. 

Figure 20 shows the tangential force required to break junctions made between asperities vs. 

sliding distance at 25°C (a) vs 420°C (b). The experimental setup featured a counterface steel ball 

on a rotating platform which enabled measurement of the tangential force required to break juction 

between the ball and sheet specimen. The force increase due to temperature increase is dramatic 

for all coating conditions. DLC is the best performer since it has the lowest force and sliding 

distance required to break the junctions.  
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Figure 20: Sliding distance vs tangential force to break junction for DLC, TiN coatings and bear tool steel a) 25°C b) 420°C 

[95] 

Riahi et al. [95] also performed a second set of experiments using a ball-on-disc tribometer to 

obtain the coefficient of friction of the interface for different die coatings, as shown in Figure 21. 

Again, the DLC coating was the best performer having a coefficient of friction less than one-half 

of the TiN coating for the 25 °C temperature condition. As for the 420 °C temperature condition, 

the DLC coating showed better overall stability and lacked the fluctuations in COF seen in the TiN 

and barer steel conditions, for high sliding distances up to about 1100 mm. The behavior exhibited 

is expected since the tangential force necessary to break the adhesion is much smaller, thus slip-

stick effect is less pronounced. 
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Figure 21: Sliding distance vs coefficient of friction (ball-on-disc tribometer) for DLC, TiN coatings and bare tool steel a) 25°C 

b) 420°C [95] 

Podgornik et al. [96] investigated different test methods for evaluation of galling; this study 

contained an interesting comparison between available die coatings, as seen in Figure 22. The DLC 

coating offers the lowest coefficient of friction out of all coatings as well as the highest critical 

load for galling resistance. The DLC coating was also on par with the VANADIS 6 coating in 

terms of sliding distance prior to galling. For this reason DLC will be the coating of choice in the 

current work. 

 

a) 

b) 
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Figure 22: a) Normal force vs coefficient of friction for different coatings (cylinder on cylinder tribometer); b) critical load prior 

to galling for different coatings [96] 

In effect, a realistic boundary condition between the work piece and the tool will likely resemble 

that in Figure 23. In general, when all of the friction and sliding mechanisms discussed above are 

present, a very complex system will result, that may prove difficult to model. Therefore, most 

available commernical FE codes use a simplified boundary condition that is mainly routed in 

Coulomb friction theory [79]. In applications where the tribological boundary condition is a 

sensitive parameter, accurate multifactor models can be used such as available in Triboform [97] 

developed at the University of Twente and implemented within AutoForm® software.  

 

 

Figure 23: Schematic of realistic contact boundary condition [79] 
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1.6.5 Experimental Characterization of Tribological Phenomena 

There exists a wide range of tribological tests aimed at quantifying and understanding interface 

interactions as well as aiding in the selection of process parameters such as lubricant, die coating, 

forming speed and temperature. Two general types of tests exist, simulative and process tests. 

Simulative tests mimic certain aspects of the end process without actually performing it, whereas 

process tests perform the exact process seen in the end application on a smaller or full size scale 

[98]. Since, the end application in the current research is die quenching, the tribology tests 

considered all required elevated temperature capability. To understand the pros and cons of the 

various available simulative tribological tests, a set of additional criteria are considered to help 

ensure that representative interface physical parameters are captured. The ideal tribological test 

should:  

1. Operate in the boundary or mixed lubrication regime. 

2. Have the capability of utilizing the actual tooling material as well material coatings.  

3. Include some form of  deformation of material.   

4. Measure sliding friction and not rolling friction since, this is the dominant frictional 

mechanism seen in sheet metal forming applications.  

5. Be a closed system, meaning no fresh lubricant can enter the local interface; this will ensure 

proper characterization of lubricant. 

The first tribological simulator is the famous pin-on-disc first patented by Kobayashi et al. [111], 

which is a simulative test, as seen in Figure 24. The ball or pin (d), representative of the tooling 

material, is placed perpendicularly on a disc (D) that represents the sheet metal material intended 

for the end process. The disc is driven and rotates about its axis while the pin applies a normal 

force. This test meets criteria 1, 2 and  4 and lacks all other criteria and can be modified to include 

elevated temperature [99]. In addition, the contact area is very small in this test allowing minimal 

asperity interaction.  
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Figure 24: Schematic of pin-on-disc tribometer [91] 

Another friction characterization test is the strip draw or flat die test, shown in Figure 25. The flat 

die test works by drawing a strip of sheet metal at a constant speed, through a furnace and a clamp 

(representative of the tooling) applying a normal force. The drawing force is then measured and 

the coeffient of friction is computed in Eq. 6. 

𝐶𝑂𝐹𝐹𝑙𝑎𝑡 𝑑𝑖𝑒 =
𝐹𝑑𝑟𝑎𝑤

2𝐹𝑁
  (Eq. 6) 

This test operates in the mixed lubrication regime, thereby fulfilling criterion number 1. It also 

fulfills 2 and 4. This test was used to characterize the friction response of two steel alloys in dry 

and lubricated condition by Yanagida et al. [100] The relationship between the compression load, 

drawing tension, coefficient of friction and drawing distance were obtained for different 

temperatures.   

 

Figure 25: Schematic of flat die test tribometer [100] 
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The twist compression test (TCT), seen in Figure 26, is another laboratory test aimed at measuring 

the cofficient of friction though the resistance torque, this apparatus was developed around 1960 

by Schey [110] at the University of Waterloo. Noder et al. [101] performed friction measurements 

using this apparatus to measure the interfacial friction for aluminum alloys under warm forming 

thermal cycles. The TCT functions by applying a normal force via a rotating test cup acting on the 

lubricated sheet specimen which is constrained not to rotate, thereby generating a reaction torque 

between between the cup and the sheet. The resistance torque T is measured and the coefficient of 

friction is  calculated using Eq. 7 [101],  

𝐶𝑂𝐹𝑇𝐶𝑇 =
𝑇

𝑟𝑚𝑃𝐴𝑎𝑝
  (Eq. 7) 

where 𝑟𝑚 is the mean radius of the test cup, P is the contact pressure and 𝐴𝑎𝑝 is the aparent contact 

area. This apparatus operates in the boundary lubrication regime and fulfills criteria number 1, 2, 

4 and 5. This makes the TCT the only test that does not allow fresh lubricant into the interface, 

making lubricant breakdown and associated performance measurements possible. This tribological 

test actually imposes harsher conditions than seen in a real forming operation due to criteria  5, 

since new lubricant is usually allowed to flow onto the interface since the tooling does not slide 

over the same surface repetitively. Despite the lack of plastic deformation, the TCT is the 

tribological test considered in the current research due to its fulfillment of the rest of the test 

criteria. 
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Figure 26: Twist compression tribometer a) methodology b) geometry of cup contacting surface [101] 

The deep draw test, shown schematically in Figure 27, is a process test since it mimics an actual 

part being formed. This test uses a flat punch to form a circular blank which is clamped via a binder 

with a known interface pressure allowing material to flow into the die without wrinkling. This test 

fulfills all the criteria mentioned above since it is a representative test, however, there is no way 

of directly measuring the coefficient of friction; however, it is possible to infer the severity of the 

tribological condition through parameters such as the punch force and binder load. The severity of 

the tribological condition can be controlled through the die entry radius, blank diameter, forming 

speed, binder load, and temperature.  

 

Figure 27: Schematic of deep draw test [76] 
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Pradip et al. [102] found that surface roughening of the work piece increased with plastic 

deformation and this resulted in a lower coefficient of friction due to a decrease in the contact area 

of asperities thereby suppressing adhesion.   

There are no standardized methods for measuring tribological performance. Van der Heide [103] 

identified in his thesis titled “Lubricant failure in sheet metal forming processes” three wear 

mechanisms: 

1. Cutting mode I; material is removed from the soft surface in the form of long ribbon-like 

chips; 

2. Wedge formation mode; a wedge of material flows in front of the asperity; 

3. Ploughing mode; material of the soft surface is displaced to the ridges of the wear track 

and no material is removed from the surface. 

A failure criterion for lubricant and galling initiation was added to his frictional heating model. 

The criterion stated the following: 

𝑇𝑓 > 𝑇𝑐𝑟 

 in which Tf is the flash temperature (temperature at local interface of an asperity) and Tcr is the 

critical temperature of the lubricant. However, the flash temperature is not measurable 

experimentally and can only be estimated using additional parameters, thus, rendering this method 

complex and unfeasible for implementation.   

Andreasen et al. [104], on the other hand, used surface roughness measurements with 2D and 3D 

profilometers to quantify the amount of galling exhibited in strip drawing and deep drawn cups 

respectively.  Andreasen identified five categories for surface condition: 
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1. As received 

2. Smooth 

3. Scratched 

4. Lightly galled 

5. Medium galled  

where, as received, refers to the un-deformed material, smooth is forming done under well 

lubricated surface condition in which the only interfacial interaction is the flattening of the work 

piece asperities and conditions 3-5 are different levels of galling. By analyzing the surface 

roughness of the cup wall, the surface condition can be assigned to a category. This method is very 

useful in assessing the lubricant and die coating lifecycle in an industrial setting, in which the 

surface condition of formed parts can be systematically checked to predict when lubricant 

reapplication will be needed. This method can be used for cup drawing tribological assessment 

performed in this work. 

Hanna [105] presented an experimental method for determining the onset of metal-to-metal contact 

in a lubricated simulative tribological test. This was done using contact potential measurements 

(between tooling and specimen) in conjunction with friction coefficient measurement. The 

significance of this work is that metal-to-metal contact is only exhibited if lubricant failure has 

occurred; thus, a criterion for lubricant breakdown can be retained, which can quantitatively infer 

the level of asperity interaction. The experimental set-up and results for this method are shown in 

Figure 28. As made evident by Figure 28 b), the sudden drop of electrical contact potential is 

accompanied by a significant increase in the coefficient of friction.  
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Figure 28: a) Reciprocating tribometer b) Time vs COF (left axis) and contact potential (right axis) [105] 

1.7 Summary of Literature Review and Scope of Current Work 

The foregoing literature review has served to highlight the potential benefits of utilizing 7000-

series aluminum alloys in automotive structural components to reduce overall vehicle mass. A 

number of prior studies have demonstated that hot forming in a solutionized state followed by the 

die quenching (DQ process) can result in increased formability of these alloys, but that subsequent 

ageing is required to achieve peak strength. The DQ process is known to be sensitive to process 

parameters, such as quench rate and solutionizing time, which must be controlled when forming 

these materials in a high volume production setting. The constitutive modeling literature has shown 

the importance of testing specimens in a solutionized condition, that must be accompanied by  
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quenching rapidly to the test temperature followed by immediate testing, and that methods of 

avoiding negative hardening rates for high temperature tensile testing must be employed.  

While forming limit detection methods have become more sophisticated with the advent of DIC 

technology, very little attention has been given in the published literature to die quench formability 

characterization, as well as the development of numerical models to simulate the DQ process. In 

particular, there exists a need to further refine and validate the existing constitutive models and 

formability criteria currently available to simulate the DQ process. Lastly, elevated temperature 

tribology studies have been receiving more attention recently due to the key role of friction in 

warm and hot forming of aluminum alloys; however, most studies focus on room temperature or 

intermediate temperature (150-200°C) conditions and do not consider the fully-solutionizized high 

temperature conditions corresponding to DQ forming.       

To address these shortfalls in the published literature, this thesis addresses the simulation of 

AA7075 under die quench processing conditions. One focus of the thesis is on experimental 

friction characterization and lubricant selection, highlighting the effects of temperature, tool 

hardness and die coating. The second focus is on improved constitutive modeling for DQ 

conditions. Finally, the improved friction and constitutive treatments are implemented within a 

numerical model of a series of available DQ forming experiments performed by George et al. [130] 

that are used for model validation.   

The key objectives of the study are: 

• Characterization of friction behaviour and COF determination for AA7075 using coated 

and un-coated tools under elevated temperature DQ processing conditions; 
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• Development of a metal physics-based temperature and strain rate dependent constitutive 

model;  

• Development of a numerical model for the die quench process and validation of the model 

against available formability experiments. 

The research presented herein is part of a larger project undertaken by the University of Waterloo 

in collaboration with Honda Development & Manufacturing of America, Promatek Research 

Centre and Arconic Ground Transportation Group. The overarching goal of this project is to 

support the implementation of high strength aluminum alloys in the fabrication of automotive 

structural components under high volume production.  

The balance of this thesis is organized as follows. Chapter 2 presents the experimental methods 

used in the friction characterization experiments. Chapter 3 discusses the experimental friction 

characterization results. Chapter 4 presents the development of a new constitutive model for DQ 

forming operations, while Chapter 5 presents the numerical model used to simulate the formability 

experiments performed by George et al. [130]. Chapter 6 shows the numerical predictions and 

comparison to the formability experiments as part of the model validation process. Lastly, Chapter 

7 provides the conclusions and recommendations stemming from this work.  
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2 Friction Characterization - Experimental Methodology 

This chapter presents the experimental set-up for the friction characterization experiments that 

focused on die quench forming process conditions and were performed as part of this research.  

2.1 Material Selection 

The material considered in this study is 2 mm thick AA7075 high strength aluminum alloy sheet. 

The as-received material condition corresponded to a T6 or peak aged temper, with the room 

temperature mechanical properties [131] and chemical composition shown in  

Table 1. 

 

Table 1: Material Mechanical Properties and Chemical Composition [131] 

2.2 Friction Characterization Experiments 

The friction characterization of AA7075 under die quenching conditions was conducted using the 

TCT apparatus available at the University of Waterloo. Here, the TCT apparatus is described, 

followed by the choice of lubricants, tooling, coatings and process parameters that affect the 

tribological response.  

2.2.1 TCT Apparatus 

The TCT apparatus was first developed at the University of Waterloo around 1960 by Schey [62] 

and a modified version of the apparatus was used in the current study. The modifications were 

developed by George [150] and Noder et al. [101] to incorporate heated tooling and a solutionizing 

Alloy Mechanical Properties Chemical Composition (wt. %) 

 

σy 

(MPa) 

UTS 

(MPa) εtotal Mn Si Cr Mg Ti Cu Zn Fe Zr 

7075 503 572 11 0.04 0.08 0.19 2.27 0.03 1.38 5.63 0.15 0.01 
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furnace for elevated temperature friction characterization. A schematic of the test apparatus is 

shown in Figure 29. 

 

 

 

 

 

 

 

 
 

Figure 29: TCT apparatus (left) and the CAD drawing for the apparatus (middle) bottom of the test cup (right) [101] 

The TCT apparatus uses an annular test cup, which is pressed on a piece of lubricated sheet metal 

that is clamped by the specimen holder. Once the desired clamping load is applied, the test cup 

then proceeds to rotate at a constant sliding speed. The test cup applies an axial force downward 

on the sheet specimen, while the rotation of the cup produces a torque reaction load due to friction. 

The resistance to sliding (the reaction torque) obtained from the torque load cell (T), is used to 

calculate the COF based on the mean radius (𝑟𝑚) of the test cup, the test cup contact area (𝐴𝑐𝑜𝑛𝑡) 

and the interfacial pressure (𝑃) measured by the axial load cell, as given by Eq. 8. 

𝐶𝑂𝐹 =
𝑇

𝑟𝑚𝑃𝐴𝑐𝑜𝑛𝑡
        (Eq. 8) 
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The test cup (shaded red) in Figure 29 is held in the cup holder (pink) by a setscrew, which prevents 

it from rotating within the holder under the action of the reaction torque due to friction. The 

specimen holder (green) holds the sheet metal specimen in place and prevents it from rotating 

during the test. The gimbal assembly (blue) has a self-aligning mechanism, which ensures parallel 

contact between the test cup and test specimen. The axial load applied during the test is measured 

by a 2,270 kg capacity load cell (black), while the torque load due to the resistance to sliding is 

determined using a 45.5 kg capacity load cell (brown) and torque arm radius of 114.58 mm. The 

specimen holder and the cup holder can be heated using embedded cartridge heaters for test 

conditions corresponding to elevated temperature forming conditions.  

2.2.2 Lubricants 

Several lubricants were considered for AA7075 die quenching application. These lubricants are 

intended to ensure a low friction coefficient between the tooling and the sheet metal, while 

tolerating the elevated working temperature. The lubricants tested were the Fuchs AL278 [89], the 

Fuchs Renoform 25 [117], the Fuchs Renoform 10 [90] and boron nitride [112]. Lubricant details, 

application method and specimen preparation are discussed in the following sections. 

 

2.2.2.1 Fuchs AL278 Forge ease 

The Fuchs AL278 is a synthetic elevated temperature lubricant primarily targeted for warm 

forming applications. The lubricant is applied as a liquid onto the test cup. The recommended 

dilution ratio is four parts lubricant and one part isopropanol or water depending on whether fast 

drying is a priority. The service temperature of this lubricant is rated up to 350°C, although 

lubricity can be compromised at temperatures above 275°C, which is the melting temperature of a 

wax ingredient [101], [116]. Replacing water with alcohol resulted in a more even wetting of the 
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blank [101]; this is desirable since it will ensure lubricant reaches all locations on the blank. 

Therefore, a dilution ratio of four parts isopropanol and one part lubricant was used. 

2.2.2.2 Fuchs Renoform 25 

The Fuchs Renoform 25 ALWF is a water-based lubricant for hot and warm forming of aluminum. 

This lubricant can operate in temperature ranges of 200 to 500⁰C; it also enhances die cooling 

during hot and warm forming [117]. The recommended mixture is 4:1 to 9:1 parts water to 

lubricant [117]. Again, for better wetting and faster drying isopropanol was used instead of water 

to dilute the lubricant. 

2.2.2.3 Fuchs Renoform 10 

The Renoform 10 ALWF is a concentrated water-based lubricant specially made for metal flow in 

warm or hot forming of aluminum for temperature ranges of 200 to 500°C. The recommended 

mixture is four parts water and one part lubricant [107]. Again, for better wetting and faster drying 

isopropanol was used instead of water to dilute the lubricant. 

2.2.2.4 Boron Nitride 

Boron nitride is a synthetically produced crystalline compound with chemical formula BN. The 

crystalline structure of this compound is hexagonal. ZYP Coatings is a boron nitride lubricant 

manufacturer, which provided the boron nitride lubricant used in this study [112]. The product 

name is the BN Lubricoat, which has a maximum operational temperature of 1000°C.  

2.2.3 Tooling and Specimens 

The annular test cups used in this study are made from Dievar tool steel, which is specifically 

intended for hot tools and elevated temperature-forming applications.  The cups were hardened to 

a hardness of 52 HRC. Following hardening, the cups were prepped using a specific polishing 

procedure described in Section 2.2.3.1 to ensure surface roughness is consistent. After polishing, 
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some cups were shipped for coating; these cups received a diamond-like carbon (DLC) coating, 

which is intended to enhance tool durability by reducing pickup. Pickup is a phenomenon that 

takes place during high temperature forming of aluminum; at temperatures close to solutionization, 

the aluminum becomes very soft and as a result can adhere easily to the tool and die. When pickup 

takes place over many production parts, the tool surfaces start to wear quickly and part defects 

become apparent.  The sheet metal surface roughness was also measured to account for possible 

variability and assess the surface condition of the as-received material. Details of the roughness 

measurement process are highlighted in the following section. 

2.2.3.1 Cup heat treatment and surface roughness 

To ensure the repeatability, prior to coating, all cups received the same polishing treatment. The 

cups were polished using the Struers TegralPol-15 automated sanding wheel with 220, 500, 800, 

1000 and 1200 grit wet sandpaper. Each cup was held carefully with its annular surface parallel to 

the sanding wheel and light to moderate pressure was applied with frequent turning to ensure even 

polishing of the test cups. Test conditions using uncoated cups also received the same polishing 

treatment in-between tests to reuse cups. After polishing, the surface roughness of the cups was 

measured using a Taylor-Hobson Surtronic 3+ profilometer, the results of which are shown in 

Table 2 for two representative cups. Each cup was measured 6 times at different locations of the 

cup face; results of both cups were then averaged to get a nominal surface roughness for the 

specified polishing sequence. The surface roughness values presented in Table 2 are the Ra which 

is the arithmetic mean of surface heights measured across a surface, the lower the number the 

smoother the surface. The average surface roughness value in Ra for both cups was 0.08 µm with 

a standard deviation of 0.012 µm; this value corresponds to an N2-N3 Lapping surface roughness 

grade number [114]. 
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 Roughness (Ra) (µm) 

Cup 1  2  

 
0.12 0.1 

  0.1 0.1 

  0.06 0.08 

  0.06 0.08 

  0.06 0.08 

  0.1 0.06 

Average 

(Ra) (µm)  0.08  0.08 

Standard 

deviation 

 0.02 

  

Table 2: TCT cup surface roughness (Ra) measurements after polishing in µm 

 

The cups sent for coating received the same polishing sequence prior to coating as the uncoated 

cups. 

2.2.3.2 Sheet surface roughness 

The sheet specimen surface roughness was also measured. Two categories of specimens were 

identified: smooth and scored. The smooth specimens had smooth and scratch-free surfaces based 

on visual inspection; on the other hand, scratched specimens had mild scoring on the surface due 

to handling. Three surface roughness measurements were taken in both the rolling (RD) and 

transverse (TD) directions of the sheet for both categories of specimens. The TD in all cases was 

slightly rougher than the RD. The average of all measurements was 0.11 µm (Ra), which was taken 

as the nominal surface roughness of the as received material, with a standard deviation of 0.02, 
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this value is higher compared to AA7075 used by Noder et al. [101], which had a surface roughness 

of 0.061 µm. However, it is still much smoother than the value for AA7075 reported by Schey 

[110] of 0.23 µm.  

Material AA7075 

Specimen state 

Smooth 

RD 

Smooth 

TD Scored RD Scored TD 

Repeat 1 Ra (µm) 0.08 0.12 0.12 0.1 

Repeat 2 Ra (µm) 0.08 0.12 0.1 0.14 

Repeat 3 Ra (µm) 0.1 0.1 0.12 0.14 

Average 0.09 0.11 0.11 0.13 

Standard deviation 0.01 0.01 0.01 0.02 

Average RD/TD 0.09   0.12   

Standard deviation 

RD/TD  0.02  0.02  

Average of both 

conditions 0.11       

Standard deviation all 0.0191       

Table 3: AA7075 sheet metal surface roughness (Ra) for scored and smooth samples in µm 

2.2.4 TCT test parameters 

In this work, the blank is not lubricated directly. Instead, the test cup is sprayed with the appropriate 

lubricant at the manufacturer’s recommended concentrations using an air spray gun, prior to 

testing. This approach mimics hot stamping practice in which the tooling is lubricated instead of 

the blank since these lubricants tend to smoke or burn at the solutionizing temperature. Each test 

cup receives four passes and is left to dry. The lubricant dried evenly on each cup after which the 

cup is attached to cup holder via a setscrew.  
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The twist compression test procedure starts by heating the sheet specimen to the 470°C SHT 

temperature in a small convection furnace adjacent to the TCT apparatus. The specimen is heated 

for 15 min including heat up time of 8 mins [54]. The sheet specimen is quickly taken out of the 

furnace using a pair of metal tongs and is placed securely in the specimen holder. The transfer time 

was under five seconds during which time the specimen cooled by about 60-70°C. The TCT 

apparatus begins by using the annular test cup to apply an axial load on the sheet specimen, the 

load curve for the applied axial load is shown in Figure 30. The TCT test cup is either at RT or set 

to a specific temperature as per the test condition, the load curve takes 8 seconds to get to the full 

clamping pressure. Then, rotation of the test cup on the sheet specimen takes place. After full 

rotation is reached, the test cup is lifted from the sheet specimen and the cup and specimens are 

removed and inspected.  

 

Figure 30: TCT Load-cell Force vs Time Profile 

The parameters used for most tests conducted are as follows:  

(i) The sliding speed was 30 mm/s, the maximum sliding speed possible while avoiding 

damage to the torque load cell.  
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(ii) A normal pressure of 30 MPa was adopted which is the highest axial pressure the TCT 

apparatus can apply.  

(iii) The sliding distance was case dependent; it was used as a lubricant characterization 

parameter, rather than an operational parameter for a target process. 

2.2.5 Characterization of Test Temperature  

For tests requiring heated tooling, the cups are mounted within the heated cup holder and required 

about 15 min to reach steady state. The cup holder set temperature was offset + 20°C hotter than 

the required tool temperature for the given test condition, ensuring that the temperature at the 

contacting face of the test cup is at the nominal tooling temperature. The required temperature 

offset of the specimen holder is only + 10°C. These offsets were determined by measuring the cup 

and specimen temperatures directly while incrementing the input temperature until the measured 

temperature matched the desired value. Figure 31 shows an instrumented specimen, used for 

temperature validation testing for AA7075 friction characterization with RT and heated tooling. 

The design was achieved by milling a 1mm deep, 14.7 mm long slot that stops at the mean radius 

of the test cup when it is placed on the center of the sheet specimen. A National Instrument DAQ 

(USB-6000) was used for temperature data acquisition with a sampling frequency of 1 kHz.   

Figure 32 shows the temperature time history of the instrumented specimens for various tooling 

temperatures. Each temperature designation refers to the solutionization temperature and the set 

tooling temperature, for example 470-350°C corresponds to a solutionization temperature of 

470°C and a tooling temperature of 350°C. 
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Figure 31: Thermocouple instrumented TCT sheet specimen 

 

Figure 32:  Cooling profiles of blank for various tooling temperatures for a blank quench from 470⁰C to tooling temperatures 22 

(blue), 200 (orange), 300 (grey) and 350⁰C (yellow) 
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The transfer time of these instrumented specimens was under 7 seconds for all cases, which is 

slightly longer than the time to transfer the non-instrumented specimens due to manual 

thermocouple manipulation. Almost all the time-temperature curves have the same characteristic 

shape with four distinct sections:  

• First highlighted in black:  very low cooling rate for about 7 seconds. 

• Second highlighted in dark purple: a low linear cooling rate for about two seconds at the 

beginning of clamping. 

• Third highlighted in red: a higher cooling which continues for about 2 seconds while 

decreasing slightly past the mid point. 

• Fourth highlighted in green: cooling rate increases slightly just past the second section then 

continues to decrease in a decaying fashion.  

Considering a clamping time of eight seconds, Table 4 displays the average temperature the 

friction test was performed at for each test condition, along with cooling rates for section one, two 

and three of the time temperature curves. The cooling rate was obtained by taking the linear 

average of the temperature vs time at the appropriate section. 

Temperature 

Range (⁰C) 

Average Test 

Temperature (⁰C) 

Section One 

Cooling Rate 

(⁰C/s) 

Section Two 

Cooling Rate 

(⁰C/s) 

Section Three 

Cooling Rate 

(⁰C/s) 

470-25 90 7 36.4 73.2 

470-200 240 7 19.0 54.6 

470-300 320 7 13.0 33.8 

470-350 400 7 6.0 4 

Table 4: Cooling rates of sheet specimen for tooling temperatures (25, 200, 300, 350⁰C) 
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The cooling rates for both sections 2 and 3 of the curves decrease with increasing tooling 

temperature due to the reduced undercooling.  

2.2.6 TCT Test Matrix 

The TCT test matrix for AA7075 is presented in Table 5. This test matrix presents the testing 

completed in this study. Each test condition comprises a specific temperature and lubricant, e.g. 

470-300⁰C + Fuchs AL278 indicates a solutionization temperature for the blank of 470⁰C and a 

TCT tooling temperature of 300⁰C along with the Fuchs AL278 lubricant. Each test condition had 

a minimum of 3 repeats. All test conditions had a sliding speed of 30 mm/s and an axial pressure 

of 25 MPa, except for select conditions, which were tested at 30 MPa. 

 Fuchs 

AL278 

Fuchs 

Renoform 10 

Fuchs 

Renoform 25 

Boron 

Nitride 

Unlubricated 

470-400⁰C 3     

470-350⁰C 3     

470-300⁰C 3     

470-200⁰C 3 3 3 3 3 

470-80⁰C     3 

470-22⁰C 3 3 3 3 3 

Total  42 

Table 5: TCT test matrix including temperature condition and lubricant selection 

The test procedure of the study highlighted in Table 6 is similar to the test procedure in Table 5 

except the tooling remains at room temperature for all conditions and Fuchs AL278 is used for all 

conditions. However, the pressure and the speed are varied. 
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 Speed 

5 mm/s 30 mm/s 

Pressure 10 MPa  3 

30 MPa 3 3 

Total  9 

 
Table 6: TCT test matrix, testing different test velocities and interface pressures, with Fuchs AL278 lubricant and room 

temperature tooling 
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3 Friction Characterization Results 

The presentation of the friction testing results starts with the dry unlubricated friction 

characterization followed by a comparison of the performance of different lubricants for uncoated 

TCT cups at room and elevated temperature. The best performing lubricant is then characterized 

using DLC coated cups at different tooling temperatures.    

3.1 Dry Unlubricated Baseline COF  

Testing began by measuring the friction response of an unlubricated cup with no coating to 

establish a baseline from which comparisons can be made. Three tooling temperatures were varied, 

from room temperature (RT) or 23 °C to 80°C and 200°C, to measure the friction response at 

different temperatures. Figure 33 shows the unlubricated friction response for the three 

temperatures mentioned above. 

 

Figure 33: Unlubricated, uncoated TCT friction results with solutionized blanks and various tooling temperatures  

For the unlubricated cups, adhesion between the test specimen and the cup takes place early in the 

test, which causes a very high initial coefficient of friction for all temperature conditions. This 

bond is broken as the cup starts to rotate, hence the reduction in the coefficient of friction. The 
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steady state friction level for the unlubricated condition is between 0.4 and 0.5 for all three-

temperature conditions. This value is quite high as compared to a lubricated surface; however, it 

is typical of aluminum-on-steel dry sliding contact [115]. At these friction levels, excessive 

amounts of galling were observed on the test specimen for all temperature conditions.     
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3.2 Lubricant Performance – Uncoated Tools 

Lubricant performance was initially tested without die coatings and using room temperature 

tooling. Figure 34 shows the results for all lubricants tested. Each lubricant had a minimum of 

three repeats per test condition. The worst performing lubricant is the Fuchs Renoform 10, 

although its initial COF was rather low and lay between the Fuchs Al 278 and the boron nitride 

values. The best performer (lowest COF) is the Fuchs Al 278. The boron nitride, along with the 

Fuchs Al 278, had a relatively stable COF over the entire sliding distance, generally indicating that 

no breakdown of the lubricant occurred.   

 

Figure 34: TCT results of different lubricants for solutionized blank and room temperature tooling 

Figure 35 summarizes the average COF for each test condition along with the measured standard 

deviation over the repeat tests. The average of the unlubricated condition was taken using data 

from sliding distances of 6 mm or higher to avoid the initial static friction peak values. The boron 

nitride and Renoform 25 seem to offer similar levels of friction response for the first 10 mm  

(Figure 35). The Renoform 25 then experiences a continuous increase in the friction coefficient 
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over the sliding distance (COF= 0.13 at 5 mm and COF= 0.33 at 48 mm), giving rise to the higher 

standard deviation value seen in Figure 35. The Renoform 10 has the highest standard deviation 

due to early lubricant breakdown. The boron nitride and Fuchs Al 278 have the least variability in 

the data with no signs of lubricant breakdown. However, the Fuchs Al 278 produces an 

exceptionally low average coefficient of friction about 0.02; 7 times lower than that of boron 

nitride.  

 

 

Figure 35: Summary of lubricant performance for solutionized blank (470⁰C), RT tooling, 25 MPa pressure and a sliding speed 

of 30mm/s 

Figure 36 shows the lubricant performance for a tooling temperature of 200°C, which results in a 

lower cooling rate, compared to the room temperature tooling condition (see Table 4). As a result, 

the temperature of the lubricant is higher during the test, compared to the room temperature tooling 

tests. The boron nitride experienced lubricant breakdown at this tooling temperature and resulted 

in a coefficient of friction higher than that of the unlubricated condition at large sliding distances. 

The Renoform 10 performance was somewhat superior to that exhibited for initially RT tooling, 

but it did experience a progressive breakdown for two of the three repeats. The Renoform 25 
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resulted in an initial coefficient of friction of 0.1 for two of the three repeats, which drops at about 

7 mm sliding distance, but then increases again and somewhat stabilizes after 20 mm sliding 

distance at a COF equivalent to the unlubricated condition (~ 0.45). The Fuchs Al 278 experienced 

a 25% drop in the average COF to about 0.015 with the tooling temperature set to 200°C; this is 

similar to the behavior reported by Noder [101] for this lubricant at 170⁰C.  

 

Figure 36: TCT test results of different lubricants for a solutionized blank and tooling temperature of 200⁰C 
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3.3 Effect of Die Coating on Lubricant Performance 

The friction characterization experiments utilizing the DLC coating primarily considered the Fuchs 

AL278 lubricant, mainly due to the excellent performance obtained using the uncoated cups. The 

results for the Fuchs AL278 lubricant with DLC coated cups at room temperature tooling are 

shown in Figure 37. While the experiments exhibit a fair level of noise, it is evident that the Fuchs 

lubricant + DLC interface exhibited a gradual rise in friction from 0.038 to 0.075 over the duration 

of sliding. This increase is attributed to the cooling of the specimen during the test, as seen in 

Figure 32 and Table 4 in Section 2.2.5, which indicates the average test temperature to be 90⁰C. 

Interestingly, the average coefficient of friction increased from a value of 0.017 without coating 

to 0.055 with added DLC coating. Averages were taken from 6 mm of sliding onwards to avoid 

the including the static coefficient of friction in the averaging.  

 

Figure 37: Friction versus sliding distance for DLC + Fuchs AL278 coated cups at 22⁰C Tooling Temperature and a 

solutionizing temperature of 470⁰C  
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Figure 38 highlights that the lubricant remains intact for a tooling temperature of 22⁰C, as made 

evident by the layer of white film on the cup surface in the microscope image (bottom left). The 

surface of the test cup looks largely unchanged after the test is conducted. Only some minor burring 

on the edge of the cup occurs. Very minor scoring is exhibited on the sheet specimen, this is likely 

due to an imperfect cup edge, the dry white film on the test cup is characteristic of this lubricant. 

 

  

Figure 38: DLC + Fuchs AL278 coated cups at 22⁰C tooling temperature and a solutionizing temperature of 470⁰C: sheet 

specimen after testing (a), test-cup optical microscope photo after testing (b) and test cup after testing (c) 

Figure 39 presents the friction response for DLC coated cups with Fuchs lubricant and a tooling 

temperature of 200°C. The TCT apparatus was slightly misaligned for this test condition causing 

some oscillatory measured frictional response; nonetheless, the measured friction coefficients 

remain very low. When the tooling temperature is set to 200°C, the average test temperature is 

a) 

b) c) 
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240⁰C as seen in Table 4 in Section 2.2.5. The elevated test temperature reduces the friction 

coefficient compared to that for the RT tooling, since the Fuchs is primarily a warm forming 

lubricant and performs best at intermediate temperatures near 200⁰C [133]. Similar to the non-

coated tooling, the average coefficient of friction for this test condition is about 60% lower than 

that with the room temperature tooling. For uncoated cups the decrease in COF between room 

temperature tooling and a tooling temperature of 200⁰C is 25%. 

 

Figure 39: Friction versus sliding distance for DLC + Fuchs AL278 coated cups at 200⁰C Tooling Temperature and a 

solutionizing temperature of 470⁰C  
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Figure 40: DLC + Fuchs AL278 coated cups at 200⁰C Tooling Temperature and a solutionizing temperature of 470⁰C TCT 

Friction Response; sheet specimen after testing (a), test cup after testing (b), test-cup microscope photo after testing (c, d) 

As mentioned above, the lubricant is most effective at this temperature condition. The optical 

microscope of the cup surface seen in Figure 40 displays a “smearing” effect of the lubricant. 

According to Fuchs [101], this smearing is a physical indication of lubricant activation. The 

misalignment of the equipment caused some scoring on the sheet specimen.     

 

a) 

c) 

b) 

d) 
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Figure 41 presents the friction response for DLC coated cups with Fuchs AL278 lubricant and a 

tooling temperature of 300°C. At this high tooling temperature, lubricant performance is 

compromised and unstable for two of the three repeats. This lack of repeatability indicates a 

transition point to instability somewhere between tooling temperatures of 200 and 300°C. Noder 

et al. [101, 133] reported this transition temperature to be 230⁰C after 21 mm of sliding under 

warm forming conditions. The DLC coating did, however, prevent aluminum adhesion almost 

completely, as seen in Figure 42 for the somewhat stable test condition (light blue curve), and only 

minor adhesion was exhibited on the edge of that cup face. Note that higher levels of adhesion 

were exhibited for the breakdown cases.   

 

Figure 41:Friction versus sliding distance for DLC + Fuchs AL278 coated cups at 300⁰C Tooling Temperature and a 

solutionizing temperature of 470⁰C  
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Figure 42: DLC + Fuchs AL278 coated cups at 300⁰C Tooling Temperature and a solutionizing temperature of 470⁰C TCT 

Friction Response; test-cup (a), test-cup under microscope (b),  sheet specimen after testing (c), test-cup under microscope (d) 

Figure 43 presents the friction response for DLC coated cups with Fuchs AL278 lubricant and a 

tooling temperature of 350°C. A complete breakdown of the Fuchs AL278 lubricant is exhibited 

for this test condition. The average friction coefficient is about ten times that seen with RT tooling. 

A higher amount of aluminum adhesion is seen on the cup specimen, especially on the edges, as 

made evident in Figure 44, in which aluminum is easily identifiable due to its high reflectivity 

(circled in red). 

a) b) 

c) d) 
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Figure 43: Friction versus sliding distance for DLC + Fuchs AL278 coated cups at 350⁰C Tooling Temperature and a 

solutionizing temperature of 470⁰C  

 

 

 

Figure 44: DLC + Fuchs AL278 coated cups at 350⁰C Tooling Temperature and a solutionizing temperature of 470⁰C TCT 

Friction Response; Sheet specimen after testing (a), test-cup microscope photo after testing (b) and test cup after testing (c) 

a) b) 

c) 
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Figure 45 presents the friction response for DLC coated cups with Fuchs lubricant and a tooling 

temperature of 400°C. Some adhesion of test cups to the sheet specimen was exhibited during this 

test; the cup would stick momentarily on the sheet and then break free. The friction coefficient is 

completely unstable and rises to an average value of 0.78 at 50 mm sliding distance. Excessive 

amounts of aluminum pickup are seen almost everywhere on the cup face (Figure 46c) as well as 

possible DLC coating failure. 

 

Figure 45: Friction versus sliding distance for DLC + Fuchs AL278 coated cups at 400⁰C Tooling Temperature and a 

solutionizing temperature of 470⁰C  
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Figure 46: DLC + Fuchs AL278 coated cups at 400⁰C Tooling Temperature and a solutionizing temperature of 470⁰C TCT 

Friction Response; Sheet specimen after testing (a), test-cup microscope photo after testing (b) and test cup after testing (c) 

Figure 47 serves to summarize the effect of the test temperature and die coating on the tribological 

response, comparing the average COF of the Fuchs lubricant with and without the DLC coating 

on the cup for different tooling temperature conditions. The COF was averaged from 6 mm of 

sliding distance onwards. The scatter bands correspond to the standard deviation between all 

repeats of each test condition. The COF values with room temperature cups with and without DLC 

coating are almost identical, with the DLC coated cups having a slightly higher coefficient overall. 

At 200⁰C tooling, the COF for both coated and uncoated cups drops significantly, with uncoated 

a) 

b) c) 
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cups having a noticeably higher COF. As the tooling temperature increases beyond 200⁰C the 

Fuchs AL278 lubricant loses lubricity (wax melting point: 275°C) resulting in a higher COF. Up 

to 300°C, the DLC coating provides additional stability by maintaining a relatively low COF at 

higher temperature by reducing adhesion to the cup. At 350°C, both the coated and uncoated cups 

perform similarly, with uncoated cups having a slightly lower COF.  In general, the die coating 

increases surface hardness, which reduces affinity for adhesion of the aluminum to the die surface 

thereby increasing tool life. This, however, does increase the likelihood of a plow mechanism 

becoming operative, which means at low temperature, the cups with DLC coating will have a 

higher COF. The plow mechanism occurs when a tool surface is hardened. The asperities on the 

hardened surface are less likely to plastically deform when coming into contact with asperities of 

a softer surface. Therefore, the asperities of the hardened surface will plow through the softer 

surface. At high temperature, the adhesive mechanism for wear dominates and the addition of DLC 

coating will prevent the COF from increasing dramatically as compared to uncoated cups up to a 

threshold temperature, Noder [101] also reported similar conclusions.  

 

Figure 47: Influence of die coating on the coefficient of friction for solutionized blank, tooling temperatures 25, 200, 300 and 

350⁰C, 25 MPa contact pressure and 30mm/s sliding speed. 
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3.4 Effect of Interfacial Pressure and Sliding Speed 

To expand the friction characterization for numerical model implementation, the effect of sliding 

speed and contact pressure were also considered since, in a real forming operation, both of these 

parameters are variables. This sub-section demonstrates the effect of contact pressure and sliding 

speed on tribological response. 

For this set of experiments, the sheet specimens were solutionized at 470°C for 15 min and then 

quickly transferred to the TCT, as was done for the experiments reported above. The tooling 

temperature was set to 300°C. The cups used for this study were uncoated. To test the effect of 

axial pressure, two axial pressures were used, 10 MPa and 30 MPa. On the other hand, to test the 

effect of sliding speed, the sliding speeds used were 5 mm/s and 30 mm/s. 

In any given forming operation, the interfacial pressure between the die and workpiece varies 

greatly, therefore, it is important to know the effect this has on tribological response. Figure 48 

shows the COF response for a tooling temperature of 300⁰C and contact pressure of 10 MPa 

compared to 30 MPa. All three repeats of each test condition are also shown in Figure 48. Both 

the 10 and 30 MPa conditions start at similar COF values due to initial static coefficient of friction. 

The 30 MPa test condition has a relatively constant, high COF as the sliding distance increases. 

On the other hand, the COF for the 10 MPa test condition initially drops from 0.5 to ~ 0.28 as the 

cup starts to rotate, then it increases steadily until it reaches the COF level seen in the 30 MPa case 

at around 70 mm sliding distance. The lower pressure results in a smaller true contact area, which 

delays lubricant breakdown and reduces the effect of the tribological adhesion mechanism, 

therefore resulting in a lower initial COF. As the test progresses, adhesion of aluminum to the cup 

starts to build up and the COF rises.      



Experimental Friction Characterization 

69 

 

 

Figure 48: Effect of interface pressure on the coefficient of friction for a pressure of 10 MPa 

Figure 49 presents the effect of sliding speed on tribological response, for sliding speeds of 5 and 

30 mm/s. Similar to the lower pressure (10 MPa) test condition seen in Figure 48, a lower sliding 

speed (10 mm/s) results in an initial drop in the COF as the cup overcomes the static friction 

coefficient. The initial static coefficient is 0.34 and the COF drops to 0.22 shortly after sliding 

commences. The COF then steadily increases at a low rate until it reaches an average value of 

0.32. At 30 mm/s the friction response is significantly elevated with a COF that fluctuates around 

0.42. 
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Figure 49: Effect of sliding speed on the coefficient of friction for a sliding speed of 5 and 30 mm/s with Fuchs AL 278 lubricant, 

tooling temperature of 300⁰C and Pressure of 30 MPa 
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3.5 Friction Characterization - Summary 

Friction characterization under die quench conditions using the TCT apparatus has revealed 

breakdown of the Renoform 25 and Renoform 10 both exhibited poor performance at 200°C. The 

boron nitride showed good performance at 200⁰C tooling temperature, but with an elevated friction 

coefficient. The Fuchs AL278 had the best performance with an average COF of 0.05 for tooling 

temperature of 200⁰C. The Fuchs AL 278 was tested with DLC coated cups at various tooling 

temperatures. The addition of the DLC coating was found to increase the COF for room 

temperature tooling; this trend is reversed for tooling temperatures of 200 and 300⁰C, whereas for 

tooling temperature of 350⁰C breakdown occurs. At 300⁰C tooling temperature, lubricant 

breakdown occurred for two of three repeat trials, while at tooling temperatures of 350 to 400⁰C 

mild to excessive aluminum adhesion onto the test cup was exhibited.  

Variation of contact pressure study showed that a low contact pressure (10MPa) results in an 

initially low relative COF, which increases monotonically over the sliding distance. A high 

pressure (30 MPa) produces a high COF with oscillatory behaviour. Variation of sliding speed 

showed a low speed (5 mm/s) results in a low COF which increases monotonically as the test 

progresses whereas a high speed (30 mm/s) results in a high COF with oscillatory behaviour. 
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4 Constitutive Model for Simulation of DQ Forming 

The experimental tensile test results used for fitting the constitutive model were obtained from two 

separate studies reported by Omer et al. [54] and Wang et al. [119]. Both data sets comprised a 

series of elevated temperature tensile tests at a range of strain rates. This chapter begins by 

presenting the constitutive fits put forward by Omer et al. and Wang et al. This is followed by the 

introduction of a proposed new constitutive model intended to capture the behaviour of AA7075 

during die quenching. This model is first applied to fit the Omer et al. [54] dataset, designated the 

“Omer-fit”. A tensile test FE model is presented next, which allows the direct comparison between 

the two experimental data sets and helps to identify differences in the hardening behavior between 

the two data sets. Lastly, the proposed constitutive fit for the Wang dataset, designated the “Wang-

fit”, is presented. 

4.1 Previous Constitutive Characterization and Modeling Efforts 

4.1.1  Omer et al. Constitutive Characterization Effort 

The constitutive data acquired by Omer et al. [54] utilized a novel post-processing technique 

referred to as the Area Reduction Method to account for the minimum true cross-sectional area 

when calculating the true stress. Omer et al. [54] also utilized DIC technology to compute true 

strain locally rather than over the entire span of the gauge. In contrast, Wang et al. [119] obtained 

the engineering strain from the crosshead displacement of the tensile frame and obtained the 

engineering stress from the load cell data. The true stress-strain values were then computed from 

the engineering values using Eq. 2 and Eq. 3.   
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In this manner, the Wang et al. dataset should be viewed as a “bulk measure” corresponding to the 

average true strain within the gauge length of the specimen, whereas the Omer et al. dataset 

corresponds to the local true strain and stress at the minimum cross-section. This distinction 

complicates direct comparison of the two datasets, as addressed in Section 4.3.1. Omer et al. [54] 

fit a modified Voce model to their true stress-strain data of the form:  

𝜎 =  𝐴 +  (𝐵 +  𝐶√𝜀𝑝)  – 1 −  𝑒𝑥𝑝(−𝐷𝜀𝑝)       (Eq. 9) 

where A, B, C and D are phenomenological parameters. The coefficients in Eq. 9 are generally 

taken as constants for a given temperature and strain rate. In work by Omer et al. [54], each 

coefficient was replaced with a polynomial function to capture the temperature and strain rate 

sensitivity, as shown in Table 7. 

 

Table 7: Coefficients for Modified Voce Constitutive Formulation by Omer et al. [54] 

4.1.2 Wang et al. Constitutive Characterization Effort 

Wang et al. [119] used a similar approach for to model their data, utilizing a modified Misiolek 

constitutive model with embedded temperature and strain rate dependent polynomials, shown in 

Eq. 10 and in which C, m and n are equation coefficients, 

σ =  Cε𝑛 exp(mε) (Eq. 10) 

which can also be expressed as: 

ln(σ)  = I(C)  +  nln(ε)  +  mε (Eq. 11) 
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Parameter Equation 

𝐥𝐧(𝐂) ln(C)  =  C1T5  + C2T4  + C3T3  +  C4T2  +  C5T +  C6 

𝐧 n =  𝑛1T5  +  𝑛2T4  +  𝑛3T3  +  𝑛4T2  + 𝑛5T + n6 

𝐦 m =  𝑚1T5  + 𝑚2T4  +  𝑚3T3  +  𝑚4T2  +  𝑚5T +  m6 

𝐂𝒊 𝐶𝑖  =  𝐶i1ε̇3  + 𝐶i2ε̇2  + 𝐶i3ε̇  +  𝐶𝑖4 

𝐧𝒊 n𝑖  =  𝑛i1ε̇3  +  𝑛i2ε̇2  + 𝑛i3ε̇  +  𝑛𝑖4 

Table 8: Coefficients for Modified Misiolek constitutive formulation [119] 

4.1.3 Accuracy and Validity of Previous Constitutive Models 

The use of polynomial expressions to capture temperature- and strain rate-dependence, as proposed 

by Omer et al. [54] and Wang et al. [119], offered good correlation between the constitutive fits 

and the experimental results. However, the use of polynomial functions in physical problems can 

be misleading at times, especially if the model is extrapolated to other temperatures and strain 

rates, which is often the case in FE simulations. Another reason to consider a different constitutive 

fit is to extend the plastic strain range for which the model remains accurate; the modified Voce 

fit along with polynomial coefficients lacks accuracy, as made evident in Figure 50.  

 

Figure 50: Modified Voce fit performed by Omer et al. [54] for 200, 300 and 400°C at 0.5 s-1 strain rate [54] and corresponding 

experimental data [54].    
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4.2 New Constitutive Model and Omer-fit 

In the current work, a more physically based constitutive model was developed. The proposed 

constitutive model is derived starting with a version of the Zerilli-Armstrong model [135], which 

was originally proposed for HCP materials, given by Eq. 12. 

𝜎 = 𝐶0 + (𝐶1 + 𝐶2√𝜀𝑝̅) exp((−𝐶3 + 𝐶4 ln 𝜀𝑝̇) 𝑇) + 𝐶5𝜀𝑝̅
𝑛           (Eq. 12) 

The Zerilli-Armstrong model is a physically derived model in which C0 presents the contribution 

due to solute content and initial dislocation density; the term (𝐶1 + 𝐶2√𝜀𝑝̅) 𝑒𝑥𝑝((−𝐶3 +

𝐶4 𝑙𝑛 𝜀𝑝̇) 𝑇) is derived based on the thermal activation energy needed for dislocation motion. This 

model features fixed value coefficients, which amounts to a single equation in which strain, 

temperatures and strain rates are independent variables from which the flow curve for a specific 

condition is predicted.  

A modified version of the Zerilli-Armstrong model was developed, as given by Eq. 13.  The 

modifications completely decouple the yield stress component C1 from the initial hardening 

component C2, by multiplying each coefficient with a separate term of the form 𝑒𝑥𝑝((−𝐶𝑛 +

𝐶𝑛 𝑙𝑛 𝜀𝑝̇) 𝑇) term (the subscript n is a placeholder since this term is repeated multiple times in the 

constitutive equation). Additionally, the exponent of the plastic strain in the term (𝐶1 + 𝐶2√𝜀𝑝̅) 

from Eq. 12, which is responsible for initial hardening response, is switched from 0.5 and made 

temperature dependent. Lastly, the prolonged hardening response, dominated by the term  𝐶5𝜀𝑝̅
𝑛 in 

Eq. 13, is also made temperature dependent; this modification was first introduced by Kurukuri et 

al. [134] for a magnesium alloy (ZEK 100).  
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𝜎 = 𝐶0 + 𝐶1 exp((−𝐶3 + 𝐶4ln 𝜀𝑝̇)𝑇) + 𝐶2𝜀𝑝̅

𝐶10𝑒𝑥𝑝(1−(
𝑇−273

743
))

exp((−𝐶5 + 𝐶6ln 𝜀𝑝̇)𝑇) 

+(𝐶7 − 𝐶8𝑇)𝜀𝑝̅
𝐶9               (Eq.13) 

Coefficient Value 

C0 (MPa) -1.711E+06 

C1 (MPa) 1.711E+06 

C2 (MPa) 6.079E+02 

C3 (1/K) 1.126E-07 

C4 (1/K) 1.126E-08 

C5 (1/K) 6.932E-04 

C6 (1/K) 1.386E-05 

C7 (MPa) 3.441E+02 

C8 (MPa/K) 9.046E-01 

C9 3.646E-01 

C10 2.193E-01 

Table 9: Coefficients for modified Zerilli-Armstrong constitutive formulation 

A subset of the temperature conditions considered by Omer et al. [54] were used for the modified 

Zerilli-Armstrong constitutive fit, namely the 200, 300, 400 and 470⁰C temperature conditions. 

The range of temperature conditions considered was reduced since at low temperature, the rate 

sensitivity reverses signs and becomes negative due to the Portevin–Le Chatelier (PLC) effect. 

Under specific conditions of strain rate and temperature, the PLC effect appears as an unstable 

plastic flow during tensile testing. As the PLC effect takes place, the plastic strain localises as 

bands that move in a variety of ways along a specimen gauge. This change in rate sensitivity 

complicates the constitutive fitting unnecessarily since material deformation in the DQ process 

occurs in the range 200-470⁰C. The resulting constitutive fits are seen in 

Figure 51; this constitutive fit will be referred to as the Omer-fit in the subsequent text. 
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Figure 51: Modified Zerilli-Armstrong constitutive fits for Omer [54] experimental data 

Table 10 presents the results of the R-squared error for all test conditions to highlight the goodness 

of the fit. Good correlation is exhibited between the Omer-fit and the experimental dataset, except 

for the 470°C case at a strain rate of 0.01 for which the R2 value is 0.7798.  

 
Temperature 

200°C 300°C 400°C 470°C 

Strain Rate 0.01 s⁻¹ 0.9982 0.9902 0.8776 0.7798 

0.1  s⁻¹ 0.9876 0.9962 0.9556 0.8721 

0.5  s⁻¹ 0.9983 0.9981 0.9820 0.9379 

 

Table 10: R-squared residuals of the Omer-fit vs. experimental data for all temperature and strain rate conditions   
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4.3 Model Validation and Dataset Comparison 

Since the strain and stress measurement method differs between the constitutive data reported by 

Omer et al. [54] and that published by Wang et al. [119], the hardening response is not directly 

comparable. Wang et al. [119] averages the strain over the entire gauge length whereas Omer et 

al. [54] measures the local strain using DIC and uses the so-called ARM method which corrects 

the strain and stress measurement past uniform elongation. The datasets also use different tensile 

geometries. Thus, to enable direct comparison of the hardening response between the two 

constitutive datasets, a finite element model of the tensile tests was developed, utilizing the 

specimen geometry in the experiments performed by Wang et al. [119].  

4.3.1 Tensile FE Model Description 

The FE model utilizes the Omer-fit to simulate the material constitutive behaviour but models the 

specimen geometry from Wang et al. [119]. The tensile model shown in Figure 52 is a quarter 

symmetry isothermal tensile model. The nodes at the specimen grip section are pulled in the 

positive “x” direction and symmetry boundary conditions are applied at the symmetry planes. The 

model has a first order quadrilateral mesh, with a 0.5 mm element size and uses fully integrated 

shell elements. The model utilized the Barlat YLD89 yield surface [120], in conjunction with the 

Omer-fit constitutive response. The FE model was run for three temperatures, namely 200, 400 

and 480⁰C, and three strain rates at each temperature, namely 0.01, 0.1 and 1 s-1. These 

temperatures and strain rates match those tested by Wang et al. [119] and are close to the conditions 

considered by Omer et al. [54].   
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Figure 52: Isothermal Tensile Quarter Symmetry FE Model (modelled after Wang et al. [119] tensile geometry) 

4.3.2 Comparison to experiment 

The predicted hardening response from the FE tensile model with the Omer-fit is compared to the 

measured experimental data due to Wang et al. [119] for temperatures of 200, 400, 480⁰C and 

strain rates 0.01, 0.1 and 1 in Figure 53. At 200°C, the Wang et al. [119] experimental data shows 

a negative rate hardening trend whereas the Omer et al. [54] dataset and the FE predictions exhibit 

a positive strain rate sensitivity (the Omer et al. [54] does not show negative rate sensitivity until 

temperatures drop below this level). The measured stress levels in the Wang et al. [54] 

experimental results is significantly lower than the predictions using the Omer-fit, although strain 

rate sensitivity is similar for the two datasets for the 480⁰C and 400⁰C test conditions. In general, 

the softer hardening response from the Wang et al. [119] experiments result is expected since the 

strain is averaged over the entire gauge length while at high temperature the local strain could be 

considerably higher that the average strain over the specimen gauge. Since the stress is calculated 

based on Eq. 9b, an under predicted strain measurement will result in an under predicted stress 
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calculation due to an under-estimate of the area reduction. The difference between the two data 

sets is further examined in Chapter 5 in which predictions are compared to measured load-

displacement data from DQ LDH experiments.  

 

  

 
 

 

 

Figure 53: Stress strain curves of the Omer-fit at temperatures 480, 400, 480⁰C and strain rates of 0.01, 0.1, 1 s-1 compared to 

the Wang et al. [119] experimental stress-strain curves 
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4.4 Current Constitutive Model Applied to Wang Dataset 

As an alternative to the Omer-Fit, a modified version of Zerilli-Armstrong formulation, shown in 

Eq. 14, was fit to the Wang et al. [119] data set.  A small difference exists in this equation versus 

that used to fit the Omer et al. [54] dataset, which is the removal of the second power-law 

hardening term (𝐶7 − 𝐶8𝑇)𝜀𝑝̅
𝐶9 which was not needed since the data set had little to no positive 

hardening at elevated temperature. In addition, the experimental approach taken averages the strain 

over the entire gauge length, which may exhibit a significant strain gradient at elevated 

temperature. Averaging the strain over a gauge that has a significant strain gradient could result in 

under-predicting the hardening rate, meaning the material will appear softer than it is physically. 

The coefficients resulting from the fitting process are given in Table 11.    

𝜎 = 𝐶0 + 𝐶1 𝑒𝑥𝑝((−𝐶3 + 𝐶4𝑙𝑛 𝜀𝑝̇)𝑇) + 𝐶2𝜀𝑝̅
𝐶7𝑒𝑥𝑝(1−(

𝑇−273

753
))

𝑒𝑥𝑝((−𝐶5 + 𝐶6𝑙𝑛 𝜀𝑝̇)𝑇) 

(Eq. 14) 

Coefficient Value 

C0 (MPa) -6.064E+02 

C1 (MPa) 9.924E+02 

C2 (MPa) 2.254E+09 

C3 (1/K) 5.045E-03 

C4 (1/K) 2.330E-05 

C5 (1/K) 3.365E-02 

C6 (1/K) -2.386E-05 

C7 2.457E-01 

 

Table 11: Coefficients for modified Zerilli-Armstrong constitutive formulation, the Wang-fit, to the Wang et al. experimental data 

set [119] 

Nearly all temperature conditions described in Wang et al. [119] were used for the modified Zerilli-

Armstrong constitutive fit, namely the 200, 300, 360, 440 and 480⁰C temperature conditions. The 
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280⁰C temperature condition was the only condition omitted since it exhibited a highly negative 

hardening rate for a large portion of the flow curve, which would have affected the constitutive fit 

and caused additional problems with the FE model. The resulting constitutive fits are seen in  

Figure 54. 

 

 

 

 

  

  

Figure 54: Modified Zerilli-Armstrong constitutive fits for the Wang et al. [119] experimental data  

 
 

Temperature 
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200°C 360°C 400°C 440°C 480°C 

Strain Rate 0.01 s⁻¹ 0.9979 0.9403 0.9506 0.9843 0.9350 

0.1 s⁻¹ 0.9955 0.9233 0.8992 0.9620 0.9933 

1 s⁻¹ 0.9963 0.9556 0.9555 0.9855 0.9779 

 

Table 12 presents the R-squared error values for all test conditions to highlight the goodness of the 

fit. Good to moderate correlation is exhibited between the Wang-fit and the experimental dataset.  

 
Temperature 

200°C 360°C 400°C 440°C 480°C 

Strain Rate 0.01 s⁻¹ 0.9979 0.9403 0.9506 0.9843 0.9350 

0.1 s⁻¹ 0.9955 0.9233 0.8992 0.9620 0.9933 

1 s⁻¹ 0.9963 0.9556 0.9555 0.9855 0.9779 

 

Table 12: R-squared residuals of the Wang-fit vs. experimental data for all temperature and strain rate conditions 
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5 Numerical Simulation of Elevated Temperature Limiting Dome Height 

Experiment – Model Description 

To assess and validate the constitutive models presented in the previous chapter, elevated 

temperature limiting dome height (LDH) experiments performed by George et al. [130] were 

simulated using a finite element model incorporating the constitutive fits. The predictions of load-

displacement response, temperature history, strain distribution and strain history during the LDH 

experiments for a range of forming conditions were used for validation of the constitutive model. 

This chapter opens by presenting the experimental set up (Section 0) for the DQ LDH testing by 

George et al. [130]. The chapter closes with a description of the FE model of the LDH DQ 

experiments (Section 0). The model predictions and comparison with the experimental data due to 

George et al. [130] is given in Chapter 6. 
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5.1 Limiting Dome Height Experiments 

This section details the limiting dome height (LDH) experiments performed by George et al. [130] 

to characterize the formability of AA7075 aluminum alloy sheet under die quenching conditions. 

This testing was not done as part of the current research; however, the experiments were modelled 

as part of the validation effort, so an overview of the experimental methodology is presented here. 

The formability was assessed using temperature-dependent forming limit diagrams, produced via 

Nakazima hemispherical dome testing using tooling that adheres to the Nakazima test standard 

[119]. This task was completed using the automated fast form system at the University of Waterloo 

with in-situ Digital Image Correlation (DIC) technology used to evaluate strain. In the following 

text, the test set up will be presented first, followed by the specimen geometries used, and test 

parameters adopted and the rational behind the choices made.  

The tooling utilized for the formability experiments is shown in Figure 55. The blank is clamped 

between a pair of flat dies with a 56 mm inner radius and a die entry radius of 8 mm. The fixed 

Nakazima hemispherical punch has a 50.8 mm radius, resulting in a radial clearance of 3.2 mm for 

a 2 mm blank. The binder uses spring-loaded lifters that hold the part above the binder until the 

die moves downwards to clamp the blank against the binder; this significantly reduces heat loss 

during the clamping stage.  
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Figure 55: CAD of tooling assembly in isometric view (a) [130], cross section of CAD of tooling assembly (b) [130], close-up 

CAD isometric view of die assembly (c) 

The dies and punch are made from H-13 steel with a measured surface hardness of 50 HRC. The 

upper die is mounted to the press upper ram, while the upper spacer provides clearance for the DIC 

cameras; the upper ram is mounted to the inner slide of the servo hydraulic press. Cooling channels 

are embedded in the die, binder, and punch assembly in which 12⁰C chilled water circulates.  

The tooling is mounted within a Macrodyne 900 Ton hydraulic forming press. The press capacity 

is 900 tons, which comprises a main 600-ton cylindrical actuator and a 300-ton outer actuator (not 

used for the DQ LDH testing). The main actuator can operate at 600-ton capacity for low-speed 

Punch 

a) b) 

c) 
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approach or 60-ton for a fast speed approach, which was used for the LDH experimental set-up. 

Pressure transducers are installed in the cylinders and measure fluid pressure that, based on the 

cylinder cross-sectional area, allows calculation of tool force. The binder is connected to a 150-

ton hydraulic cushion, which provides the clamping load required to prevent draw-in of the flange 

region of the part during forming. The displacement-controlled die has a fast approach speed of 

254 mm/s, which is superior to the test speed of 64 mm/s. The die speed is then reduced to test 

speed, which operates under open-loop control. Once the die contacts the binder, the binder force 

operates under closed-loop control with a hydraulic actuator located beneath the press. The die and 

binder continue downwards, and the punch is fixed such that the sheet is formed over the fixed 

punch. The punch reaction force is measured using a load cell located under the punch mounting 

point. The binder load chosen was 356 kN which was sufficient to eliminate draw-in.  

 

Figure 56: Fast forming set up with press robotic arm and solutionizing furnace [130]. 

A Deltech industrial convection furnace is used to solutionize the blanks. For rapid and repeatable 

transfer times, an ABB IRB 6700 industrial robotic arm was used, shown in Figure 56. The robot 

arm uses an attachment with two gripper systems on opposite ends of the arm. This allows the 
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robot to handle hot and cold parts. Cold parts going into the furnace are handled using 

pneumatically controlled suction cups, while hot parts coming out of the furnace are handled using 

a mechanical gripper that engages the edges of the blanks; both are shown in Figure 57. 

 

Figure 57: Robot Arm with Mechanical and Pneumatic grip [130]. 

Strain measurements during LDH testing were performed using stereo digital image correlation 

(DIC) technology. A pair of Photron AX100 FastCam cameras attached to a pair of 60 mm Nikkor 

lens with a blue light filter and a blue LED for illumination were used for image acquisition. All 

DIC analysis was done using Vic 3D [11], a commercial DIC software package. The basic 

parameters used within the Vic 3D software used for analyzing the DIC data included a step size 

of 4 pixels, a strain filter of 5 pixels, and a subset of approximately 35 pixels. Based on the physical 

test setup, the pixel resolution was 10.5 pixels/mm. Figure 58 shows an example of a speckled 

dome specimen used for DIC strain measurement. The strain limit detection was achieved using 

the ISO 12004-2:2008 [106] method. The specimens were first bead blasted to create a matte light 

background to contrast against the black speckle pattern. The black speckled pattern was produced 

using the VHT Flame Proof high-temperature black thermal paint [120]. 

 

Pneumatic 

grip 

Mechanical 

grip 
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Figure 58: Example of speckled LDH specimen for DIC strain measurement [130]. 

5.1.1 Specimen Geometry 

Each Nakazima specimen geometry is designed to have a different strain path, which leads to a 

different strain state and forming limit. The strain path and forming limit are controlled by the 

aspect ratio of the gauge region of the specimen. Figure 59 displays the test geometries used in 

this study. The specimen geometries follow modified versions of the ISO12004-2:2008 standard, 

with gage widths: 25.4, 76.2 and 152.4 mm. 
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Figure 59: Specimen test geometries [130]. 

5.1.2 Lubricant 

The lubricant used by George et al. [130] was a combination of five layers of Teflon sheet with 

Vaseline applied between layers. The lubricant used in the forming trials differs from those used 

in the friction characterization effort. The friction characterization work considered high 

temperature commercial lubricants and die coatings, which work well in a high-volume production 

setting. For the formability characterization effort, which was a low volume study, the Teflon 

sheets proved an ideal choice of lubricant choice. Future work should investigate the commercial 

lubricants and coating presented in this thesis using deep drawing experiments for which the extent 

of material sliding is much higher.  
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5.1.3 Temperature history validation 

LDH specimens were instrumented with thermocouples by George et al. [130] to measure the 

temperature-time history during heat up and manual transfer of the specimens. Robotic transfer of 

instrumented specimens was not possible; therefore, instrumented specimens were transferred 

manually from the furnace to the tooling to measure convective cooling during transfer. Figure 60 

shows the heat up time-temperature history of the LDH specimen. The furnace temperature was 

set to 480⁰C. The heat-up time required to achieve a uniform temperature of 480⁰C is about 12 

min. 

 

Figure 60: Time-temperature history of LDH specimen during heat up [130]. 

The temperature drop due to convective cooling during blank transfer from the furnace to the 

tooling can be seen in Figure 61. The rate of convective cooling of the blank (the slope of the first 

portion of the curve) while on the furnace rack is highlighted and is approximately 1.25 ⁰C/s. The 

second portion of the curve corresponds to the convective cooling rate of the blank during transfer 

which is about 3.1 ⁰C/s. These timings correspond to a manual transfer process. Given the robot 

transfer time of 5 seconds and the two cooling rates shown, the approximate temperature of the 
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blank at the beginning of forming is estimated to be 450 ⁰C. This value was used in the finite 

element simulations as the initial temperature at the beginning of the DQ forming operation, as 

described in Section  5.2.4. 

   

Figure 61: Robot convection cooling rate transfer [130]. 

5.1.4 Formability test procedure  

The test procedure begins with robotic transfer of the cold blank into the Deltech furnace to be 

solutionized at 480⁰C for 15 min. The hot blank is then transferred onto the spring-loaded lifters 

on the binder; the transfer is complete in 5 seconds. The die set and punch are water-cooled to 

12⁰C. Once the die is 25 mm from contacting the blank, the data acquisition system is initiated, 

and the die speed is reduced to 64 mm/s for the remainder of the forming stroke. Once the die 

contacts the blank, it is pressed against the binder, which provides a constant resistance to 

movement (356 kN) under closed-loop control. The die, blank and binder continue moving 

downwards and the blank is formed over the hemispherical punch, which is fixed in position. Once 

the forming operation is completed, the cushion actuator raises the binder to the starting position, 

which completes the cycle. 

On furnace 

rack 

Transfer in air Approx. 

robot transfer 

time 
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5.1.5 Formability Test Matrix 

The test matrix for the formability experiments performed by George et al. [130] on AA7075 is 

presented in Table 13. The test highlighted in Table 13 includes a hot solutionized blank with 

chilled die (12°C) and punch and a fast-forming speed of 64 mm/s.   

 DQ + chilled tooling +  64 mm/s 

Geometry 25.4 mm 3 

76.2 mm 4 

152.4 mm 3 

Total  10 

Table 13: DQ Formability Test Matrix 
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5.2 Numerical Model of the DQ LDH Test 

A numerical model of the die quenching (DQ) limiting dome height (LDH) experiments was 

developed using commercial FE explicit dynamic code LS-DYNA. This section documents the 

numerical model, which considered the two constitutive fits developed in Chapter 4. A comparison 

between the predictions and the measured data from George et al. [130] is given in Chapter 6 and 

is used to assess the two constitutive fits.  

5.2.1 Discretization 

The three different blank geometries were implemented; the mesh used to discretize the model 

with the 76.2 mm geometry is shown in Figure 62. The model comprises the blank, punch, binder, 

and die. The model is one-quarter of the total geometry; this reduction was possible due to the 

symmetry about the X and Z-axes, which reduced the computational time. Symmetry boundary 

conditions were enforced to maintain full geometry deformation behavior.  

 

Figure 62: Quarter symmetry model tooling set-up 
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First-order quadrilateral shell elements were used to model the blank and tool surfaces. All blank 

geometries were discretized with an element size ranging from 1 to 3 mm, while the tooling 

element size ranges from 0.5 to 1 mm. To reduce computational time, selective mass scaling was 

introduced by prescribing a time step of 2×10-6 s as a lower bound of the explicit time step, this 

forces the solver to locally increase the density of the material accordingly to preserve the Courant 

criterion. Fully integrated Belytschko-Lin-Tsay shell elements based on the Reissner-Mindlin 

kinematic assumption [113] were used for the blank; this was done to eliminate hourglassing zero-

energy modes. The blank elements had five through-thickness integration points, following 

standard Lobatto integration. Mass elements are added to the tooling nodes corresponding to the 

mass of the upper and lower die; this is used to compute the contact stiffness. All tooling elements 

were modeled as a rigid non-deformable material.  

5.2.2 Material Model 

The blank material used was a temperature and strain-rate-dependent tabulated Barlat YLD89 

[120] plane stress model, which utilized the hardening curves derived from the modified Zerilli-

Armstrong formulations mentioned previously. The Lankford coefficients used to describe the 

anisotropy of the material were obtained from Rahman et al. [132] and are shown in Table 14. 

r0 r45 r90 

0.78 0.95 1.34 

Table 14: Lankford Coefficients for AA7075 [132] 

The tabulated Barlat YLD89 constitutive model utilized a three-dimensional table containing 

temperatures, strain rates and their corresponding hardening curves. The FE software uses the input 

hardening curves to interpolate the flow stress as a function of temperature and strain rate 

conditions. This data will also be extrapolated if the conditions go out of the input range. A material 
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physics-based constitutive model, such as the Modified Zerilli-Armstrong model, described in 

Section 4.2 and Section 0, allows, to some degree, the computation of hardening curves for strain 

rate conditions that fall outside the experimental material characterization dataset. The DQ process 

is likely to have peak strain rates that fall outside the material characterization dataset, thus, the 

usage of the physics based Modified Zerilli-Armstrong constitutive model is aimed at reducing 

extrapolation errors associated with polynomial fits. A local coordinate system is used to define 

material direction, with X being parallel to the rolling direction, this information is utilized by the 

material card to describe material anisotropy.  

5.2.3 Mechanical Boundary Conditions and Motion 

The die and binder were constrained in all rotational degrees of freedom (DOF) and in the X and 

Z translational degrees of freedom (Figure 62. The punch was constrained in all rotational and 

translational DOF. The outer surfaces of the blank in the model are initially 0.05 mm above the 

binder and 0.05 mm below the top die, while the punch is fixed, initially 1.5 mm below the blank 

outer surface. The die was velocity controlled. A binder load of 89 kN was assigned to the quarter 

symmetry model, corresponding to 356 kN for the full-scale experiment; this force was applied in 

the positive Y direction. A rigid body stopper was applied to the binder, preventing any positive 

Y displacement and limiting its velocity to that of the die. At the start, the die ramps up to a velocity 

of 64 mm/s and contact is established between the die, blank and binder. Once the binder load is 

overcome, the die, blank and binder start moving down at the same velocity and the blank contacts 

the punch such that the dome is formed. The termination time for the model is 1 s or about 50 mm 

of stroke. A penalty function-based automatic one-way surface-to-surface contact algorithm is 

defined for the blank and tooling shell element contacts, with a COF of 0.04 [101, 130] for punch 

to blank contact and a COF of 0.65 [101, 130] for die and binder to blank contact.  
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5.2.4 Thermal Boundary Conditions 

The model utilized a coupled thermomechanical solver and a Crank-Nicolson solution algorithm 

for the thermal time step, with a symmetric direct solver. The blank initial temperature was set to 

450°C, which corresponds to the measured value prior to forming (Section 5.1.3). The nodes of 

the die and binder as well as the nodes of the punch are given a set temperature of 12°C, which is 

the temperature of the chilled water in the die and binder cooling channels. The heat transfer 

coefficients for conduction as a function of interfacial pressure, shown in Figure 63 corresponded 

to the measured data published by Omer et al. [30]. The maximum distance for thermal contact 

detection was set to 0.1 mm. 

 

Figure 63: Conduction Heat Transfer Coefficient (HTC) vs. Interfacial Pressure [30]    

Convection and radiation heat transfer were active during the entire forming operation. A 

convection heat transfer coefficient of 0.018 W/mm2K was assigned to the blank; this resulted in 

a convective cooling rate similar to thermocouple measurements taken from the instrumented 

blanks shown in as seen in Figure 64. 
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Figure 64: FE Predicted Convection Heat Transfer prior to forming vs. Experimental Measurement [130] 
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6 DQ LDH Numerical Modeling Results 

The following chapter describes the results from the current finite element simulations of the 

AA7075 die quenching LDH experiments performed by George et al. [130]. Simulations were 

performed using the two constitutive fits, designated the Omer-fit and the Wang-fit, that were 

developed as part of this research (see Section 4.2 and 0 respectively). The accuracy of the two fits 

were assessed in terms of the resulting predictions of load-displacement response, strain paths and 

major strain distributions, which were compared to the experimental results. The models were also 

used to predict the temperature distributions and time histories during the forming operations. 

6.1 Force versus Displacement Relation 

The predicted and measured force versus displacement history for the DQ LDH experiments using 

the 25.4 mm, 76.2 mm and 152.4 mm wide samples are shown in Figure 65. Using the Omer-fit, 

the model exhibits a significantly higher hardening response for all test geometries when compared 

to the experimental measurements or the predictions using the Wang-fit. The Wang-fit, on the 

other hand, yields a hardening response which tracks the experimental results more closely. The 

force predictions made by the Omer-fit and Wang-fit for both the 25.4 mm (Figure 65a) and 76.2 

mm (Figure 65b) geometries diverge, just past 20 mm of displacement. In the case of the 152.4 

mm geometry (Figure 65c), divergence between the two models occurs from the start of the test. 

For the 25.4 mm and 76.2 mm wide test geometries, the Wang-fit tends to under predict force at 

larger punch displacement near the end of the test. For the 152.4 mm geometry the force is slightly 

over predicted using the Wang-fit for the entire displacement range, however, slight softening is 

exhibited at elevated displacement similar to the other test geometries. At lower displacement, the 

Wang-fit tends to slightly over predict the force when compared to the experimental results for all 

test geometries. 
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Figure 65: Predicted and measured load-displacement curves during DQ for the (a) 25.4 mm, (b) 76.2 mm and (c) 152.4 mm 

specimens.  

Table 15 shows the average peak force and associated dome height for the experimental results, 

Omer-fit and Wang-fit models. The peak force and dome height percentage difference between 

the experimental results and each model (Omer-fit and Wang-fit) for all geometries are also shown. 

c) 

b) a) 
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The peak force for the 76.2 mm geometry for both models is reported at the same displacement as 

the experimental results (42.5 mm). The Wang-fit has overall lower percentage difference for both 

peak force and associated dome height, as compared to the Omer-fit.  

Geometry Measurement Experiment  Omer-fit Wang-fit 

25.4 mm Peak Force (kN) 6.8 9.5 6.2 

Percent Difference -- 34 8.7 

Dome Height at Peak 

Force (mm) 

38.7 48.4 37.9 

Percent Difference -- 22.0 2.1 

76.2 mm Peak Force (kN) 18.8 25.6 18.4 

Percent Difference -- 30.5 2.2 

Dome Height at Peak 

Force (mm) 

42.5 42.5 42.5 

Percent Difference -- -- -- 

152.4 mm Peak Force (kN) 28.6 55.5 29.6 

Percent Difference -- 94.2 3.5 

Dome Height at Peak 

Force (mm) 

44.2 44.8 43.2 

Percent Difference -- 1.4 2.2 

 

Table 15: Peak Force and Associated Dome Height - Experimental versus Numerical Results Summary 

 

 



Numerical Modeling Results 

102 

 

6.2 Predicted Thermal History and Distribution  

The predicted thermal histories and temperature distributions for all three test geometries (25.4, 

76.2 and 152.4 mm), presented in this section, provide insight into the experimental results. Since 

the thermal numerical formulation for the models using the Omer-fit and Wang-fit are identical, 

only one set of predictions are presented.  

Figure 66a shows the thermal history for the 25.4 mm wide specimen at the dome tip. The 

associated temperature contour plot is shown in Figure 66b. The temperature at the dome tip 

decreases by 23⁰C during the forming process from 450 to 427⁰C. The transition region between 

the specimen gauge section and the grip section remains the hottest part of the specimen at the end 

of forming, largely since this region does not contact the tooling so experiences a lower cooling 

rate. The average temperature of the transition region at the end of forming is 443⁰C, which is only 

7⁰C below the starting temperature. In the experiments, deformation within the specimens 

localized within this transition region, which is attributed to the temperature differential between 

the dome tip and the transition region. The higher temperatures give rise to a relatively softer 

hardening response at the transition region as compared to the dome tip, which shifts localization 

from the dome tip to the transition region.  

 



Numerical Modeling Results 

103 

 

  

Figure 66: (a) Predicted temperature versus displacement history for 25.4 mm specimen numerical results and (b) predicted 

temperature distribution in °K for the 25.4 mm specimen at 40 mm displacement. 

The thermal history of the 76.2 mm wide specimen at the dome tip is shown in Figure 67a. The 

associated temperature contour plot is shown in Figure 67b. The 76.2 mm wide specimen exhibits 

thermal distribution that is similar to that of the 25.4 mm geometry. The transition region is again 

the hottest part of the specimen with an average temperature of 446⁰C.  Furthermore, the dome tip 

exhibits a 27⁰ C decrease in temperature by the end of forming. The hotter transition region and 

cooler dome tip can explain the onset of localization at the transition region, also seen in the 

experiments.   

 

a) b) 
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Figure 67: (a)Predicted temperature versus displacement history for 76.2 mm specimen and (b) predicted temperature 

distribution in °K for the 76.2 mm specimen) at 40 mm displacement. 

The thermal history of the dome tip for the 152.4 mm geometry is shown in Figure 68a, while  

the temperature contour plot is shown in Figure 68b. The specimen experiences significant heat 

loss at the punch contact area during forming. The tip of the dome experiences a 40°C drop in 

temperature from 450⁰C to 410⁰C. For this geometry, the specimen failure occurred at the dome 

tip, likely due to fact that the unsupported region of the sample (between the punch and die) 

encompasses the full circumference of the punch. This lowers the stress in the unsupported region, 

forcing strain localization to the punch tip.  

a) b) 
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Figure 68: (a) Predicted temperature and major strain versus displacement history for 152.4 mm specimen and (b) predicted 

temperature distribution in °K for the 152.4 mm specimen at 40 mm displacement. 

 

 

  

a) b) 
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6.3 Strain History and Strain Distributions 

Figure 69a shows the measured and predicted strain paths using the Omer- and Wang-fits for the 

25.4 mm wide geometry. The strain path plot shows that the predictions using the Wang-fit fall on 

top of two of the experimental repeats while the Omer-fit model falls just to the right of those 

repeats. Both predicted strain paths lie close to the measured repeats with strain path curves furthest 

to the left on the major versus minor strain plot.  

 The predicted major strain at the dome tip versus dome height is plotted in Figure 69b. The 

predictions using the Wang-fit lie slightly below the predictions using the Omer-fit for the first 15 

mm of the form. A lower major strain indicates a higher hardening response at lower strain, which 

is consistent with the same trend shown in the load-displacement plot shown in Figure 65a. Beyond 

15 mm of displacement, the predicted strain of the Wang-fit increases at a much faster rate 

compared to the Omer-fit predictions, indicating a softer hardening response. This behaviour is 

also consistent with the trends in the load-displacement plot shown in Figure 65a. The major strain 

at the end of the form is 0.90 and 0.66 for the predictions using the Wang- and Omer-fits, 

respectively. Whereas the localization strain of the experimental repeat with the closest strain path 

to the FE models had a major strain of 0.97, as seen in Figure 69a. 
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Figure 69: Predicted and measured strain path for (a) the 25.4 mm specimen and (b) predicted major strain versus displacement 

history for 25.4 mm specimen numerical 

Figure 70a shows the measured major strain contours at approximately 40 mm dome height for 

the 25.4 mm specimen. All experimental repeats for this test condition localized at the die entry 

radius, as seen in Figure 70a. This figure also shows the line slice along which the experimental 

major strain measurements were taken. DIC measurements were utilized in the LDH experiments 

to obtain the strain profile perpendicular to the crack location on the specimen. Figure 70b shows 

the major strain profile of the 25.4 mm specimen perpendicular to the crack location at dome 

heights of 20, 30 and 40 mm. The predicted strain distributions using the Wang- and Omer-fit 

constitutive models are also plotted for the same dome heights and at an approximately similar 

location. The experimental repeat with the closest strain path to the numerical models is the one 

chosen for Figure 70b. In the experimental results, the 0 mm position corresponds to the centre of 

the punch. The dome heights for specific strain distributions were not directly measured by the 

DIC system; dome heights were rather calculated based on the nominal stroke rate and test time 

measurements. Experimental position measurements were taken from the deformed specimen 

prior to failure, which were used to map the major strain measurements in Figure 70b. Since, these 

measurements were taken from a deformed specimen, the line length will be different compared 

a) b) 
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to an undeformed specimen.  Figure 70c presents the predicted contours of major strain using the 

Wang-fit at 40 mm dome height, while Figure 70d presents the corresponding predictions using 

the Omer-fit. The numerical models show the location of predicted localization to be closer to the 

center of the specimen. The Wang-fit over-predicts the strain profile for all three dome heights 

while the Omer-fit under-predicts the strain profile for all three dome heights. The Omer-fit strain 

profile lies significantly below the measured strains for dome heights of 30 and 40 mm, which 

reflects the higher hardening response. These significant differences between the measured and 

predicted strain profiles are attributed to the difference in the location where the specimen starts 

to localize.   
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Figure 70: (a) Measured major strain contours at 40 mm dome height with dashed line indicating line along which strain 

distribution was extracted, (b) major strain along specimen length perpendicular to the crack for 25.4 mm specimen at 20, 30 

and 40 mm dome height, (c) predicted major strain contour plot using Wang-fit at 40 mm dome height and (d) predicted major 

strain contour plot using Omer-fit  at 40 mm dome height. 

Figure 71a shows the measured and predicted strain paths using the Omer- and Wang-fits for the 

76.2 mm wide geometry. The strain path plot shows that the predictions using the Wang-fit fall on 

a) 

b) 

d) c) 
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top of the rightmost experimental repeat while the model using the Omer-fit falls just to the right 

of that same repeat. This repeat has a ℇ𝟐/ℇ𝟏 ratio at failure of approximately -0.015 which 

corresponds to near-plane strain conditions. 

 In Figure 71b, the predicted major strain at the punch tip versus dome height using the Wang-fit 

is slightly below the predictions using the Omer-fit from 7 to 19 mm of the forming stroke. A 

lower major strain indicates a higher hardening response for the displacement range, which is 

consistent with the trend shown in the load-displacement plot shown in Figure 65b. The major 

strain at the end of forming is 0.50 and 0.34 for the predictions using the Wang- and Omer-fits, 

respectively, whereas the major strain at localization for the experimental repeat with the closest 

strain path to the FE models was 0.52, as seen in Figure 71a.   

  

Figure 71: a) Predicted and measured strain path for the 76.2 mm specimen and (b) predicted major strain versus displacement 

history for the 76.2 mm specimen 

Figure 72a shows the measured major strain contour at approximately 40 mm dome height for the 

76.2 mm specimen. Figure 72b shows the predicted and measured major strain profiles 

perpendicular to the crack location at dome heights of 20, 30 and 40 mm. The experimental repeat 

with the closest strain path to the numerical models was considered for Figure 72b.  

a) b) 
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Figure 72c presents the predicted major strain contour using the Wang-fit at 40 mm dome height 

for the 76.2 mm geometry; likewise,  Figure 72d presents the corresponding major strain contour 

using the Omer-fit. All experimental repeats for this test condition localized at the entry radius as 

seen in the DIC major strain contour at 40 mm dome height in Figure 72a. The numerical models 

show a location of predicted localization, which was also at the entry radius, with the Wang-fit 

also showing a milder localization at the dome center. The Wang-fit strain profiles for 20 mm 

dome height matches the experimental results closely, at 30 mm dome height it has a strain profile 

that increases linearly with position. At 40 mm, dome height the Wang-fit still has a strain profile 

which increases linearly with respect to position. It has lower stain than the experimental result 

from -19 to -4 mm; this region is where localization takes place in the experimental specimen. 

However, since the numerical model does not localize at the same location, the strain profile is 

linear and does not exhibit a peak between -19 and -4 mm. The Omer-fit has an overall significantly 

lower strain profile compared to the experimental result for all three dome heights at positions 

larger than -24 mm; this indicates an over-predicted hardening response. All Omer-fit strain 

profiles are very flat due to lack of localization along the line where the experimental strain 

measurements were extracted. 
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Figure 72: (a) Measured major strain contours at 40 mm dome height with dashed line indicating line along which the strain 

distribution was extracted, (b) major strain along specimen length perpendicular to the crack for 76.2 mm specimen at 20, 30 

and 40 mm dome height, (c) predicted major strain contour plot using Wang-fit at 40 mm dome height and (d) predicted major 

strain contour plot using Omer-fit at 40 mm dome height.  

Figure 73a shows the measured and predicted strain paths using the Omer- and Wang-fits for the 

152.4 mm wide geometry. The strain path plot shows that the predictions using the Wang-fit model 

falls on top of the left most experimental repeat, while the Omer-fit model localizes near the 

unsupported region of the dome which results in stagnation of the deformation at the dome tip after 

this point.  

a) 

b) 

c) d) 
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The predicted major strain at the punch tip versus dome height (Figure 73b) using the Wang-fit is 

significantly above the predictions using the Omer-fit for most of the form. The major strain at the 

dome tip is 0.69 and 0.22 for the predictions using the Wang- and Omer-fits, respectively, at 50 

mm dome height. The Wang-fit strain prediction compares well to the final strain in the 

experiments of 0.63 and 0.68 seen in Figure 73a for the two repeats closet to the model. 

 
 

Figure 73: (a) Predicted and measured strain path for the 152.4 mm specimen and (b) predicted major strain versus 

displacement history for 152.4 mm specimen 

Figure 74a shows the measured major strain contour for a dome height of approximately 40 mm. 

All experimental repeats for this test condition localized at the center of the dome. Figure 74b 

shows the major strain profile of the 152.4 mm specimen perpendicular to the crack location at 

dome heights of 20, 30 and 40 mm. The predicted curves are only for one-half of the geometry 

due to symmetry. Since this test specimen localized at the center, the rest of the strain profile would 

be on the other side of the symmetry plane. Figure 74c presents the predicted major strain contour 

using the Wang-fit at 40 mm dome height for the 152.4 mm geometry, while Figure 74d presents 

the corresponding Omer-fit predictions. At 20 mm, 30 mm and 40 mm dome height, the Wang-fit 

predictions accurately track the experimental results, while the Omer-fit exhibits significantly 

a) b) 
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lower strain at the center of the specimen near 0 mm. The Wang-fit correctly predicts localization 

at the centre of the specimen (Figure 74c), while the Omer-fit predicts a failure near the transition 

region in the TD. The difference in region of localization seen in the Omer-fit can explain the 

inaccuracies in strain profile and load-displacement (Figure 65c) predictions. The higher hardening 

exhibited in the Omer et al. [54] material characterization data causes the tip of the dome to harden 

significantly at lower temperature forcing the localization at the transition region, which increases 

the forming force. 

 
 

  

Figure 74: (a) Measured major strain contours at 40 mm dome height with dashed line indicating line along which strain 

distribution was extracted, (b) major strain along specimen length perpendicular to the crack for 152.4 mm specimen at 20, 30 

and 40 mm dome height, (c) predicted major strain contour plot using Wang-fit at 40 mm dome height and (d) predicted major 

strain contour plot using Omer-fit at 40 mm dome height.  

a) b) 

c) d) 
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6.4 Numerical Modeling Summary 

Numerical models of the LDH die quench experiments were developed utilizing the modified 

Zerilli-Armstrong constitutive model fit to the Omer et al. [54] and Wang et al. [119] material 

characterization datasets. The Omer-fit predicted a significantly higher forming force overall as 

compared to the measured data and the Wang-fit. The model utilizing the Wang-fit predicted the 

forming force versus displacement response more accurately for all three-test geometries           

(25.4 mm, 76.2 mm and 152.4 mm). However, the Wang-fit resulted in a slightly softer response 

at large dome heights near the end of the stroke for the 25.4 mm and the 76.2 mm specimen 

geometries, as compared to the experiments. The Wang-fit model shows comparable results for 

strain profiles at lower dome heights for all geometries, as compared to the experimental results, 

with the greatest accuracy in the case of the 152.4 mm wide specimen. The differences in strain 

profiles are primarily due to the difference in location of localization between the model and 

experiments for some cases. The Omer-fit had a significantly lower strain overall for all geometries 

as compared to the experimental result, which signifies a higher hardening response. The Wang-

fit strain prediction is a little lower compared to the experimental result at elevated dome height. 

The high hardening response of the Omer-fit and the slightly softer response of the Wang-fit are a 

direct result of the methods used to measure the strain and calculate the stress in the original 

experiments. Since the Wang-fit is based on measurement that assumed a uniform strain 

throughout the gauge, this fit under-predicts the strain level, especially at high temperature and 

low strain rate for which necking is more pronounced. Since the strain in the Wang et al. [119] 

dataset may not capture localization within the gauge section, the stress, which is calculated using 

the strain, will also be low. On the other hand, the Omer-fit used DIC to accurately determine local 

strain. The stress is calculated by dividing the load cell force from the tensile test machine by the 
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true or local cross-sectional area through the novel ARM method. The combination of the load cell 

reading and ARM method resulted in an over-predicted stress response in the LDH model.  

The temperature at the transition region between the punch surface and the die entry radius 

remained the hottest part within the test specimen geometry, which was the failure location for the 

25.4 mm and 76.2 mm experimental LDH geometries. The numerical models of the 25.4 mm and 

76.2 mm geometries predicted a center and an entry radius localization, respectively. The 

numerical model for the 152.4 mm geometry predicted a temperature drop of 40⁰C at the centre of 

the specimen; the Wang-fit numerical model predicted a center localization for this geometry. 
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7 Conclusions and Recommendations 

7.1 Conclusions 

This research has resulted in the development of a validated numerical model of die quench 

forming process for AA7075. This work has also comprised friction characterization of AA7075 

under die quench process conditions. The numerical model will serve as a virtual test bench for 

process window control as well as prediction of load-displacement response and, when combined 

with forming limit data due to George et al. [130], formability of parts being forming under the 

die quench process.  

From this research effort, the following conclusions can be drawn: 

(1) The best performing lubricant, of those considered, was the Fuchs AL278 with an average 

COF of 0.05 for a tooling temperature of 200⁰C. The addition of the DLC coating was 

found to increase the COF for RT tooling from 0.048 to 0.059. With the addition of the 

DLC coating, the lubricant was more stable under a high tooling temperature of 200⁰C.  

(2) The boron nitride showed good performance at 25⁰C tooling temperature for two out of 

three repeats, but with an elevated friction coefficient of 0.15. The Renoform 25, and 

Renoform 10 exhibited poor performance for RT and 200°C tooling temperature. Boron 

Nitride also exhibited poor performance for tooling temperatures of 200°C. 

(3) A modified Zerilli-Armstrong constitutive equation was used to fit the Omer et al. [54] 

and Wang et al. [119] datasets, designated the Omer-fit and Wang-fit, respectively. Both 

fits exhibited R2 values near unity for most test conditions. In terms of the conditions 

corresponding to the lowest quality fits, the Omer-fit had a minimum R2 value of 0.7798 

for the 470°C and 0.1 s-1 test condition, while the Wang-fit had a minimum R2 value of 

0.8992 for the 400°C and 0.1 s-1 test condition.  
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(4) The LDH model using the Omer-fit predicted a significantly higher forming force and 

significantly lower strain overall as compared to the experimental LDH test data and the 

model using the Wang-fit. The model using the Wang-fit predicted the force versus 

displacement relationship more accurately for all geometries, except at elevated dome 

heights where the response was slightly softer. The excessive hardening of the Omer-fit 

and the softer response of the Wang-fit are attributed to the methods used to measure the 

strain and calculate the stress in the material characterization datasets in the original 

experiments.  

(5) The unsupported region between the punch tip and die entry radius (transition region) 

exhibited the highest temperatures for all specimen geometries. This hotter region will 

correspond to the lowest flow stress which accounts for the localization within this region 

observed by George et al. [130] for the 25.4 and 76.2 mm experimental LDH geometries. 

The Wang-fit numerical model correctly predicted a center failure location (strain 

localization) for the 152.4 mm geometry and an entry radius failure for the 76.2 mm 

geometry, whereas a center failure was predicted for the 25.4 mm geometry which was 

inconsistent with the experiments.  
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7.2 Recommendations 

(1) Additional lubricant evaluation should be performed using the fast-forming set-up with die 

quench circular cup draw testing. These experiments would show the effect of each 

lubricant on specimen scoring and formability within the process temperature range.  

(2) The contact pressure chosen for all Fuchs AL278 TCT tests (30 MPa) is on the order of the 

material tensile yield strength for the highest temperature conditions. In future work, the 

contact pressure should instead be set as a fixed percentage of the yield strength for each 

temperature condition. The TCT experiment utilizing the Fuchs AL278+DLC and 200°C 

tooling temperature should be re-evaluated due to oscillatory behavior exhibited due to 

tooling misalignment. 

(3) Further investigation of the Omer et al. [54] material characterization dataset should be 

done by developing a tensile numerical model using solid elements with a fine mesh and 

the modified Zerilli-Armstrong constitutive fit to the Wang dataset [119]. A yield surface 

other than the 2-D Barlat YLD89 would have to be used for the numerical model. The true 

cross-sectional area of the specimen can be predicted using this model and the reaction 

force can be extracted, which in turn can be compared to the Omer et al. [54] true cross-

sectional area calculations and force from load cell measurements. This can help to 

understand the differences between the Omer- and Wang-fits made apparent in the current 

research. 

(4) Elevated temperature shear tests could be implemented as part of a new material 

characterization dataset to enhance the large-strain characterization of hardening 

behaviour, as an alternative to the ARM method. 
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(5) The numerical forming models shown in this manuscript used a temperature- and strain-

rate-dependent Barlat YLD89 [120] yield surface which will lack some accuracy in 

predicting cup draw earing profile. YLD89 also lacks accuracy for stress states between 

biaxial and uniaxial. A temperature- and strain-rate-dependent Barlat YLD2000 yield 

surface is now available in LS-Dyna R12, which would offer more accurate anisotropy 

predictions. 

(6) Artificial and natural ageing cycles should be explored experimentally to characterize and 

optimize post forming mechanical properties.  
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