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Abstract

Missing data are generally unavoidable in survey-based research. Small amounts of
random missingness may not pose significant problems; however, issues arise when data
are missing in large proportions or when missingness follows a systematic pattern. Survey
items that are tied to social desirability can be markedly impacted by non-response. Youth
are a major target for survey-based research, with many cohort studies using surveys to
monitor youth health and their health behaviours. Two common health-related measures
that are often collected using self-reported surveys are height and weight, used to calculate
body mass index (BMI). BMI is used as a proxy for body adiposity at the population
level to identify individuals with overweight or obesity (OWOB). BMI is an important
measure for research and population surveillance as it is a well-established predictor of
future chronic disease. Among youth, OWOB trajectories tend to track into adulthood,
and there is substantial literature exploring youth OWOB and associated factors. However,
few existing studies have examined youth nonreporting of height and weight. Those studies
which have examined nonreporting suggest that for youth, BMI tends to be missing in high
proportions (exceeding missingness for other measures) and often follows a systematic
pattern of missingness.

There are several methods through which researchers can manage missing data. The
most common approach is complete case analysis (CCA), whereby missing cases are deleted,
and analyses are performed using only complete data. Due to the loss of information, CCA
can introduce inefficiencies and bias into statistical results. Hence, in situations where
data are missing systematically and in high proportions, CCA is not recommended. More
sophisticated techniques, such as multiple imputation (MI), can yield unbiased and efficient
estimates in these situations; however, they are not commonly leveraged in epidemiological
studies. In fact, systematic reviews have suggested that information on missing data is
typically not presented.

This dissertation aimed to explore levels, patterns, and impacts of missing data among
youth, specifically focusing on nonreporting of height, weight, and subsequently calcu-
lated BMI using data from a large youth-focused survey. This research leveraged data
from 74,501 youth who participated in the 2018/19 wave of the COMPASS study. The
COMPASS study is a survey-based cohort study among youth aged 12-19 years in Canada
examining a variety of different aspects of health and health behaviours. Study 1 examined
variables associated with missingness in BMI, height, and weight using model selection in
three separate logistic regressions. Study 2 examined patterns, hierarchies, and subgroups
of missing BMI, height, and weight data using classification and regression tree (CART)
models. Finally, Study 3 compared the differences in findings between CCA and MI miss-
ing data approaches in the context of factors associated with youth BMI through linear
mixed models.

Study 1 found that nearly 1 in 3 youth in this sample were missing BMI data. Among
those with missing BMI, 32% did not report their weight, 20% did not report their height,
36% reported neither weight nor height, and 12% were reduced to missing due to unreal-
istic values. A greater proportion of females were missing weight only, whereas a greater
proportion of males were missing height only. Of all the youth-reported measures, BMI,
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height, and weight showed the highest degree of missingness. For both males and females,
perceiving oneself as overweight was associated with a greater likelihood of BMI being
missing. Indicators of poor diet and physical inactivity were also significantly associated
with missing BMI. Taken together, results of Study 1 suggest that social desirability played
a significant role in nonreporting patterns, and it is likely that those who have a higher
BMI are less likely to report their height or weight.

Study 2 identified that certain subgroups of youth (characterized by various health
behaviours and indicators) were more likely to be missing BMI. Confirming findings from
Study 1, patterns of systematic missingness in BMI were identified using CART models.
Examining the identified subgroups highlighted that a combination of weight perception,
low physical activity, poor academic performance, and poor mental health almost certainly
lead to nonreporting. Study 2 also identified a hierarchy of importance for the variables
related to missingness in BMI, height, and weight, providing more context to the associ-
ations observed in Study 1 and highlighting the utility of a CART approach to examine
missing data.

Studies 1 and 2 illustrated that in this sample, BMI missingness was highly prevalent
and non-random. Using the findings from these two studies, Study 3 illustrated the bias
that can occur when missing data are not managed appropriately. MI and CCA approaches
produced contrasting results across sex-stratified models examining factors associated with
youth BMI. These results illustrated how bias from deleting cases may impact findings and
lead to considerably different research conclusions, highlighting the importance of thorough
examination and appropriate handling of missing data.

This dissertation fills an important gap in the research examining patterns and impacts
of missingness in youth BMI, height, and weight. In this dissertation, missingness in youth
BMI was found to be highly prevalent and followed a systematic pattern. Identified patterns
indicated that nonreporting was likely influenced at least in part by social desirability,
and that those with a higher BMI were less likely to report their height and/or weight.
Subgroups of youth who had poorer outcomes for physical activity, school grades, and
mental health were nearly guaranteed to be missing BMI. When carried forward into an
analysis examining factors related to youth BMI, deleting the missing cases introduced bias
into findings. This research highlights a great need for improved missing data reporting
and handling within youth OWOB research. Similar cohort studies that collect youth
height and weight through self-report measures should perform thorough examinations of
missing data and choose appropriate methodologies to manage missingness. This research
also suggests that researchers should exert caution when interpreting and utilizing results
from studies where missing data are not well-reported.
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Chapter 1

Introduction

1.1 Missing Data

Missing data is a problem in most research, but particularly for epidemiological studies
that utilize surveys or questionnaires as data collection instruments. Due to the voluntary
nature of research, missing data is largely unavoidable. The optimal way to deal with
missing data problems is to prevent missing data in the first place. There are a variety
of strategies that can be used to ensure that study design will be as robust as possible to
avoid missing data. Designs that incorporate potential for follow-up to gather missing in-
formation from initial collection, or those that offer multiple methods of participation, may
by nature be more robust against missing data [1]. However, the ability of quantitative
survey-based research to accomplish this may be limited, particularly for large epidemio-
logical studies where follow-up or multi-modal data collection is not feasible. Certainly,
propensity for missingness should still be limited as much as possible in the survey design;
for example, by ensuring that questions are written in such a way that they are simple
and avoid confusing terminology or structure [1]. However, there are inevitably aspects
which cannot be controlled for with survey design. Questions inherently tied to social
desirability (e.g., asking about substance use, finances, etc.), are more likely to suffer from
non-response [2, 3]. Research that focuses on areas linked to social desirability may find
that they have greater rates of missing data in comparison to research from other domains.

As missing data is largely unavoidable, researchers must develop and use appropri-
ate methods of handling missingness post-data collection through statistical techniques.
While many novel statistical approaches exist to address missing data, they are often un-
derutilized. There are a variety of barriers to adoption of robust statistical methods for
missing data, including researcher time and skill, software or hardware limitations, and
what methods are considered the status-quo for particular fields. The following sections
give an overview of missing data assumptions and methods, and identify the most common
approaches while highlighting some of the barriers to uptake of more advanced methods.
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1.1.1 Identifying Missingness

Data can be missing in a variety of ways. It is essential to understand the different
types and patterns of missing data in order to understand potential causes of missingness,
as well as make decisions about methodological approaches. There are two main types of
missing data: unit non-response and item non-response. Distinguishing between these is
important; each introduce unique issues into quantitative research with different strategies
for dealing with them.

Unit Non-Response

Unit non-response refers to the complete lack of data at a particular time point. For
example, a subject who refuses to participate in a study would represent an instance of
unit non-response (in this case, the unit being a person). In human-based research, unit
non-response can be considered interchangeable with term subject non-response. A subject
dropping out of a longitudinal study (i.e., attrition) would also represent unit non-response
at that particular time point. Unit non-response reduces sample size, although a strong
research design should consider non-response at the outset and adjust sampling procedures
accordingly to obtain sufficient statistical power [1]. Those who do not participate in data
collection may be systematically different than those who do, in which case unit non-
response may lead to biases. Research has suggested that for this reason, prevalence of
many health risk behaviours are typically underestimations of true population rates, as
those who are more likely to engage in risky behaviours are also those who are more likely
to be selective non-responders [4]. Unit non-response can be handled through weighting
techniques, although the feasibility of adjusting for any potential biases will depend on the
availability of auxiliary information about non-responders [5]. Depending on the research
design and sampling technique, there may be little to no available information on non-
responders, and therefore ability to mitigate bias is limited. Where research design does
not allow for information to be obtained on non-responders, it is important to mitigate
unit non-response as much as possible through other aspects of design. For example, the
consent procedure of a study; passive consent procedures drastically limit non-response
bias compared to active consent procedures [6, 7]. Given the limitations with respect to
handling unit non-response, reference to “missing data” throughout this dissertation refers
to item non-response.

Item Non-Response

Item non-response refers to missingness on a particular item, rather than complete
missingness for that subject. For example, if a subject filled out a questionnaire, but did
not answer one or more of the items, this is considered item non-response. Item non-
response is more feasibly dealt with compared to unit non-response, since there is at least
some data available on subjects with missing data, which can then be used to inform
statistical techniques. Item non-response may lead to bias similar to unit non-response,
since those who choose not to answer a particular question may be systematically different
than those who do.
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1.1.2 Missing Data Patterns

A pattern of missingness refers to the structure of data for a particular subject, or
within a dataset. The most important broad distinction is between monotone and non-
monotone patterns of missingness. Missing data patterns are best represented in diagram
format (see Figure 1.1), and are always discussed in the context of a dataset being organized
from the variable with the least missingness to that with most missingness.

Figure 1.1: Missing Data Patterns. Figure adapted from van Buuren [8]. Green squares
represent present data, whereas red x’s represent missing data. Variables in this figure
are intended to be shown as if data were in wide-format, and as such can refer to distinct
variables, or the same variables measured at different time points.

Monotone missing data are such that each variable with missingness will only be fol-
lowed by a variable that also has missingness [8]. Monotone missingness is unlikely outside
of when the dataset has been modified to adhere to such a pattern (which may be ap-
propriate if only a few observations need be removed), or in longitudinal studies due to
dropout [8]. If data are only missing on one variable, this is special case of monotone miss-
ing data, and can also be referred to as a univariate missing data pattern [8]. A monotone
pattern of missingness can simplify some of the methodological approaches discussed later
in Section 1.2.

Non-monotone broadly refers to anything that does not meet the requirements to be
monotone. This can also be referred to as “arbitrary” missing data, which reflects that
the missing data do not appear to follow any sort of pattern [9]. Another term sometimes
used to describe non-monotone missing data is intermittent, which specifically refers to
situations where data are present on a variable after a missing value has occurred; for
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example, if a participant were to miss one data collection period but attend a following
one [10]. It is technically feasible to modify a non-monotone pattern of missingness to
be monotone through deletion, however this is usually not recommended as it is likely to
result in many deleted cases and can be a somewhat arbitrary approach [11].

1.1.3 Missing Data Mechanisms

The different classifications of missing data mechanisms were operationalized by Rubin
in 1976 [12] and are foundational to the understanding and use of methods for handling
missing data. A missing data mechanism simply refers to the equation which expresses the
probability of missingness on a variable, as a function of other variables [13]. For example,
a missing data mechanism can be a logistic regression equation, where the outcome is
whether or not the variable of interest is missing, and predictors are the variables that are
associated with missingness on the outcome.

There are three main assumptions that can be made regarding a missing data mecha-
nism: Missing Completely At Random (MCAR), Missing At Random (MAR), and Missing
Not At Random (NMAR) [13]. These are referred to as assumptions because researchers
cannot prove with certainty that data follow a specific missingness mechanism. The most
stringent assumption, MCAR, can be tested to some degree [14], but there is no way to
prove or disprove MAR or NMAR with certainty in non-simulated data [15]. Definitions
of these mechanisms along with contextual examples are provided below.

Missing Completely at Random (MCAR)

Missing data are assumed MCAR if the probability that data are missing for a certain
variable does not depend on any other variable(s), nor does it depend on the value of itself.
In effect, this assumes the data set with missingness is a simple random sample of the
hypothetical “complete” sample.
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Missing Data Notation: MCAR

Suppose Dinc represents a data set containing rows and columns for which the
data are incomplete. Dinc = (Dobs, Dmiss), where Dobs is the observed part of the
data and Dmiss is the missing part of the data. Referencing back to Figure 1.1, the
green squares would represent Dobs, and the red x’s would represent Dmiss.

Suppose R represents the missingness variable, which is of the same dimension as
Dinc, such that where data are missing R = 1 and where data are not missing, R = 0.
As such, if data are completely observed, each column and row in R is equal to 0.

The missingness mechanism defines the relationship between R and Dinc; for MCAR
this is:

f(R|Dinc) = f(R) (1.1)

Here the mechanism makes the assumption that the distribution of R is indepen-
dent of Dinc, which is the most strict of the three possible assumptions.

Example 1: MCAR

Consider a simple linear regression where the dependant variable weight has some
missing data, and there are two independent variables which are fully observed: sex
and age. Under the MCAR assumption, the probability that weight is missing does
not depend on the value of weight itself. This means that people who weigh more
are no more or less likely to report their weight than someone who weighs less. The
MCAR assumption also assumes that sex and age are unrelated to the probability
that weight is missing. Consider this example written as an equation, where Y is
weight and X is a vector of sex and age:

Pr(Y is missing|Y,X) = Pr(Y is missing) (1.2)

Missing at Random (MAR)

Missing data are assumed MAR if the probability that data are missing for a certain
variable does not depend on that variable itself, but can depend on other variables [13].
Notably, MCAR is a special type of MAR; if a method is said to work under the MAR
assumption, it should also work under the MCAR assumption. MAR is sometimes referred
to as ignorability, which refers to the idea that the missing data mechanism can be ignored
and need not be modeled [13].
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Missing Data Notation: MAR

Suppose the same notation as previous. MAR relaxes some of the assumptions
made in MCAR, such that:

f(R|Dinc) = f(R|Dobs) (1.3)

Here the mechanism assumes that the distribution of R is dependent on the observed
data, but not the missing data.

Example 2: MAR

Consider the same example as used previously in Example 1. Under the MAR
assumption, the probability that weight is missing does not depend on weight itself,
but on other observed variable(s) (e.g., sex, age, or both):

Pr(Y is missing|Y,X) = Pr(Y is missing|X) (1.4)

In other words, someone who weighs more is neither more nor less likely to report
their weight than someone who weighs less; but, perhaps females are less likely to
report their weight than males. The probability that data for weight will be missing
dependant on sex and/or age can be tested, but since it is not possible to prove
if missingness in weight depends on the value of weight itself, MAR remains an
assumption rather than a provable phenomenon.

Not Missing at Random (NMAR)

If missing data are assumed NMAR (sometimes also abbreviated as MNAR), then the
missing data mechanism is not considered ignorable. In this case, any method that is
used will require that the missing data mechanism be estimated alongside the estimation
of the model of scientific interest [13]. In order to obtain appropriate estimates based
on the NMAR assumption, one must to have solid prior knowledge of the missing data
mechanism [13]. While existing literature could give some information about a reasonable
missing data mechanism, if the research is sparse or contradicting, this may be difficult.

Missing Data Notation: NMAR

Suppose the same notation as previous. Unlike MCAR or MAR, the NMAR
mechanism cannot be simplified, and as such is just:

f(R|Dinc) = f(R|Dinc) (1.5)

Here the mechanism assumes that distribution of R is dependent on the observed
data, and the missing data.
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Example 3: NMAR

Continuing with the same example from Examples 1 and 2, now suppose missing
data are assumed NMAR because there is prior knowledge to indicate that people
with higher weight tend to choose not to report their weight :

Pr(Y is missing|Y,X) = Pr(Y is missing|Y ) (1.6)

It will also be important to consider whether or not this differs based on sex or age:

Pr(Y is missing|Y,X) = Pr(Y is missing|Y,X) (1.7)

Assuming missing data are NMAR may greatly complicate analyses and should only
occur where there is sufficient information to rationalize the decision. While it might
seem logical based on what is known about social desirability to assume that indi-
viduals with a higher weight would be less likely to report their weight, there is little
literature on this topic. Of course, this is difficult to prove in practice, as one would
need to collect objective and self-report data for weight on the same participants,
and somehow ensure absence of response bias. Without this information, we likely
do not have enough to inform the missing data mechanism to avoid biased estimates.

It would be beneficial in this scenario to “convert” NMAR to MAR, through the
inclusion of other variables that are known to be correlated with weight (e.g. eating
habits, socioeconomic status) [15]. Adjusting for such variables can help decrease
any residual correlation between weight and the probability of weight being missing
(further discussed in Section 1.2.2) [15].

1.2 Missing Data Methods

Analyses can be done without much consideration of missing data, as modern statistical
software typically deletes missingness by default. The problem with ignoring missing data
is the potential introduction of bias, which may impact research results and conclusions.
As such, there are three main goals of any missing data technique [16]:

1. Minimize bias (which can occur if data that are missing are different than the data
that are not missing)

2. Maximize the use of available information

3. Reduce variability in estimates for standard errors, test statistics, confidence inter-
vals, and p-values

Different methods of handling missing data, and how they meet the above goals under
differing assumptions, are discussed in the following sections.
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1.2.1 Traditional Methods

Complete Case Analysis

Complete Case Analysis (CCA), also known as listwise deletion, is the most common
technique for handling missing data in applied research due to its simplicity and wide
applicability [8]. CCA simply involves deleting the cases with missing data, such that only
the complete cases (i.e., those with no missing data) are included in analyses [13]. CCA
is the default for many analysis functions across many statistical programming languages
(SAS, R, SPSS, etc.).

If the cases with missing data are statistically different than those without missing
data, CCA will introduce bias [8]. If data are MCAR, then CCA is a valid method that
will produce unbiased parameter estimates, since the complete cases are a simple random
sample of the total sample [13]. However, CCA does not maximize the use of all avail-
able information; by deleting cases, statistical power is decreased and the standard errors
produced will be larger than methods which utilize more of the available information [15].
Researchers should consider missing data assumptions as well as the fraction of missing
data present when deciding whether or not to use a more sophisticated method than CCA.

Example 4: CCA where data are MAR

CCA may produce bias results if data are MAR. Consider the same example used
previously throughout Section 1.1.3 with weight, sex and age, and suppose there is a
moderate amount of missing data on the outcome weight. Let’s say that missingness
on weight does not depend on weight itself but does depend on sex, such that females
are less likely to report their weight (i.e., MAR):

Pr(Y is missing|Y,X) = Pr(Y is missing|X) (1.8)

In this situation, CCA will remove more females than males, and thus parameter
estimates will be biased since females will be underrepresented in the sample. For
example, since women tend to weigh less than men, in a scientific model that es-
timates mean weight, the parameter estimate would be biased upwards from men
being over-represented.

Example 5: CCA where predictors are NMAR

Interestingly, CCA is one of the most robust techniques for avoiding bias when
missing data on predictors is NMAR, but only if missingness does not depend on
any other variables [13, 15]. For example, assume that within the predictor age,
people who are younger are less likely to report how old they are. As long as the
probability of missingness in age does not depend on the outcome variable weight,
parameter estimates will not be biased with CCA. Of course, if we believe that age
and weight are highly correlated (a reasonable assumption), then this may not hold
true.

Pr(X is missing|X, Y ) = Pr(X is missing|X) (1.9)
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Other Methods

There are a variety of other methods that can be used to address missing data, such
as pairwise deletion, single imputation, last observation carried forward, etc. However,
both applied research and simulation studies suggest that these methods do not match
the utility of the methods discussed in Section 1.2.2 below, in particular as proportion of
missingness increases [17–19]. For example, Last Observation Carried Forward (LOCF)
was (and to some degree, still is) a commonly used method across several disciplines that
have repeated measures, whereby the observation from a previous measurement is used
to directly fill-in missing measurements. However, LOCF has been shown to introduce
bias and is not recommended given the accessibility of more modern approaches [20, 21].
Given that other methods are generally less robust with respect to the goals of missing
data techniques (discussed in Section 1.2) compared to the modern approaches discussed
below, and are not often recommended, they are not discussed further in this dissertation.

1.2.2 Modern Methods

Maximum Likelihood

The basic principle of Maximum Likelihood (ML) is that parameter estimates are cal-
culated such that if the estimates were in fact the true values, the probability of observing
the actual observed values in the dataset is maximized [13]. This is accomplished by max-
imizing the likelihood function, which is an equation that expresses the probability of the
data as a function of the unknown parameters [13]. Full Information Maximum Likelihood
(FIML), which refers to ML estimation where missing data are present [22], utilizes the
Expectation-Maximization (EM) algorithm to maximize the likelihood function [23]. In
contrast to CCA, FIML uses all available information to estimate parameters and standard
errors [15]. FIML is a convenient method for researchers as all estimation is done within
the framework of a single model. FIML assumes multivariate normality and that data are
MAR.

Multiple Imputation (MI)

Imputation refers to the ‘filling-in’ of missing values within a dataset, and Multiple
Imputation (MI) involves many imputed datasets being produced. In general, MI is a
three-step process:

1. Imputations are generated, usually based on one of the algorithms described below,
resulting in the creation of multiple datasets

2. The scientific model of interest is estimated on each of the imputed datasets

3. Results from step 2 are combined according to Rubin’s combination rules [24]

There are several options for imputation algorithms; two of the most common ap-
proaches are described below.
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Markov Chain Monte Carlo (MCMC) The MCMC method is named after the al-
gorithm used for generating imputed values. MCMC bases imputations only on observed
data, meaning that imputed values are never used to impute other missing values [13].
MCMC requires that the imputation model be comprehensive, in that there is a joint
probability distribution (multivariate normality) for all variables with missing data [13].
Therefore, in a situation where there is missing data on multiple variables that are not
from the same probability distribution (e.g. a continuous variable and a categorical vari-
able both with missing data), this assumption would be violated. However, some have
suggested that this method is actually quite robust to departures from the multivariate
normality assumption [25–27].

Fully Conditional Specification (FCS) Unlike MCMC, FCS (also known as sequen-
tial regression multiple imputation, or Multiple Imputation by Chained Equations (MICE))
does not require a joint probability distribution assumption, since each variable is imputed
with separate regression equations [8]. This makes this method appealing for complex
models with missing data on a variety of different non-normally distributed variables. Also
unlike MCMC, FCS uses imputed values to impute other values through a program or
user-specified hierarchy. Lastly, there is no mathematical guarantee of convergence with
FCS, although this may not commonly lead to issues in practice [28]. Simulation studies
have demonstrated that MCMC and FCS methods often yield similar results, and both are
superior to CCA when there is a high fraction of missing data [29–31].

Auxiliary Variables

Whether using ML or MI methods to handle missing data, an important consideration
is the use of auxiliary variables. Auxiliary variables are variables that are not included
in an analysis model but are a part of the ML estimation or imputation model [15]. In
the context of ML, auxiliary variables can reduce bias and increase power by regathering
some information lost to missing variables and as such are always recommended for in-
clusion when available [15]. However, there are currently still computational and software
limitations to incorporating auxiliary variables within ML.

For MI, auxiliary variables are necessary to improve the validity of the MAR assump-
tion. The optimal choice of auxiliary variables are those which are associated with missing-
ness in the variable(s) of interest. Allison [16] suggests that in order for auxiliary variables
to be beneficial, their correlation with a missing variable needs to be relatively high at
about 0.4 or greater. Notably, a good option for an auxiliary variable could be the same
variable measured at a different time point. The presence or absence of good auxiliary
variables should be determined in the exploratory phase of the analysis, as this will affect
which model and associated assumptions will be most appropriate. In a dataset with few
variables, auxiliary variable selection may be simple, since one can take the approach of
including all available variables without much concern [32, 33]. However, in more com-
plex datasets (e.g., multi-level, multiple time points, multiple variables within the same
domain, etc.), this is not a feasible approach as it over-complicates the imputation model
and can lead to issues with computation and collinearity [8]. In these situations, it is
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necessary to review current literature and perform exploratory data analyses to identify
optimal variables for inclusion in an imputation model. Based on the exploratory analysis
and literature review, iterative changes should be made to the model that are relevant and
computationally feasible. This process may be challenging if there is little existing research
on a topic, or if it is unclear which variables within a particular domain should be used.

1.2.3 Comparing Maximum Likelihood and Multiple Imputation

FIML and MI each have their own advantages and disadvantages as approaches to
handle missing data. MI is more complex, requiring estimation of both an imputation
model (i.e., the model used to impute the missing values), as well as the analysis model [13].
The time and effort required to understand and implement an MI procedure can be a barrier
to its uptake. Because ML approaches are done within the analysis model, implementation
is simpler. In turn, assessing model fit is also a simpler process compared to MI. In terms of
efficiency, as long as sample sizes are sufficiently large and the procedures are implemented
appropriately, FIML and MI approaches should produce very similar results [34].

Currently, a large downside to FIML is the lack of ubiquity in software to handle a
variety of different scenarios, and the lack of consistency in how missing data are handled
within and between programs. Many procedures don’t allow for the implementation of
FIML, and those that do may be inconsistent in their implementation. For example, in
SAS, PROC CALIS (a general procedure for structural equation modelling) can implement
FIML to handle missing data on outcome and predictor variables, while PROC MIXED
or GLMMIX (which also do FIML but in the context of mixed models) will not account
for data missing on predictor variables [22]. Specialized software (e.g., MPlus) is required
in order to implemented FIML for categorical data or where missing data are assumed
NMAR. It is also worth noting that the quality and quantity of details available with
respect to missing data handling can differ substantially between softwares or even between
procedures within a particular software. An additional disadvantage of the FIML approach
is that iterative nature of the EM algorithm can translate to excessively long run-time for
complex data or analyses. For example, data with a multi-level structure can take days or
weeks to reach convergence on a single model.

Despite the complexity associated with MI, the fact that it is a more general approach
that can be used in a variety of situations and can be implemented in most statistical
software is a substantial advantage compared to FIML. In situations where there is missing
data within predictor variables, auxiliary variables need be incorporated, or analyses are
complex and may lead to computational difficulties, MI may be the more feasible approach.
In theses circumstances, MI would be recommended over FIML.

1.2.4 The Status-Quo

Interestingly, methodologies that are considered more advanced are not necessarily new.
MI and ML were both introduced in the mid-1970s and, although iterations have been
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made on these techniques since then, the core concepts have remained the same [12, 23].
Despite their age, these methods are still used sparingly in applied research. Systemic
reviews of epidemiological studies have indicated that CCA is by far the most commonly
used method [35, 36]. Moreover, there is an overall dearth of reporting on missing data in
general: one review found that 20% of studies failed to report on the amount of missing
data [36], and another found that nearly half failed to identify their assumptions about the
type of missing data (MCAR, MAR, or NMAR) [35].

While it may be simple to criticize lack of uptake of sophisticated statistical methods
for missing data, it is important to reflect on technological advances over the past couple
decades. Present day researchers have a variety of options for software that can perform
multiple imputation in a relatively uncomplicated way. Unlike researchers of the past,
modern day researchers likely do not have to learn a new software to implement MI pro-
cedures, as they are now well integrated into popular analysis programs such as SAS, R,
Stata, and SPSS. Notably, SAS only began integrated MI capability in 2002, with more
rigid data assumptions and requirements compared to present day capabilities [37]. More-
over, present day researchers also have greater access to textbooks, research papers, and
user-guides which make the knowledge required to use more advanced statistical techniques
more accessible. As such, a present day researcher who wishes to use MI would not need
to read Rubin’s original statistically-dense publication when there are resources aiming
to provide accessible frameworks for applied researchers which explain statistical concepts
using applied language.

Nevertheless, there are great strides needed with respect to uptake of missing data
methodologies, a point which has been echoed by numerous methodologists and researchers
alike [11,17,19,38,39]. Many simulation studies have illustrated that CCA almost certainly
produces bias results if data are MAR compared to ML or MI [18, 39–44]. However,
simulation studies may not reach many applied researchers, and as such it is helpful to
examine studies which have focused on how bias can impact research conclusions using
real-world data. For example, in one such study, Becaria et al. [45] found that using MI
identified two predictors of breast cancer that were missed with CCA, meaning that CCA
introduced bias that manifested in the form of overlooked associations. The reverse is also
possible; Ertel et al. [46] demonstrated where CCA found associations between perinatal
depression and child BMI, MI found no such association.

1.2.5 Decision Trees and Missing Data

Although there is slow uptake in applied research of advanced missing data methods,
these methods are constantly being improved. One of the ways in which missing data
methods are progressing forward is through borrowed approaches from machine learning.
Mostly notably, decision trees, or Classification and Regression Trees (CART), have been
making their way into the missing data world. Decision trees are a type of prediction
model which are advantageous because they are a visually straightforward and appealing
way to display the results of a prediction algorithm. Decision trees begin at the root node,
containing all data in the dataset of interest.
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The data are then split into sub-nodes based on the variable of interest; in a regression
tree, the variable is continuous, whereas in a classification tree, the variable is categor-
ical [47]. Based off the all the available variables, the division that creates the most
homogeneous sub-nodes is what determines the binary split. This process is recursive;
splitting continues on each sub-node until some stopping criteria is reached (e.g., once
there are less than 20 observations per group) [47]. Decision trees are particularly use-
ful in situations where relationships are non-linear, or there are interactions present [48].
Decision trees have recently been used as an imputation algorithm, whereby instead of a
typical regression based imputation approach, a decision tree is used. CART has even been
incorporated into R’s multivariate imputation package as a method that researchers can
specify [49]. However, this is a relatively new approach with some identified limitations,
and more research is needed on the use of this method [50–52].

Decision trees have also been used to help understand missing data; Tierny et al. [53]
used CART to model the structure of missing data within a dataset (Figure 1.2). Their
variable of interest was the proportion of missingness in the dataset; so, the tree was
split based on what variables created the most homogeneous groups, in terms of degree of
missing data. Through this technique, they discovered that their dataset had substantial
missingness stemming from mismatched linking of individual smaller datasets. Despite
Tierny et al.’s novel and illustrative use of this machine learning tool and the utility for
understanding missing data, it does not appear this approach has been replicated or built
on in the published literature to date.

Figure 1.2: Figure from Tierney et al. [53] using CART to predict the structure of miss-
ingness in a medical dataset. The outcome variable is the proportion of missingness. The
most important predictor of proportion of missingness was the type of data (type), shown
through the first split. Data are further split illustrating the role of data collection site
(site), and number of repeat visits (rpt visi), on missingness.
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1.3 Body Mass Index

Body Mass Index (BMI) is a widely used metric in public health as a population-based
indicator of body adiposity. It is measured by dividing an individual’s weight (kg) by their
height (m2), and is typically used to classify individuals as: underweight (>18.5), normal
weight (18.5 - <25), overweight (25 - 30), or obese (>30). In the clinical context, BMI
is objectively measured. However for a substantial portion of health research, height and
weight are self-reported. BMI is missing if height, weight, or both are not reported. Self-
report height and weight are unique in that they tend to be missing in high proportions
that greatly exceed levels of missingness observed for other health indicators, particularly
among youth populations [54,55].

Global prevalence of individuals with Overweight or Obesity (OWOB) is rising, with
little indication of improvement [56]. The proportion of Canadians with OWOB has reached
an all-time high; 64% of adults and 30% of youth have OWOB [57,58]. OWOB is associated
with many chronic diseases including cardiovascular diseases, type 2 diabetes, and cancer
[59], as well as poorer mental and social wellbeing [60]. Estimates from 2010 indicated that
Canada spends approximately $6 billion each year on direct healthcare costs for OWOB
and related co-morbidities [61], and predictions have indicated that rising costs are likely
to negatively impact the Canadian health care system [62]. Literature has indicated that
OWOB trajectories are established at a young age, as the majority of youth with OWOB
continue have OWOB during adulthood [63, 64]. Treating OWOB has proven difficult,
and even when treatment begins during youth, programs are often difficult to implement
and efficacy is inconsistent [65]. As such, there has been a public health shift in Canada
from focus on treatment for OWOB, to a focus on addressing the upstream factors that
lead to youth OWOB in order to inform prevention efforts [66, 67]. Many epidemiological
studies have examined the environmental and behavioural factors associated with BMI
among youth; a substantial portion of this research relies on survey based methods using
self-report measures. Some of the main contributing factors to youth OWOB indicated in
the literature are summarized below.

1.3.1 Correlates of youth BMI and OWOB

This section outlines some of the common factors that are related to OWOB among
youth, but this is not an exhaustive list. The incredibly complex nature of OWOB means
that the list of related physical, behaviour, and environmental factors is overwhelming, such
that systems-thinking approaches only begin to encapsulate OWOB-related factors [68,69].
The list below focuses on evidence related to demographic and behavioural characteristics
among youth.

Diet

It is well understood that dietary behaviours play a dominant role in health. For
youth, numerous studies have found positive associations between OWOB and: lower
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fruit and vegetable intake [70, 71], lower frequency of breakfast intake [70, 72, 73], higher
sugar-sweetened beverage consumption [74–76], and higher fast food consumption [77,78].
Unfortunately, food environments (which play a large role in individual dietary patterns)
are not typically supportive of positive behaviours [79–81]

Physical Activity, Sedentary Behaviour, and Sleep

Physical activity is parallel to diet in terms of known impact on physical health. Low
physical activity [70,82], and higher levels of sedentary behaviours (e.g., screen time) [82–
85] have both been associated with OWOB among youth. Sleep duration and quality during
adolescence have also been shown to be negatively associated with BMI both concurrently
and over time [86–88].

Substance Use

Adolescence is a period where many youth experiment with substances. Several studies
have indicated that alcohol consumption, cannabis use, and smoking are all associated with
higher likelihood of OWOB [89–91]. While some mechanisms between BMI and substance
use are unclear, associations with alcohol are likely due to the excess calories consumed,
which is an often overlooked aspect of adolescent energy consumption [92]

Mental Health

Literature has begun to understand the implications of poor mental health during
adolescence. Mental health indicators such as depression and anxiety have been associated
with higher BMI, and research indicates that associations likely work in both directions
[93–96]. Literature also indicates associations between OWOB and bullying victimization
[89,97].

Environmental Factors

Research has called for more emphasis on examining how the built environment influ-
ences health behaviours, including those that are associated with OWOB among youth
[98,99]. Positive aspects of the built environment have been associated with better OWOB
outcomes in youth, such as the presence of parks and playgrounds [100, 101]. On the
other hand, the presence of fast-food outlets has been associated with worse OWOB out-
comes in youth [101,102]. Other over-arching factors such as socioeconomic status are also
associated with OWOB outcomes in youth [101,103].
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1.3.2 BMI and Missingness

Although BMI seems to be frequently used as a case study example throughout the
missing data literature, very few studies have specifically examined the predictors of miss-
ingness for these self-report data. To date, it appears that only four studies have examined
correlates of missing BMI or weight among youth [104–107]; these studies are summarized
in Table 1.1. Based on the limited existing research, it seems that the missing data prob-
lem is more complex than lack of knowledge of these values, although lack of knowledge
may be a factor for younger children [108]. This is supported by two of the four studies
presented in Table 1.1 which found that younger age was associated with missing BMI
values [105,106].

For adolescents, there are other motivators in place influencing nonreporting of height
and/or weight. It is well documented that there is substantial stigma surrounding weight,
and that societal norms tend towards disapproval of individuals who have OWOB [109].
Moreover, concerns surrounding body image are heightened in adolescence [110–112]. The
stigma surrounding body size is likely a contributor to the nonreporting of height and
weight in youth survey-based research, and may be particularly salient for youth with
OWOB. As such, youth with OWOB may be less likely to report their height and/or
weight. Two of the four studies in Table 1.1 identified that poorer body satisfaction was
related to missingness in BMI [106, 107], and three studies identified that poorer dietary
and physical activity behaviours were associated with missing weight/BMI [104–106].

Given that height and weight data are missing for a variety of complex reasons, there
are limitations to what can be done in terms of survey design to increase response rates,
and as such it is essential to manage the missingness that occurs using appropriate statis-
tical approaches. It is clear even from few existing studies that self-report BMI in youth
is unlikely to be MCAR, which leaves either MAR or NMAR as plausible assumptions.
Overall, research seems to indicate that missingness in BMI is likely NMAR, given that
those with higher BMI may be less likely to report - although confirming this mechanism
is not possible. The MAR assumption (which is more feasible to work with than NMAR)
may still be valid if correlates of missingness can be appropriately incorporated into the
statistical approach. However, given the sparsity of research on correlates of missing BMI,
it is difficult to turn to literature for guidance.

A search of recent literature highlights that missingness in self-report BMI research
remains poorly addressed, as it is not difficult to find relatively recent studies which fail
to report the percentage of missing BMI data, methods used to address missing data, or
both [113–116]. To further illustrate lack of missing data handling with respect to youth
BMI literature, a review of the cited studies from Section 1.3.1 identifying youth OWOB
risk factors (from diet to environmental factors, inclusive) finds that 11 studies used self-
report data. Of these, only two reported the percent of missing BMI data [78, 102], and
only one used a method other than CCA for the purpose of addressing missing BMI [102].
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Table 1.1: Pre-existing research examining missing correlates of youth self-report
weight or BMI.

Study
Sample
(Ages)

%
Missing

Correlates

Self-reported weight
and predictors of
missing responses in
youth Aceves-Martins
et al. (2018)

11,13,15
58.9%

(weight)

• Low physical activity

• Low fruits & vegetable con-
sumption

• High computer gaming

Learning from
Non-Reported Data:
Interpreting Missing
Body Mass Index
Values in Young
Children
Arbour-Nicitopoulos
& Faulkner &
Leatherdale (2010)

9-14
45.4%
(BMI)

• Younger age

• Female gender

• Non-white ethnicity

• Non-participation in sports

• Low academic standing

• Low energy expenditure

Emotional,
behavioural and
social correlates of
missing values for
BMI Fonseca et al.
(2008)

11-16
10.8%
(BMI)

• Younger age

• Low physical activity

• Poor body satisfaction

• Absence of a father

• Absence of opposite-sex
friends

• Poor perceived academic
achievement

Self-reported weight
and predictors of
missing responses in
youth Tiggemann
(2006)

13.2-16.1
28.10%
(BMI)

• Poor current figure rating

• Poor weight & figure satis-
faction

• Increased drive for thinness
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1.3.3 Validity of BMI

Given the wide use of BMI as an indicator of body adiposity across a variety of settings,
the validity of the measure has rightfully been questioned. BMI cannot distinguish between
lean body mass (i.e. muscle) and fat mass. Nevertheless, the underlying assumption
when using BMI is that it is a reasonable indicator of adiposity, and that increases in
BMI are representative of increases in body fat. Research has indicated that BMI as an
indicator of adiposity has high specificity, but low sensitivity, for both adults [117], and
children [118, 119]. High specificity indicates that the majority of OWOB classifications
are correct, such that those identified as OWOB by BMI do have relevant excess adiposity.
However, poor sensitivity indicates that there are many adults and children who have
excess adiposity but are identified as normal by BMI criteria; a situation termed ‘normal-
weight obesity’ in the literature [118]. A visual overview of specificity and sensitivity of
BMI is given in Figure 1.3.

Figure 1.3: BMI as a Measure of Adiposity: Sensitivity, Specificity, and Normal Weight
Obesity

Despite the fact that childhood obesity (identified by BMI) is linked to poor health
outcomes in adulthood, including diabetes, coronary heart disease, and certain cancers,
the majority adult occurrences of these conditions are in people who were not classified as
OWOB as children [119]. This, coupled with research directly measuring cardiometabolic
risk factors in adults and children with normal-weight obesity [120,121], demonstrates that
the real-world consequences of poor sensitivity are that a large proportion of individuals
may be at risk for chronic disease, yet are not identified as such.
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Another criticism of BMI is its accuracy when self-reported. Certain factors such as
social desirability bias or lack of knowledge of measurements may cause individuals to
under-report or over-report their height and/or weight. In terms of BMI, research suggests
that weight is usually under-reported and height is usually over-reported [55, 122]. For
adolescents, differences in reporting can vary by sex; a 2007 systematic review on this
topic reports that females tend to under-report their weight by up to 4kg, while males
tends to under-report by up to 2.6kg [55]. A more recent review found a more conservative
range; under-reporting weight for US adolescents was in the 0.6kg - 1.7kg range (and
overweight individuals were more likely to misreport), while height was over-reported by
1.0cm - 1.7cm [123]. Notably, children tend to less accurately report their weight and height
compared to adolescents [108], likely related to lack of knowledge of these measurements.
While inaccurate reporting is certainly a limitation of self-reported BMI, research indicates
that reported numbers are not drastically different from their true values. The relatively
consistent and smaller-scale misreporting that does exist is a limitation that need be kept
in mind when the data are used, but does not necessarily indicate that BMI is an invalid
measure.

Despite poor sensitivity, and some issues with misreporting, BMI remains the most
feasible measure to assess OWOB in the population. Researchers generally agree that
any measure that may be more accurate, or yield more information, is not feasible at a
population level without extensive resources or compromising sample size [108, 119]. For
large surveillance studies, and certainly research that is used for government surveillance of
public health, BMI remains the only feasible option until more robust alternatives become
cheaper and easier while maintaining precision. Meanwhile, it is important for researchers
and knowledge-users to be aware of the limitations to the use of BMI: since it does not
distinguish between types of body mass, misclassification is possible, and someone with
“normal weight obesity” can be classified as healthy, or someone with a BMI greater than
25 but no cardio-metabolic risk factors can be classified as unhealthy. At the population
level, the consequence of low-sensitivity compounded with any under-reporting of weight
and/or over-reporting of height is that the true proportion of those with excess adiposity
and associated health risks are underestimated.
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Chapter 2

Research Questions and Rationale

The aim of this research was to improve understanding of the levels, patterns, and
impacts of missingness in youth Body Mass Index (BMI) for survey-based research. This
dissertation is divided into three separate studies, presented as manuscripts for academic
publication. The results of each study were intended to inform the direction of the studies
that followed.

2.1 Study 1: Learning from missing data: examining

nonreporting patterns of height, weight, and BMI

among Canadian youth

2.1.1 Rationale

Youth self-report BMI is frequently missing in high proportions, up to 59% [104]. It
appears there are a combination of factors, including knowledge of these values and social
stigma surrounding body image, which may influence youth not to report height or weight
(or both). However, to date, it appears that only four studies have focused on the exami-
nation of predictors of missing youth self-report weight or BMI (see Table 1.1) [104–107].
These studies were limited in sample size as well as the variety of factors analyzed. The
research objective of Study 1 was to gain in-depth insight into the predictors of missing
youth BMI, adding to the limited existing research on this topic using a large sample size
and a wide breadth of health behaviour variables.

There are several reasons why it is necessary to understand the characteristics and
health behaviours of youth who do not report height and/or weight data. First, these
findings can allow for researchers who use youth BMI from self-report measures to ap-
propriately comment on how biases from missing data may impact study findings and
interpretations. Next, advanced missing data approaches require some information on pre-
dictors of missingness in order to be properly implemented. Lastly, understanding what
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predicts missingness in youth BMI is essential to inform future survey methods; potential
areas where likelihood of nonreporting can be reduced through modification of a survey or
survey method is preferred over post-hoc handling of missing data.

2.1.2 Research Questions

1. What factors are identified as significantly contributing to missingness in youth BMI?

1.1. What factors are identified as significantly contributing to missingness in youth
height and weight, and how do these compare to the factors associated with
missing BMI?

1.2. How do the models for missing BMI, height, and weight, differ between females
and males?

2.2 Study 2: Using classification and regression trees

to model missingness in youth BMI, height, and

body mass

2.2.1 Rationale

The complexity of the factors which influence youth BMI missingness are not fully
captured by standard regression techniques used in existing research thus far [104–107].
Decision trees, a method borrowed from machine learning, are capable of identify com-
plex structures and patterns within data. A novel use of decision trees was presented by
Tierney et al. [53], who demonstrated the utility of using Classification and Regression
Trees (CART) models to discern the structure of missing data. The research objective of
Study 2 was to identify the structure of missingness in self-report youth BMI, height, and
weight using CART models, as well as identify important subgroups of individuals with
high propensity towards missing data.

The findings of this study have potential to contribute to both applied research as
well as research methods literature in a few ways. First, using the CART approach can
reveal previously uncaptured findings pertaining to the structure and predictors of miss-
ing youth BMI, height, and weight data, providing greater insight into youth reporting
behaviours. Next, in some ways a CART model may be more useful (compared to para-
metric approaches) at identifying a parsimonious list of variables highly related to missing
BMI, which may be particularly useful during the auxiliary variable selection required for
application of advanced missing data methods. Lastly, given that using a CART model as
opposed to standard parametric approaches can have added utility for examining missing-
ness, future research may leverage the approach from this study as framework to examine
variable-level missingness.
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2.2.2 Research Questions

1. What combinations of factors are identified as contributing to missingness in youth
BMI, height, and weight when missingness is modelled using CART?

1.1. How do the CART models for missing BMI, height, and weight, differ between
females and males?

1.2. How do these identified predictors differ from those identified using the more
traditional parametric approaches from Study 1?

2.3 Study 3: Assessing the impact of missing data in

youth overweight and obesity research: complete

case analysis versus multiple imputation

2.3.1 Rationale

Varying levels of missing data in youth BMI may bias the results of research based on
self-report variables if appropriate methods are not used. Several simulation and applied
studies have highlighted the bias that can be introduced when Complete Case Analysis
(CCA) is used in situations with high levels of non-random missingness [18,39–44], but to
date it appears none have focused on youth BMI. If differing methods alter research results
for youth BMI through differences in significance, magnitude, or direction of predictors,
this will certainly impact potential research conclusions. As such, the objective of Study 3
was to compare the research conclusions from an analytical model predicting youth BMI
where different missing data methodologies were used. More specifically, Study 3 compared
the use of CCA and Multiple Imputation (MI) in separate models which contained the
same data and predictors, only differing in their approach to missing data handling. The
results and conclusions were compared across approaches, in order to identify the impact
that missing data handling can have on research findings and recommendations for public
health.

Study 3 contributions are at the intersection of methodology and practice. Through
identifying the differences in research conclusions and recommendations that result from
differing missing data methodologies, the importance of methods selection is illustrated.
Moreover, this approach also provides greater context for those examining and evaluating
the quality of current literature. Lastly, findings also allow for future research to better
comment on the potential bias, and impact of that bias, that may stem from missingness
in youth BMI for survey-based research.

2.3.2 Research Questions

1. How do the results of sex-stratified analytical models examining factors associated
with youth BMI compare between CCA and MI approaches to handle missing data?
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1.1. How do the significance of included factors, as well as the magnitude and direc-
tion of point estimates, compare between the two approaches?

1.2. What statistical inferences might be made from each respective analysis, and
what implications might this have on the interpretation of findings?
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Chapter 3

Methods

This section describes the analytical approach of each study, all of which use existing
data from the COMPASS study. The COMPASS study (here out referred to as COMPASS)
is a prospective cohort study of youth in Canada. COMPASS collects self-report data from
students in grades 9-12 in Ontario, Alberta, British Columbia, and grades 7-11 in Quebec.
An overview of COMPASS study features relevant to the work presented in this dissertation
are described below, but a full description is published elsewhere [124], and is also available
online www.compass.uwaterloo.ca.

3.1 The COMPASS Study

3.1.1 Research Funding and Ethics

COMPASS was initiated in 2012/13 and to date is funded until 2027. Funding de-
tails can be found in Appendix A. Ethical approval was obtained through the University
of Waterloo Office of Research Ethics (reference #30118) as well as participating school
boards.

3.1.2 Data Collection Overview

COMPASS uses school-based data collection and convenience sampling; as such, sam-
ple sizes may vary between yearly data collections. Schools are eligible to participate in
COMPASS if they are in one of the aforementioned data collection provinces, have stu-
dents in grades 9 through 12 (or 7-11 in Quebec) with at least 100 students per grade, and
operate under a standard classroom setting. COMPASS schools must also allow for an
active-information passive consent protocol, which operates an opt-out bases rather than
opt-in. As such, parents of attending students are informed of the COMPASS study and
asked to contact the school if they do not want their child/children to participate. Of
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course, students are also able to decline to participate on the day of the data collection as
participation is voluntary. The use of this passive consent protocol is important for youth
research, as it yields high participation and is less prone to response biases. This protocol
has been proven to be especially important for health behaviours tied to social desirability,
such as substance use [6, 7]. Notably, student questionnaires are anonymous and students
are made aware of the anonymity prior to completing the survey.

3.1.3 Student Questionnaire

During 2018/19, the COMPASS Student Questionnaire (Cq) was administered to stu-
dents during scheduled class time. In absence of extenuating circumstances, all partic-
ipating students within a school completed the Cq at the same time. The Cq is a 15
page Scantron-style survey, which would take students on average 40 minutes to complete.
Teachers administered the surveys, and were provided with detailed instructions including
a script to read to students and a series of answers to common questions. Upon complet-
ing the Cq, students would put it into an unlabelled brown envelope. Individual envelopes
were placed into a larger envelop and walked to the main office where the data collector
received them. After arriving at the University of Waterloo, Cqs were visually scanned by
staff, and subsequently machine scanned for data input. Machine scanning was monitored
by staff for potential errors.

The Cq was divided into sections which focus on: demographics, diet and physical
activity behaviours, substance use, and school related measures (e.g. math grade, educa-
tional aspirations, etc). In the 2016/17 school year, an additional mental health section
was piloted among a sample of participating schools, and in 2017/18 the mental health
section was implemented in all participating schools [125,126]. Several changes were made
to the Cq for the 2019/20 school year, but are not discussed here as this dissertation only
uses data up to 2018/19. The full 2018/19 Cq can be found in Appendix B.

3.1.4 Sample

The 2018/19 cross-sectional sample was used for all studies outlined in this disser-
tation. The same sample was used for all studies because each study was designed to build
off of, and be informed by, the findings of the previous. The 2018/19 year sample was cho-
sen because it was the most recently available dataset when this dissertation was initiated.
Despite availability of a longitudinal sample, a cross sectional sample was chosen given the
current lack of research in youth Body Mass Index (BMI) missingness, analytical benefits
from a large sample size, and limitations surrounding feasibility of three-level approaches
for the chosen methods (namely Classification and Regression Trees (CART) models and
Multiple Imputation (MI) procedures).
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3.1.5 Measures

The initial measures list for this dissertation was relatively extensive. This is for sev-
eral reasons, including the breadth of variables available through the COMPASS study,
the variety of variables that have been previously associated with youth BMI, and the
exploratory nature of studies 1 and 2. Initially, all variables that could be feasibly related
to BMI, height, or weight missingness were included. The methods for parsing down this
list of initial variables differ between studies, and details can be found in Section 3.3. If
variables were used as written in the Cq, they were not re-written below, and instead
can be referred to in Appendix B. Where this is the case, the question number (identified
with ‘Q#’) is indicated alongside the variable. For easy location, variables throughout this
section are identified in blue.

BMI

BMI was determined by dividing weight (kg) by height (m2). Weight was determined
by asking students, “how much do you weigh without your shoes on? (please write your
answer in pounds OR in kilograms, and then fill in the appropriate numbers for your
weight.)” There was a space for students to write out their weight, as well as separate
Scantron bubbles for them to fill in. There was an option for students to report, “I do not
know how much I weigh.” Height was similarly determined by asking, “how tall are you
without your shoes on? (please write your height in feet and inches OR in centimeters, and
then fill in the appropriate numbers for your height).” Examples for weight and height
were given to demonstrate how to fill out the Scantron portion. There was an option
for students to report “I do not know how tall I am.” Inconsistent numbers between the
open-ended answer space and Scantron bubbling were corrected during visual scanning,
and unfeasible numbers (less than 45lbs or greater than 390lbs for weight, less than 4ft or
greater than 6ft 11 for height) were marked as missing.

Demographics

Sex (Q3) and Age (Q2) were both used as written in the Cq. Grade and age are
highly collinear and it would have been redundant to include both in analyses. As age
has been identified as a predictor of missingness in previous studies, and it is more con-
ceptually transferable to other populations, it was used in this research. Ethnicity was
re categorized from multi-option question in the Cq. The Cq asked “How would you de-
scribe yourself? (Mark all that apply)” and the options were “White”, “Black”, “Asian”,
“Aboriginal (First Nations, Métis, Inuit)”, “Latin American/Hispanic”, “Other”. Any
option other than “White” (including anyone who selected multiple) was categorized as
“racialized”, where white was categorized as “non-racialized”. Ethnicity was collapsed to
binary for both computational reasons (due to small cell counts), as well as to ensure that
statistical inference was appropriate.
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Body Image and Weight Intentions

In addition to self-reported weight, youth were asked about their weight perception
and weight goals. Youth were asked “How do you describe your weight?” where options
were “Very underweight”, “Slightly underweight”, “About the right weight”, “Slightly
overweight”, and “Very overweight”. This measure was modified such that the “Very” and
“Slightly” categories for both under and over weight were collapsed. Weight goals were
assesed through the question “Which of the following are you trying to do about your
weight?” where the options were “Lose weight”, “Gain weight”, “Stay the same weight”,
and “I am not trying to do anything about my weight”. The latter two options were
collapsed into a single category. Importantly, neither of these variables were considered a
direct proxy for weight, since youth can misclassify themselves [127,128].

Dietary Behaviours

The following 24-hour dietary recall variables were used as written in the Cq found in
Appendix B:

• Servings of meat and alternatives (Q26)
• Servings of fruit and vegetables (Q27)
• Servings of milk and alternatives (Q28)
• Servings of grain products (Q29)

Notably, the 24-hour dietary recall questions pertain to the previous version of Canada’s
Food Guide established in 2007 [129]. Although there is now an updated version of the
Food Guide [130], these measures remain relevant for research purposes, particularly given
that no substantial guidance surrounding how these new guidelines should be assessed have
been identified.

The Cq asked, “on how many days do you do the following?” for a number of dietary
behaviours across weekdays (“in a usual school week (Monday to Friday)”) (Q24)) and
weekends (“on a usual weekend (Saturday and Sunday)” (Q25)). Breakfast consump-
tion per week was obtained by aggregating across the two questions (see Q24a and 25a in
Appendix B) to create a continuous indicator. A measure of energy drink consump-
tion was similarly created by aggregating across the two questions (see Q24i and 25f in
Appendix B). Fast food consumption was asked slightly differently between the two
questions, whereby the weekday question read, “eat lunch purchased at a fast food place
or restaurant,” and the weekend question read, “eat foods purchased at a fast food place
or restaurant.” These questions were aggregated to create a continuous indicator of weekly
fast-food consumption, keeping in mind that the weekday question specifically refers to
lunch, and this is a limitation of the use of this variable.

Movement Behaviours

Consistent with existing research, the main indicator of physical activity was a con-
tinuous variable indicating time in minutes of Moderate to Vigorous Physical Ac-
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tivity (MVPA). Vigorous physical activity was reported through the question, “mark
how many minutes of HARD physical activity you did on each of the last 7 days. This in-
cludes physical activity during physical education class, lunch, after school, evenings, and
spare time.” The Scantron format allowed students to indicate number of hours (0,1,2,3,4)
and minutes (0,15,30,45) for each day of the week. Moderate physical activity was re-
ported through the question “Mark how many minutes of MODERATE physical activity
you did on each of the last 7 days. This includes physical activity during physical educa-
tion class, lunch, after school, evenings, and spare time. Do not include time spent doing
hard physical activities.” Scantron formatting was the same as for vigorous physical activ-
ity; examples for both questions were given demonstrating how to fill out these Scantron
questions. Examples of “hard” and “moderate” activities were also given.

Sports participation was reported through three questions. The first asked, “do
you participate in before-school, noon hour, or after-school physical activities organized
by your school? (e.g., intramurals, non-competitive clubs).” The second asked, “do you
participate in competitive school sports teams that compete against other schools? (e.g.,
junior varsity or varsity sports).” The third asked “Do you participate in league or team
sports outside of school?” The response options for each of the three questions were “Yes”,
“No”, and a third option indicating if there were none offered at their school or available
where they live. All three questions were aggregated into one measure of binary (i.e., yes,
no) sports participation.

Indicators related to physical activity that were used as written in the Cq include:

• Strength training (Q22)
• Physical activity of friends (Q17)

The Cq asked students to indicate the collective number of hours (0-9) and minutes
(0-15) spent on sedentary activities through asking, “how much time per day do you
usually spend doing the following activities?” A continuous measure of total Screen
Time Sedentary Behaviour (STSB) was derived by adding together reported time for:
“watching/streaming TV shows or movies,” “playing video/computer games,” “surfing the
internet,” “texting, messaging, emailing (note: 50 texts = 30 minutes).” Values of STSB
greater than 16.25 hours were considered outliers and reduced to missing. Number of hours
and minutes of sleep (Q12g) was reported in the same section and manner as sedentary
behaviours and was included as a continuous indicator. Values of sleep below 4 hours were
considered outliers and reduced to missing. Details on how the STSB and sleep outlier
cutoffs were chosen are given in Section 3.2.

Academic Indicators

English grade and math grade were two of the academic indicators considered.
Math grade was self-reported and asked through the question, “in your current of most
recent Math course, what is your approximate overall mark? (Think about last year if
you have not taken math this year)” where the options were: “90%-100%,” “80%-89%,”
“70%-79%,” “60%-69%,” “55%-59%,” “50%-54%” and, “Less than 50%.” The question
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was asked in the same format with the same response options for English grade. For both
subjects, options were re-grouped into: less than 50% and greater than or equal to 50%.

Truancy was the third academic indicator considered, and was asked in the Cq through
the question, “in the last 4 weeks, how many classes did you skip when you were not
supposed to?” where the options were: “0 classes,” “1 or 2 classes,” “3 to 5 classes,” “6 to
10 classes,” “11 to 20 classes” and, “More than 20 classes.” This variable was regrouped
to be binary, such that the first option was considered no classes skipped, and all other
options were considered 1+ classes skipped.

Mental Health

The Cq included several measures of mental health and wellbeing for population re-
search purposes. The rationale for the use of each measure in the context of youth mental
health, including rationale for the chosen scales, is described elsewhere [125]. As such, each
measure is described here briefly. For each of the measures below that are aggregated to
create a summed score representing a scale, if one item was missing, the entire aggregate
score was set to missing. Self-rated mental health was included as written in the Cq
(Q59).

The Cq used the Center for Epidemiologic Studies Depression Scale Revised (CESD-
R-10) [131] as measure of depression among youth populations. Individuals were asked
to report “on how many of the last 7 days did you feel the following ways?” where the
response options were: “None or less than 1 day,” “1-2 days,” “3-4 days” and, “5-7 days”
for the following 10 items: “I was bothered by things that usually don’t bother me,” “I had
trouble keeping my mind on what I was doing,” “I felt depressed,” “I felt that everything
I did was an effort,” “I felt hopeful about the future,” “I felt fearful,” “My sleep was
restless,” “I was happy,” “I felt lonely” and, “I could not get ‘going’”. Scores across the
items were summed such that “none or less than 1 day” was 0, and “5-7 days” was 3. The
two positively framed items (“I felt hopeful about the future” and “I was happy”) were
reversed scored. A score of 10 or higher is consistent with clinically relevant symptoms of
depression.

The Cq used the Generalized Anxiety Disorder 7-item (GAD-7) scale [132] to identify
clinically relevant symptoms of generalized anxiety and anxiety disorders. Individuals
were asked to report “Over the last 2 weeks, how often have you been bothered by the
following problems?” where the response options were “not all all,” “several days,” “over
half the days,” or “nearly every day” for the following 7 items: “feeling nervous, anxious, or
on edge,” “not being able to stop or control worrying,” “worrying too much about different
things,” “trouble relaxing,” “being so restless that it is hard to sit still,” “becoming easily
annoyed or irritable” and, “feeling afraid as if something awful might happen”. Scores
across the items were summed such that “not at all” was 0, and “nearly every day” was 3.
A score of 10 or higher is consistent with clinically relevant anxiety symptoms.

The Cq used the Difficulties in Emotional Regulation Scale (DERS) [133] as an indicator
of socio-emotional skills. Individuals were asked to “please indicate how often the
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following statements apply to you” where the response options were a 5-item Likert scale
of “almost never” to “almost always” for the following statements: “I have difficulty making
sense out of my feelings”, “I pay attention to how I feel”, “when I’m upset, I have difficulty
concentrating,” “when I’m upset, I believe there is nothing I can do to make myself feel
better,” “when I’m upset, I lost control over my behaviour,” “when I’m upset, I feel
ashamed for feeling that way.” Scores across the items were summed such that “almost
never” was 1, and “almost always” was 5. The positively framed item (“I pay attention to
how I feel”) was reverse scored.

The Cq used the Flourishing Scale [134] as a an indicator of mental wellbeing. In-
dividuals were asked to report “how much do you agree with the following statements?”
ranked on a 5-item Likert scale of “strongly agree” to “strongly disagree” to the following
8 items: “I lead a purposeful and meaningful life,” “my social relationships are supportive
and rewarding,” “I am engaged and interested in my daily activities,” “I actively contribute
to the happiness and well-being of others,” “I am competent and capable in the activities
that are important to me,” “I am a good person and live a good life,” “I am optimistic
about my future,” and “people respect me.” The total score of these 8-items was summed
(“strongly agree” = 5, “strongly disagree” = 1) to create an overall Flourishing score, such
that higher scores indicated better mental wellbeing.

The Cq used items from the Self Description Questionnaire II [135] to form an indicator
of self-concept. Individuals were asked to “choose the answer that best describes how
you feel” ranked on a 5-item Likert scale of “true” to “false” to the following 5 items:
“in general, I like the way I am,” “overall, I have a lot to be proud of,” “a lot of things
about me are good,” “when I do something, I do it well,” and “I like the way I look.” The
total score of these 5-items was summed (“True” = 1, “False” = 5) to create an overall
self-concept score, such that higher scores indicated worse self-concept. Previous analyses
have indicated that summing these scores is appropriate [126].

The Cq asked about both bullying victimization as well as bullying perpetration.
Bullying victimization was reported through the question “in the last 30 days, how often
have you been bullied by other students?” where the options were: “I have not been bullied
by other students in the last 30 days,” “less than once a week,” “about once a week,” “2
or 3 times a week”, and “daily or almost daily.” Bullying perpetration similarly asked “in
the last 30 days, how often have you taken part in bullying other students?” where there
response options were the same. Both variables were transformed into binary indicators
whereby all options except the first were counted as a “yes.”

Substance Use

To align with previous work on substance use and BMI [136], as well as the current
substance use literature [137–140], binary measures of “current use” vs. “no current use”
were created for each of the four measured substance use behaviours.

The Cq asked, “in the last 12 months, how often did you have 5 drinks of alcohol or
more on one occasion?” where the options were, “I have never done this,” “I did not have
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5 or more drinks on one occasion in the last 12 months,” “less than once a month,” “once
a month,” “2 to 3 times a month,” “once a week,” “2 to 5 times a week,” and “daily
or almost daily.” The binary measure of current binge drinking included anyone who
reported binge drinking in the last 12 months.

The Cq also asked “in the last 12 months, have you had alcohol mixed or pre-mixed
with an energy drink (such as Red Bull, Rock Star, Monster, or another brand)?” where
the options were, “I have never done this,” “I did not do this in the last 12 months,”
“Yes” and, “I do not know”. A binary measure of Alcohol Mixed with Energy Drinks
(AmED) use was created whereby all options except “Yes” were considered a “No.”

The Cq asked “in the last 12 months, how often did you use marijuana or cannabis?
(a joint, pot, weed, hash)” where the options were “I have never used marijuana,” “I have
used marijuana but not in the last 12 months,” “less than once a month,” “once a month,”
“2 or 3 times a week,” “4 to 6 times a week,” and “every day.” The binary measure
of current cannabis use included anyone who reported using cannabis at least once a
month.

The Cq asked “on how many of the last 30 days did you smoke one or more cigarettes?”
where the response options were “none,” “1 day,” “2 to 3 days,” “4 to 5 days,” “6 to 10
days,” “11 to 20 days,” “21 to 29 days,” “30 days (every day).” The binary measure of
current smoking included anyone who reported smoking cigarettes at least once in the
past 30 days.

The Cq asked “on how many of the last 30 days did you use an e- cigarette?” where
the response option are “none,” “1 day,” “2 to 3 days,” “4 to 5 days,” “6 to 10 days,” “11
to 20 days,” “21 to 29 days” and, “30 days (every day).” The binary measure of current
e-cigarette use included anyone who reported using e-cigarettes at least once in the past
30 days.

3.2 Data Preparation

Exploratory Data Analysis (EDA) included producing summary statistics, histograms
(for continuous variables) and bar charts (for categorical variables). Based on the results
of EDA, several variables which originally had many categories were collapsed to fewer
categories, as outlined in Section 3.1.5. Most variables were collapsed to binary because
of low frequency for some of the response options; re-categorizing these variables improved
cell counts and allowed for clearer statistical inference. During EDA, continuous vari-
ables were examined for skewness. The sleep variable was found to left-skewed, while the
STSB variables was found to be right-skewed. In the case of sleep, this was problematic
because several unrealistically low (and therefore biologically unfeasible) values were re-
ported. While these values might have been feasible if the sleep question asked about
hours of sleep on the previous night, since the question asked youth to report their average
hours per night, unrealistically low values were conceptually inappropriate. Similarly, some
unrealistically high values were reported for STSB, which may have been due to misesti-
mation by participants, or double-reporting of simultaneous activities. For both sleep and
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screen time, values were considered outliers if they fell outside 1.5x the interquartile range.
As such, sleep values less than 4 (average hours per night) and STSB greater than 16.25
(average hours per day) were reduced to a missing value for sleep or STSB respectively.
Importantly, height and weight (and thus BMI) outliers had already been removed upon
receiving the dataset, as outlined in Section 3.1.5.

3.3 Analyses

3.3.1 Study 1

Descriptive statistics included examining the missingness levels (i.e., proportion of miss-
ing data) for all variables. A histogram and descriptive statistics table was used to explore
and display missingness across the data. A stacked bar graph was used to explore and
display missingness within BMI by sex.

Of the previous studies which have examined youth BMI missingness, the most recent
used the approach of initial chi-square tests for independence between missing BMI and all
hypothesized variables, and a subsequent logistic regression model based on the variables
identified as significant [104]. For the COMPASS sample, using chi-square tests to identify
variables which belong in a regression model would be inefficient; the large sample size and
large portion of missing data leads to many separate significant associations and parses
few variables. This is problematic because a model with too many explanatory variables
can impact statistical inference. In order to address this challenge, this study used model
selection criteria Akaike Information Criterion (AIC) and Bayesian Information Criterion
(BIC) within the context of a model selection framework. Using a model selection frame-
work can provide a more objective approach to variable selection, and may be particularly
useful in situations where there are many candidate variables. Model selection frameworks
parse through each possible model and identify which models performs most optimally in
terms of parsimony, goodness-of-fit, and generalizability [141]. For p predictor variables,
the total number of candidate models arising from distinct combinations of variables is
2p − 1. Listed in Section 3.1.5, a total of 34 variables were selected from COMPASS that
were potentially related to BMI missingness, either as hypothesized variables or variables
that had been related to BMI missingness in previous literature. However 234−1 yields over
a billion possible models. Of course, parsing through all of these candidate models would
be inefficient for a few reasons. First, the variables belong to distinct conceptual domains
(which they are sorted by in Section 3.1.5), but model selection criteria does not take this
into account. As such, an “optimal” model could be identified that is conceptually unreal-
istic. For example, applying a model selection framework to all 34 variables could result in
an “optimal” model being identified that only contains mental health variables, but does
not control for an individuals age or ethnicity. The second reason this approach would be
inefficient is that it is computationally and time intensive to parse through a billion candi-
date models, in addition to the sample size being under-powered to allow model selection
criteria (such as BIC [142]) to select models with large number of predictors [143,144].
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In order to address these concerns, the model selection algorithm used in this study
was modified slightly to non-optionally include the control variables age, ethnicity, weight
perception, and weight goal in all models. Next, variables were sorted into conceptual
blocks which included: diet, movement, academic, mental health, and substance use (see
Section 3.1.5 for which variables are included in each block). The modified model selection
framework was applied to each block separately. The default inclusion of controls as well
as sorting the variables into blocks was conceptually and computationally more efficient
than applying the framework to the entire list of variables.

The model selection algorithm used in this study was developed by Ten Eyck and
Cavanagh [141], who improved upon the existing pseudo-liklihood model selection pro-
cess that is implemented for Generalized Linear Mixed Model (GLMM) in SAS’s PROC
GLMMIX function. The code to implement this improved model selection framework was
obtained from author Patrick Ten Eyck in the form of a SAS macro. In order to select a
model within each conceptual block, the most parsimonious combination of variables that
had a comparably low AIC and BIC to other possible models was selected. Each aspect of
this described approach was performed for females and males separately.

Lastly, the variables chosen by the model selection framework from each conceptual
block were combined into sex-stratified GLMMs in order to examine associations with
missing BMI, height, and weight. All analyses were conducted in SAS 9.4. A GLMM
approach was chosen in order to account for clustering at the school level. The general
form for a random-intercept multi-level model which accounts for spatial clustering is given
in composite form by:

Yij = γ00 + γ01Zj + γ10Xij + γ11ZjXij + µ0j + εij (3.1)

In the context of students clustered within schools, in equation 3.1 j = 1, ..., J schools,
i = 1, ..., I individuals, Xij = x1, ..., xp, and Zj = z1, ..., zp. In other words, the sub-
script “ij” represents the iith individual from the jith school, X is a matrix containing
all individual-level predictors, and Z is a matrix containing all school-level predictors. γ
represents the regression coefficients, which are fixed and unknown. The stochastic com-
ponents of equation 3.1 are given by εij and µ0j, representing the residual error and the
random residual error at the school level, respectively. Assumptions of the stochastic com-

ponents are ε
iid∼ N(0, σ2

e), µ0j
iid∼ N(0, σ2

0), where ε ⊥ µ. Lastly, Yij denotes the outcome;
in a Linear Mixed Model (LMM) the outcome would be continuous, whereas in a GLMM,
the outcome is categorical. Study 1 used a GLMM as the outcome of interest was binary
(missing vs. not missing). Notably, for completeness Equation 3.1 is written to include
school-level variables as well as an interaction term between school and student-level vari-
ables, however no such effects were included in Study 1. Results of the GLMMs were
presented in the form of odds ratios, and associations were examined for significance using
a 95% Confidence Interval (CI).
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3.3.2 Study 2

Study 2 built off of Tierny et al.’s approach [53] of modelling missing data using CART,
using variable-level missingness in BMI, height, and weight as the outcome for each model.
As the outcomes for all models were binary (either missing or not missing) classification
trees were used; these are referred to throughout as the “CART” model(s) to align with
typical terminology. For each outcome, two models were produced as analyses were sex-
stratified, and as such, all steps described for this study below were also sex-stratified.

CART models initially included all variables mentioned in Section 3.1.5. Similar to
Study 1, variable selection was systematic as the CART algorithm recursively splits data
based on which variables predict the most homogeneous split into binary groups. In con-
trast to Study 1, variable selection was simpler and did not require variables be sorted into
blocks, as CART models examine distinct subgroups within the data as opposed to regres-
sion approaches which focus on testing associations. Importantly, height nor weight was
included in the CART model for missing BMI (and vise versa), as this would be redundant
since the model would have certainly choose these variables as primary splits. In order
to determine splits, CART models use the GINI index. The GINI index is a measure of
impurity or uncertainty, and is calculated by subtracting the sum of squared probabilities
for each class from 1, as outlined in equation 3.2, where pi is the probability of being in a
particular class.

GINI = 1−
C∑
i=1

(pi)
2 (3.2)

Following standard approaches for CART models [145], prior to analysis data were
randomly divided into training data (80% of the sample) and testing data (20% of the
sample). Models were created with the training data subset, and the testing subset was
used to determine the accuracy of the created models. All CART models were run in R
using the rpart package [146]. CART models were run with one pre-pruning restriction,
which was that the size of terminal node be no smaller than the number of individuals
within the smallest school. This was a cut-off of 14 individuals in the female models and
16 in the male models. Due to their overfitting nature, CART models require pruning;
models were pruned using cost-complexity pruning and the 1-SE guideline [145]. Final
pruned trees were presented visually.

Current standard CART modelling approaches do not account for hierarchy within
data. Given the multilevel nature of the COMPASS study, best attempts were made to
apply the newly developed multilevel CART (M-CART) algorithm for binary variables
developed by Lin & Lou (2019) [147]. R code to run this algorithm was obtained from the
authors. Unfortunately, constructing the M-CART models in this way was not feasible due
to issues with model complexity and convergence. A full explanation of how this conclusion
was made, as well as additional detail about the CART modelling, is available in Appendix
C.

35



Table 3.1: Available Variables of Interest for
youth BMI regression models from COM-
PASS 2018/19

Controls
Age
Ethnicity

Movement

Sports Participation
MVPA
STSB
Sleep

Diet
Fast Food consumption
Breakfast consumption

Mental Health
Anxiety
Depression
Self-concept

Substance Use
Binge Drinking
Cannabis Use
E-cigarette Use

3.3.3 Study 3

Study 3 compared the results of MI and Complete Case Analysis (CCA) approaches to
handle missing data in the context of analyses examining factors related to BMI among
youth. CCA is known to produce biased results in situations where there are large amounts
of non-random missingness [18, 39–44], which was clearly indicated by Studies 1 and 2 to
be the case in this dataset. As such, if an MI model is appropriately constructed and
assumptions are met, differences between MI and CCA models are demonstrative of bias
from deleting cases. As a first step, an analytical model was hypothesized which examined
factors associated with youth BMI; factors included dietary, movement, mental health, and
substance use related variables supported by existing literature. Variables of interest for
this analytical model are listed in Table 3.1.

For the CCA approach, any individual missing BMI or any factor listed in Table 3.1
was removed. For the MI approach, an imputation model was constructed using auxiliary
variables from Study 2; variables identified in the sex-stratified CART models were included
as auxiliary variables in the corresponding MI model. MI operates under the Missing At
Random (MAR) assumption; the inclusion of auxiliary variables is necessary to increase the
validity of this assumption, particularly for this study where patterns hinted at as possible
Missing Not At Random (NMAR) mechanism [8]. Auxiliary variables were identified from
not just the CART models for BMI, but from the height and weight models as well. The
results from Study 2 were chosen over the regression findings from Study 1 because of
the natural hierarchy of variables created in CART models, which was thought to be a
valuable feature if any auxiliary variables needed to be parsed out of the MI model. All
analysis variables (in Table 3.1) were also included in the MI models, as an MI model
must be congenial with the analysis model to be appropriate. The predictor matrix, which
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organizes the analysis and auxiliary variables for multiple imputation, was arranged from
least missing to most missing. The full predictor matrices used are available in Appendix
D.

Data imputation was performed in R using the mice and miceadds packages [148,149].
BMI was imputed through passive imputation, categorical variables were imputed through
Predictive Mean Matching (PMM) and continuous variables were imputed using the MI for
multivariate panel (pan) [150] method. The imputation procedure was set to produce 30
imputations over 10 iterations. There is no standard rule for setting number of imputations;
the default for the mice algorithm is 5, which may be sufficient in some contexts. Other
suggestions include using 20 imputation as a “rule of thumb” [15] or setting the number of
imputations equal to the fraction of missing data [8,25]. For this study, 30 imputations was
chosen because it was similar the fraction of missing data for BMI. Diagnostic convergence
plots indicated that the chosen specifications for the MI models were sufficient. These
diagnostic plots, as well as more details about the diagnostic procedures, are presented in
Appendix D. After the MI model was determined to be acceptable based on the diagnostics,
the multiply imputed datasets were used for analysis.

Descriptive statistics for variables of interest were examined for both CCA data and the
multiply imputed datasets, and presented in a descriptive table. Means and standard errors
for MI datasets were combined using Rubins rules [24]. LMMs examining the associations
between BMI and the hypothesized factors (listed in Table 3.1) were constructed for CCA
and MI datasets, accounting for clustering at the school level. The general form for a two-
level LMM was given in equation 3.1. For MI LMMs, estimates were pooled according to
Rubins rules [24]. Sensitivity analysis was performed using a different modelling approach,
generalized estimating equations (GEE) for all models. Point estimates and standard errors
from MI were similar between LMM and GEE, so only LMM results were presented. The
significance (determined through 95% CI) and directionality of associations were compared
between corresponding CCA and MI models, and differing results between these approaches
were considered to represent bias from deleting cases. In addition to being presented in
traditional regression tables, point estimates and CIs were graphed to visually present
where the results of CCA and MI models differed.
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4.1 Overview

Background: Youth body mass index (BMI), derived from self-reported height and
weight, is commonly prone to nonreporting. A considerable proportion of overweight and
obesity (OWOB) research relies on such self-report data, however little literature to date
has examined this nonreporting and the potential impact on research conclusions. The
objective of this study was to examine the characteristics and predictors of missing data
in youth BMI, height, and weight.

Methods: Using a sample of 74 501 Canadian secondary school students who participated
in the COMPASS study in 2018/19, sex-stratified generalized linear mixed models were
run to examine predictors of missing data while controlling for school-level clustering.

Results: In this sample, 31% of BMI data were missing. A variety of diet, exercise,
mental health, and substance use variables were associated with BMI, height, and weight
missingness. Perceptions of being overweight (females: 95% CI (1.42,1.62), males: 95% CI
(1.71,2.00)) as well as intentions to lose weight (females: 95% CI (1.17,1.33), males: 95%
CI (1.13,1.32)) were positively associated with BMI missingness.

Conclusions: Findings from this study suggest that nonreporting in youth height and
weight is likely somewhat related to the values themselves, and hint that social desirability
may play a substantial role in nonreporting. The predictors of missingness identified in this
study can be used to inform future studies on the potential bias stemming from missing
data and identify auxiliary variables that may be used for multiple imputation approaches.
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4.2 Background

4.2.1 Missing Data

Missing data is encountered in most applied research, particularly in epidemiological
studies that utilize self-report surveys or questionnaires for data collection. Although there
are certain elements of survey and study design that can help mitigate missing data is-
sues [1] , missing data are often unavoidable due to the voluntary nature of research. Some
observational research topics may be more impacted than others; for example, questions
inherently tied to social desirability (e.g., questions about substance use or finances) are
more likely to suffer from nonresponse [2, 3]. Missing data is problematic if survey re-
sponses of those who do not answer a particular question are systematically different than
those who do, as this can introduce bias into the research findings since these individuals’
characteristics are not captured. For this reason, the prevalence of many health risk be-
haviours could be over- or underestimating true population parameters. For example, rates
of substance use can be underestimated as those who are more likely to engage substance
use are also those who are more likely to not report those behaviours [4].

A prominent problem in applied research is the lack of consideration for how to appro-
priately handle missing data, or transparency in how it might impact research findings. A
common default procedure for handling cases with missing data is case deletion (a method
referred to as ‘complete case analysis’ (CCA)), which is known to produce biased results,
with the nature and extent of bias being dependent on proportions and patterns of missing
data [17]. Despite this, CCA remains the most commonly used method to handle missing
data [35, 36]. This is a major concern in applied research because the bias that can result
from CCA could also be reflected in research conclusions, and impact concomitant policy
and programming decisions.

4.2.2 Missing BMI, height, and weight in youth health research

Missing data considerations seem to be lacking in public health research, which includes
youth overweight and obesity (OWOB) research. Self-reported height and weight data
among youth tend to be missing in high proportions, greatly exceeding levels of missingness
observed for other health indicators [54, 55]. Height and weight are needed to calculate
body mass index (BMI, kg/m2), which is typically used to classify individuals as having:
underweight, normal weight, overweight, or obesity. Although BMI is imperfect as it
only proxies body adiposity rather than directly measuring it, researchers typically agree
that BMI remains the most feasible and practical population level indicator of OWOB
[108, 151–153]. Given that youth OWOB is a primary risk factor for chronic disease later
in life including heart disease, diabetes, and cancer [59], population surveillance, disease
monitoring, and prevention research fundamentally rely on these data. However, some
studies have reported greater than 40% of youth weight or BMI data as missing [104,105].

Addressing the missing data present in youth OWOB research is a complex issue. First,
the high proportion of missing data means that the common approach of CCA is unlikely
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to be an appropriate option in many situations, as results are at risk of bias. However,
missing data methods like maximum likelihood and multiple imputation that can help
reduce this bias demand greater time, resources, and statistical expertise. It may be
difficult for applied researchers working with OWOB data to leverage these approaches if
there is a lack of literature in this field to reference how these methods might be used. In
the least, it is beneficial for the OWOB literature to examine the predictors of missing data
in order to understand nonreporting patterns in this field. However, despite the ubiquity
of missing data problems in observational youth OWOB research, it appears that to date
only four studies have examined predictors of missing self-report BMI and/or weight among
youth [104–107]. Generally, these studies found that aspects such as age, body image, and
activity levels were related to missingness in BMI or weight. However, much more research
is needed in this area in order to understand nonreporting patterns, and how missing data
may impact research findings in this field.

This study aims to address this knowledge gap in the literature by examining the pat-
terns of missing BMI, height, and weight data, as well as factors associated with this
missingness, among a large sample of Canadian youth who participated in the COMPASS
study. The findings of this research may be useful to inform how missing data may impact
youth OWOB research, as well as help inform future missing data decisions, such as aux-
iliary variable selection. This study may also be useful for the many researchers who use
similar secondary data derived from the COMPASS study.

4.3 Methods

4.3.1 Sample

This study uses data from a larger host study known as the COMPASS study (herein re-
ferred to as ‘COMPASS’). COMPASS is a longitudinal cohort study in Canada that tracks
youth health behaviours over time. COMPASS operates in Ontario, Alberta, Québec,
and British Columbia, and uses school-based purposive sampling to collect data on grades
9-12 students. Within these provinces, schools within school boards that support active-
information passive-consent protocols are invited to participate in COMPASS. At partic-
ipating schools, COMPASS collects self-report data on a variety of different youth de-
mographics and health behaviours (e.g., diet, physical activity, substance use, mental
health). All students present on data collection day are invited to complete the COM-
PASS questionnaire, which are paper-based and administered during class time using an
active-information passive-consent protocol. Further information on COMPASS data col-
lection tools and administration are detailed elsewhere [154]. The present research uses
a cross-sectional sample from the 2018/19 COMPASS data collection year, consisting of
74 501 youth from 136 schools (Ontario: 61, Alberta: 8, Québec: 52, British Columbia:
15). Unit nonresponse for the 2018/19 data collection year was 15.7%, mostly attributable
to absence from school or a scheduled spare during the data collection time. More infor-
mation about the COMPASS study, including in-depth explanations of recruitment and
data collection protocols can be found in print [124], or online www.compass.uwaterloo.ca.
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The COMPASS Study received ethics approval from the University of Waterloo Office of
Research Ethics as well as participating school boards, and informed consent was obtained
from those participating in the study.

It is important to highlight that the present study will be using the term ‘missing data’
to refer specifically to item-nonresponse, whereby some, but not all, data are missing. Unit
nonresponse, which refers to the complete lack of data at a particular time point (e.g. a
student refusing to participate in the data collection during class time), is not examined
in this study because the feasibility of addressing unit nonresponse in post-hoc analyses
largely relies on there being some data which exists on those individuals (e.g. from other
sources, previous time points, etc.) [5]. In the COMPASS study, the anonymous nature of
participation means that no data are available on those who choose not to participate in
a cross-sectional sample.

4.3.2 Variables

Weight, height, and Body Mass Index

BMI is a derived variable determined by dividing weight (kg) by height squared (m2).
Weight was determined by asking students, “how much do you weigh without your shoes
on? (please write your answer in pounds OR in kilograms, and then fill in the appropriate
numbers for your weight.)” There is a space for students to write out their weight, as well
as separate Scantron bubbles for them to fill in. Height is similarly determined by asking,
“how tall are you without your shoes on? (please write your height in feet and inches OR
in centimeters, and then fill in the appropriate numbers for your height).” While most
missingness in the data occurred because of participant nonresponse, some was researched
imposed; outliers less than 45lbs (20kgs) or greater than 390lbs (117kgs) for weight and
less than 4ft (122cm) or greater than 6ft 11 (211cm) for height were marked as missing.
Binary indicators of missingness (i.e., missing vs. not missing) were created for each height,
weight, and BMI (for any cases where height and/or weight were missing).

Predictor Variables of Interest

Certain variables were required in all models, including: age (continuous), ethnicity
(racialized, non-racialized), weight perception (underweight, overweight, about right), and
weight goal (lose, gain, stay the same/not trying anything). Ethnicity was collapsed into
a binary measured due to insufficient counts for appropriate statistical inference and small
cell counts impacting the computational feasibility of model convergence. Weight per-
ception and weight control intention were considered important to include because these
variables are the closest available variables that have the potential to somewhat proxy a
missing value for BMI.

Given limited existing literature and the wide breadth of variables that could feasibly
be related to BMI missingness, a number of variables of interest were included in initial
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variable selection analyses. All the hypothesized variables from the COMPASS study
questionnaire were screened for possible association with missingness in BMI. If variables
overlapped or were similar to those used in previous studies [104–107], or if they could
feasibly be related to BMI itself, they were included in this initial step. These variables
were then categorized into blocks whereby variables that represented concepts within a
similar domain were grouped. These blocks were: diet, movement, academic, mental
health, and substance use. For an explanation of how final variables were chosen for each
model, see Section 4.3.3.

• The diet block included 24-hours recall for servings of: fruits and vegetables, grain
products, meat and alternatives, and milk and alternatives as well as number of days
per week of breakfast, energy drink, and fast-food consumption.

• The movement block included hours of moderate-to-vigorous physical activity, sports
participation (yes/no), number of days per week of strength training, number of
physically active peers, minutes of screen time sedentary behaviour, and average
hours of sleep. Notably, the self-report physical activity and sedentary behaviour
measures used in this study have been shown to have high test-retest reliability in a
youth population [124].

• The academic block included: English grade (< 50%, ≥ 50%), math grade (< 50%,
≥ 50%), and 4-week truancy (no classes skipped, more than 1 class skipped).

• The mental health block included clinically relevant symptoms of depression (CESD-
R-10 scale [131])), anxiety (GAD7 scale [132]), socio-emotional skills (DERS scale
[133]), as well as self-reported wellbeing (flourishing scale [134]), self-concept (self-
description questionnaire II [135]), self-rated mental health, and reported status as
a bullying victim (yes/no) or perpetrator (yes/no).

• The substance use block included binary indicators of binge drinking, smoking, e-
cigarette use, cannabis use, and alcohol mixed with energy drink use.

4.3.3 Analysis

Three of the four existing studies that have previously examined missingness in BMI or
weight among youth conducted initial bivariate analyses (chi-squared and ANOVA), and
subsequently built a logistic regression model using only the variables which were significant
according to bivariate comparisons [104–106]. This approach was not used in our study
because the large sample size and large proportion of missing data yielded significance
for nearly all bivariate comparisons and including all variables in a logistic regression
model would be neither statistically nor inferentially practical. Instead, we used the model
selection criteria AIC and BIC to facilitate the decision around variable selection. AIC
and BIC are statistical model selection criteria which aid researchers in determining which
model is the most plausible [155, 156]. The pseudo-likelihood model selection framework
developed by Ten Eyck & Cavanaugh [141] was used to compare all candidate variables
for each variable block. When selecting the top candidate variable(s) for each block, a
combination of minimum AIC, BIC, and model parsimony were considered, whereby the
model with the fewest number of variables that still had low AIC and BIC comparable to
higher order models was chosen. The SAS macro for this framework was obtained from
Ten Eyck & Cavanaugh, which was modified for our purposes, helping identify essential
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variables predictive of missingness observed in BMI, weight and height, while controlling
for the required variables listed in Section 4.3.2. This was an important step, as the goal
was for the model selection algorithm to select the top variables from each block after the
variance explained by the identified essential variables had already been accounted for.

Descriptive statistics were used on our study sample to explore the missingness in BMI,
height, and weight. All components of the analyses were stratified by a binary indicator
of sex to examine any differences in the reporting of height and weight between males
and females. In order to examine predictors of missingness, separate regression models
were created where the binary outcomes were missingness in: 1) BMI, 2) height, and 3)
weight. This yielded 6 total models as each were stratified between males and females.
A generalized linear mixed model approach (via PROC GLMMIX in SAS 9.4) was used
in order to account for data clustering at the school level, whereby school was specified
as a random effect in the model. Although the province in which a school is located
could represent an additional level of clustering, due to computational limitations, only
school-level clustering was controlled for in the modelling.

4.4 Results

4.4.1 Descriptive Analyses

Figure 4.1 shows the degree of nonresponse in this sample for each main variable in-
cluded in the COMPASS student questionnaire. Of all variables, BMI had the highest
degree of missingness (31.3%, n=23 329), followed by weight (21.3%, n=15 849) and height
(17.5%, n=13 049). Mental health related measures demonstrated the next highest degree
of missingness, the top being the CESD-R-10 scale used to measure clinically relevant
symptoms of depression, where 14.6% (n=10 854) of data were missing for this variable.

Of the participants missing BMI, 32.2% (n=7520) were missing just weight, 20.2%
(n=4720) were missing just height, and 35.7% (n=8329) were missing both height and
weight. The remaining 11.8% (n=2760) provided height and weight data but were marked
as missing post-hoc due to extreme outlier values (BMI <10 or >50).

Figure 4.2 shows the breakdown on missing BMI by sex and types of non-reporting.
Among those missing weight only, 59.1% (n= 4471) were female, whereas 39.6% (n=2977)
were male. Among those missing height only, 41.6% (n=1962) were female and 57.1%
(n=2696) were male. Of those missing both height and weight, 41.7% (n=3477) were
female and 52.5% (n=4371) were male. Table 4.1 presents stratified descriptive statistics
for all variables included in at least one of the final mixed models.
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Figure 4.1: Degrees of item nonresponse across a sample of COMPASS variables (2018-19)

Figure 4.2: BMI missingness categories by reported sex (COMPASS 2018-19)
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Table 4.1: Descriptive statistics of COMPASS study sample (2018/19)

% (n)2

Variable1 Category Females

n=36546

Males

N=37126

Total3

N=74501

Age
Average (SD) 15.14 (1.50) 15.18 (1.51) 15.16 (1.51)

Missing 0.08 (31) 0.19 (69) 0.73 (541)

Ethnicity

Racialized 69.45 (25383) 68.62 (25477) 68.48 (51017)

Non-Racialized 30.27 (11063) 30.99 (11505) 30.63 (22822)

Missing 0.27 (100) 0.39 (144) 0.89 (662)

Underweight 11.47 (4190) 21.00 (7795) 16.30 (12140)

Overweight 25.85 (9448) 19.93 (7398) 22.87 (17038)

About Right 61.14 (22343) 57.19 (21233) 58.92 (43893)
Weight Perception

Missing 1.55 (565) 1.89 (700) 1.92 (1430)

Gain 5.98 (2186) 24.57 (9121) 15.43 (11492)

Lose 40.26 (14715) 20.71 (7690) 30.32 (22587)

Stay the same

or not trying

anything

52.38 (19144) 52.83 (19612) 52.42 (39055)
Weight Goal

Missing 1.37 (501) 1.89 (703) 1.83 (1367)

Dietary Block

Average (SD) 2.89 (1.89) 3.06 (2.11) 2.98(2.01)Fruit/Vegetable

Servings Missing 2.44 (890) 4.74 (1759) 3.79 (2822)

Average 1.88 (1.03) 2.41 (1.20) 2.15 (1.15)Meat/ Alternatives

Servings Missing 2.45 (896) 4.76 (1766) 3.80 (2833)

Average 4.67 (2.37) 5.05 (2.33) 4.85 (2.36)Breakfast

Consumption Missing 1.31 (479) 2.30 (855) 1.99 (1484)

Average 0.24 (0.90) 0.53 (1.34) 0.388 (1.16)Energy drink

Consumption Missing 1.16 (424) 2.49 (925) 2.03 (1512)

Movement Block

Yes 56.70 (20720) 62.05 (23036) 59.24 (44135)

No 41.70 (15241) 35.25 (13088) 38.41 (28618)Sports Participation

Missing 1.60 (585) 2.70 (1002) 2.35 (1748)

Average 2.24 (2.02) 2.77 (2.27) 2.51 (2.16)
Strength Training

Missing 1.29 (473) 1.93 (717) 1.80 (1344)
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Table 4.1 continued from previous page

Average 3.03 (1.68) 3.52 (1.69) 3.28 (1.71)Friend Physical

Activity Missing 1.35 (494) 2.13 (789) 1.92 (1430)

Average 6.54 (4.59) 7.21 (5.08) 6.91 (4.93)Screen Time

Sedentary Behaviour Missing 0.42 (152) 0.88 (325) 0.81 (602)

Academic Block

<50% 1.09 (399) 2.44 (907) 1.83 (1362)

≥ 50% 95.39 (34862) 91.92 (34128) 93.41 (69590)English Grade

Missing 3.52 (1285) 5.63 (2091) 4.76 (3549)

<50% 3.36 (1162) 4.10 (1521) 3.70 (2757)

≥ 50% 92.82 (32065) 90.28 (33518) 91.50 (68172)Math Grade

Missing 3.61 (1319) 5.62 (2087) 4.79 (3572)

Mental Health Block

Average 2.76 (1.21) 2.21 (1.15) 2.49 (1.21)Self-rated

Mental Health Missing 3.37 (1230) 6.05 (2245) 4.93 (3670)

Average 31.78 (5.75) 32.64 (5.60) 32.19 (5.72)
Wellbeing

Missing 4.84 (1770) 6.78 (2518) 6.02 (4486)

Average 7.69 (5.75) 4.58 (4.91) 6.15 (5.59)
Anxiety

Missing 7.66 (2801) 8.61 (3196) 8.34 (6216)

Substance Use Block

Yes 6.64 (2425) 8.00 (2969) 7.43 (5532)

No 92.89 (33949) 91.01 (33790) 91.70 (68320)Smoking

Missing 0.47 (172) 0.99 (367) 0.87 (649)

Yes 25.48 (9312) 30.34 (11264) 27.99 (20852)

No 73.75 (26951) 67.98 (25237) 70.62 (52614)E-cigarette use

Missing 0.77 (172) 1.68 (625) 1.39 (1035)

1 Table only includes variables selected for inclusion in at least one of the models by the
variable selection framework outlined in section 4.3.2

2 Average (SD) rather than %(n) where indicated in category column
3 Includes those who did not report sex, so sex-stratified counts may not add to total counts
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4.4.2 Regression Models

Results of the models examining associations with BMI, height, and weight missingness
are presented in Tables 4.2, 4.2, and 4.2, respectively. Each table presents two models, as
analyses were stratified by sex. Although covariates are highly similar between models, they
are not identical, as the pseudo-likelihood model selection algorithm identified different
explanatory variables for each. The dietary and mental health blocks were the only blocks
where the algorithm selected different variables between males and females.

Table 4.2: Regression model predicting BMI missingness among youth in the COMPASS
study (2018/19)

Variable1 Category OR (95% CI)

Model 1.1: Females

N= 36546

Model 1.2: Males

N=37126

Age 0.80 (0.78, 0.82) 0.85 (0.83, 0.87)

Ethnicity
Racialized 1.36 (1.27, 1.44) 1.40 (1.32, 1.50)

Non-Racialized — —

Weight Perception

Overweight 1.51 (1.42, 1.62) 1.85 (1.71, 2.00)

Underweight 1.00 (0.91, 1.09) 1.17 (1.09, 1.27)

About right — —

Weight Goal

Gain 1.07 (0.95, 1.22) 0.68 (0.63, 0.74)

Lose 1.25 (1.17, 1.33) 1.22 (1.13, 1.32)

Stay the same

or not trying

anything

— —

Meat/Alt.

Servings
N/A 0.95 (0.92, 0.97)

Fruit/Vegetable

Servings
0.98 (0.96, 0.99) 0.99 (0.98, 1.01)

Breakfast

Consumption
0.99 (0.98, 1.00) 0.99 (0.98, 1.01)

Energy Drink

Consumption
1.08 (1.05, 1.11) 1.05 (1.03, 1.08)

Sports Participation
Yes 0.80 (0.75, 0.85) 0.64 (0.60, 0.68)

No — —

Strength Training 0.95 (0.93, 0.96) 0.95 (0.94, 0.96)
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Table 4.2 continued from previous page

Friends Physical

Activity
0.95 (0.94, 0.97) 0.94 (0.92, 0.96)

Screen Time

Sedentary Behaviour
1.05 (1.04, 1.05) 1.05 (1.05, 1.06)

English Grade
<50% 1.77 (1.36, 2.31) 1.44 (1.21, 1.72)

≥ 50% — —

Math Grade
<50% 1.31 (1.13, 1.52) 1.15 (1.00, 1.33)

≥ 50% — —

Self-rated

Mental Health
0.93 (0.90, 0.96) N/A

Wellbeing 0.98 (0.98, 0.99) 0.99 (0.98, 0.99)

Smoking
Yes 1.18 (1.05, 1.33) 1.15 (1.03, 1.29)

No — —

E-cigarette Use
Yes 0.69 (0.65, 0.74) 0.63 (0.59, 0.68)

No — —

1 Variables differ slightly between models, as the variable selection framework described
in section 4.3.3 was conducted separately for each model. N/A is present if a particular
variable was not selected for inclusion in a model.
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Table 4.3: Regression model predicting height missingness among youth in the COMPASS
study (2018/19)

Variable1 Category OR (95% CI)

Model 1.1: Females

N= 36546

Model 1.2: Males

N=37126

Age 0.71 (0.69, 0.73) 0.76 (0.74, 0.77)

Ethnicity
Racialized 1.46 (1.35, 1.59) 1.45 (1.34, 1.56)

Non-Racialized — —

Weight Perception

Overweight 0.77 (0.70, 0.85) 0.97 (0.88, 1.07)

Underweight 1.14 (1.02, 1.28) 1.16 (1.06, 1.26)

About right — —

Weight Goal

Gain 1.12 (0.96, 1.30) 0.69 (0.63, 0.76)

Lose 0.98 (0.89, 1.06) 0.94 (0.85, 1.03)

Stay the same

or not trying

anything

— —

Meat/Alt.

Servings
N/A 0.92 (0.89, 0.95)

Fruit/Vegetable

Servings
0.95 (0.93, 0.97) 0.97 (0.95, 0.99)

Breakfast

Consumption
0.99 (0.97, 1.01) N/A

Energy Drink

Consumption
1.11 (1.07, 1.16) 1.03 (1.00, 1.06)

Sports Participation
Yes 0.74 (0.69, 0.80) 0.58 (0.54, 0.62)

No — —

Friends Physical

Activity
0.94 (0.92, 0.96) 0.91 (0.90, 0.93)

Screen Time

Sedentary Behaviour
1.04 (1.03, 1.05) 1.05 (1.04, 1.05)

English Grade
<50% 1.98 (1.48, 2.66) 1.50 (1.23, 1.82)

≥ 50% — —

Math Grade
<50% 1.39 (1.16, 1.67) 1.06 (0.90, 1.25)
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Table 4.3 continued from previous page

≥ 50% — —

Self-rated

Mental Health
0.83 (0.80, 0.86) N/A

Wellbeing 0.97 (0.96, 0.98) 0.99 (0.98, 0.99)

Smoking
Yes 1.24 (1.06, 1.46) 1.28 (1.12, 1.47)

No — —

E-cigarette Use
Yes 0.67 (0.61, 0.73) 0.60 (0.55, 0.65)

No — —

1 Variables differ slightly between models, as the variable selection framework described
in section 4.3.3 was conducted separately for each model. N/A is present if a particular
variable was not selected for inclusion in a model.
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Table 4.4: Regression model predicting weight missingness among youth in the COMPASS
study (2018/19)

Variable1 Category OR (95% CI)

Model 1.1: Females

N= 36546

Model 1.2: Males

N=37126

Age 0.82 (0.80, 0.84) 0.87 (0.85, 0.89)

Ethnicity
Racialized 1.33 (1.24, 1.43) 1.55 (1.44, 1.67)

Non-Racialized — —

Weight Perception

Overweight 1.09 (1.01, 1.17) 1.13 (1.03, 1.23)

Underweight 0.82 (0.73, 0.91) 1.12 (1.02, 1.22)

About right — —

Weight Goal

Gain 1.02 (0.88, 1.18) 0.67 (0.61, 0.74)

Lose 1.27 (1.18, 1.36) 1.04 (0.95, 1.14)

Stay the same

or not trying

anything

— —

Meat/Alt.

Servings
N/A 0.89 (0.87, 0.92)

Fruit/Vegetable

Servings
0.98 (0.96, 0.99) N/A

Breakfast

Consumption
0.99 (0.97, 1.00) 0.99 (0.98, 1.01)

Energy Drink

Consumption
1.06 (1.03, 1.10) 1.03 (1.01, 1.06)

Sports Participation
Yes 0.76 (0.71, 0.81) 0.60 (0.56, 0.64)

No — —

Strength Training 0.95 (0.93, 0.96) 0.94 (0.93, 0.96)

Screen Time

Sedentary Behaviour
1.05 (1.05, 1.06) 1.05 (1.05, 1.06)

English Grade
<50% 1.21 (0.91, 1.60) 1.24 (1.03, 1.51)

≥ 50% — —

Math Grade
<50% 1.33 (1.13, 1.57) 1.27 (1.09, 1.48)

≥ 50% — —
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Table 4.4 continued from previous page

Anxiety (GAD7) 0.99 (0.98, 0.99) N/A

Wellbeing 0.98 (0.98, 0.99) 0.98 (0.98, 0.99)

Smoking
Yes 1.04 (0.91, 1.19) 1.06 (0.92, 1.21)

No — —

E-cigarette Use
Yes 0.69 (0.64, 0.75) 0.59 (0.54, 0.64)

No — —

1 Variables differ slightly between models, as the variable selection framework described
in section 4.3.3 was conducted separately for each model. N/A is present if a particular
variable was not selected for inclusion in a model.

4.5 Discussion

This study examined the patterns and predictors of missing BMI, height, and weight
data among a large sample of Canadian youth. The extent of missingness for these indica-
tors was substantial; nearly 1 in 3 students were missing BMI because they did not report
their height, weight, or both. Compared to all other variables examined in this study,
which included a large breadth of health behaviours, BMI, height, and weight showed the
highest rate of missingness. Females were more likely to be missing BMI because they
did not report their weight, whereas males were more likely to not report their height.
Consistent with previous research, younger male and female participants were less likely to
report their height and weight, which has been hypothesized to be at least in part related
to not knowing what their current height and/or weight is [105,106,108].

Racialized youth were more likely to be missing data on height, weight, and BMI.
Although some previous research has examined missing response patterns across racial or
ethnic groups [157], there is very little existing literature that has attempted to explain
nonreporting patterns. It is important, however, to acknowledge that where analyses
show differences in nonreporting patterns by race/ethnicity, the missing data methodology
used should be carefully considered. If these differences in missingness go unaccounted
for, misestimated effects can lead to inappropriate conclusions and recommendations, in
particular in the health domain [158–160].

4.5.1 Weight perceptions and goals

In this study sample, those who reported perceiving themselves as overweight were
more likely to be missing weight and thus BMI. This association was quite prominent for
BMI missingness, whereby females who reported perceiving themselves as overweight were
51% (and males 85%) more likely to be missing BMI compared to youth who perceive
themselves as about the right weight. Interestingly, females who report perceiving them-
selves as underweight were less likely to be missing weight compared to those who perceive

54



themselves as about right, but the opposite was true for underweight males, as they were
still less likely to report the weight than their male counterparts who reported perceiving
themselves as about the right weight. Reported intentions to gain weight was significantly
inversely associated with likelihood of missing BMI, height, and weight for males only,
meaning that males who reported intention to gain weight were more likely to report their
height and weight compared to male counterparts who said they wanted to stay the same
or weren’t trying anything. On the other hand, females who indicated a desire to lose
weight were more likely to not report their weight.

Given the social stigma that surrounds body image during adolescence [112] these pat-
terns of missingness are somewhat expected, since social desirability can influence nonre-
sponse to survey questions [161,162]. Having a higher BMI is known to be associated with
greater weight-related concerns among youth, in particular among females [112]. Moreover,
male youth are more likely to express a desire to gain weight or muscle mass [163, 164].
This study indicated overweight perceptions and weight loss intentions predicted missing-
ness among females whereas underweight perceptions predicted missingness among males.
These findings suggest that at least some of the nonreporting present in this study is related
to body image concerns. Descriptive statistics may have hinted that lack of knowledge of
height and weight values might be a main driver of non-reporting in this sample due to the
relatively low missingness level for the weight perception variable; however if this was the
case, it would be expected that weight perception and weight loss intentions would not be
significantly related to missingness in BMI, height, or weight. It is possible that for youth,
there is greater social stigma surrounding the quantitative value itself compared to report-
ing self-perception, leading to the missingness patterns observed in this study. Notably,
unlike weight, measures of height perception were not recorded in this study, so findings
surrounding height missingness are more difficult to interpret. However, since the majority
of those missing BMI were missing both height and weight, it is possible that body image
related concerns lead participants to skip this particular question in its entirety.

Although missingness mechanisms are not the focus of this paper, it is worth highlight-
ing that this study suggests that, in this sample, BMI and weight data are not missing at
random (MNAR), as the findings related to weight perception imply that the likelihood
of missing BMI and weight appear to be at least in part associated with the true unre-
ported weight value itself. This further emphasizes the importance of the present study,
as well as missingness investigations in applied research in general, as researchers need to
not only be aware of these missingness patterns, but also need to be aware of potential
auxiliary variables that can be leveraged to increase the validity of the missing at random
(MAR) assumption. Notably however, it is important to avoid making the assumption
that those who perceive themselves as overweight, or indicate a desire to lose weight, are
in fact clinically classified with OWOB. The authors caution that neither weight percep-
tion nor weight goal be considered a direct proxy for weight or BMI, since research has
indicated that sizable percentages of youth misclassify themselves; many youth who are in
the normal BMI range perceive themselves as overweight, and vice versa [127,128].
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4.5.2 Diet

Consumption of meat/alternatives was inversely associated with missingness across
BMI, height, and weight for males. Recalling that weight gain intentions were also neg-
atively associated with missingness, this finding makes sense in the context of existing
literature which has indicated that males who desire to gain weight are more likely to
consume more protein-rich foods such as those found in this food group [165,166]. On the
other hand, energy drink consumption was associated with greater likelihood of missingness
(compared to no energy drink consumption), in particular for females. Given that sugar-
added drinks are known to be associated with greater BMI [76], this is also consistent with
the findings surrounding weight perceptions. Notably, although the significance of dietary
variables varied in this study and may somewhat reflect those already observed for weight
perception, given the well-established associations between diet and BMI [70–73,75] these
variables are likely to be useful as auxiliary variables in most analyses using BMI.

4.5.3 Movement

Across all models, those who participated in sports were less likely to be missing BMI,
height, and weight, compared to those who did not participate in sports. Similarly, models
indicated that greater number of days spent strength training was associated with less like-
lihood of missingness. On the other hand, screen time showed the opposite pattern, where
greater number of screen time hours was associated with greater likelihood of missingness.
Similar to the dietary variables, these findings appear to be consistent with what might
be expected based on the weight perception findings, given that low physical activity and
high screen time have been shown to be associated with greater BMI among youth [70,82].

4.5.4 Academic

Across most models, youth with poorer academic achievement were more likely to be
missing BMI, height, and weight. Previous research has identified an ‘obesity achievement
gap,’ whereby students with OWOB may internalize the stigma and biases they face, which
can lead to poorer academic outcomes [167,168]. As such, the academic-related findings in
this study are consistent with the findings that overweight weight perception also predicted
missingness.

4.5.5 Mental Health

Females with higher self-rated mental health were less likely to be missing weight,
height, or BMI. Similar associations were observed in the wellbeing scale across males and
females. These associations may be in part related to body image, as research indicates
that body image concerns are associated with poorer mental health [169–171]. Notably,
this study showed that mental health data were also prone to missingness and, as such,
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the associations observed here do not reflect those who did not report mental health data
in addition to nonreporting of their height/weight data. It is clear that mental health
is a domain which can also suffer greatly from missing data, and future research should
consider focussing on missingness in mental health indicators among youth.

4.5.6 Substance Use

While smoking was associated with greater likelihood of missingness among BMI and
height compared to not smoking, e-cigarette use was associated with less likelihood of
missingness in height, weight, and BMI. Those who reported e-cigarette use were 32% less
likely to be missing weight compared to those who don’t use e-cigarettes. While cigarette
smoking in Canada is generally perceived as a negative behaviour which is declining in
popularity [172, 173], e-cigarette use perceptions are drastically different. Research has
found that positive perceptions surrounding e-cigarette use are common among youth,
including perceptions of being a socially desirable or ‘cool’ behaviour [174–176]. Just
as social stigma can negatively influence reporting, it is possible that the opposite is true,
whereby those who engage in behaviours considered more socially desirable are more willing
to report health-related metrics, including height and weight as indicated by this study.

4.5.7 Strengths & Limitations

This study has several strengths to highlight, including the large sample size, the ac-
tive information passive consent procedure, and the novel focus on missing youth BMI,
height, and weight data. This study adds to very limited existing research on this topic
and has the potential to directly inform the reporting and handling of missing data in
this field. Moreover, this study highlights the importance of missing data considerations
for applied research in general. This study also has some limitations to note. The study
sample was purposive and as such may not necessarily be generalizable to all Canadian
youth. Replication of these analyses within representative population samples of youth
is warranted. Moreover, although this manuscript highlighted the importance of missing
data considerations, it must be acknowledged that this study itself was impacted by miss-
ing responses on predictor variables, which may have impacted the associations observed.
Lastly, it should be noted that this study was observational and as such the results do not
identify causal mechanisms for missingness in BMI, height, and weight, but rather identify
different variables that are statistically associated with missingness in these data.

4.6 Conclusions

The variables associated with missing BMI, height, and weight in this study seems to
indicate two overarching findings. First, it is likely that missing values are at least in part
related to the values themselves, given that males and females who perceive themselves
as overweight are less likely to report their height and weight, and that several known
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correlates of BMI, such as diet and physical activity variables, were also associated with
missingness in BMI. Second, missingness in this sample seemed to hint that social desir-
ability played a large role in nonreporting, as many observed associations in this study
were congruent to literature which has examined social desirability of health indicators,
such as those surrounding body image concerns in youth.

This study fills an important gap in the literature by examining missingness patterns
and predictors for BMI, height, and weight among youth. Not only does this study add
to our existing understanding of survey nonresponse in this domain, but also serves as a
useful tool for other researchers who work with similar large epidemiological datasets. This
study can inform auxiliary variable selection for those who wish to use methods such as
multiple imputation, as well as help researchers identify potential sources and direction of
nonresponse bias in research which uses youth BMI, height, or weight.
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5.1 Overview

Background: Research suggests that there is often a high degree of missingness in self-
reported body mass index (BMI) data among youth. Although public health relies on these
data to survey body adiposity and conduct research surrounding overweight and obesity in
this population, very few studies have focused on examining missingness in this domain.

Methods: This study used classification and regression tree (CART) models to examine
missingness in youth height, body mass, and BMI among 74 501 youth in Canada who
participated in the COMPASS study in 2018/19.

Results: Findings suggest that social desirability played a large role in nonreporting
among both males and females. Findings also suggest that and that those who perceived
themselves as overweight were more likely to be missing their height and body mass values.

Conclusions: This study adds to limited examination of missing data related to youth
BMI. This study also demonstrated the utility of CART models for examining missingness,
highlighting how they may be used as an initial step to the appropriate handling missing
data.
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5.2 Introduction

5.2.1 Missing Data in OWOB (overweight and obesity) literature

OWOB remains one of the top health concerns globally, being one of the strongest
predictors of future chronic diseases [59]. Many studies that examine OWOB use body mass
index (BMI) derived from self-report measures of height and body mass to provide a proxy
measure of body adiposity. Self-report measures can be less accurate compared to direct
anthropomorphic measurements; there is a tendency for individuals to underreport their
body mass and overreport their height [55, 123, 177, 178]. However, researchers generally
acknowledge that self-report BMI measures are substantially more feasible (both logistically
and financially) than other alternative approaches to population surveillance [55,123,178].
Overall, self-report BMI measures have utility when used in the appropriate context where
the limitations of the data are understood.

A less-discussed methodological issue associated with self-reported height and body
mass is nonresponse (i.e., missing data). Among youth, who are a primary target in the
OWOB prevention literature, self-report height and body mass tend to be missing in large
proportions; sometimes over 50% [104,105]. Deleting these missing cases (a method called
‘complete case analysis (CCA)’) can be a problematic approach, as simulation studies have
established that this method tends to produce biased results, in particular when there is a
large proportion of missingness and when data are not missing at random [18]. Despite this,
reviews have indicated that CCA remains the most common approach in epidemiological
literature [35, 36]. Given the high degree of missingness in youth self-report height and
body mass data, this raises concerns about the missing data methods used in this field and
how mishandling of missing data may impact research findings and conclusions.

Sophisticated statistical approaches to handle large proportions of non-random missing-
ness are available to researchers, however, they generally require more time and expertise
which may be a barrier to their use more generally. That being said, an important initial
step towards selecting a reasonable and practical method for handling missing data is un-
derstanding the extent and patterns of missingness in a dataset. This is important to not
only understand potential sources of nonreporting bias, but may also be a necessary step
to identify inputs for certain missing data approaches (e.g., multiple imputation). Iden-
tifying various sources of missingness is especially important in large datasets with many
variables, as methods for handling missingness can become exponentially complicated.
Moreover, given missingness is generally unique to studies, there is no clear framework for
the process for identifying sources of missingness.

5.2.2 Regression Approaches

Existing research examining BMI or body mass missingness has employed regression
approaches [104–106]. However, regression approaches may not be ideal for examining
missingness because missingness models may be more complex than a simplistic regression
approach allows. Moreover, the process for variable selection in regression models can be
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ambiguous. Typically, when building a regression model, an initial first step to variable
selection might be to review the literature for similar analyses; this poses a challenge in
the context of examining BMI missingness because the literature is sparse in this area.
Bivariate comparisons are also sometimes used to decide on regression inputs; however,
for large datasets with substantial missingness, this may not be useful for elimination
purposes as many bivariate associations may be statistically significant. Common model
selection procedures such as AIC or BIC can be used for variable selection, but this can
be challenging in practice; the authors previously examined BMI, height, and body mass
missingness using model selection procedures for generalized linear mixed models [179], but
this required many additional modelling decisions and a customized algorithm suitable for
pseudo-likelihood methods [141]. Lastly, in situations where variable selection processes
yield a large number of relevant variables, the decision process for what to exclude in
order to produce a parsimonious model may not be clear. In such cases, identifying some
hierarchy of variable importance would be beneficial; not only may it help with parsimony
and clearer interpretation, but it may also be a necessary step to employ certain missing
data approaches like multiple imputation.

5.2.3 Decision Trees

Decision trees are a type of machine learning approach which have been leveraged in
applied research, including some uptake in public health [180, 181]. Decision trees are
useful not only for analyzing primary data, but may also be used to examine missing data,
and can be a solution to some of the variable selection problems described above. Decision
trees recursively split the data by predictor variables and can handle large datasets with
multiple predictors measured on different scales with relative ease. Once pruned, decision
trees present a parsed selection of predictor variables in a hierarchical format, allowing for
some inference on variable importance. Decision trees are also advantageous because unlike
regression, the entire model can be easily visualized, which may aid their interpretation.
In 2015, Tierney et al. published work demonstrating the utility of using decision trees
to examine missing data [53], but to our knowledge it does not appear that any applied
publications thus far have leveraged this approach.

The purpose of this study is threefold: (i) add the limited literature on missing data
in youth self-reported height and body mass, (ii) identify potential areas of bias stemming
from nonreporting in the youth OWOB domain, and (iii) to demonstrate the use of decision
trees to model missing data, which builds on the work of Tierney et al. [53] who first
identified the utility of this approach.

5.3 Methods

5.3.1 Sample

This study uses a large cross-sectional dataset from the 2018/19 wave of the COMPASS
study, which is a cohort study that collects data on a variety of different health behaviours
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among youth over time. The 2018/19 cross-sectional wave of COMPASS data consists of
74,501 youth, representing an 84.3% participation rate. COMPASS uses an active informa-
tion passive consent protocol which yields high participation rates, and non-participation
is usually due to absence on the data collection day or being in a scheduled spare during
the data collection time.

5.3.2 Variables

This study focuses on missingness in BMI, as well as missingness in the height and
body mass variables used to derive BMI. Binary indicators of missingness (i.e., missing vs.
not missing) were created for each of these variables. Body mass was reported by asking
students, “how much do you weigh without your shoes on? (please write your answer
in pounds OR in kilograms, and then fill in the appropriate numbers for your weight.)”
Height is similarly reported by asking, “how tall are you without your shoes on? (please
write your height in feet and inches OR in centimeters, and then fill in the appropriate
numbers for your height).” BMI is a derived variable determined by dividing body mass
(kg) by height squared (m2).

A benefit of decision tree approaches is the feasibility to include many variables. In
this study, a variety of diet, movement, academic, mental health, and substance use vari-
ables were included. Diet-related variables included servings of fruits and vegetables, grain
products, meat and alternatives, and milk and alternatives, as well as number of days per
week of breakfast, energy drink, and fast-food consumption. Movement-related variables
included moderate-to-vigorous physical activity, sports participation, strength training,
physically active peers, screen time sedentary behaviour (STSB), and sleep. Academic-
related variables included English grade, Math grade, and truancy. Mental health vari-
ables included clinically relevant symptoms of depression (CESD-R-10 scale [131]), anxi-
ety (GAD7 scale [132]), socio-emotional skills (DERS scale [133]), as well as self-reported
wellbeing (flourishing scale [134]), self-concept (self-description questionnaire II [135]), self-
rated mental health, and reported status as a bullying victim or perpetrator. Substance
use-related variables included binge drinking, smoking, e-cigarette use, cannabis use, and
alcohol mixed with energy drink use. Although all these variables were input into analyses,
only a subset of variables appeared in the final models.

5.3.3 Outliers

In some cases, missingness was imposed onto the data. Weights less than 45lbs or
greater than 390lbs were marked as missing. Height less than 4ft or greater than 6ft 11
were marked as missing. These values were considered biologically improbable and were
marked as missing to ensure integrity of the data. Sleep and STSB were two variables
that had a number of unfeasible outliers in the dataset. The 1.5x(IQR) method was
used to identify statistical outliers, and these cut-offs were considered alongside biological
plausibility in order to determine how to handle these cases. Those who reported regularly
sleeping less than 4 hours a night, as well as those who reported a collective STSB greater
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than 16.25 hours, were marked as missing. Notably, missingness was only imposed for that
particular variable; for example, those who reported less than 4 hours of sleep only had
their sleep value marked as missing, but all other reported remained the same.

5.3.4 Analysis

The decision tree approach used for this study was classification and regression trees
(CART) as the outcome was binary (i.e., missing vs. not missing). All models were
stratified by reported sex (female, male). Consistent with decision tree approaches [145],
the data were split into training and testing datasets, which contained 80% and 20% of the
data, respectively. The training dataset was used to fit the tree, while the testing dataset
was used to assess the prediction accuracy of the training tree. Cost complexity pruning
was used alongside the 1-SE rule [145] to prune the tree, which helps correct for overfitting
and yields a more parsimonious final tree. Decision tree analyses were conducted in R
using the ‘rpart’ package and final pruned trees were visualized using the ‘rattle’ package.
A pre-pruning restriction was set so that final nodes had to contain a minimum number
of individuals. The minimum number of individuals in a school for each stratified sample
was used to determine these cut-offs; which was 14 for females and 16 for males.

5.4 Results

5.4.1 Descriptive Statistics

Stratified descriptive statistics are present in Table 5.1 for any variable that appeared
in at least one of the CART models. Among the whole sample (n=74,501), 31% were
missing BMI. Height missingness was slightly higher among males (19%) compared to
females (15%), whereas body mass missingness was slightly higher among females (22%)
compared to males (20%).

5.4.2 Interpreting the CART models

Gender stratified results of the CART models are visualized in Figures 5.1 (BMI), 5.2
(Body Mass), and 5.3 (Height). All CART models can be read starting from the root node
(node 1) at the top of the tree, which contains all the training data for that particular
dataset. Nodes underneath node 1 represent splits in the tree, whereby a split to the
left is always a ‘yes’ and a split to right is always a ‘no’; this applies to continuous and
categorical variables. The label and colour of each node, ‘present’ (green) or ‘missing’ (blue)
represents which situation is more probable for data contained in that node. The shade of
colour reflects the probabilities (darker colours indicate higher probability); probabilities
are also included in each node, where left side shows the probability of being present, and
the right side shows the probability of being missing. Variables that appear higher up in
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the tree (i.e., closer to node 1) and those that appear more often, can be considered more
relevant criteria compared to variables that only appear once further down in the tree.

For example, in the female BMI missingness CART model (Figure 5.1), the data is first
split by weight perception. If individuals in this sample indicated their weight perception
as ‘about right’ or ‘underweight’, they are in node 2. Node 2 contains 74% of the sample,
and in this node the probability of BMI being missing is 0.27. If individuals indicated a
weight perception of ‘overweight’ (i.e., the other remaining category for this variable), then
they are in the second node which contains 26% of the data and where the probability of
BMI being missing is 0.38.

5.4.3 CART Model Accuracy

Accuracy testing using the test partition of the dataset showed that all models gained
accuracy after pruning. Pruned accuracy for CART BMI models was 69% for females and
70% for males. Accuracy for CART body mass models was 78% for females and 80% for
males. Accuracy for CART height models was 85% for females and 81% for males.

Table 5.1: Descriptive statistics of COMPASS study sample (2018/19)

% (n)2

Variable1 Category Females

n=36546

Males

N=37126

Total3

N=74501

Average (SD) 20.98 (3.02) 21.21 (3.24) 21.10 (3.14)Body Mass

Index (kg/m2) Missing 30.35 (11093) 31.22 (11591) 31. 31 (23329)

Average (SD) 163.4(7.50) 174.2 (10.24) 168.7 (10.47)
Height (cm)

Missing 14.88 (5439) 19.04 (7067) 17.52 (13049)

Average (SD) 57.42 (13.13) 66.59 (17.74) 62.16 (16.44)
Body mass (kg)

Missing 21.75 (7948) 19.79 (7348) 21.33 (15894)

Average (SD) 15.14 (1.50) 15.18 (1.51) 15.16 (1.51)
Age (years)

Missing 0.08 (31) 0.19 (69) 0.73 (541)

Racialized 69.45 (25383) 68.62 (25477) 68.48 (51017)

Non-Racialized 30.27 (11063) 30.99 (11505) 30.63 (22822)Ethnicity

Missing 0.27 (100) 0.39 (144) 0.89 (662)

Underweight 11.47 (4190) 21.00 (7795) 16.30 (12140)

Overweight 25.85 (9448) 19.93 (7398) 22.87 (17038)

About Right 61.14 (22343) 57.19 (21233) 58.92 (43893)
Weight Perception

Missing 1.55 (565) 1.89 (700) 1.92 (1430)

Diet Variables

Average (SD) 2.89 (1.89) 3.06 (2.11) 2.98(2.01)Fruit/Vegetable Servings

(24-hour recall) Missing 2.44 (890) 4.74 (1759) 3.79 (2822)
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Table 5.1 continued from previous page

Average (SD) 1.88 (1.03) 2.41 (1.20) 2.15 (1.15)Meat/Alternatives Servings

(24-hour recall) Missing 2.45 (896) 4.76 (1766) 3.80 (2833)

Average (SD) 4.67 (2.37) 5.05 (2.33) 4.85 (2.36)Breakfast Consumption

(Days per week) Missing 1.31 (479) 2.30 (855) 1.99 (1484)

Average (SD) 2.41 (1.52) 2.98 (1.93) 2.69 (1.77)GrainServings

(24-hour recall) Missing 2.33 (851) 4.61 (1711) 3.67 (2737)

Average (SD) 1.77(1.32) 2.39(1.54) 2.08 (1.47)Milk/Alternatives Servings

(24-hour recall) Missing 2.33 (853) 4.57 (1697) 3.66 (2724)

Average (SD) 1.19(1.34) 1.43(1.61) 1.31 (1.49)Fast Food Consumption

(Days per week) Missing 1.03 (380) 2.16 (801) 1.81 (1345)

Movement Variables

Yes 56.70 (20720) 62.05 (23036) 59.24 (44135)

No 41.70 (15241) 35.25 (13088) 38.41 (28618)Sports Participation

Missing 1.60 (585) 2.70 (1002) 2.35 (1748)

Average (SD) 2.24 (2.02) 2.77 (2.27) 2.51 (2.16)Strength Training

(Days per week) Missing 1.29 (473) 1.93 (717) 1.80 (1344)

Average (SD) 3.03 (1.68) 3.52 (1.69) 3.28 (1.71)Physically Active

Friends (number) Missing 1.35 (494) 2.13 (789) 1.92 (1430)

Average (SD) 5.92 (3.35) 6.37 (3.37) 6.15 (3.37)Screen Time Sedentary

Behaviour (Hours per day) Missing 4.41 (1613) 5.94 (2206) 5.44 (4056)

Average (SD) 1.60(1.23) 2.00(1.47) 1.80(1.38)Moderate to Vigorous Physical

Activity (Hours per day) Missing 1.87 (683) 2.56 (949) 2.39 (1777)

Average (SD) 7.47 (1.30) 7.60 (1.28) 7.54 (1.29)Sleep

(Hours per night) Missing 7.33 (2679) 8.92 (3310) 8.38 (6241)

Academic Variables

<50% 1.09 (399) 2.44 (907) 1.83 (1362)

≥ 50% 95.39 (34862) 91.92 (34128) 93.41 (69590)English Grade

Missing 3.52 (1285) 5.63 (2091) 4.76 (3549)

Mental Health Variables

Average (SD) 2.76 (1.21) 2.21 (1.15) 2.49 (1.21)Self-rated

Mental Health Missing 3.37 (1230) 6.05 (2245) 4.93 (3670)

Average (SD) 31.78 (5.75) 32.64 (5.60) 32.19 (5.72)
Wellbeing

Missing 4.84 (1770) 6.78 (2518) 6.02 (4486)

Average (SD) 11.79(4.69) 9.76(4.19) 10.79(4.58)
Self-Concept

Missing 3.34 (1221) 5.51 (2045) 4.64 (3455)

Substance Use Variables

Yes 6.64 (2425) 8.00 (2969) 7.43 (5532)

No 92.89 (33949) 91.01 (33790) 91.70 (68320)
Smoking

(last 30 days)
Missing 0.47 (172) 0.99 (367) 0.87 (649)
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Table 5.1 continued from previous page

Yes 25.48 (9312) 30.34 (11264) 27.99 (20852)

No 73.75 (26951) 67.98 (25237) 70.62 (52614)
E-cigarette use

(last 30 days)
Missing 0.77 (172) 1.68 (625) 1.39 (1035)

Yes 10.95 (4001) 14.70 (5458) 12.97 (9662)

No 88.06 (32183) 83.36 (30950) 85.42 (63637)
Cannabis Use

(last 30 days)
Missing 1.00 (362) 2.32 (718) 1.61 (1202)

1 Table only includes variables present in at least one of the final CART models.
2 Average (SD) rather than %(n) where indicated in category column
3 Includes those who did not report sex, so sex-stratified counts may not add to total counts
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Figure 5.1: BMI Missingness CART Models for Females and Males (COMPASS 2018/19)
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Figure 5.2: Body Mass Missingness CART Models for Females and Males (COMPASS
2018/19)
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Figure 5.3: Height Missingness CART Models for Females and Males (COMPASS 2018/19)
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5.5 Discussion

This study used a decision tree approach to examine missingness in BMI, height, and
body mass in a large sample of Canadian youth. One of the aims of this study was to inform
the structure of missingness in these variables, as youth self-reported height and body mass
are problematically missing in high proportions but the literature lacks examination of this
missingness. The other aim of this study was to employ a newer decision tree method to
examining missingness in a dataset in order to overcome some of the barriers of regression-
based approaches. The decision tree approach used in this study proved a useful approach,
yielding many insights about the mechanisms of missingness present in this sample which
can be useful to inform future studies on youth OWOB.

5.5.1 Mechanisms of BMI, height, and body mass missingness

In our developed BMI missingness CART models, age and weight perception were
among the first few primary splits for both males and females. Previous research has
suggested that those who are younger are more likely to be missing BMI values due to lack
of knowledge of their own height and body mass [108], and this is consistent with what is
observed in the CART models, as each split by age led to a node with a higher likelihood
of missingness for the younger groups. Weight perception consistently split those who
perceived themselves as ‘overweight’ separate from their ‘about right’ and ‘underweight’
counterparts, whereby there was a higher likelihood of missingness in the group who said
they perceived themselves as overweight. Previous studies examining BMI missingness
mechanisms have not included a measure of weight perception, but two studies have found
that poorer body satisfaction was associated with greater likelihood of missing BMI [106,
107].

Physical activity was also one of the first few splits in both the male and female models.
In the female model, strength training was identified as important split criteria, where those
who did not do any strength training on average were more likely to be missing BMI. A
similar mechanism was observed for males, but with sports as well as hours of physical
activity; not playing sports or having less average physical activity per day led to splits
where there was higher likelihood of BMI being missing. This is consistent with previous
research which has included some measures of physical activity [104–106]. Mental health
related variables also appeared in both male and female models. For females, wellbeing
and self-rated mental health were used for splitting, and for males, self-concept was used.
For all these mental health-related variables, worse scores (i.e., scores indicating poorer
mental health) were associated with a higher likelihood of missing BMI. Some diet-related,
substance use, and screen time or sleep behaviours were also present in the BMI missingness
CART models further down the tree.

The consistent splitting of individuals who perceived themselves as overweight into
a separate group more likely to be missing BMI, if one assumes at least some level of
accuracy in self-perception, suggests that those with a higher BMI are more likely to
be non-reporters. Findings related to physical activity support this, as those with less
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physical activity were also split into groups more likely to be missing BMI, and inverse
associations between physical activity and BMI are well established [70,82] . These findings,
taken alongside what is already known about heightened body image concerns during
adolescence [112], demonstrate a clear pattern that social desirability is likely playing a
large role in youth nonreporting of height and body mass in this sample.

Height and body mass missingness CART models showed some similar split criteria to
the BMI missingness models, where age was a common partitioning variable, and physical
activity, diet, mental health, and substance use variables were also observed. One finding
exclusive to the body mass missingness models was ethnicity, whereby the model indicated
individuals from racialized populations were more likely to be missing body mass values.
Interestingly, although weight perception was identified as a key variable for BMI missing-
ness, it was not identified as important in the body mass missingness CART models for
males and females.

5.5.2 Utility of CART in examining BMI, height, and body mass
missingness

The decision tree approach used in this study appears to have several advantages over
using traditional regression approaches to examine missingness. The visual nature of deci-
sion tree models make them particularly useful for researchers to understand how missing-
ness might be influenced by other variables. For example, the focus on weight perception
and physical activity in the CART models hints that the missingness in BMI is not miss-
ing at random (NMAR [12]), and is probably more likely among those who are of a higher
BMI. In the missing data literature, NMAR indicates that missingness is related to value
itself [15]. Future OWOB research should consider where mechanisms and degree of miss-
ingness are observed as in this study (i.e., there is indication that NMAR missingness
mechanisms are present), certain statistical approaches (e.g., complete case analysis) may
not be ideal due to the risk of bias [39].

While a regression model could similarly highlight the associations between predictor
variables and BMI missingness (e.g., observing a positive odds ratio for overweight weight
perception), one advantage of the CART models is the hierarchy of variable importance
that can be observed. In the BMI CART model, weight perception being among the top
two splits for males and females indicates that this variable is of primary importance in
predicting BMI missingness. The authors previously examined BMI missingness using
regression [179], and while weight perception was significantly associated with missingness,
it was only one of many significant variables and relative importance couldn’t be discerned.
Another advantage of CART models is that one can follow through a decision tree order
to identify potentially important subgroups. For example, in the male BMI missingness
tree, the 9% of this sample who did not participate in sports and perceived themselves
as overweight were more likely to be missing BMI. Moreover, following subgroups to the
bottom of the trees reveals that overall, those who perceive themselves as overweight and
who were worse off in terms of their physical activity, dietary behaviours, academics, and
mental health are almost certain to be missing BMI.
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Missing data examinations are often the first step in applying certain statistical ap-
proaches, such as multiple imputation. Such examinations are needed to identify auxiliary
variables that can inform reasonable imputed values; however, the selection of these vari-
ables can be somewhat difficult if there are many variables related to missingness. This
was the case with the authors previous work using regression; almost all variables were
significantly associated with missingness in BMI, height, and body mass, and comparing
the effective sizes would not be appropriate as these variables are all on different scales.
However, the hierarchical nature of CART models could help make the auxiliary variable
selection process more systematic. For example, CART models can parse out redundant
variables; while previous regression work identified weight goal as significantly related to
BMI missingness [179], the CART models in this study did not perform any splits based
on this variable; this may be because BMI missingness is sufficiently explained by weight
perception variable alone.

This study has demonstrated the potential utility of using CART models to examine
missingness in youth height, body mass, and BMI. However, missingness is a pervasive
problem throughout the social sciences, and a similar approach may be useful in many
other applied research domains. Moreover, public availability of machine learning packages
in R as well as a wealth of online resources makes this approach reasonably accessible and
feasible for applied researchers.

5.6 Conclusion

This study adds to the limited existing research examining missingness in BMI, height,
and body mass among youth. CART models demonstrated that age, overweight weight
perception, and indicators of lower physical activity were among the top variables par-
titioning variables, meaning that these were important variables related to missingness
in BMI, height, and body mass. The direction of model partitioning for these variables
suggests some social desirability in nonreporting of height and body mass, whereby it is
likely that those who have a higher BMI are more likely to have missing height and body
mass data. Importantly, this suggests an MNAR mechanism of missingness for BMI, and
future research using these types of self-reported data among youth should closely examine
missingness to select an appropriate statistical approach for handling missing data.
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6.1 Overview

Youth overweight and obesity (OWOB) surveillance often uses body mass index (BMI)
derived from self-reported height and weight, but these measures can suffer from high
proportions of missing data. Complete case analysis (CCA) is the most common approach
to handle missing data, but this approach can introduce bias if missing data are not
missing completely at random. Using BMI and related covariate data from 36,546 female
and 37,126 male youth aged 12-19 years who participated in the COMPASS study in
2018/19, where approximately 30% of BMI data were missing, results and inference were
compared between CCA and multiple imputation (MI) approaches to examine associations
with youth BMI. Results of regression joint models showed contrasting findings between MI
and CCA, highlighting that appropriate methodological choices on the handling of missing
data are essential in youth OWOB research, and that choices can impact research inference
and thereby associated policy and programming recommendations.
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6.2 Introduction

6.2.1 Youth Overweight and Obesity

Global prevalence of individuals with overweight or obesity (OWOB) is high, with little
indication of improvement [56]. OWOB is associated with many chronic diseases including
cardiovascular diseases, type 2 diabetes, and cancer [59], as well as poorer mental and
social wellbeing [60]. Literature has indicated that OWOB trajectories are established at a
young age, as the majority of youth with OWOB continue to have OWOB during adulthood
[63, 64]. Treating OWOB has proven to be challenging, and even when treatment begins
during childhood, programs are often difficult to implement, and efficacy is inconsistent [65].
As such, there has been a public health shift from a focus on treatment for OWOB, to
a focus on addressing the upstream factors that lead to youth OWOB in order to inform
prevention efforts [66, 67]. Many factors have shown to be associated with youth BMI
or OWOB, including diet-related factors, such as breakfast consumption [72], movement
related behaviours such as physical activity and sleep [82,86], substance use behaviours [89],
and mental health indicators [93].

6.2.2 Missing Data in Youth OWOB

A sizable portion of the youth OWOB literature examining upstream factors relies
on surveillance data using traditional survey-based methods, as self-report measures are
substantially more feasible and cost-effective compared to objective measurements. Al-
though the use of BMI has drawbacks, researchers generally agree that in absence of better
alternatives, self-report measures of height and weight are acceptable for the purposes
of population surveillance and epidemiological research [108,119]. However, a downside of
these measures is the propensity for missing data. Self-report height and weight are unique
in that they tend to be missing in high proportions that greatly exceed levels of missingness
observed for other health indicators [54, 55], particularly among youth. In this domain,
the high proportions of missing data likely stem from a combination of factors including
lack of knowledge of one’s height and weight, and social desirability bias surrounding these
measures that leads to nonreporting [106,108].

6.2.3 Missing Data Mechanisms and Methods

Due to the voluntary nature of research, the presence of at least some missing data
is largely unavoidable for measures that might be linked to social desirability. As such,
researchers must develop and use appropriate methods for handling missingness post-data
collection through statistical techniques. The most common approach to handling missing
data in applied research is complete case analysis (CCA) [35, 36], which involves delet-
ing missing cases such that only complete cases are included in statistical analyses [13].
Alternatively, methods such as multiple imputation (MI) algorithmically impute missing
data using other available information. The appropriate choice of a missing data approach
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largely depends on the degree and mechanism of missingness in a dataset. Broadly, missing
data can occur under three main mechanisms: missing completely at random (MCAR),
missing at random (MAR), and not missing at random (NMAR). MCAR assumes that
missing data follow no systematic pattern, and that the data set with missingness is a sim-
ple random sample of the hypothetical complete sample. MAR assumes that missing data
depend on observed/measured values of variables within the study, but not the missing
value itself, and NMAR assumes that the missing value depends on the missing value itself.
For example, an individual not reporting their weight because it is higher than average
would be a NMAR scenario, whereas missing weight due to their observed/measured gen-
der (regardless of what their weight was) would be a MAR scenario. In practice, research
can often face many challenges related to data collection, and the MCAR mechanism is
unlikely, particularly in situations where missing data are highly prevalent or could be
linked to reporting biases (e.g., social desirability).

6.2.4 Applied Research Methods

In the statistical literature, simulation studies have demonstrated that CCA can pro-
duce biased estimates where mechanisms of missing data are not MCAR, whereas MI
(if used under appropriate circumstances) can produce unbiased and efficient estimates
[18, 39, 43]. Yet, systematic reviews have demonstrated that CCA remains the most com-
mon approach to deal with missing data, and that missing data reporting across studies
is generally poor, and frequently non-existent [35, 36]. These reviews demonstrate that
when it comes to missing data, there is a gap between ‘best practices’ actual practices in
applied research. Simulation studies are a robust approach to test statistical methods, but
a drawback is that they may not reach applied research audiences, and often don’t discuss
potential impacts of incorrect inference in the context of any specific domain. In contrast,
application of different methods using real-world data may be more relevant and accessible
for those who apply these statistical methods. For example, one real-world study that
examined risk factors for breast cancer found that the use of MI identified two predictors
of breast cancer that were missed with CCA, demonstrating that CCA had likely led to a
type II error [45]. Another study examining missing data methods on perinatal depression
found that where CCA indicated associations with child BMI, MI found no such associ-
ation - indicating that the CCA result is likely a type I error [46]. If the CCA results
from these studies had been presented alone, the associated findings and recommendations
would likely have been inappropriate, and would potentially misinform future decisions
surrounding practice and research.

6.2.5 Study Aims

The high proportions of missingness observed in youth-reported height and weight, in
combination with historically poor reporting and handling of missing data within cohort
studies in general, highlights that there is a gap in this field related to missing data that
requires thoughtful solutions. This study aims to use real-world data on youth BMI data
to explore the different results produced between CCA and MI. This study also aims to
illustrate how these differences may result in contrasting research conclusions.
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6.3 Methods

6.3.1 Sample

This study uses a cross-sectional sample consisting of 36 546 female and 37 126 male
youth aged 12-19 years who participated in the 2018/19 wave of the COMPASS study.
Briefly, the COMPASS study (COMPASS) is a longitudinal cohort study of youth in
Canada, which collects data across several provinces. COMPASS uses purposive sam-
pling at the school-level and applies an active-information passive consent protocol. All
information collected about students and their behaviours is self-reported; for the 2018/19
data collection, the questionnaire was paper-based and administered during class time. Full
details describing the COMPASS study are available elsewhere in print [124] and online
www.compass.uwaterloo.ca.

6.3.2 Measures

The outcome of interest, BMI (kg/m2), was measured via self-reported height and
weight using a validated approach [182]. Weight was determined by asking students, “how
much do you weigh without your shoes on? (please write your answer in pounds OR in
kilograms, and then fill in the appropriate numbers for your weight.)” Height was similarly
determined by asking, “how tall are you without your shoes on? (please write your height
in feet and inches OR in centimeters, and then fill in the appropriate numbers for your
height).”

This study selected several variables available from COMPASS which have been as-
sociated with youth BMI or OWOB in previous literature. Control variables included
age (continuous [12-19 years old]) and ethnicity (racialized, non-racialized). The diet-
related variables of interest included average fast-food consumption (times per week) and
average breakfast consumption (times per week). Movement-related variables of interest
included average physical activity (hours per day), current participation in sports (yes,
no), average screen time sedentary behaviour (hours per day), and average sleep dura-
tion (hours per day). Mental health variables of interest were measured via validated
self-report scales and included depression (via the Center for Epidemiologic Studies De-
pression Scale Revised (CESD-R-10) [131] , anxiety (via the Generalized Anxiety Disorder
7-item (GAD-7) [132]) and self-concept (via the Self Description Questionnaire II [135]).
For the mental health measures, higher scores indicated poorer outcomes; for depression
and anxiety, scores higher than 10 indicated what may be considered as clinically relevant
symptoms of depression or anxiety. Substance use variables of interest included current
binge drinking, current cannabis use, and current e-cigarette use. Substance use measures
were binary (yes, no) and consistent with previous research, ‘current’ was defined as use
at least once in the past 30 days [136].
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6.3.3 Data Preparation

Missing data have been previously examined in depth in this sample [179]. For this
study, degree of missing data is presented for each variable of interest graphically. While
most missing data were present in the dataset due to non-response, some missingness was
researcher applied; unfeasible numbers for height or weight (less than 45 lbs or greater than
390 lbs, or less than 4 ft or greater than 6 ft 11) were marked as missing. Sleep duration
also had several biologically unfeasible values, and outliers were identified and marked as
missing using the interquartile range. The complete case analysis sample was created by
removing any case with missing data on any of the variables listed in section 6.3.2.

6.3.4 Imputation

Multiply imputed datasets were created in R using mice and miceadds packages [148,
149]. The imputation procedure was multi-level, accounting for clustering at the school
level and produced 30 imputations over 10 iterations. Auxiliary variables for the imputation
(variables which inform the imputation but are not present in the analysis model) were
selected based on findings from a previous study which identified available variables most
associated with missing BMI, height, or weight (Doggett et al., n.d.). The predictor matrix
was organized such that variables with the least amount of missingness were imputed
first. Passive imputation was used to impute BMI, predictive mean matching was used
to impute categorical variables, and the pan method was used to impute all continuous
variables. Imputations were checked for acceptable convergence, and other checks to assess
the quality of the imputed values were also performed, as outlined by van Burren [8].
Congenial with the analysis models, imputations for males and females were performed
separately.

Notably, MI as it was performed in this study operates under the MAR assumption.
Previous research examining associations between variables and missing BMI has suggested
that missing BMI is NMAR because those not reporting BMI likely have a higher BMI [179].
However, NMAR models require information that is not often available, such as a close
estimate of the degree of difference between missing and non-missing values. Standard
practice in this scenario is to appropriately include enough auxiliary variables to increase
the plausibility of the MAR assumption [8], which is the approach that was used in this
study.

6.3.5 Analyses

Descriptive statistics in the form of mean and standard errors were calculated for CCA
and MI samples. Linear mixed effects models (LMM) examining associations between
variables of interest (listed in Section 6.3.2) and BMI were conducted on CCA and MI
samples, specifying clustering at the school level. All analyses were performed separately for
males and females. For imputation models, standard practice was followed for descriptive
and mixed models, whereby modelling was performed separately on each imputed dataset
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and estimates were pooled according to Rubin’s rules [24]. Additionally, sensitivity analysis
was performed by running GEE models of imputed data as an alternative to LMM; findings
were similar and as such only LMM results are presented.

6.4 Results

The stratified samples for this study consisted of 36 546 females and 37 126 males. Fig-
ure 6.1 presents the missingness by case and variable for each sample. Height and weight
(and subsequently derived BMI) show the greatest proportions of missing data across fe-
males and males; 30% of BMI data were missing for females, and 31% for males. Depression
and anxiety scores as well as sleep duration also showed high levels of missingness. Looking
horizontally across Figure 6.1 demonstrates the overlap in missing variable data for each
case.

Table 6.1 presents descriptive statistics for each sample. After deleting cases with
missing data (on any variable), CCA samples dropped to 19 116 females and 17 979 males,
representing 52% and 48% of the original samples, respectively. MI sample sizes are the
same as original samples sizes since all variables were imputed. For both females and males,
MI descriptive statistics indicate that mean BMI was over half a unit higher compared to
statistics from CCA.

Tables 6.2 (females) and 6.3 (males) present the results of LMMs examining associations
between BMI and variables of interest from CCA and MI. Differences between MI and CCA
are visually presented in Figure 6.2, which shows point and confidence interval estimates
from LMM. The purpose of Figure 6.2 is to illustrate the difference in point estimates
and confidence intervals between the CCA and MI models; the estimates between different
variables should not be directly compared as all variables are not on the same scale. For
females, MI identified no association between anxiety score or binge drinking on BMI,
whereas CCA indicated an association. Conversely, MI identified a significant association
between cannabis use and female BMI, whereas CCA found no association. For males,
MI identified significant associations between anxiety score as well as screen time and
BMI, while CCA found no associations. MI found no association of depression score, or e-
cigarette use on male BMI, whereas CCA indicated an association. Sports participation for
males was significantly associated with BMI in both MI and CCA models, but directionality
of the effect size was reversed. Notably, many effect sizes in the models presented in Tables
6.2 and 6.3 are small; however, this is to be expected given that continuous BMI scores (as
opposed to OWOB status) is being modelled.
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Figure 6.1: Missingness in COMPASS 2018/19 study sample by observation and variable. Vari-
ables are sorted from least missing to most missing, left to right
BMI, body mass index; BINGE, binge drinking; ECIG, e-cigarette use; PA HOURS, physical
activity hours; STSB, screen time sedentary behaviour
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Table 6.1: Mean Estimates of Complete Case Analysis and Multiple Imputation Pro-
cedures (COMPASS 2018/19, Females and Males)

Females Males

Variable

Complete Case

Analysis

N = 19 116

Multiple

Imputation

N= 36 546

Complete Case

Analysis

N = 17 979

Multiple

Imputation

N= 37 126

Mean (SE) Mean (SE)

BMI (kg/m2) 21.0 (0.02) 21.5 (0.03) 21.2 (0.02) 21.9 (0.03)

Height (cm) 163.5 (0.05) 163.3 (0.04) 174.2 (0.07) 173.7 (0.06)

Weight (kg) 56.3 (0.07) 57.6 (0.08) 64.9 (0.1) 66.6 (0.1)

Age (years) 15.3 (0.01) 15.1 (0.01) 15.3 (0.01) 15.2 (0.01)

Ethnicity1

Racialized 0.3 (0.003) 0.3 (0.01) 0.3 (0.003) 0.3 (0.01)

Non-racialized 0.7 (0.003) 0.7 (0.01) 0.7 (0.003) 0.7 (0.01)

Sports1

Participates in sports 0.6 (0.004) 0.6 (0.01) 0.7 (0.003) 0.6 (0.01)

Does not participate in sports 0.4 (0.004) 0.4 (0.01) 0.3 (0.003) 0.4 (0.01)

Moderate to vigorous

physical activity

(average hours per day)

1.6 (0.01) 1.6 (0.01) 2.0 (0.01) 2.0 (0.01)

Screen time

sedentary behaviour

(average hours per day)

5.7 (0.02) 6.0 (0.02) 6.2 (0.02) 6.4 (0.02)

Sleep (average hours per night) 7.5 (0.01) 7.5 (0.01) 7.6 (0.01) 7.6 (0.01)

Fast food consumption

(times per week)
1.1 (0.01) 1.2 (0.01) 1.4 (0.01) 1.4 (0.01)

Breakfast consumption

(times per week)
4.9 (0.02) 4.7 (0.01) 5.3 (0.02) 5.1 (0.01)

Anxiety

(GAD7 Scale)
7.5 (0.04) 7.7 (0.03) 4.3 (0.03) 4.6 (0.03)

Depression

(CESD-R-10 Scale)
9.7 (0.04) 10.1 (0.03) 6.9 (0.04) 7.4 (0.03)

Self-Concept

(Self-Description Questionnaire II)
11.4 (0.03) 11.8 (0.02) 9.4 (0.03) 9.8 (0.02)

Binge Drinking1

Binge drinking in past 30 days 0.2 (0.003) 0.2 (0.01) 0.2 (0.003) 0.2 (0.01)

No binge drinking in past 30 days 0.8 (0.003) 0.8 (0.01) 0.8 (0.003) 0.8 (0.01)

Cannabis Use1

Cannabis use in past 30 days 0.1 (0.002) 0.1 (0.01) 0.1 (0.003) 0.2 (0.01)

No cannabis use in past 30 days 0.9 (0.002) 0.9 (0.01) 0.9 (0.003) 0.9 (0.01)

E-cigarette Use1

E-cigarette use in past 30 days 0.3 (0.003) 0.3 (0.01) 0.3 (0.003) 0.3 (0.01)

No e-cigarette use in past 30 days 0.7 (0.003) 0.7 (0.01) 0.7 (0.003) 0.7 (0.01)

1 The mean of binary variables can be interpreted prevalence.
SE, standard error; BMI, body mass index; GAD7, generalized anxiety disorder 7-item; CESD-R-10, center for
epidemiologic studies depression scale revised.
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Table 6.2: Linear Mixed Model Estimates of Complete Case Analysis and Multiple Impu-
tation Procedures (COMPASS 2018/19, Females)

Complete Case Analysis

N = 19 116

Multiple Imputation

N = 36 546

Predictor
Estimate

(95% CI)
p-value

Estimate

(95% CI)
p-value

Age (years) 0.47 (0.44 – 0.50) <0.001 0.54 (0.5 - 0.58) <0.001

Ethnicity

Racialized 0.07 (-0.04 – 0.17) 0.208 0.33 (0.2 - 0.45) <0.001

Non-racialized - - - -

Sports

Participates in sports -0.01 (-0.10 – 0.08) 0.847 -0.07 (-0.18 - 0.04) 0.198

Does not participate in sports - - - -

Moderate to vigorous

physical activity

(average hours per day)

0.01 (-0.03 – 0.05) 0.542 0.03 (-0.01 - 0.08) 0.156

Screen time

sedentary behaviour

(average hours per day)

0.04 (0.02 – 0.05) <0.001 0.05 (0.03 - 0.07) <0.001

Sleep (average hours per night) 0 (-0.04 – 0.04) 0.918 0.02 (-0.03 - 0.07) 0.436

Fast food consumption

(times per week)
-0.09 (-0.12 – -0.05) <0.001 -0.08 (-0.12 - -0.03) <0.001

Breakfast consumption

(times per week)
-0.07 (-0.09 – -0.05) <0.001 -0.08 (-0.11 - -0.06) <0.001

Anxiety (GAD7 Scale) -0.02 (-0.03 – -0.01) 0.003 -0.01 (-0.03 - 0) 0.125

Depression (CESD-R-10 Scale) 0 (-0.01 – 0.01) 0.641 0 (-0.01 - 0.02) 0.634

Self-Concept

(Self-Description

Questionnaire II)

0.08 (0.07 – 0.09) <0.001 0.1 (0.09 - 0.12) <0.001

Binge Drinking

Binge drinking in past 30 days 0.13 (0.01 – 0.26) 0.041 0.05 (-0.11 - 0.21) 0.539

No binge drinking in past 30 days - - - -

Cannabis Use

Cannabis use in past 30 days -0.03 (-0.18 – 0.13) 0.74 0.40 (0.21 - 0.59) <0.001

No cannabis use in past 30 days - - - -

E-cigarette Use

E-cigarette use in past 30 days 0.06 (-0.05 – 0.17) 0.249 -0.05 (-0.18 - 0.09) 0.499

No e-cigarette use in past 30 days - - - -

CI, confidence interval; GAD7, generalized anxiety disorder 7-item; CESD-R-10, center for epidemiologic
studies depression scale revised

84



Table 6.3: Linear Mixed Model Estimates of Complete Case Analysis and Multiple Impu-
tation Procedures (COMPASS 2018/19, Males)

Complete Case Analysis

N = 19 116

Multiple Imputation

N = 36 546

Predictor
Estimate

(95% CI)
p-value

Estimate

(95% CI)
p-value

Age (years) 0.52 (0.49 - 0.56) <0.001 0.58 (0.54 - 0.62) <0.001

Ethnicity

Racialized 0.17 (0.05 – 0.28) 0.004 0.34 (0.22 - 0.48) <0.001

Non-racialized - - - -

Sports

Participates in sports 0.24 (0.13 - 0.34) <0.001 -0.18 (-0.3 - -0.06) 0.003

Does not participate in sports - - - -

Moderate to vigorous

physical activity

(average hours per day)

0.11 (0.08 - 0.15) <0.001 0.07 (0.03 - 0.11) <0.001

Screen time

sedentary behaviour

(average hours per day)

0.01 (0 - 0.03) 0.079 0.05 (0.03 - 0.07) <0.001

Sleep (average hours per night) -0.08 (-0.12 - -0.04) <0.001 -0.08 (-0.14 - -0.03) 0.002

Fast food consumption

(times per week)
-0.08 (-0.11 - -0.05) <0.001 -0.05 (-0.09 - -0.02) 0.004

Breakfast consumption

(times per week)
-0.12 (-0.14 - -0.09) <0.001 -0.14 (-0.16 - -0.11) <0.001

Anxiety (GAD7 Scale) 0 (-0.01 - 0.01) 0.951 -0.02 (-0.04 - 0) 0.024

Depression (CESD-R-10 Scale) -0.02 (-0.04 - -0.01) 0.002 0 (-0.01 - 0.02) 0.627

Self-Concept

(Self-Description

Questionnaire II)

0.04 (0.02 - 0.05) <0.001 0.08 (0.07 - 0.1) <0.001

Binge Drinking

Binge drinking in past 30 days 0.33 (0.2 - 0.46) <0.001 0.47 (0.3 - 0.63) <0.001

No binge drinking in past 30 days - - - -

Cannabis Use

Cannabis use in past 30 days -0.01 (-0.16 - 0.15) 0.943 0.04 (-0.14 - 0.22) 0.643

No cannabis use in past 30 days - - - -

E-cigarette Use

E-cigarette use in past 30 days 0.25 (0.14 - 0.37) <0.001 0.11 (-0.03 - 0.25) 0.125

No e-cigarette use in past 30 days - - - -

CI, confidence interval; GAD7, generalized anxiety disorder 7-item; CESD-R-10, center for epidemiologic
studies depression scale revised
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Figure 6.2: Point and confidence interval estimates for complete case analysis (CCA) and
multiple imputation (MI) models (COMPASS, 2018/19). Point estimates are represented
by dots, while confidence intervals are represented by vertical bars. Findings related to
significance are evident in effects where their respective confidence intervals do not include
a null value.

6.5 Discussion

This study compared findings between CCA and MI methods for handling missing
data within models examining factors associated with youth BMI. Under the assumption
that models have been properly specified and assumptions hold true, contrasting results
between MI and CCA are illustrative of bias introduced by deleting cases; several instances
of such bias were found in this study. First, in the descriptive statistics, deleting cases
biased the average BMI of the female and male samples downwards, which aligns with
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expectations based on previous research that has hinted that the true values of missing BMI
are likely to be higher than observed values [104,106,179]. Next, regression models showed
contrasting results between MI and CCA methods. For females, MI results indicated a
significant association between cannabis use and BMI, whereas CCA found no evidence of
association. For males, e-cigarette use was not identified as significant by MI, but CCA
indicated a significant association. Comparing these results to previous studies, the female
MI model was consistent with a previous study finding a positive association between
frequent cannabis use and obesity among girls only [89]; however, results of the male MI
model contradict a similar study analyzing associations between obesity and e-cigarette
use [183]. For males, sports participation was identified as significant in both MI and
CCA models, but MI indicated a negative association, while CCA indicated a positive
association. Notably, the CCA sample was made up of more sports playing individuals
with a lower BMI, whereas the MI models include more non-sports playing individuals
with higher average BMI. It is difficult to compare these results to existing literature, as
research on youth participation in sports and body weight is mixed, likely in part due
to heterogenous definition of “sports” [184]. Conflicting findings are not uncommon in
youth OWOB research, and as such, if the CCA findings from this study were presented
on their own, they may not necessarily have stood out as contradictory. However, when
presented alongside MI models, the impact of missing data methodology choice is clear.
Statistical literature indicates that CCA can introduce bias in situations where there is
a substantial amount of non-random missingness [18, 39, 43], which was the case in this
sample. The findings presented in this study highlight how this bias can propagate into
research conclusions, and demonstrates the impact of inappropriately applying CCA under
these circumstances.

Findings from this study also identified that contrasting conclusions regarding sex-
differences would have been reached between the CCA and MI models. MI models indi-
cated that anxiety was significantly associated with BMI for males but not for females.
However, CCA models indicated the opposite; anxiety was significantly associated with
BMI for females, but not for males. Limited research has analyzed sex-stratified asso-
ciations between anxiety and youth BMI, but MI results are consistent with a previous
study which found that presence of an anxiety disorder was prospectively associated with
overweight status for males, but not females [185]. Notably, in this aforementioned study,
objective measurements of height and weight, as well as clinical diagnosis to examine anx-
iety, increases confidence in these findings; such measurements would be considered more
robust compared to self-report measures, and also less likely to suffer from nonreporting
(although missing data was unfortunately not reported). The present study demonstrates
how the bias introduced by CCA can not only change research conclusions, but also con-
founds our understanding of how equity-related indicators such as sex play a role in BMI
and youth OWOB.

Missing data will manifest differently across studies; aspects of design, sample, data
collection, etc. may all influence nonreporting. Comparing between studies can be gener-
ally difficult because of aspects such as differing data collection strategies or model inputs;
the results of this study highlight that this difficulty can be compounded by differing levels,
types, and handling of missing data. Unfortunately, missing data are often not reported
at all in studies [36], making proper methodological assessment of these studies near im-
possible. Given the high degree of missing data that can be present in self-report youth
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height and weight, missing data and use of appropriate (or inappropriate) methods may
partly explain some of the conflicting findings in youth OWOB research. As such, future
reviews in this field should consider the impact that missing data methodology has when
comparing results between studies. Of course, this is not to say that all disparities between
studies arise from missing data, nor that the present study is a guide for true associations.
However, this study has demonstrated that missing data methods are highly important in
this field, and has illustrated how bias introduced by deleting cases can impact research
findings in one scenario. While this study advocates for better reporting and handling of
missing data, particularly in the field of youth OWOB research, it must be acknowledged
that such recommendations are not necessarily simplistic to implement. MI is not recom-
mended in all cases [39]; advanced understanding of missing data mechanisms is needed
to understand which methods are appropriate in which scenarios. Moreover, in scenarios
where MI is an appropriate choice, practical implementation is complex, and the simpler
option of maximum likelihood estimation is more limited in options to handle missing co-
variate data. Given the ubiquity of missing data in much of applied research, and the
impact it can have on research conclusions, there is an argument to be made that missing
data methodologies should be a fundamental component of applied statistical training.

This study has some limitations to note. This study focused on item non-response (in-
dividuals participating but not answering specific questions). Unit-nonresponse, referring
to youth who didn’t participate in data collection, were not included, and these individ-
uals may be systematically different than those who do participate. Unfortunately, little
can be done about unit non-response in a cross-sectional context; future research in this
area could consider the application of a longitudinal MI procedure in attempt to impute
these cases, although multi-level imputation with three levels is not yet a fully developed
practice. Another limitation is that this study focused on behavioural factors associated
with youth BMI; biological data were not collected, and as such there may be important
factors missing from these models. Lastly, this study used self-report data, and as such re-
ported values may not reflect true values; however, research has suggested that the degree
of misreporting for adolescent height and weight is not substantial [55,123].

This study also has several strengths and implications for the field. This study used
data from the COMPASS study, which benefits from a large sample size and application of
an active information passive consent protocol. Next, this study used an applied research
lens to illustrate the impact of properly applying MI, or, conversely, the impact of inap-
propriately applying CCA, in the context of this sample where the degree of missing data
was high, and patterns indicated that data were not MCAR. Given the numerous studies
that rely on similar self-reported data, coupled with high propensity for missing data in
this domain, this study may have broad implications for research practice.

6.5.1 Conclusions

This study found that among a large sample of Canadian youth who participated in the
COMPASS study in 2018/19, the substantial and systematic levels of missing data present
in the self-report height and weight measures greatly impacted results depending on the
missing data approach used. CCA and MI models produced contrasting results, which
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highlighted the bias of using CCA in this sample. Future studies that use self-reported
youth height and weight should thoroughly examine the degree and patterns of missing
data in order to determine what missing data approaches are appropriate. This type of
methodological research, which uses domain-specific approach, is needed to reach applied
scientists working with real-world data in order to build capacity and understanding of how
statistical bias can propagate into research findings and concomitant recommendations.
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Chapter 7

General Discussion

7.1 Overview

This dissertation explored the degree, patterns, and impacts of missing youth Body
Mass Index (BMI), height, and weight data among participants in the 2018/19 wave of the
COMPASS study. Study 1 focused on exploring the level of missing data across youth BMI,
height, weight, and related factors, as well as examined associations with missing BMI,
height, and weight. Study 2 examined subgroups most likely to have missing information
for height, weight, and BMI by using findings of Study 1. Studies 1 and 2 illustrated that
complex patterns of missing data existed, and nonreporting was not missing at random and
likely influenced in part by social desirability. These findings strongly suggested that delet-
ing cases with missing data would introduce bias into analyses, making results unreliable
for statistical inference. As such, Study 3 explored the impact that different methodolo-
gies used to address missingness could have on data analyses. Study 3 illustrated that in
a model predicting factors associated with youth BMI, Complete Case Analysis (CCA)
produced substantially different results to Multiple Imputation (MI), highlighting the bias
resulting from deleting cases. Taken together, the findings from this research indicate that
improper handling of missing data can greatly impact research findings, and, in turn, im-
pact associated policy and programming recommendations in behavioural research among
youth which uses self-report measures.

7.2 Summary of Key Findings

7.2.1 Study 1

Examination of the COMPASS 2018/19 cross-sectional data set revealed that 31% (23
329 of 74 501 participants) were missing BMI. As BMI is a derived variable, missingness
occurred in four ways: 1) 32% of BMI missing cases were caused by nonreporting of
weight only; 2) 20% were caused by nonreporting of height only; 3) 36% were caused by
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nonreporting of both weight and height, and; 4) 12% were set to missing due to extreme
outlier values. More females were missing weight only, while more males were missing
height only. Height and weight showed the greatest level of nonreporting compared to
other variables in this dataset, followed by depression, where 15% of the data were missing.

Perceiving oneself as overweight was significantly related to missing BMI for both fe-
males and males. Females who indicated they wanted to lose weight were more likely to
omit reporting their weight, and males who said they wanted to gain weight were less likely
to omit reporting their weight. Several other factors related to diet, movement, academic,
mental health, and substance use showed significant association with BMI, height, and
weight missingness. Specifically, missing BMI was significantly associated with variables
that indicated poorer diet and higher levels of physical inactivity; aspects which are well es-
tablished to be associated to Overweight or Obesity (OWOB) in youth [70,72,73,82]. These
results, considered alongside the results that those who perceive themselves as overweight
were less likely to report their weight, strongly hint that on average, those not reporting
their weight likely have a higher weight than those who do report their weight. Notably,
of the variables that were comparable to measures used in the four existing studies which
have examined BMI or weight missignness among youth, results were consistent [104–107].

Findings from Study 1 are consistent with the literature surrounding body image dur-
ing adolescence. It is known that body image concerns are heightened during adolescence,
which is likely influenced by the combination of biological and social changes that occur
during this life stage [112]. Taken together, results indicate the potential for a strong social
desirability effect that may have contributed to some of the nonreporting of height and
weight in this sample. It might be expected that social desirability would lead partici-
pants to simply alter the values they report, however the few studies that have examined
this have found that degree of misreporting is modest [55, 123]. As such, considering this
previous research alongside the present study, it appears that social desirability for height
and weight doesn’t lead to drastic misreporting as much as it may contribute to nonre-
porting. Interestingly, because many youth reported perceiving themselves as overweight,
but neglected to report their actual weight, it is possible that this indicates a greater
social desirability influence over the numerical value of ones weight compared to weight
perception. Of course, lack of knowledge of ones height and/or weight likely also influenced
nonreporting in this sample, particularly for younger youth.

From a research standpoint, it is not unreasonable to expect that comparable self-report
survey-based studies among youth may find similar issues with missing height, weight, and
BMI as observed in the COMPASS study. If this is the case, missing data need to be
appropriately handled in any subsequent analysis which uses these variables, as such a high
degree of non-random missing data could certainly bias research findings. For example,
if the present sample was to conduct a simple analysis examining average BMI using the
most common missing data approach (CCA), average BMI would be biased downwards.
If these results were then to be used for population surveillance, a CCA approach would
underestimate the prevalence of youth with OWOB. This study has not only contributed to
better understanding of the degree and patterns of missing youth BMI, height, and weight
data, but has also illustrated the importance of thorough examination of missing data in
youth OWOB research. Findings from this study may also extend to other domains; many
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other self-report metrics are inherently tied to social desirability, including mental health,
substance use, finances, etc.

7.2.2 Study 2

Through several significant associations and differential results between males and fe-
males, Study 1 hinted that the mechanisms of missing BMI, height, and weight data were
complex and warranted further exploration. Results of standard regression approaches
can be difficult to synthesize and interpret where there are a large number of significant
variables without a hierarchy of importance. As such, in order to further explore the
missingness in BMI, height, and weight, Study 2 leveraged a Classification and Regression
Trees (CART) model approach, first identified for use to explore missing data by Tierney
et al [53].

CART models identified weight perception as a key predictor of BMI missingness for
females and males, whereby those who perceived themselves as overweight distinctly be-
longed to a different group more likely to be missing BMI compared to their counterparts
who perceived themselves as underweight or ‘about right’. These results were consis-
tent with the regression performed in Study 1, which showed significant association be-
tween perceptions of overweight and BMI missingness. Two previous studies have found
that poorer satisfaction with one’s body was associated with greater likelihood of missing
BMI [106,107]. Although this is a different indicator compared to weight perception, given
what is known about body image during adolescence these findings from Studies 1 and 2
are congruent with the previous research. Also consistent with Study 1 as well as previous
literature [105, 106, 108], younger groups were more likely to be missing BMI. Unlike the
regression approach from Study 1, the CART models specifically identified which ages were
most likely to split those who reported BMI versus those who didn’t. For example among
females, 15 years was the age that most differentiated those who reported their BMI from
those who did not, whereas for males this age was 16 years. Several other variables were
also consistent with Study 1, including movement-related and mental health-related vari-
ables. However, unlike Study 1, CART models identified a clear hierarchy of importance
among the variables related to missing BMI, height, and weight, that could be very useful
for constructing a MI model.

A major finding from Study 2 was the identification of many important subgroups
related to missingness. For example, the 9% of the male sample who didn’t play sports and
perceived themselves to be overweight were more likely to have missing BMI. Subgroups
with the highest likelihood of missingness can also be identified; among females, BMI
was highly likely to be missing for those who perceived themselves as overweight, didn’t
participate in strength training, did not pass their last English class, had a wellbeing score
less than or equal to 26, and had self rated mental health scores less than 2.5. Examining
these subgroups informs us that it is not simply these variables in isolation contributing
to nonreporting, but that it is a combination of: weight perception, low physical activity,
poor academics, and poor mental health. Broadly speaking, CART models highlight that
youth who are struggling with their physical, mental, and emotional health are nearly
guaranteed to be missing BMI. This is a major concern for research which then uses youth
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BMI in any capacity, since this clearly indicates a systematic pattern of missingness that
will bias research results towards the youth who are physically, mentally, and emotionally
healthier.

7.2.3 Study 3

Studies 1 and 2 thoroughly examined the missing BMI, height, and weight data among
youth in the 2018/19 COMPASS study sample, and found that the missingness was severe;
observed levels of missing data were high and likely not missing at random. CCA is the most
common approach to handle missing data, but these findings indicated that CCA would be
an inappropriate choice. As such, the final step was to explore the impact that missing data
methodology choice had on research findings surrounding youth BMI. Specifically, Study 3
compared the results between CCA and MI approaches for an analytical model examining
a variety of factors associated with youth BMI. Based on the results of Studies 1 and 2,
deleting cases would bias results while a properly constructed MI model could produce
unbiased results. As such, differences in results between CCA and MI were assumed to
illustrate bias resulting from deleting missing cases. Study 2 directly informed the auxiliary
variable selection procedure required for creating the MI model in Study 3.

Across the sex-stratified models examining the association between youth BMI and a
variety of diet, movement, mental health, and substance use behaviours, MI and CCA
approaches produced very different results. In descriptive statistics, CCA biased average
BMI for both females and males downwards, which is consistent with what was expected
from the results of Studies 1 and 2, as well as previous research [104,106]. In the regression
models, several contrasting results between MI and CCA were identified; for females, MI
indicated that cannabis use was significant (consistent with a previous study [89]), whereas
CCA found no such association. For males, MI identified depression and e-cigarette use as
not significant (inconsistent with a previous study [183]), whereas CCA found significant
associations. Other differences were also observed; the direction of association for sports
participation was reversed between MI and CCA male models, and sex differences with
respect to associations between anxiety and BMI were opposite between CCA and MI
models.

If the results of the CCA models in this study were presented without the context of the
missingness levels and patterns from Studies 1 and 2, the findings might not appear unusual,
since associations in the literature can often be conflicting. There are countless reasons
why it can be difficult to compare results between studies, such as being conducted in
different populations, using different measures (e.g. objective vs. subjective, self-reported
vs. parent reported, different phrasing of questions), or different methods. Study 3 has
highlighted that different amounts and handling of missing data can greatly impact research
findings, and this may in fact be a contributor to conflicting findings in the literature.

Study 3 is not a guide for conducting analyses related to youth BMI nor does it claim to
represent true associations, as this study itself certainly has its own limitations. However,
Study 3 does illustrate the importance of examining, reporting, and appropriate handling
of missing data, particularly in similar contexts where data suffers from severe missingness.
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Study 3 has also demonstrated how comparing methodological practices using real-world
data may be beneficial to reach applied scientists working within that domain.

7.3 Implications

7.3.1 Overall

This dissertation has illustrated patterns and mechanisms of missing youth BMI, height,
and weight data, as well as the impact that missing data methodology can have on research
findings and conclusions in this domain. The COMPASS study sample used in this dis-
sertation is unique in its breadth of variables examined and large sample size, but it is
not unlike other cohort studies in the use of a survey-based approach to data collection.
Moreover, some of the questions in the COMPASS study survey are validated for use in
youth populations and may be identical to those used elsewhere. As such, while the po-
tential social desirability bias in nonreporting observed in this study cannot be naively
assumed to be true for studies in other study contexts, it is not unreasonable to suggest
that similar survey-based research may face some of the same challenges with nonreport-
ing. At minimum, the missing data patterns related to height, weight, and BMI observed
in this research certainly imply that robust examination of missing data in this domain
is necessary. In particular, research that relies on self-report measures to examine youth
OWOB needs to be transparent about missing data and use a robust approach that is
informed by thorough examination of the missingness.

7.3.2 Interpreting the Current Literature

This dissertation also provides context with which to interpret current literature. The
findings from this dissertation make clear that differences in missing data and their han-
dling between studies can make comparing results difficult, if not almost inappropriate.
Comparisons between existing studies in the youth OWOB domain should look closely
for differences in missing data handling, and researchers should be very skeptical of the
results of studies that fail to report on missing data at all. This may be especially true
for studies that use data collection procedures that will almost inevitably be impacted by
nonreporting in some way (e.g., survey-based data collection, longitudinal designs [due to
potential for attrition]).

7.3.3 Statistical Training

The results of the research presented in this dissertation certainly lead to recommenda-
tions of better examination and handling of missing data in studies which use self-report
measures for youth height and weight as well as applied research that uses survey-based
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approaches more broadly. However, this dissertation is not the first to advocate for im-
proved missing data handling in the literature; it is clear that there is a gap between what
is promoted as “best practice”, compared to typical practices in applied research. A major
limitation to these recommendations is that they are unlikely to be simple or quick to im-
plement. Some recommendations are arguably quite simple, such as reporting percentages
of missing data or performing basic examinations. However, the tasks of understanding
mechanisms of missing data or implementing MI are not simplistic and require a great deal
of training. There is certainly an argument to be made that missing data be a fundamental
part of statistical training for applied researchers, particularly in public health. Idealistic
scenarios with no missing data ill-prepare students for the challenges of properly working
with real data.

7.3.4 Future Directions

This dissertation has highlighted the importance of missing data considerations in fu-
ture research, both in the youth OWOB domain and survey-based research more broadly.
This robust examination and handling of missing data is still far from being the status-
quo, however in many ways applied research is progressing. There are some journals that
require key information about missing data be included in submissions; for example, the
instructions for authors for Epidemiology mentions that authors should report response
rates and that quantitative analyses of missing data is recommended [186]. Considering
that journals are key academic gatekeepers, this is an important step and it would be
beneficial if more journals required robust missing data reporting.

While researchers can examine recent publications to establish an idea of current ap-
proaches to missing data reporting and handling in their respective fields, there is substan-
tial value in systematic reviews that explore this topic. A valuable area of future study
would be to take inventory of current missing data handling by updating previously pub-
lished systematic reviews that have examined this in applied research in general [35, 187].
In additional to general reviews, domain-specific reviews of missing data handling may
also be valuable. For example, a 2015 review examined missing data handing for research
examining predictors of type II diabetes. The authors found the majority of studies did
not report missing data at all and MI methods were seldom used [188]. Given the domain-
specific focus, this review likely has better opportunity to reach researchers focusing on
risk factors for type II diabetes compared to a general review.

This dissertation focused on missing data in the youth OWOB domain using real-
world data and aimed to publish in journals that would reach applied scientists. This
type of approach can be applied to other fields, and help contextualize the reasons for
missingness, as well as how statistical bias from missing data can infiltrate research findings
and subsequent policy and programming recommendations. Lastly, an ideal scenario would
be to avoid missing data before it occurs. This dissertation focuses on post-processing of
missing data, but future research could further dive into reasons for missingness with the
aim of preventing it from occurring. For example, the youth OWOB domain would benefit
from qualitative research examining how youth perceive these survey questions, and the
reasons they might not be reporting these values.
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7.4 Strengths and Limitations

7.4.1 Sample

There are a number of strengths and limitations of this dissertation related to the
sample used. Data from the COMPASS study used in this research did not follow a
representative sampling frame. As such, research conclusions cannot be generalized to all
Canadian youth. However, other aspects of the COMPASS study greatly increase utility of
the findings and applicability to other research, potentially beyond what would be possible
in a representative sample. For example, the large sample size allowed for sufficient power to
conduct complex multi-level analyses and reduced concerns surrounding small cell counts,
singularity, and convergence. The passive consent protocol used by COMPASS is also a
large strength of this research, as this procedure helps limit self-selection bias as well as
limit unit non-response [6,7]. Limiting unit non-response allowed this dissertation to focus
on item non-response.

All measures in this research, including BMI, were self-reported. Of course, the method-
ological lens of this research was built upon this feature. However, the self-report nature
of these variables limits the breadth of research conclusions, as well as comparisons to
other research (particularly that which uses objective measurements). Moreover, there are
a few key variables absent from this research that would be beneficial for future studies
to consider. First, because COMPASS is survey-based and focused on health behaviours,
biological data are not collected. Objectively measured biological indicators (e.g. blood
pressure, cholesterol, vascular changes, etc.) are robust predictors of future chronic disease
among youth [189]. Since this dissertation focused on self-report measures and no ob-
jective biological data were examined, no substantial conclusions surrounding diagnostics
or health status of this sample could be made. In terms of missing behavioural predic-
tors, existing literature had suggested that parental variables may be related to youth
BMI [190–193], as well as youth likelihood to report BMI [106]. COMPASS did not collect
parental information, but parental influence would be a beneficial area for future research
to explore.

Although this research is missing some measures, the breadth of factors that were
included extends beyond the majority of existing research on the topic of missing youth
BMI, height, and weight data. No previous studies which focused on examining missing
BMI data among youth had included mental health variables, which findings from this
research suggested were important predictors of missingness. Also missing from previous
studies was a measure of weight perception, which was highly beneficial to include in this
research as it was the only variable that could somewhat proxy weight data where missing.

Lastly, the use of a cross-sectional sample in this research has associated strengths
and limitations. With a cross-sectional sample, temporal trends cannot be established,
and as such no conclusions could be made about order of occurrence for behaviours. An
examination of temporal trends may have been particularly interesting for Study 3, as
more concrete conclusions could be made about factors associated with youth BMI, and
changes in BMI could have been examined. However, there was insufficient foundation
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in the literature to warrant that this dissertation focus on longitudinal examination of
missing data and methods. Instead, the following benefits of a cross-sectional approach
were determined to outweigh the drawbacks. First, a cross-sectional approach establishes
a foundation for future longitudinal work and may be simpler for other researchers to
interpret; this was considered important given that researchers were a target audience for
this work. Next, this sample is hierarchical in nature (students clustered within schools),
and a longitudinal approach would add an additional level in the model (i.e., students
clustered within schools, over time) that would not have been feasible for some of the
methods used in this research. Namely, three-level CART models are not an established
method at present time, nor is three-level MI. Although the cross-sectional nature of this
research may limit its use for researchers working with longitudinal data, a similar approach
could be adopted for longitudinal analyses in which spatial clustering (i.e., by school) is
switched to temporal clustering (i.e., over time).

7.4.2 Chosen methods

Some of the statistical techniques used in this dissertation have their own associated
strengths and limitations. Subsections below outline strengths and limitations of CART
and MI.

CART models

The CART approach used in Study 2 has several strengths. First, CART approaches
address the issue of systematic variable selection, as by nature they recursively split the
data by variables identified as most predictive of a split. In contrast to Study 1, no
specialized variable selection framework was required to handle the large list of potential
predictors. The process of pruning to reduce the number of factors in the CART models
was systematic and simple to implement, as the cross-validation approach used is typical
in CART modelling [145]. Another strength of CART models is that they are visual in
nature, which can facilitate the presentation and interpretation of results. Lastly, a major
strength of CART models is that they produce a hierarchy of variables, which can be used
to identify variable importance or relevance. In a regression approach, in order to directly
compare estimates to try and establish variable importance, variables would need to exist
on the same scale or be re-scaled, which may decrease their interpretability. In contrast,
CART models are hierarchical by nature so no such rescaling is required.

CART models also have some associated limitations to note. Namely, CART models
tend to prefer split criteria that have more categories (a feature known as “greedy split-
ting”). In other words, variables may be identified as “more important” simply based on
the fact that there are more categorical options. As such, care was taken in re-defining
variables in Section 3.1.5 to limit the number of categories, and where possible variables
were transformed to binary. The loss of information that results from grouping categories
was a necessary trade-off for improved interpretability and better cell counts across all
studies, as well as avoiding greedy splitting in Study 2. Another limitation to note is that
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CART models are considered inferior to their ensemble-based cousins, bagging and random
forests [194]. While ensemble methods produce a set of trees as opposed to a single tree and
thus have better predictive performance, they are substantially more difficult to interpret.
In the context of this research, ease of interpretation was paramount given that the results
from Study 2 were to aid in the understanding of missing data as well as directly inform
inputs for Study 3. As such, a CART approach was more appropriate in this case.

Multiple Imputation

MI has one key strength that rationalizes its use, which is the potential to produce
efficient and unbiased estimates where it is properly implemented [13, 15]. However there
are some limitations surrounding MI that need to be mentioned. One key limitation of
applying MI is that researchers are limited in their ability to check the fit of an imputation
model in comparison to the available tools to check analysis model fit. In Study 3 there was
an underlying assumption that discrepancies between the CCA and MI model stemmed
from bias introduced by deleting cases; if the MI model was properly constructed, this
assumption is valid. However, as with nearly any statistical approach, model misspecifi-
cation is always possible. Moreover, there is no absolute way to check the validity of a
MI model. Several steps throughout Study 3 were taken to address this limitation. First,
auxiliary variable selection was a robust process, as the results from Study 2 directly in-
formed the auxiliary variables for Study 3. This process was already beyond the typical
auxiliary variable selection procedure, which suggests the use of correlation coefficients
for selection [195]. Also, several model checking procedures were performed in order to
increase confidence in the MI model, including monitoring convergence and comparing the
distribution of observed and imputed variables, as outlined in van Buuren [8]

7.4.3 Novelty

A major strength of all three studies is novelty. Prior to Study 1, it appeared that only
4 studies had focused on examining missingness in BMI or weight among youth. Study
1 added to this limited existing literature and included many variables not previously
examined, such as the mental health and substance use related variables. Moreover, none
of the previous studies had stratified analyses by sex in order to examine how reporting
patterns differed between females and males, and none had examined height missingness
directly. Study 1 filled these gaps in the literature. Study 2 was novel in the use of a CART
model to examine patterns of missigness; this approach was previously identified by Tierney
et al [53], however it did not appear to have been leveraged in the literature until Study
2. Lastly, Study 3 addressed the topic of bias resulting from missing data methodology; a
limited number of previous studies have also compared missing data methodologies using
real-world data [18, 41, 45], but it appears that Study 3 was the first to explore this topic
in the context of a model examining factors associated with youth BMI.
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7.5 Conclusions

Findings from all three studies included in this dissertation demonstrate the importance
of missing data examination and handling in research focusing on youth BMI or OWOB.
This research found that in a large cohort study of Canadian youth, there was substantial
non-random missing data in height, weight, and BMI. The factors identified as significantly
related to missing youth BMI implied that social desirability was likely contributing in part
to nonreporting of height and/or weight, and that females more frequently neglected to
report their weight, while males more frequently neglected to report their height. Overall,
based on observed associations with missingness in this sample it appeared that those who
were missing BMI were more likley to have a higher BMI. Missing BMI was highly likely
for those who: perceived themselves as overweight, were younger, were less physically ac-
tive, and had poorer mental health. Overall, removing cases for those missing BMI biased
the sample towards youth who were physically, mentally, and emotionally healthier. In
analyses examining youth BMI, comparing multiple imputation and complete cases anal-
ysis approaches demonstrated that missing data methodology greatly impacted research
findings. Bias introduced by deleting missing cases led to the two approaches yielding con-
trasting conclusions with respect to the factors associated with BMI and sex-differences
in the analytical models. All together, findings suggest that missing data must be a key
consideration for survey-based research among youth, and that research with poor missing
data reporting or handling be interpreted cautiously.
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Appendix A
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Appendix B

COMPASS Student Questionnaire

This following pages include the entire COMPASS student questionnaire for the 2018/19
data collection year.
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63

• This is NOT a test.  All of your answers will be kept confidential. No one, not even
   your parents or teachers, will ever know what you answered. So, please be honest 
   when you answer the questions. 

• Mark only one option per question unless the instructions tell you to do
   something else. 

• Choose the option that is the closest to what you think/feel is true for you.

START HERE

Please read each sentence below carefully. Write the correct letter, number, or word on the
line and then fill in the corresponding circle. 

Note: These five questions are only used to link data from one year to the next. They cannot be used to identify
participants. Only University of Waterloo researchers have access to the responses, and they never have access to

student names or other information. All responses are strictly confidential.

© COMPASS 2017

Please, use a pencil to complete this questionnaire

Please mark all your answers 
with full, dark marks like this:

The name of 
the month in 

which you were 
born: ________

The last letter of your
full last name: ___

The second letter of
your full first 

name: ___

The first initial of your
mother's first name

(think about the 
mother you see 
the most):___
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4
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7
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The first letter of your
middle name (if you have
more than one middle
name use your first middle
name; if you don't have a
middle name use "Z" ):____
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63 About You
1. What grade are you in?

Grade 9
Grade 10
Grade 11
Grade 12

2. How old are you today?

9

10

11

12

12

13

14

15

16

17

18

19

1

2

3. Are you female or male?

Female
Male

4. How would you describe yourself? (Mark all that apply)

White
Black
Asian
Aboriginal (First Nations, Métis, Inuit)
Latin American/Hispanic
Other

Zero
$1 to $5
$6 to $10
$11 to $20
$21 to $40
$41 to $100
More than $100
I do not know how much money I get each week

5. About how much money do you usually get each week to spend on yourself or to save?
   (Remember to include all money from allowances and jobs like baby-sitting, delivering papers, etc.)

1

2

3

4

5

6

7

8

12 years or younger
13 years 
14 years 
15 years
16 years
17 years
18 years 
19 years or older

1

2

3

4

5

6

Secondary I
Secondary II
Secondary III
Secondary IV
Secondary V
Other

Quebec students only

1

1

1

1

1

1
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6. How do you usually travel to and from school? (If you use two or more modes of travel, 
    choose the one that you spend most time doing)

1

2

3

4

5

6

7

By car (as a passenger)  
By car (as a driver) 
By school bus 
By public bus, subway, or streetcar 
By walking   
By bicycling      
Other

1

2

3

4

5

6

7

To school From school
By car (as a passenger)  
By car (as a driver) 
By school bus 
By public bus, subway, or streetcar  
By walking   
By bicycling    
Other

OR

"My weight is _______ pounds"

OR

"My weight is _______ kilograms"

9. How much do you weigh without your shoes on? (Please write your weight in pounds OR in
    kilograms, and then fill in the appropriate numbers for your weight.)  

0

1

2

3

4

5

6

7

8

9

0

1

2

3

0

1

2

3

4

5

6

7

8

9

Example: 

My weight is 127 lbs

Weight
Pounds

1

2

7. Did you attend this school last year?

Yes, I attended the same school last year
No, I was at another school last year

OR

8. How tall are you without your shoes on? (Please write your height in feet and inches OR in
    centimetres, and then fill in the appropriate numbers for your height.)  

"My height is ____feet, _____inches"

OR

"My height is ______ centimetres"

I do not know how tall I am1

0

1

0

1

2

3

4

5

6

7

8

9

0

1

2

3

4

5

6

7

Height 
Feet    Inches

Height
Centimetres

0

1

2

3

4

5

6

7

8

9

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

0

1

2

0

1

2

3

4

5

6

7

8

9

I do not know how much I weigh1

0

1

2

3

0

1

2

3

4

5

6

7

8

9

0

1

2

3

4

5

6

7

8

9

Weight
Pounds

0

1

0

1

2

3

4

5

6

7

8

9

0

1

2

3

4

5

6

7

8

9

Weight
Kilograms

[serial]

0

1

2

3

4

5

6

7

8

9

0

1

0

1

2

3

4

5

6

7

Height
Feet    Inches

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

on

         Example: 

My height is 5 ft 7 in
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10. How do you describe your weight?

1

2

3

4

5

Very underweight
Slightly underweight
About the right weight
Slightly overweight
Very overweight

Lose weight
Gain weight
Stay the same weight
I am not trying to do anything about my weight

1

2

3

4

11. Which of the following are you trying to do about your weight?

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

0 1 2 3 4 5 6 7 8 9

0 1 2 3 4 5 6 7 8 9

0 1 2 3 4 5 6 7 8 9

0 1 2 3 4 5 6 7 8 9

0 1 2 3 4 5 6 7 8 9

12. How much time per day do you usually spend doing the following activities?

a) Watching/streaming
    TV shows or movies

For example: If you spend about 3 hours watching TV each day, you will need to fill in the 3 hour circle, and   
                        the 0 minute circle as shown below:

0 1 2 3 4 5 6 7 8 9 0 15 30 45

Minutes

0 15 30 450 1 2 3 4 5 6 7 8 9

Hours

0  15  30  45

MinutesHours
0 1 2 3 4 5 6 7 8 9

a) Watching/streaming
    TV shows or movies
b) Playing video/computer
    games

 f) Texting, messaging, emailing
    (note: 50 texts = 30 minutes)

c) Doing homework

d) Talking on the phone

e) Surfing the internet

g) Sleeping

Yes
No

1

2

13. In the last 30 days, did you gamble online for money? 
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63Physical Activity

HARD physical activities include jogging, team sports, fast dancing, jump-rope, and any other
physical activities that increase your heart rate and make you breathe hard and sweat.

MODERATE physical activities include lower intensity activities such as walking, biking to
school, and recreational swimming. 

14. Mark how many minutes of HARD physical activity you did on each of the last 7 days. 
      This includes physical activity during physical education class, lunch, after school,
      evenings, and spare time.

Hours Minutes

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

Monday
Tuesday
Wednesday
Thursday
Friday
Saturday
Sunday

15. Mark how many minutes of MODERATE physical activity you did on each of the last 7    
      days. This includes physical activity during physical education class, lunch, after school,
      evenings, and spare time. Do not include time spent doing hard physical activities.

For example: If you did 1 hour and 30 minutes of
moderate physical activity on Monday, you will need
to fill in the 1 hour circle and the 30 minute circle, as
shown below: 

Hours Minutes

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

0 15 30 45

Monday
Tuesday
Wednesday
Thursday
Friday
Saturday
Sunday

0 15 30 4545Monday

MinutesHours 

0 1 2 3 445

16. Were the last 7 days a typical week in terms of the amount of physical activity that you 
      usually do?

1

2

3

Yes
No, I was more active in the last 7 days
No, I was less active in the last 7 days

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

0 1 2 3 4

[serial]

For example: If you did 45 minutes of hard physical
activity on Monday, you will need to fill in the 0 hour
circle and the 45 minute circle, as shown below: 

45Monday

MinutesHours 

4321 300 1545
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None 
1 friend
2 friends
3 friends
4 friends
5 or more friends

20. Do you participate in competitive school sports teams that compete against other
      schools? (e.g., junior varsity or varsity sports)

1

2

3

Yes
No
None offered at my school

21. Do you participate in league or team sports outside of school?
1

2

3

Yes
No
There are none available where I live 

22. On how many days in the last 7 days did you do exercises to strengthen or tone your
      muscles? (e.g., push-ups, sit-ups, or weight-training)

0

1

2

3

4

5

6

7

0 days
1 day
2 days
3 days
4 days
5 days
6 days
7 days

19. Do you participate in before-school, noon hour, or after-school physical activities
      organized by your school? (e.g., intramurals, non-competitive clubs)

1

2

3

Yes
No
None offered at my school

18. Are you taking a physical education class at school this year?
1

2

3

Yes, I am taking one this term
Yes, I will be taking one or have taken one this school year, but not this term.
No, I am not taking a physical education class at school this year

17. Your closest friends are the friends you like to spend the most time with. How many of 
      your  closest friends are physically active?

0

1

2

3

4

5
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63Healthy Eating
23. If you do not eat breakfast every day, why do you skip breakfast? (Mark all that apply)

1 I eat breakfast every day

I don't have time for breakfast
The bus comes too early
I sleep in
I'm not hungry in the morning

25. On a usual weekend (Saturday and Sunday), on how many    
      days do you do the following?

0 1 2

0 1 2

0 1 2

0 1 2

0 1 2

0 1 2

a) Eat breakfast

b) Eat lunch

c) Eat foods purchased at a fast food place or restaurant

f)  Drink high energy drinks (Red Bull, Monster, Rock Star, etc.)

h) Drink coffee or tea without sugar 0 1 2

0 1 2

None
1

 day
2

 days

d) Eat snacks purchased from a vending machine, corner store, snack bar, 
 or canteen
e) Drink sugar-sweetened beverages (soda pop, Kool-Aid, Gatorade, etc.) 
    Do not include diet/sugar-free drinks

g) Drink coffee or tea with sugar (include cappuccino, frappuccino, iced-tea,
    iced-coffees, etc.)

3
days

4
days

5
days

2
days

1
day24. In a usual school week (Monday to Friday), on 

      how many days do you do the following?
None

0 1 2 3 4 5

0 1 2 3 4 5

0 1 2 3 4 5

0 1 2 3 4 5

0 1 2 3 4 5

0 1 2 3 4 5

0 1 2 3 4 5

0 1 2 3 4 5

0 1 2 3 4 5

0 1 2 3 4 5

0 1 2 3 4 5

a) Eat breakfast

b) Eat breakfast provided to you as part of a school program

c) Eat lunch at school - lunch packed and brought from home

d) Eat lunch at school - lunch purchased in the cafeteria

e) Eat lunch purchased at a fast food place or restaurant

i)  Drink high-energy drinks (Red Bull, Monster, Rock Star, etc.)

k) Drink coffee or tea without sugar

f) Eat snacks purchased from a vending machine in your   
    school
g) Eat snacks purchased from a vending machine, corner 
    store, snack bar, or canteen off school property
h) Drink sugar-sweetened beverages (soda pop, Kool-Aid, 
    Gatorade, etc.) Do not include diet/sugar-free drinks

j)  Drink coffee or tea with sugar (include cappuccino,                
    frappuccino, iced-tea, iced-coffees, etc.)

I feel sick when I eat breakfast
I'm trying to lose weight
There is nothing to eat at home
Other

1

1

1

1

1

1

1

1

[serial]
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28. YESTERDAY, from the time you woke up until the time you went to bed, how many servings
      of milk and alternatives did you have? One 'Food Guide' serving of milk or milk alternatives
      includes milk, fortified soy beverage, reconstituted powdered milk, canned (evaporated) milk, 
      yogurt or kefir (another type of cultured milk product), and cheese.

26. YESTERDAY, from the time you woke up until the time you went to bed, how many servings
      of meats and alternatives did you have? One 'Food Guide' serving of meat and alternatives 
      includes cooked  fish, chicken, beef, pork, or game meat, eggs, nuts or seeds, peanut butter or 
      nut butters, legumes (beans), and tofu.

None
1 serving
2 servings
3 servings
4 servings
5 or more servings

0

1

2

3

4

5

27. YESTERDAY, from the time you woke up until the time you went to bed, how many servings
      of vegetables and fruits did you have? One 'Food Guide' serving of vegetables and fruit
      includes pieces of fresh vegetable or fruit, salad or raw leafy greens, cooked leafy green 
      vegetables, dried or canned or frozen fruit, and 100% fruit or vegetable juice.

0

1

2

3

4

5

6

7

8

9

0

1

2

3

4

5

6

29. YESTERDAY, from the time you woke up until the time you went to bed, how many servings
      of grain products did you have? One 'Food Guide' serving of grain products includes bread,
      bagels, flatbread such as tortilla, pita, cooked rice or pasta, and cold cereal. 

0

1

2

3

4

5

6

7

8

9

Canada's Food Guide Serving Sizes of Meats and Alternatives

None
1 serving
2 servings
3 servings
4 servings
5 servings
6 servings
7 servings
8 servings
9 or more servings

None
1 serving
2 servings
3 servings
4 servings
5 servings
6 or more servings

Canada's Food Guide Serving Sizes of Vegetables and Fruits

Canada's Food Guide Serving Sizes of Milk and Alternatives

None
1 serving
2 servings
3 servings
4 servings
5 servings
6 servings
7 servings
8 servings
9 or more servings

Canada's Food Guide Serving Sizes of Grain Products

© All Rights Reserved. Eating Well with Canada’s Food Guide. Health Canada, 2011. Reproduced with permission from the Minister of Health, 2016.
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0

1

2

3

4

5

36. Your closest friends are the friends you like to spend the most time with. How many of
      your closest friends smoke cigarettes?

None
1 friend
2 friends
3 friends
4 friends
5 or more friends

30. Have you ever tried cigarette smoking, even just a few puffs?

Yes
No

1

2

32. If one of your best friends were to offer you a cigarette, would you smoke it?
1

2

3

4

Definitely yes
Probably yes
Probably not
Definitely not

33. At any time during the next year do you think you will smoke a cigarette?
1

2

3

4

Definitely yes
Probably yes
Probably not
Definitely not

Definitely yes
Probably yes
Probably not
Definitely not

31. Do you think in the future you might try smoking cigarettes?
1

2

3

4

Your Experience with Smoking

34. Have you ever smoked 100 or more whole cigarettes in your life?
1

2

Yes
No

1

2

3

4

5

6

7

8

35. On how many of the last 30 days did you smoke one or more cigarettes? 

6 to 10 days
11 to 20 days
21 to 29 days
30 days (every day)

None
1 day
2 to 3 days
4 to 5 days
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[serial]

38. Have you ever tried an electronic cigarette, also known as an e-cigarette?

1

2

3

4

5

6

7

37. Have you ever tried to quit smoking cigarettes?  

I have never smoked
I have only smoked a few times
I have never tried to quit
I have tried to quit once
I have tried to quit 2 or 3 times
I have tried to quit 4 or 5 times
I have tried to quit 6 or more times

1

2

Yes
No

39. Have you used e-cigarettes for any of the following reasons? (Mark all that apply)

I have not used e-cigarettes
Curiosity / to try something new
I can use e-cigarettes in places where smoking is not allowed 
To smoke fewer cigarettes
To help me quit smoking cigarettes
I have used e-cigarettes for some other reason

41a. On how many of the last 30 days did you use an e-cigarette (not including Juul)?
1

2

3

4

None
1 day
2 to 3 days
4 to 5 days

Pipe tobacco
Cigarillos or little cigars (plain or flavoured)
Cigars (not including cigarillos or little cigars, plain or flavoured)
Roll-your-own cigarettes (tobacco only)
Loose tobacco mixed with marijuana
E-cigarettes (electronic cigarettes that \produce vapour instead of smoke, not including Juul)
Juul
Smokeless tobacco (chewing tobacco, pinch, snuff, or snus)
Nicotine patches, nicotine gum, nicotine lozenges, or nicotine inhalers
Hookah (water-pipe) to smoke tobacco 
Hookah (water-pipe) to smoke herbal sheesha/shisha 
Blunt wraps (a sheet or tube made of tobacco used to roll cigarette tobacco)
I have not used any of these things in the last 30 days

40. In the last 30 days, did you use any of the following? (Mark all that apply)

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

6 to 10 days
11 to 20 days
21 to 29 days
30 days (every day) 

1

2

3

4

41b. On how many of the last 30 days did you use Juul?
1

2

3

4

1

2

3

4

None
1 day
2 to 3 days
4 to 5 days

6 to 10 days
11 to 20 days
21 to 29 days
30 days (every day) 

1
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1

2

3

4

5

6

7

8

9

42. In the last 12 months, how often did you have a drink of alcohol that was more than just a 
      sip?

I have never drunk alcohol
I did not drink alcohol in the last 12 months
I have only had a sip of alcohol
Less than once a month
Once a month
2 or 3 times a month
Once a week
2 or 3 times a week
4 to 6 times a week
Every day

8

9

10

11

12

13

14

15

16

17

18

I have never drunk alcohol
I have only had a sip of alcohol
I do not know

1

2

3

43. How old were you when you first had a drink of alcohol that was more than just a sip?

8 years or younger
9 years 
10 years 
11 years 
12 years 
13 years 
14 years
15 years 
16 years 
17 years 
18 years or older

A DRINK means: 1 regular sized bottle, can, or draft of beer; 1 glass of wine; 1 bottle of cooler; 1
shot of liquor (rum, whisky, etc); or 1 mixed drink (1 shot of liquor with pop, juice, energy drink).

Alcohol and Drug Use Please remember that we will keep your
answers completely confidential.  

44. In the last 12 months, how often did you have 5 drinks of alcohol or more on one occasion?
1

2

3

4

5

6

7

8

1

2

3

4

I have never done this
I did not do this in the last 12 months
Yes
I do not know

I have never done this
I did not have 5 or more drinks on one occasion in the last 12 months
Less than once a month
Once a month
2 to 3 times a month
Once a week
2 to 5 times a week
Daily or almost daily

45. In the last 12 months, have you had alcohol mixed or pre-mixed with an energy drink (such 
      as Red Bull, Rock Star, Monster, or another brand)?
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23
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I have never used marijuana
I have used marijuana but not in the last 12 months
Less than once a month
Once a month
2 or 3 times a month
Once a week
2 or 3 times a week
4 to 6 times a week
Every day

1

2

3

4

5

6

7

8

9

46. In the last 12 months, how often did you use marijuana or cannabis? (a joint, pot, weed, hash)

1 2 3

1 2 3

1 2 3

a) Oxycodone (oxy, OC, APO, OxyContin®, percs, roxies, OxyNEO®)
b) Fentanyl (china white, synthetic heroin, china girl)
c) Other prescription pain relievers (codeine, morphine, Tylenol 3)

50. Have you used or tried any of the following 
      medications TO GET HIGH?

No, I have
never done

this

51. Do you think it would be difficult or easy to get pain relievers (Oxycodone, Fentanyl, 
      codeine, etc.) if you wanted some?

1

2

3

Difficult
Easy
I do not know

47. If you have used marijuana or cannabis in the last 12 months, how did you use it? (Mark all
      that apply)

I have used it by smoking it (e.g., in a joint, a pipe, a bong)
I have used it by vaping it
I have used it by eating or drinking it (e.g., in brownies, cookies, candies, tea)
I have not used marijuana or cannabis in the last 12 months

8 years or younger
9 years 
10 years 
11 years 
12 years 
13 years 
14 years 
15 years 
16 years 
17 years 
18 years or older

1

2

I have never used marijuana
I do not know

8

9

10

11

12

13

14

15

16

17

18

48. How old were you when you first used marijuana or cannabis?

49. Do you think it would be difficult or easy for you to get marijuana if you wanted some?
1

2

3

Difficult
Easy
I do not know

Yes, I have
done this in the
last 12 months

Yes, I have
done this, but

NOT in the last
12 months

1

1

1

1
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57

58

59

60
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62

63Mental Health
52. How much do you agree or disagree 
      with the following statements? Agree

Strongly
agree

Disagree
Strongly
disagree

a) I have a happy home life
b) My parents/guardians expect too much of me
c) I can talk about my problems with my family
d) I can talk about my problems with my friends

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

53. How much do you agree or disagree 
      with the following statements?

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

a) I lead a purposeful and meaningful life

c) I am engaged and interested in my daily activities

f)  I am a good person and live a good life

g) I am optimistic about my future

h) People respect me

i)  I generally recover from setbacks quickly 1 2 3 4 5

Neither
agree nor
disagree

b) My social relationships are supportive and 
    rewarding

d) I actively contribute to the happiness and 
    well-being of others
e) I am competent and capable in the activities that 
    are important to me

Strongly
agree

Agree
Neither

agree nor
disagree

Disagree Strongly
disagree

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

a) In general, I like the way I am
b) Overall, I have a lot to be proud of
c) A lot of things about me are good
d) When I do something, I do it well
e) I like the way I look

54. Choose the answer that best describes
      how you feel.

1 2 3 4 5

Mostly 
false

False
Mostly 

true
True

55. If you had concerns regarding your mental health, are there any reasons why you would 
      not talk to an adult at school (e.g., a school social worker, child and youth worker, 
      counsellor, psychologist, nurse, teacher, or other staff person)? (Mark all that apply) 

I would have no problem talking to an adult at school about my mental health

Worried about what others would think of me (e.g., I’d be too embarrassed)
Lack of trust in these people - word would get out
Prefer to handle problems myself
Do not think these people would be able to help
Would not know who to approach
There is no one I feel comfortable talking to

1

Sometimes
true,

sometimes
false

1

1

1

1

1

1
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46

47

48

49

50

51

52

53

54
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59

60
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62

63
56. Over the last 2 weeks, how often have you 
      been bothered by the following problems?

57. Please indicate how often the 
      following statements apply to you: SometimesAlmost 

never
About half
the time

Most of the
time

Almost
always

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

1 2 3 4 5

a) I have difficulty making sense out of my feelings
b) I pay attention to how I feel
c) When I’m upset, I have difficulty concentrating
d) When I’m upset, I believe there is nothing I can do 
     to make myself feel better
e) When I’m upset, I lose control over my behaviour 
f)  When I’m upset, I feel ashamed for feeling that way

58. On how many of the last 7 days did you feel 
      the following ways?

a) I was bothered by things that usually don't bother me
b) I had trouble keeping my mind on what I was doing
c) I felt depressed
d) I felt that everything I did was an effort
e) I felt hopeful about the future
f)  I felt fearful
g) My sleep was restless
h) I was happy
i)  I felt lonely
j)  I could not get “going”

None or less
than 1 day 1-2 days 3-4 days 5-7 days

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

Excellent
Very good
Good
Fair
Poor

59. In general, how would you rate your mental health?
1

2

3

4

5

a) Feeling nervous, anxious, or on edge
b) Not being able to stop or control worrying
c) Worrying too much about different things
d) Trouble relaxing
e) Being so restless that it is hard to sit still
f)  Becoming easily annoyed or irritable
g) Feeling afraid as if something awful might happen

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

Not at all
Several

days
Over half 
the days

Nearly
every day

If you are a young person in Canada who needs support,
you can reach out to Kids Help Phone’s professional
counsellors by calling 1-800-668-6868 or visiting
kidshelpphone.ca. Their service is free, anonymous,
confidential, and available 24/7/365.
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23
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63Your School and You

a) I feel close to people at my school
b) I feel I am part of my school
c) I am happy to be at my school
d) I feel the teachers at my school treat me fairly
e) I feel safe in my school
f)   Getting good grades is important to me

Strongly
disagree

DisagreeAgree
Strongly
agree

60. How strongly do you agree or disagree with 
      each of the following statements?

I did not bully other students in the last 30 days
Less than once a week
About once a week
2 or 3 times a week
Daily or almost daily 

65. How supportive is your school of the following?

a) Making sure there are opportunities for students to be 
    physically active
b) Making sure students have access to healthy foods and drinks
c) Making sure no one is bullied at school
d) Giving students the support they need to resist or quit tobacco
e) Giving students the support they need to resist or quit drugs 
    and/or alcohol

62. In the last 30 days, how often have you been bullied by other students?

I have not been bullied by other students in the last 30 days
Less than once a week
About once a week
2 or 3 times a week
Daily or almost daily 

1

2

3

4

5

64. In the last 30 days, how often have you taken part in bullying other students? 
1

2

3

4

5

61. In the last 30 days, in what ways were you bullied by other students? (Mark all that apply)

I have not been bullied in the last 30 days
Physical attacks (e.g., getting beaten up, pushed, or kicked) 
Verbal attacks (e.g., getting teased, threatened, or having rumours spread about you) 
Cyber-attacks (e.g., being sent mean text messages or having rumours spread about you on the internet)
Had someone steal from you or damage your things 

63. In the last 30 days, in what ways did you bully other students? (Mark all that apply)

I did not bully other students in the last 30 days
Physical attacks (e.g., beat up, pushed, or kicked them) 
Verbal attacks (e.g., teased, threatened, or spread rumours about them) 
Cyber-attacks (e.g., sent mean text messages or spread rumours about them on the internet)
Stole from them or damaged their things 

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

Very
supportive

Supportive Unsupportive
Very

unsupportive

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1 2 3 4

1

1

1

1

1

1

1

1

1

1
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1

2

3

4

5

6

0 classes
1 or 2 classes
3 to 5 classes
6 to 10 classes
11 to 20 classes
More than 20 classes

71. In the last 4 weeks, how many classes did you skip when you were not supposed to?

1

2

3

4

5

0 days
1 or 2 days
3 to 5 days
6 to 10 days
11 or more days

70. In the last 4 weeks, how many days of school did you miss because of your health?

66. In your current or most recent Math course, what is your approximate overall mark?
     (Think about last year if you have not taken math this year)

67. In your current or most recent English course, what is your approximate overall mark?
     (Think about last year if you have not taken English this year)

68. What is the highest level of education you would like to get? (Choose only one)
1

2

3

4

5

6

69. What is the highest level of education you think you will get? (Choose only one)
1

2

3

4

5

6

90% - 100%
80% - 89%
70% - 79%
60% - 69%

1

2

3

4

55% - 59%
50% - 54%
Less than 50%

5

6

7

90% - 100%
80% - 89%
70% - 79%
60% - 69%

1

2

3

4

55% - 59%
50% - 54%
Less than 50%

5

6

7

Never
Seldom
Often
Usually

72. How often do you go to class without your homework complete?
1

2

3

4

Some high school or less
High school diploma or graduation equivalency
College/trade/vocational certificate
University Bachelor's degree
University Master's / PhD / law school / medical school / teachers' college degree
I don't know

Some high school or less
High school diploma or graduation equivalency
College/trade/vocational certificate
University Bachelor's degree
University Master's / PhD / law school / medical school / teachers' college degree
I don't know
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Appendix C

CART Details and Diagnostics

This Appendix provides additional methodological details about the CART modelling
procedures from Study 2, which could not be covered within the word limits of a submitted
manuscript. For the purposes of this Appendix only, the CART modelling performed in
Study 2 will be referred to as “S-CART”, where the “S” signifies single-level. This is in order
to contrast it to M-CART (where the “M” signifies multi-level). R Code corresponding to
the CART modelling for the results presented in Study 2 can also be found here.

C.1 Cost-Complexity Pruning

The pruning method used in Study 2 was a post-pruning approach referred to as cost
complexity pruning. Cost complexity pruning involves identifying at which point a tree
has an acceptable balance between accuracy and tree size [145]. The value of a complexity
parameter (CP) is used to determine where the ideal trade-off between accuracy and par-
simony exists. Conveniently, R’s rpart package used to build the CART models in Study 2
performs 10-fold cross validation by default, simplifying the cost complexity pruning pro-
cess. In order to find an appropriate CP value at which to prune the tree in Study 2, the
1-SE rule was used. The 1-SE rule refers to the process of finding the least complex tree
that lies within 1 standard error of the minimum cross validation error [145]. The overall
steps used to conduct the cost complexity pruning and implement the 1-SE rule in Study 2
are written below. For easier comparison with Section C.3, labels produced by R’s default
cross-validation are given where relevant.

1. Perform 10-fold cross validation
2. Find the tree with the minimum cross-validation error (labelled ‘xerror’ in R)
3. To this minimum cross-validation error, add the associated standard deviation (la-

belled ‘xstd’ in R)
4. Identify the least complex tree (i.e. the tree with the smallest number of splits) that

has an cross-validation error which is still lower than the value calculated in step 3
5. Prune the original tree using a CP value that is near the CP value associated with

the tree identified in step 4.
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Notably, guidelines differ with respect to Step 5, as to whether one should use a higher
or lower CP value (i.e. to round up or round down) when implementing the 1-SE rule
[145,196]. For the purposes of Study 2 where parsimony was preferred over marginal gains
in accuracy, a CP value that was slightly higher than that identified in Step 4 was chosen.

C.2 Multi-level CART

Given the clustered nature of COMPASS data stemming from the school-based nature
of data collections, any analysis performed should ideally account for school-level clustering.
Multi-level approaches for CART were not available until quite recently. For regression
trees, there now exists an R package (REEMTree) to build multi-level decisions trees
where the outcome of interest is continuous. For classification trees, which is the method
used in Study 2, no such R-package is available. However, Lin & Luo recently published an
approach for multi-level classification trees [147]. Given the clustered nature of COMPASS
data, best attempts were made to apply this multi-level CART (M-CART) approach. The
algorithm was obtained from author Luo, and was edited slightly to comply with the
COMPASS data. The algorithm successfully ran with COMPASS data, and did converge.
However, problems arose at the cross-validation stage. To illustrate the problem, Figure
C.1 shows the cross-validation plot for an S-CART model that models BMI missingness in
the COMPASS 2018/19 data.

Figure C.1: Cross-validation plot for BMI Missingness using S-CART (COMPASS 2018/19)

The slightly u-shaped plot in Figure C.1 demonstrates that relative error decreases as
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tree size increases, but only up a certain point, after which there are diminishing returns and
eventually a highly complex tree exceeds the error of smaller trees. The 1-SE rule described
in Section C.1 is used to identify this point of diminishing returns. Unfortunately, this
point of diminishing return could not be identified using the M-CART approach. Figure
C.2 presents the cross-validation plot for the equivalent M-CART model which models
BMI missingness in COMPASS 2018/19 data.

Figure C.2: Cross-validation plot for BMI Missingness using M-CART (COMPASS
2018/19)

Figure C.1 plot suggests that a more complex model is needed, as there are still gains
in error as the size of the tree increases. However, M-CART models would not converge
when a lower (i.e., more complex) CP value was implemented. Unlike the S-CART models,
which were run with an unrestricted CP (an unrestricted CP is the lowest possible CP),
M-CART models did not converge with a CP lower than 0.01. Notably, the fact that S-
CART and M-CART models had to be run with different CP values is also the reason that
the cross-validation plots in Figures C.1 and C.2 appear on different scales. The reason
why M-CART implied that a highly complex tree was needed is unclear, however it is
possible that the clustering effect of school did not have a sufficiently significant impact
on missing BMI in this sample to warrant a multi-level model. Trying to force an overly
complex model onto data that do not measure up to the complexity could be causing the
issues described.
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C.3 R Code for CART Implementation

Code for the construction of the female and male BMI missingness trees is included
below. Code for the construction of the height and weight CART models is not included
as it is largely similar to the code for the BMI CART models.

library(dplyr)

library(rpart)

library(rattle)

####BMI TREE - FEMALES####

data_Female <- data_Full[which(data_Full$SEX=="Female"),]

rm(list=ls()[ls()!="data_Female"])

##Split data into training and testing datasets (80/20)##

set.seed(145) #Ensure that the set.seed is run *with*(i.e., in

conjunction, not in pieces) anything with random components↪→

ind_BMI_F<- rbinom(nrow(data_Female), size=1, prob=0.8)

train_BMIID_F <- (1:nrow(data_Female))[as.logical(ind_BMI_F)]

test_BMIID_F <- (1:nrow(data_Female))[!as.logical(ind_BMI_F)]

train_BMI_Female <- data_Female[train_BMIID_F,]

test_BMI_Female <- data_Female[test_BMIID_F,]

##Build the initial tree##

tree_BMI_Females <- rpart(

BMI_MISS ~ .,

data = train_BMI_Female,

method = "class",

minbucket=14, #min number of female students in the smallest school

cp=-1,

)

##Perform cross-validation##

set.seed(145) #NB: cross-validation has random components, run these fxs

with seed for reproducability↪→

plotcp(tree_BMI_Females)

#creation of a 'pick' column in cptable() fx to find lowest xerror more

easily↪→

min.val<- min(tree_BMI_Females$cptable[,'xerror'])

tree_BMI_Females$cptable[tree_BMI_Females$cptable[,'xerror'] == min.val,]

pick<- (tree_BMI_Females$cptable[,'xerror'] == min.val)
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( tree_BMI_Females$cptable<- cbind(tree_BMI_Females$cptable,

pick=ifelse(pick,1,0)) )↪→

##Prune the inital tree based on cross validation results##

tree_BMI_Females_pruned <- prune(tree_BMI_Females, cp =0.0015)

fancyRpartPlot(tree_BMI_Females_pruned)

##Compare accuracies between inital and pruned trees##

test_BMI_Female$pred <- predict(tree_BMI_Females,test_BMI_Female, type =

"class")↪→

base_accuracy_BMI_Females <- mean(test_BMI_Female$pred ==

test_BMI_Female$BMI_MISS)↪→

test_BMI_Female$pred <- predict(tree_BMI_Females_pruned,test_BMI_Female,

type = "class")↪→

pruned_accuracy_BMI_Females <- mean(test_BMI_Female$pred ==

test_BMI_Female$BMI_MISS)↪→

base_accuracy_BMI_Females

pruned_accuracy_BMI_Females

table(test_BMI_Female$BMI_MISS,test_BMI_Female$pred, dnn=c("observed",

"predicted") ) #full confusion matrix↪→

####BMI TREE - MALES####

data_Male <- data_Full[which(data_Full$SEX=="Male"),]

rm(list=ls()[ls()!="data_Male"])

##Split data into training and testing datasets (80/20)##

set.seed(145)

ind_BMI_M<- rbinom(nrow(data_Male), size=1, prob=0.8)

train_BMIID_M <- (1:nrow(data_Male))[as.logical(ind_BMI_M)]

test_BMIID_M <- (1:nrow(data_Male))[!as.logical(ind_BMI_M)]

train_BMI_Male <- data_Male[train_BMIID_M,]

test_BMI_Male <- data_Male[test_BMIID_M,]

##Build the initial tree##

tree_BMI_Males <- rpart(

BMI_MISS ~ .,

data = train_BMI_Male,

method = "class",

147



minbucket=16, #min number of male students in the smallest school

cp=-1,

)

##Perform cross-validation##

set.seed(145)

plotcp(tree_BMI_Males)

min.val<- min(tree_BMI_Males$cptable[,'xerror'])

tree_BMI_Males$cptable[tree_BMI_Males$cptable[,'xerror'] == min.val,]

pick<- (tree_BMI_Males$cptable[,'xerror'] == min.val)

( tree_BMI_Males$cptable<- cbind(tree_BMI_Males$cptable,

pick=ifelse(pick,1,0)) )↪→

##Prune the inital tree based on cross validation results##

tree_BMI_Males_pruned <- prune(tree_BMI_Males, cp =0.0017)

fancyRpartPlot(tree_BMI_Males_pruned)

##Compare accuracies between inital and pruned trees##

test_BMI_Male$pred <- predict(tree_BMI_Males,test_BMI_Male, type =

"class")↪→

base_accuracy_BMI_Males <- mean(test_BMI_Male$pred ==

test_BMI_Male$BMI_MISS)↪→

test_BMI_Male$pred <- predict(tree_BMI_Males_pruned,test_BMI_Male, type =

"class")↪→

pruned_accuracy_BMI_Males <- mean(test_BMI_Male$pred ==

test_BMI_Male$BMI_MISS)↪→

base_accuracy_BMI_Males

pruned_accuracy_BMI_Males

table(test_BMI_Male$BMI_MISS,test_BMI_Male$pred, dnn=c("observed",

"predicted") ) #full confusion matrix↪→
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Appendix D

Imputation Details and Diagnostics

This Appendix provides additional methodological details about the multiple impu-
tation procedure from Study 3, which could not be covered within the word limits of a
submitted manuscript. R Code to demonstrate the multiple imputation procedure for the
results presented in Study 3 can also be found here.

D.1 Predictor Matrices

A component of the Multiple Imputation by Chained Equations (MICE) procedure
is the creation of the predictor matrix, which identifies the variables to be used in the
imputation procedure. Auxiliary variable selection, which identifies the variables to be
used in the imputation model, involved directly using the variables identified in the CART
models from Study 2. That is, any variable from the pruned CART models for BMI,
height, or weight were considered to be useful auxiliary variables in their corresponding
female or male imputation model. However, there are many more decisions related to the
predictor matrix that need to be considered. By default, each variable is involved in the
imputation of every other variable. However there are situations where this needed to
be overridden; for example, it would not make sense to use an individual’s scan id (their
unique identification key) to impute any variables. Moreover, in this study multi-level
imputation was used, which requires alteration of the of matrix values.

Tables D.1 and D.2 show the predictor matrices used for the female and male imputation
models, respectively. The rows of the predictor matrix indicate the variables to be imputed,
while the columns indicate which variables should be used for imputation. In single level
imputation, only 0s and 1s are allowed in the matrix. A zero indicates no effect, while a
1 indicates an effect. Multi-level imputation adds 2s and -2s to the matrix, where -2 is
used to identify the cluster variable (in this study, school), and a 2 indicates a random
effect. Recommendations when implementing multi-level MICE are that random effects
are specified for all variables [197], however that was computationally not feasible in this
sample, so the where necessary several variables were reduced to only fixed effects.
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Table D.1: Predictor Matrix for Multiple Imputation Procedure (COMPASS 2018/19 Fe-
male Sample
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scanID 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

SCHOOLID 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

AGE 0 -2 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

ETHNICITY 0 -2 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

BINGE 0 -2 1 1 0 2 2 2 0 0 0 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1

SMOKING 0 -2 1 1 1 0 1 1 0 0 0 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1

ECIG 0 -2 1 1 2 2 0 2 0 0 0 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1

CANNABIS 0 -2 1 1 1 1 1 0 0 0 0 0 0 1 0 1 1 1 1 1 1 1 1 1 1 1

FAST FOOD 0 -2 1 1 0 0 0 0 0 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1

STRENGTH 0 -2 1 1 0 0 0 0 1 0 1 1 2 2 2 1 1 1 1 1 1 1 1 1 1 1

BREAKFAST 0 -2 1 1 0 0 0 0 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1

FRIEND PA 0 -2 1 1 0 0 0 0 1 2 1 0 2 2 2 1 1 1 1 1 1 1 1 1 1 1

WEIGHT PERCEP 0 -2 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1

SPORTS 0 -2 1 1 1 1 1 1 1 1 1 2 1 0 1 1 1 1 1 1 1 1 1 1 1 1

PA HOURS 0 -2 1 1 1 1 1 1 1 2 1 2 1 2 0 1 1 1 1 1 1 1 1 1 1 1

CONCEPT 0 -2 1 1 2 2 2 2 0 1 0 1 2 2 1 0 1 1 1 1 1 1 1 1 1 1

SELF MH 0 -2 1 2 2 2 2 2 0 1 0 1 2 2 1 1 0 1 1 1 1 1 1 1 1 1

ENGLISH 0 -2 1 1 1 1 1 1 0 0 0 0 1 1 1 1 1 0 1 1 1 1 1 1 1 1

STSB 0 -2 1 1 2 2 2 2 0 2 0 2 2 2 2 2 2 2 0 2 2 2 2 2 2 2

WELLBEING 0 -2 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 2 2 2 2 2 2

SLEEP 0 -2 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 2 2 2 2 2

ANXIETY 0 -2 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 2 2 2 2

DEPRESSION 0 -2 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 2 2 2

HEIGHT 0 -2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 2 0

WEIGHT 0 -2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 0

BMI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Table D.2: Predictor Matrix for Multiple Imputation Procedure (COMPASS 2018/19 Male
Sample
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scanID 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

SCHOOLID 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

AGE 0 -2 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

BINGE 0 -2 1 0 1 2 0 2 0 0 0 1 0 0 0 0 1 1 1 1 1 1 1 1

ETHNICITY 0 -2 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

ECIG 0 -2 1 2 1 0 0 2 0 0 0 1 0 0 0 0 1 1 1 1 1 1 1 1

WEIGHT PERCEP 0 -2 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

CANNABIS 0 -2 1 1 1 1 0 0 0 0 0 1 0 0 0 0 1 1 1 1 1 1 1 1

FAST FOOD 0 -2 1 0 1 0 1 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1

BREAKFAST 0 -2 1 0 1 0 1 0 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 1

PA HOURS 0 -2 1 1 1 1 1 1 1 1 0 2 1 1 1 1 1 1 1 1 1 1 1 1

SPORTS 0 -2 1 1 1 1 1 1 1 1 2 0 1 1 1 1 1 1 1 1 1 1 1 1

MILK 0 -2 1 0 1 0 1 0 1 1 1 1 0 1 1 1 1 0 1 1 1 1 1 1

GRAIN 0 -2 1 0 1 0 1 0 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1

FRUIT VEG 0 -2 1 0 1 0 1 0 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1

MEAT 0 -2 1 0 1 0 1 0 1 1 1 1 1 1 1 0 1 0 1 1 1 1 1 1

CONCEPT 0 -2 1 2 1 2 2 2 0 0 1 2 1 1 1 1 0 1 1 1 1 1 1 1

STSB 0 -2 1 2 1 2 2 2 0 0 2 2 0 0 0 0 2 0 2 2 2 2 2 2

ANXIETY 0 -2 1 2 1 2 2 2 2 2 2 2 2 2 2 2 2 2 0 2 2 2 2 2

SLEEP 0 -2 1 2 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 2 2 2 2

DEPRESSION 0 -2 1 2 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 2 2 2

HEIGHT 0 -2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 2 0

WEIGHT 0 -2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 0

BMI 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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D.2 Imputation Model Diagnostics

Section 7.4.2 of Chapter 7 highlights that a disadvantage to imputation models is that
there is no way to concretely establish the validity of an imputation model. As such,
performing thorough diagnostics on an imputation model is essential. The imputation
model checking procedures used in Study 3 are described in this section.

D.2.1 Convergence

Examining convergence is necessary to gauge whether an appropriate number of iter-
ations have been used to create the multiply imputed datasets. Convergence plots should
sufficiently intermingle and not follow any particular pattern by the later iterations. Ex-
amination of convergence plots resulted in the iterations being increased to 10 (from the
default of 5) in final models. Convergence plots for the imputation models used in Study
3 are available in Figures D.1 through D.8 for females, and Figures D.9 through D.16 for
males.

Figure D.1: Imputation Convergence Plots for Females (1 of 8)
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Figure D.2: Imputation Convergence Plots for Females (2 of 8)

Figure D.3: Imputation Convergence Plots for Females (3 of 8)
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Figure D.4: Imputation Convergence Plots for Females (4 of 8)

Figure D.5: Imputation Convergence Plots for Females (5 of 8)
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Figure D.6: Imputation Convergence Plots for Females (6 of 8)

Figure D.7: Imputation Convergence Plots for Females (7 of 8)

155



Figure D.8: Imputation Convergence Plots for Females (8 of 8)

Figure D.9: Imputation Convergence Plots for Males (1 of 8)
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Figure D.10: Imputation Convergence Plots for Males (2 of 8)

Figure D.11: Imputation Convergence Plots for Males (3 of 8)
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Figure D.12: Imputation Convergence Plots for Males (4 of 8)

Figure D.13: Imputation Convergence Plots for Males (5 of 8)
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Figure D.14: Imputation Convergence Plots for Males (6 of 8)

Figure D.15: Imputation Convergence Plots for Males (7 of 8)
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Figure D.16: Imputation Convergence Plots for Males (8 of 8)
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D.2.2 Comparing Observed and Imputed Values

In additional to examining convergence, imputation diagnostics focus on comparing im-
puted values to real values. Of course, comparing individual imputations to real values isn’t
necessarily appropriate, since an individual imputation can be unreasonable. However, the
distribution of observed and imputed variables should be similar in a properly constructed
MI model if data are missing at random. In Study 3, imputed values were compared to
real values through the use of density plots and summary statistics for all variables; the
imputations were considered acceptable if they followed the same approximate distribution
of observed values. BMI was the exception to this, as distributions showed that MI skewed
the data towards higher values, however this was to be expected considering that BMI was
thought to likely follow an NMAR pattern of missingness.

D.3 R Code for Imputation Procedure

Provided in this section is the R code used to implement the imputation procedure
from Study 3. Only the code for the imputation of the female model is provided as the
male imputation code is highly similar. In practice, implementing an MI procedure is
highly specific to the data, so I don’t recommend naively copy-pasting this code. However,
this dissertation advocates for better missing data handling in research, so not providing
resources that could potentially be useful to others would be mismatched with the recom-
mendations I made throughout this document. My recommendation to applied researchers
who wish to implement a multiple imputation procedure in R is to start by reviewing key
resources. I personally recommend Craig Enders’ Applied Missing Data Analysis [15] and
Paul Allison’s Missing Data [13] to be very useful and accessible resources to understand
missing data. In terms of implementation, I found that Stef van Buuren’s Flexible Im-
putation of Missing Data [8], and Vink & van Buuren’s vignettes on MICE [197] to be
extremely valuable.

library(dplyr)

####Clean data for imputation####

#Remove unneeded variables from dataset

dropMost <- names(impDataFemale) %in% c("HEIGHT", "WEIGHT","BMI", "AGE",

"scanID", "SCHOOLID", "ETHNICITY",↪→

"SPORTS", "PA_HOURS", "STSB",

"SLEEP",↪→

"BREAKFAST", "FAST_FOOD",

"ANXIETY", "DEPRESSION",

"CONCEPT",↪→

"BINGE", "CANNABIS", "ECIG",

"WEIGHT_PERCEP", "STRENGTH",

"FRIEND_PA", "ENGLISH",↪→
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"WELLBEING", "SELF_MH",

"SMOKING")↪→

impDataFemaleUnordered <- impDataFemale[dropMost]

rm(list=ls()[ls()!="impDataFemaleUnordered"])

#Specify the visit sequence by rearranging the data - recall that

default is that FCS proceeds left to right↪→

##Reorder actual data instead of using visitSequence command because

visitSequence does not reorder the matrix to be exported##↪→

col_order <- c("scanID","SCHOOLID","AGE", "ETHNICITY", "BINGE",

"SMOKING", "ECIG",

"CANNABIS", "FAST_FOOD", "STRENGTH", "BREAKFAST",

"FRIEND_PA", "WEIGHT_PERCEP", "SPORTS",

"PA_HOURS", "CONCEPT", "SELF_MH",

"ENGLISH", "STSB", "WELLBEING", "SLEEP",

"ANXIETY", "DEPRESSION", "HEIGHT", "WEIGHT", "BMI")

impDataFemale <- impDataFemaleUnordered[, col_order]

rm(col_order)

rm(impDataFemaleUnordered)

#### Imputation Procedure ####

library(mice)

library(pan)

library(miceadds)

library(lme4)

library(broom.mixed)

#Run an inital imputation with no iterations to get matrix and methods

objects↪→

impIni <- mice(impDataFemale,print=FALSE, seed =145, maxit=0 )

##Only need to run this commented chunk initially, afterwards it is

easier to edit and important from excel##↪→

# updateMatrix <- impIni£predictorMatrix

#

# #based on how passive imputation works, this is redundant but good

practice↪→

# updateMatrix["BMI", ] <- 0

#

# #scanID shouldnt be imputed nor be used to impute anything

# updateMatrix["scanID", ] <- 0

# updateMatrix[, "scanID"] <- 0

#

# #SCHOOLID shouldnt be imputed
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# updateMatrix["SCHOOLID", ] <- 0

#

# #don't want(well, actually cannot) to use BMI to impute height or

weight↪→

# updateMatrix[c("WEIGHT", "HEIGHT"),"BMI" ] <- 0

#Export predictor matrix to excel for easier editing

#write.csv(updateMatrix, file="filepath/iniMatrix.csv")

#Import matrix back into R

impMatrixRandom <- read.csv("filepath/matrix.csv", row.names =1 )

impMatrixRandom <- data.matrix(impMatrixRandom)

impMatrixRandom <- matrix(as.numeric(impMatrixRandom),

ncol=ncol(impMatrixRandom), dimnames=(dimnames(impMatrixRandom)))↪→

## Updating the Imputation Methods for each variable ##

updateMethod <- impIni$method

updateMethod["BMI"] <- "~I(WEIGHT/(HEIGHT/100)^2)"

updateMethod["WEIGHT"] <- "2l.pan"

updateMethod["HEIGHT"] <- "2l.pan"

updateMethod["AGE"] <- "pmm"

updateMethod["ETHNICITY"] <- "pmm"

updateMethod["SPORTS"] <- "2l.pmm"

updateMethod["PA_HOURS"] <- "2l.pan"

updateMethod["STSB"] <- "2l.pan"

updateMethod["SLEEP"] <- "2l.pan"

updateMethod["BREAKFAST"] <- "2l.pmm"

updateMethod["FAST_FOOD"] <- "2l.pmm"

updateMethod["ANXIETY"] <- "2l.pan"

updateMethod["DEPRESSION"] <- "2l.pan"

updateMethod["CONCEPT"] <- "2l.pan"

updateMethod["BINGE"] <- "2l.pmm"

updateMethod["CANNABIS"] <- "2l.pmm"

updateMethod["ECIG"] <- "2l.pmm"

updateMethod["WEIGHT_PERCEP"] <- "2l.pmm"

updateMethod["STRENGTH"] <- "2l.pan"

updateMethod["FRIEND_PA"] <- "2l.pan"

updateMethod["ENGLISH"] <- "2l.pmm"

updateMethod["WELLBEING"] <- "2l.pan"

updateMethod["SELF_MH"] <- "2l.pan"
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updateMethod["SMOKING"] <- "2l.pmm"

#Convert cluster (documentation calls this 'class') variable to an

integer (required for multi-level mice fx)↪→

impDataFemale$SCHOOLID <- as.integer(impDataFemale$SCHOOLID)

## Run imputation ##

#NB: if wanting to replicate via seed, it is insufficient to only

specify seed argument in mice() fx...its unclear why this does not

work

↪→

↪→

#instead need to globally specify set.seed() before run of the

imputation↪→

set.seed(145)

imp.object30it10 <- mice(impDataFemale,m=30,

maxit=10,method=updateMethod, predictorMatrix = impMatrixRandom, seed

= 145)

↪→

↪→

#### Imputation Model Checking ####

#Check to see that height, weight, and BMI correspond appropriately

head(complete(imp.object30it10)[is.na(impData$BMI), ], 3)

#Check the convergence plots

plot(imp.object30it10)

#Check the distribution of real vs. imputed data

densityplot(imp.object30it10)

#Compare the distributions of observed and imputed data conditional on

propensity score↪→

fit <- with(imp.object30it10, glm(ici(imp.object30it10) ~ AGE + BMI +

WEIGHT + HEIGHT,↪→

family = binomial))

ps <- rep(rowMeans(sapply(fit$analyses, fitted.values)),

imp.object30it10$m + 1)

xyplot(imp.object30it10, BMI ~ ps | as.factor(.imp),

xlab = "Probability that record is incomplete",

ylab = "BMI", pch = c(1, 19), col = mdc(1:2))

#Filter mids object by parameters (e.g. age) to examine data subsets

midsAge12 <- filter(mi.res, AGE==12)

#stripplot() and bwplot() fxs are also useful, but less so for large

datasets↪→
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####Export imputations to SAS if needed####

# library(foreign)

# impExport <- complete(imp.object30it10, "long")

# write.foreign(impDataExportJuly27,datafile="filepath/impExport.sas",

# codefile="filepath/impExportCODE.sas", package="SAS")

####Analyses - Imputed Data####

#Fit a random intercept LMM

fitModel <- with(imp.object30it10, lmer(BMI ~ AGE + ETHNICITY +

SPORTS + PA_HOURS + STSB + SLEEP +

FAST_FOOD + BREAKFAST+

ANXIETY + DEPRESSION + CONCEPT +

BINGE + CANNABIS + ECIG + (1 |

SCHOOLID)))↪→

#Pool estimates (pool() default is RR combination)

pooledModel <- pool(fitModel)

#Sensitivity analysis with GEE - are SEs better?

fitModelGEE <- with(imp.object30it10, geeglm(BMI ~ AGE + ETHNICITY +

SPORTS + PA_HOURS + STSB +

SLEEP +↪→

FAST_FOOD + BREAKFAST +

ANXIETY + DEPRESSION +

CONCEPT +↪→

BINGE + CANNABIS + ECIG ,

family=gaussian,

id=SCHOOLID, corstr =

"exchangeable"))

↪→

↪→

↪→

####Analysis - CCA ####

#Remove unneeded variables (i.e. remove auxilliary vars)

dropAnalysis <- names(impDataFemale) %in% c("HEIGHT", "WEIGHT","BMI",

"AGE", "scanID", "SCHOOLID", "ETHNICITY",↪→

"SPORTS", "PA_HOURS", "STSB",

"SLEEP",↪→

"FAST_FOOD","BREAKFAST",

"ANXIETY", "DEPRESSION",

"CONCEPT",↪→

"BINGE", "CANNABIS", "ECIG")

analysisSubset <- impDataFemale[dropAnalysis]

#remove all missingness to create complete case sample

ccaData <- na.omit(analysisSubset)

#Fit a random intercept LMM
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ccaModel <- lmer(BMI ~ AGE + ETHNICITY +

SPORTS + PA_HOURS + STSB + SLEEP +

FAST_FOOD + BREAKFAST+

ANXIETY + DEPRESSION + CONCEPT +

BINGE + CANNABIS + ECIG + (1 | SCHOOLID), data=ccaData)

#Sensitivity analysis with GEE - are SEs better?

ccaModelGEE <- geeglm(BMI ~ AGE + ETHNICITY +

SPORTS + PA_HOURS + STSB + SLEEP +

FAST_FOOD + BREAKFAST +

ANXIETY + DEPRESSION + CONCEPT +

BINGE + CANNABIS + ECIG , family=gaussian,

id=SCHOOLID, corstr = "exchangeable",

data=ccaData)

↪→

↪→
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