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Abstract

A Bayesian network (BN) is a probabilistic graphical model with applications in knowl-
edge discovery and prediction. Its structure can be learned from data using the well-known
score-and-search approach, where a scoring function is used to evaluate the fit of a pro-
posed BN to the data in an unsupervised manner, and the space of directed acyclic graphs is
searched for the best-scoring BNs. However, selecting a single model (i.e., the best-scoring
BN) is often not the best choice. When one is learning a BN from limited data, selecting a
single model may be misleading as there may be many other BNs that have scores that are
close to optimal, and the posterior probability of even the best-scoring BN is often close
to zero. A more preferred alternative to committing to a single model is to perform some
form of Bayesian or frequentist model averaging. A widely used data analysis methodology
is to: (i) learn a set of plausible networks that fit the data, (ii) perform model averaging to
obtain confidence measure for each edge, and (iii) select a threshold and report all edges
with confidence higher than the threshold. In this manner, a representative network can
be constructed from the edges that are deemed significant that can then be examined for
probabilistic dependencies and possible cause-effect relations.

This thesis presents several improvements to Bayesian network structure learning that
benefit the data analysis methodology. We propose a novel approach to model averaging
inspired by performance guarantees in approximation algorithms. Our approach has two
primary advantages. First, our approach only considers credible models in that they are
optimal or near-optimal in score. Second, our approach is more efficient and scales to
significantly larger Bayesian networks than existing approaches. We empirically study a
selection of widely used and also recently proposed scoring functions. We address design
limitations of previous empirical studies by scaling our experiments to larger BNs, com-
paring on an extensive set of both ground truth BNs and real-world datasets, considering
alternative performance metrics, and comparing scoring functions on two model averaging
frameworks: the bootstrap and the credible set. Contrary to previous recommendations
based on finding a single structure, we find that for model averaging the BDeu scoring
function is the preferred choice in most scenarios for the bootstrap framework and a re-
cent score qNML is the preferred choice for the credible set framework. We identify an
important shortcoming in a widely used threshold selection method. We then propose a
simple transfer learning approach for maximizing target metrics and selecting a threshold
that can be generalized from proxy datasets to the target dataset and show on an exten-
sive set of benchmarks that it can perform significantly better than previous approaches.
We demonstrate via ensemble methods that combining results from multiple scores signif-
icantly improve both the bootstrap and the credible set approach on various metrics, and
that combining all scores from both approaches still yields better results.
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Chapter 1

Introduction

A Bayesian Network (BN) is a probabilistic graphical model with applications in knowl-
edge discovery, probabilistic density estimation, and prediction [26, 51, 68]. Recently,
neural networks have largely surpassed BNs as a discriminative model for prediction, and
normalizing 
ows (see, e.g., [74]) have become a more popular choice to model complex
data distributions while allowing both for sampling and exact density estimation. Never-
theless, BN as a data analysis tool in knowledge discovery is still unmatched thanks to its
clear interpretability and human readability.

BN is a generative model that represents conditional independence relationships and a
joint distribution that factorizes over a directed acyclic graph (DAG), a graph consisting
of vertices and directed edges with no cycles. Figure 1.1 shows the famous lung cancer
diagnosis BN [52], and BNs are widely used as a data analysis tool in diverse areas, including
�nance, medicine, and sports (Table 1.1). A BN can be learned from data using the well-
known score-and-searchapproach, where a scoring function is used to evaluate the �t of
a proposed BN to the data in an unsupervised manner, and the space of directed acyclic
graphs is searched for the best-scoring BNs. However, selecting a single model (i.e., the
best-scoring BN) is often not the best choice. When one is learning a BN from limited
data, selecting a single model may be misleading as there may be many other BNs that
have scores that are close to optimal, and the posterior probability of even the best-scoring
BN is often close to zero. A more preferred alternative to committing to a single model is
to perform some form of Bayesian or frequentist model averaging (e.g., [34, 58, 63, 95]).

Our interest here is in BNs as a knowledge discovery or data analysis tool. In the
context of knowledge discovery, model averaging allows one to estimate, for example, the
posterior probability or degree of con�dence, denoted̂P(e j D ), that an edgee is present
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Table 1.1: Representative data and causal analyses using BNs, wheren is the number of
random variables, andN is the number of instances in the dataset.

Area n N Description
Banking 18 1,796 Contagion interactions between credit issuers following

a sovereign default [4].
Biology 10 3,500 Semantic relationships between bacterial community

properties in soil datasets [12].
Biology 12 1,900 Factors that directly impact red tide species occur-

rences and concentrations [32].
Medicine 11 79 Biophysical interactions of pneumonitis due to radia-

tion therapy in lung cancer [62].
Medicine 17 120 Pathological interactions between diabetes mellitus

and tuberculosis [73].
Medicine 26 408 Interactions between symptoms of obsessive-

compulsive disorder and depression [64].
Safety 27 3,640 Relationships between interstate motor carrier charac-

teristics and safety performance [45].
Software 21 12,630 Interactions between code review measures and preva-

lence of post-release defects [54].
Sports 22 377 Relationships between psychological features and team

performance in football [35].

in the true network structure describing the dependence structure in the datasetD, rather
than just knowing whether the edge is present in the best-scoring network. A widely used
data analysis methodology is to: (i) learn a set of plausible networks that �t the dataD,
(ii) perform model averaging to obtainP̂(e j D ) for each edgee, and (iii) select a threshold
c and report all edgese with P̂(e j D ) > c. In this manner, a representative network can
be constructed from the edges that are deemed signi�cant that can then be examined for
probabilistic dependencies and possible cause-e�ect relations.

Structure learning algorithms can be generally categorized into one of the following
three types, (i) constraint (statistical test) based, (ii) score-and-search, and (iii) hybrid of
(i) and (ii). The most representative algorithm of (i) is the PC-stable algorithm [22] that
stems from the original PC algorithm [90] after its authors, Peter and Clark. The algorithm
starts by initializing a complete undirected graph spanning all nodes. Then a sequential
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Pollution (P) Smoker (S)

Xray (X) Dyspnoea (D)

Cancer (C)

Figure 1.1: The DAG of the CANCER BN [52].

series of conditional independence tests is performed on pairs of nodes to determine if they
can be separated by a subset of other nodes in the graph (usually d-separation, see Butz
et al. [11] for recent developments). The next steps put a v-structure (triplets in graph
where two parents point to the same child) on non-separable triplets, and the rest of the
edges are oriented to avoid creating new v-structures. An overview of other heuristics that
identify the separation can be found in Aliferis et al. [3]. The advantage of constraint based
algorithms is that they can often achieve polynomial runtime in practice with reasonable
assumptions (for example, sparsity of the graph), and thus can be applied to large number
of nodes [48]. The drawback is that sequential application of statistical tests (commonly
G-test or � 2 test) has the potential for increased Type I error (false positive).

Hybrid algorithms �rst use similar statistical tests to identify a reduced set of candidate
parents for all nodes, and then they operate score-and-search on the much reduced search
space. Notable works of this type include Max-Min Hill Climbing algorithm (MMHC)
from Tsamardinos et al. [96], 2-phase Restricted Maximization (RSMAX2) from Scutari
et al. [83] and Hybrid HPC (H2PC) from Gasse et al. [37].

The predominant method for Bayesian network structure learning (BNSL) is thescore-
and-searchmethod, which consists of identifying the space of BNs under consideration and
measuring the goodness of �t between each structure. The method used to measure this
�t is a structure scoring function. Let D = f D1 ; : : : ;DN g be a dataset where each instance
Di is an n-tuple that is a complete instantiation of the variables inX . A scoring function
� (D j G) assigns a real value measuring the quality of the learned structureG = ( X ;E) from
the data D. Most optimal algorithms consider the search space of all possible BNs organized
by candidate parent sets for each variable. Since such a search space isO(nmax i j � i j),
pruning techniques can be used to reduce the number of candidate parent sets that need
to be considered [28]. Another approach is to limit the maximum in-degree to a small
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number d < maxi j� i j so that the search space is reduced toO(nd). It has been shown
that by setting d = 2 and using Bayesian information criterion (BIC), structure learning
can stretch to thousands of variables [78].

Learning unrestricted BNs from data under typical scoring functions is NP-hard [20],
and so local search has long been established as a practical alternative to optimal algo-
rithms. Many local search algorithms have been proposed for di�erent search spaces such
as the space of DAGs, equivalence classes of DAGs [1], and topological orderings over the
variables [44, 70], and for di�erent search methods such as hill-climbing [36], tabu search [5],
genetic algorithms [85], and simulated annealing [71]. In particular, the order-based lo-
cal search (OBS) has consistently shown better performance over network structures in
learning BN structures [94, 57, 79].

The majority of our focus in this thesis, however, is on optimal algorithms that can
�nd the highest scoring structures. This family of algorithms include the dynamic pro-
gramming approach [86], the A* approach [102], and the constraint programming approach
(CPBayes) [98], all of which operate on the node ordering search space. Dynamic program-
ming (DP) is perhaps the least e�cient because it needs to fully evaluate the exponential
search space without pruning or constraints. A* is a few times faster than DP and has
been shown to extend to 30 nodes. Our work builds on the state-of-the-art optimal algo-
rithm behind GOBNILP[24]. GOBNILPextends the SCIP Optimization Suite [38] by adding
a constraint handler for handling the acyclicity constraint for DAGs and formulating the
structure learning problem as a relaxed integer linear programming problem.GOBNILPhas
a similar e��ciency as the CPBayes, and both of them have been shown to extend to net-
works of 70 nodes. Unlike the previous three algorithms,GOBNILPoperates on the space
of all DAGs.

As we have indicated in the beginning of this chapter, selecting a single model (i.e.,
the best-scoring BN) is often not the best choice. Previous work has proposed Bayesian
and frequentist model averaging approaches to network structure learning that enumerate
the space of all possible DAGs based on DP [50], sample from the space of all possible
DAGs [40, 63], consider the space of all DAGs consistent with a given ordering of the
random variables [8, 27], consider the space of tree-structured or other restricted DAGs
[63, 66], and consider only thek-best scoring DAGs for some given value ofk [14, 15, 16,
17, 40, 95]. Unfortunately, these existing approaches either severely restrict the structure
of the BN, or have only been shown to scale to small BNs. For model averaging with
structure constraints, Madigan and Raftery [63] and Meil�a and Jaakkola [66] only allow
tree-structured networks, and Dash and Cooper [27] only considers BN structures consistent
with a partial ordering and with bounded in-degree. For optimal model averaging, Koivisto
and Sood [50] and He et al. [40] show that the DP approach and its derivatives can be
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extended to 25 variables, and the k-best based approaches derived by Tian et al. [95] can
be extended to 20 variables.

1.1 Contributions

The thesis primarily focuses on improvements to the exact algorithm of BNSL in the model
averaging paradigm, and it also includes several improvements to the bootstrap approach,
a commonly used sampling approach in BNSL.

ˆ We propose a novel approach to model averaging inspired by performance guarantees
in approximation algorithms. Our approach has two primary advantages. First, our
approach only considerscredible models in that they are optimal or near-optimal in
score. Second, our approach is more e�cient and scales to signi�cantly larger BNs
than existing approaches.

ˆ We empirically study a selection of widely used and also recently proposed scoring
functions. We address design limitations of previous empirical studies by scaling our
experiments to larger BNs, comparing on an extensive set of both ground truth BNs
and real-world datasets, considering alternative performance metrics, and comparing
scoring functions on two model averaging frameworks: the bootstrap and the credible
set. Contrary to previous recommendations based on �nding a single structure, we
�nd that for model averaging the likelihood-equivalence Bayesian Dirichlet score with
uniform priors (BDeu) scoring function is the preferred choice in most scenarios for
the bootstrap framework and a recent score called quotient normalized maximum
likelihood (qNML) is the preferred choice for the credible set framework.

ˆ We identify an important shortcoming in a widely used threshold selection method.
We then propose a simple transfer learning approach for maximizing target metrics
and selecting a threshold that can be generalized from proxy datasets to the target
dataset and show on an extensive set of benchmarks that it can perform signi�cantly
better than previous approaches. We demonstrate via ensemble methods that com-
bining results from multiple scores signi�cantly improve both the bootstrap and the
credible set approach on various metrics, and that combining all scores from both
approaches still yields better results.
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Chapter 2

Background

In this chapter, we review the necessary background in BNSL and the performance eval-
uation metrics used in this thesis. For more background on these topics see, for exam-
ple, Darwiche [26], Koller and Friedman [51].

2.1 Probabilistic Graphical Models

BNs [68] belong to a large family of probabilistic graphical model (PGM) that compactly
represents joint probability distributions and (in)dependence relations over a set of random
variables. When the probabilistic in
uences among variables have clear directions, we
can use BNs (DAGs) to formally represent such directions. On the other hand, when
the directions are unclear, we can still use Markov networks (also called Markov random
�elds) (see, e.g., [51]) to encode conditional independence relationships.

Recently, a new type of PGM called sum-product network (SPN) [72] has been proposed
to address the intractable inference issue of BNs at the cost of more complex structures. In
particular, any factored probability distributions can be compiled into arithmetic circuits
(equivalent to SPNs) [26] for tractable linear time inference. On the other hand, one can
usually compile SPNs back to BNs for better interpretability and easier understanding of
the underlying conditional independence relationships [10].

BNs have also been used as a tool for causal inference with increasing popularity in
recent years [69]. Random variables in causal BNs are usually modeled by a structural
equation model (SEM), and as a result the loss (scoring) function is continuous (e.g., least
squares in the case of linear SEM) [104]. Such a formulation allows one to apply continuous
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optimization techniques in learning the structure. However, the continuous formulation of
the BNSL is not guaranteed to �nd the true graph, and it does not scale to large networks
due to the acyclic constraint. This thesis focuses on the combinatorial formulation of the
BNSL and we discuss it in Section 2.3.

The choice of PGMs and learning techniques in practice usually depends on the domain
of problem, the amount of data, and perhaps most importantly, the intended usage.

2.2 Bayesian Networks

A BN is a probabilistic graphical model that consists of a labeled DAG,G = ( X ; E)
in which the vertices X = f X1 ; : : : ;Xn g correspond ton random variables, the edgesE
represent direct in
uence of one random variable on another, and each vertexX i is labeled
with a conditional probability distribution P(X i j � X i ) that speci�es the dependence of the
variable X i on its set of parents �X i in the DAG G. A BN can alternatively be viewed as
a factorized representation of the joint probability distribution over the random variables
and as an encoding of the Markov condition on the nodes; i.e., given its parents, every
variable is conditionally independent of its non-descendents.

Pollution (P) Smoker (S)

Xray (X) Dyspnoea (D)

Cancer (C) Bronchitis (B)

Figure 2.1: The DAG of the (augmented) CANCER BN [52] with an extra node (Bron-
chitis): Variables S; C; B, and D have the state spacef TRUE, FALSEg. Variable P has
the state spacef low, highg, and variable X have state spacef positive, negativeg. Thus
rP = rS = rC = rB = rX = rD = 2. Consider the parent set ofC, � C = f B; Cg The
state space of �C is 
 � C = f f low, Trueg, f low, Falseg, f high, Trueg, f high, Falseg g, and
r � C = 4.

Figure 2.1 shows the (augmented) CANCER BN [52] with an extra node (Bronchitis).
Each random variableX i has state space 
i = f vi 1, . . . , vir i g, where r i � 2 is the car-
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dinality of 
 i and vik is the k-th value for vertex X i . Each � X i has state space 
� X i
=

f � i 1; : : : ; � ir � X i
g, wherer � X i

� 2j� X i j is the cardinality of 
 � X i
and � ij is the j -th vector of

values for � X i (see Figure 2.1). The set � = f � ijk g for all i = f 1; : : : ; ng; j = f 1; : : : ; r � X i
g

and k = f 1; : : : ; r i g represents parameters inG where � ijk = P(vik j � ij ). Given a uni-
form prior over the parameters, the expected value of� ijk = N ijk +1

P r i
k =1 N ijk + r i

[23], which is

generalized to the m-estimate [67] de�ned asd� ijk =
N ijk + m

r iP r i
k =1 N ijk + m

.

The Markov blanket [68] of a node in a BN consists of its parents, children, and chil-
dren's parents. For example in Figure 2.1, the Markov blanket for node C includes node
P, S, X, D, and B. Given the Markov blanket of a node, then that node is independent of
all other nodes in the BN.

2.3 Structure Learning

If the independence relations among random variables are unknown, an appropriate struc-
ture must be inferred from observable data. Such a process is referred to as BNSL [42] and
is known to be NP-hard [19]. The predominant method for BNSL is thescore-and-search
method, which consists of identifying the space of BNs under consideration and measur-
ing the goodness of �t between each structure. The method used to measure this �t is a
structure scoring function. Let D = f D1 ; : : : ;DN g be a dataset where each instanceDi

is an n-tuple that is a complete instantiation of the variables inX . A scoring function
� (D j G) assigns a real value measuring the quality of the learned structureG = ( X ; E)
from the data D. Without loss of generality, we assume that a higher score represents a
better quality network structure and omit D when the data is clear from context.

De�nition 2.1 (The score-and-search objective). Suppose we have a scoring function
� (D j G) that assigns a real value measuring the quality of the learned structure G= ( X ; E)
from the data D, and a higher score represents a better quality network structure. The
objective for the score-and-search method of BNSL is de�ned as,

argmax
G2G

� (D j G); (2.1)

whereG is the set of all DAGs overX .

Common scoring functions include BIC [55, 80] and BDeu [8, 42]. An important prop-
erty of these (and most) scoring functions is decomposability, where the score of the entire
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network � (G) can be aggregated as the sum of local scores associated to each vertexP n
i =1 � (� i ) that only depends onX i and its parent set � i in G. The full score-and-search

procedure using a decomposable scoring function is summarized in Algorithm 2.1.

Optimal algorithms in BNSL consider the search space of all possible BNs de�ned over
observed random variables that are categorized by candidate parent sets for each variable.
Such algorithms will be able to identify the optimal BN given the observed random variables
and a speci�c score. Since such a search space isO(nmax i j � i j), pruning techniques can be
used to reduce the number of candidate parent sets that need to be considered on line 2 of
Algorithm 2.1 [28]. Another approach is to limit the maximum in-degree to a small number
d < maxi j� i j so that the search space is reduced toO(nd). It has been shown that by
setting d = 2 and using BIC, structure learning can stretch to thousands of variables [78].

Algorithm 2.1: The score-and-search method for BNSL.
Input: A dataset D = f D1 ; : : : ;DN g, where each instanceDi is an n-tuple that is

a complete instantiation of the variables inX .
Input: A scoring function � (D j G) that assigns a higher score to a better DAG

and can be decomposed to� (D j � i ).
Output: G � with the highest score.

1 for i 2 f 1; 2; � � � ; ng do
2 Identify � ij 2 � i , the candidate parent sets forX i ;
3 end
4 Find � �

i := argmax� ij 2 � i

P n
i =1 � (D j � ij ) subject to the acyclic constraint;

5 Construct DAG G � de�ned by � := f � �
1; � �

2; � � � ; � �
ng.

Most BNSL algorithms use BIC and BDeu scoring functions. Both functions optimize
the log likelihood of the training data being generated by the BN de�ned as,

LL(D j G) =
NX

i =1

logPG (Di ) =
nX

i =1

r � iX

j =1

r iX

k=1

log� n ijk
ijk : (2.2)

BIC applies the metric on training data but avoids over�tting by adding a structure
regularizing term,

� BIC (G) = � max
�

LL(D j G) +
k(G) log N

2N
; (2.3)

wherek(G) =
P n

i =1 (jX i j � 1)
Q

X j 2 � X i
jX j j represents the complexity ofG as the number

of free parameters in the network.
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BDeu directly calculates the log likelihood by assuming a uniform structure prior over
the parameters,

� BDeu (G) = �
nX

i =1

r � iX

j =1

log
�( � )

�( � + nij )
�

nX

i =1

r � iX

j =1

r iX

k=1

log
�( �

r i
+ nijk )

�( �
r i

)
; (2.4)

where� is the equivalent sample size andnij =
P r i

k=1 nijk .

We can use a suitable scoring function to identify candidate parent sets for each node in
the DAG and then search globally for the optimal parents-child pairs. The full procedure
is summarized in Algorithm 2.1, and we provide an example in Example 2.1.

Example 2.1 (The score-and-search method for BNSL). We use the (augmented) CAN-
CER BN [52] (Figure 2.1) as an example to illustrate the process of learning the parents for
the node Dyspnoea. Suppose we have gatheredN empirical observations to form a dataset
D as shown in Table 2.1. Using a scoring function (e.g., BIC, BDeu), we can generate a
score for each candidate structure as shown in Figure 2.2. Finally, we need to choose a par-
ent set (which can be empty) for each node in the network, and all such parents-child local
structures form the �nal DAG. The score of the DAG is the summation of all local scores.
The search for the desired combination of local structures is the underlying combinatorial
optimization problem behind BNSL.

Pollution (P) Smoker (S) Cancer (C) Xray (X) Dyspnoea (D) Bronchitis (B)
low TRUE TRUE positive FALSE FALSE
low FALSE FALSE negative FALSE FALSE
... ... ... ... ... ...

Table 2.1: An example of a dataset gathered from empirical observations.

D

� 10.5

P

D

� 17.5

S

D

� 20.2

C

D

� 5.2

P S . . . B

D

� 15.2

. . .

Figure 2.2: Some candidate parent sets for Dyspnoea (D) with illustrative scores.
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2.4 Performance Evaluation Metrics

Scoring functions used by the score-and-search algorithms are often used as direct quality
measures for BNSL with heuristic methods, i.e., one heuristic method is superior if it can
�nd a structure with higher values for a speci�c score. However, if the search algorithm
is exact (can identify the structures with the optimal value for every score), we cannot
use them directly to assess performance. To evaluate the quality of the learned structures,
we employ the following four metrics that operate on the edges, with considerations for
directions and trade-o�s regarding misidenti�ed edges.

2.4.1 Structural Hamming Distance

To evaluate scoring functions on knowledge discovery, we use the structural Hamming
distance (SHD). We need to de�ne a few structural concepts to introduce the de�nition
for SHD. The skeleton of a DAG G is the undirected graph with the same vertices and
edges asG, and the v-structures are triplets in G where two parents point to the same
child, e.g., X1 ! X2  X3 . A Markov equivalence class (MEC) is a set of DAGs that
encode the same set of conditional independence relationships.

Theorem 2.1 (Verma and Pearl [99]). Two DAGs belong to the same MEC if they have
the same skeleton and v-structures.

All DAGs in the same MEC can be uniquely represented by a completed partially
directed acyclic graph (CPDAG) [65]. A directed edgeX1 ! X2 in a CPDAG indicates
the edge is present in every DAG in the MEC represented by this CPDAG. Such edges
are also calledcompelled edges since it is irreversible in a MEC. For any undirected
edgeX3 � X4 in a CPDAG, the MEC contains a DAG with X3  X4 and a DAG with
X3 ! X4 . Such edges are not compelled because there exist two DAGs from the same
MEC in which the edge has opposite orientation.

Example 2.2 (CPDAG and MEC) . The CPDAG of the (augmented) CANCER BN [52]
(Figure 2.1) is shown in Figure 2.3.

In particular, the v-structures P ! C  S and C ! D  B are present in the
CPDAG; C ! X cannot be reversed since it would otherwise form new v-structures with
P and S. Note that this CPDAG represents the MEC for the two DAGs in Figure 2.4.

Given a ground truth network (predetermined target BN) and a learned network, the
SHD measures the distance between the CPDAG representations of the networks, where a
CPDAG captures the equivalence class to which a network belongs (see [96]).
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Pollution (P) Smoker (S)

Xray (X) Dyspnoea (D)

Cancer (C) Bronchitis (B)

Figure 2.3: The CPDAG of the (augmented) CANCER BN [52].

P

X

C

S

D

B

P

X

C

S

D

B

Figure 2.4: The two DAGs of the same MEC represented by the CPDAG in Figure 2.3.

De�nition 2.2 (SHD [96]). The SHD (H ) between two CPDAGs, e.g., GCD 1 and GCD 2 ,
is the number of the following operations required for GCD 1 = GCD 2 ,

ˆ add or delete an undirected edge;

ˆ add, remove, or reverse the orientation of an edge.

Example 2.3 (SHD). We show that the SHD between the two networks (left and right) in
Figure 2.5 is 2. The two networks (top) can be represented by the two CPDAGs (bottom),
and the SHD between the two CPDAGs isH = 2 because we need to modify the orientations
of 2 edges, namelyX � C and S � C.

Although the SHD has been widely used in evaluating structure learning, it has a
number of signi�cant limitations. First, it gives equal weight in case of a missing edge (FN),
an extra edge (FP), and an edge in the wrong direction. However, in many applications
of knowledge discovery, one does not wish to treat FP and FN as being of equal weight
but rather wishes to specify an application-speci�c tradeo�. Second, adding an edge can
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Figure 2.5: The two networks (top) can be represented by the two CPDAGs (bottom), and
the SHD between the two CPDAGs isH = 2 because we need to modify the orientations
of 2 edges, namelyX � C and S � C.

increase the SHD by more than 1 if it makes other edges not compelled anymore, and
thus SHD tends to penalize FP more than FN. To address the limitations of SHD we will
introduce two additional cost sensitivemetrics: theF� score and misclassi�cation cost (see,
e.g., [46]).

2.4.2 The F� Score

F� score is a generalization of theF1 score, the harmonic mean of precision and recall. We
use TP, FP, and FN to represent true positive, false positive, and false negative. Recall
that precision = TP / (TP + FP) and recall = TP / (TP + FN).

De�nition 2.3. The F� score is de�ned as,

F� = (1 + � 2) �
precision � recall

(� 2 � precision) + recall
:

Note that the F1 score is a special case when� = 1. When � < 1, the F� measure gives
more weight to precision and vice versa. These metrics are particularly useful for BNSL
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since there is a large number of true negatives, i.e., both the ground truth BN and the
learned BN are sparse with very few edges. We use two versions of theF� score with one
de�ned on the skeleton and the other on the CPDAG of the BN.

Binary F� Score

Suppose we denoteE as the set of true labels for the skeleton of the network, and̂E as
the predictions. The precision and recall of the binaryF� score are de�ned as,

precision =
jE \ Ê j

jÊ j
; recall =

jE \ Ê j
jE j

:

Follow De�nition 2.3, we can calculate the binaryF� score that operates on the skeletons
and produce a score for each network.

Multi-class F� Score

The multi-class F� score generalizes the binaryF� score to account for orientations in
CPDAGs. Suppose that we denoteEd as the set of true labels for directed edges andEu

for undirected edges in a CPDAG andÊd and Êu for the corresponding predictions. The
precision and recall of each class can be calculated in a similar way as the single class case
above, and as a result we have a binaryF� score for each class, denotedF d

� and F u
� . The

multi-class F� score is the average of theF� score of each class with weighting depending
on the average parameter. The two most widely used averaging methods are \macro"

(
F d

� + F u
�

2 ) and \weighted" (
F d

� �jEd j+ F u
� �jEu j

jEd j+ jEu j ). If all of the edges in the ground truth network
are undirected and the predicted CPDAG is identical then theF� score should be 1. Since
the macro approach does not consider the distribution of labels and produces undesirable
results when all edges belong to one class, we decide to use the weighted variant in this
thesis.

De�nition 2.4. The weighted multi-classF� score is de�ned as,

F CPDAG
� =

F d
� � jEdj + F u

� � jEu j

jEdj + jEu j
:

Example 2.4 (F� Score). Suppose we have the ground truth BN and a predicted BN shown
in Figure 2.6.
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The binary F� score can be determined with a precision of 1 and a recall of 1/6 since
the only predicted edge is present in the ground truth and we successfully predicted 1 out
of 6 edges, and it follows thatF� = (1 + � 2) � 1=6

� 2+1 =6 .

For directed edges of the CPDAG, we have a precision and recall of 0 because we fail
to predict any directed edges, whereas for undirected edges both precision and recall are 1
because we successfully predicted the only undrected edge (S � B). This results in F d

� = 0
and F u

� = 1, and it follows that F CPDAG
� = 1

6 .

If we were to adopt the \macro" version of the multi-classF� score, we would arrive
at a score of 0.5 since it does not account for class distributions. This would be too high
given that 5 out of 6 edges are missing from the learned network.

P

X

C

S

D

B

P

X

C

S

D

B

Ground truth

P

X

C

S

D

B

P

X

C

S

D

B

Predictions

Figure 2.6: An example of ground truth network (left) and a predicted network (right).
The two networks (top) can be represented by the two CPDAGs (bottom). The edge
S � B is undirected in both CPDAGs, and is the only correctly predicted edge. We use
superscript u and d to indicate undirected and directed edges, and soTPu = 1; FP u =
0; FN u = 0; TPd = 0; FP d = 0; FN d = 5.
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2.4.3 Misclassi�cation Cost

De�nition 2.5. The cost sensitive weighted misclassi�cation cost [59] is de�ned as,

C� = � � FN + FP;

whereFN is the number of false negatives andFP is the number of false positives.

When � > 1, the misclassi�cation cost gives more weight to FN and thus penalizes
missing edges over extra edges. TheF� score and the weighted misclassi�cation cost allow
us to evaluate the performance on a spectrum with di�erent tradeo�s between precision
and recall and between FP and FN. As we will show in our results, the rankings of scoring
functions will 
uctuate as di�erent weights are place on FP and FN.

Example 2.5. (Misclassi�cation Cost) Suppose we have the ground truth BN and a pre-
dicted BN shown in Figure 2.7. We can observe that FN= FP = 1 since we missed the
edgeS ! C but added the edgeS ! D, and the misclassi�cation cost isC� = 1 + � .

P

X

C

S

D

B

Ground truth

P

X

C

S

D

B

Predictions

Figure 2.7: An example of ground truth network (left) and a predicted network (right).
The predictions missed the edgeS ! C but added the edgeS ! D, and therefore
FN = FP = 1.

2.4.4 Borda Count

The experimental results are aggregated using the Borda count. Suppose we havek can-
didates to evaluate on a set ofm instances using a chosen performance metric. For each
instance (e.g., a �xed dataset) the candidates are ranked according to the performance
metric with ties allowed, and each candidate is awarded points corresponding to the num-
ber of opponents strictly lower in the ranking. Thus, the lowest ranked candidate always
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gets 0 points and the highest ranked candidate gets at mostk � 1 points (exactly k � 1 if
there are no ties for highest ranked). Points from each instance are added together in the
end and the highest possible points would bem � (k � 1). The Borda count was chosen to
aggregate the results as it is known to select broadly acceptable options.

Example 2.6 (Borda Count). Suppose we want to compare three approachesA1, A2,
and A3 using a metric, and that we can get a metric value using each approach on three
instancesI 1, I 2 and I 3. In Table 2.2, we can observe that onI 1, A3 is awarded 2 points
for beating A1 and A2, and A2 is awarded 1 point for beatingA1; on I 2, both A2 and A3

are awarded 1 point for beatingA1; on I 3 no approach gets any points. Finally,A1 has 0
points, A2 has 2 points, andA3 has 3 points, and thereforeA3 is the winner.

Instance I 1 I 2 I 3

Candidate A1 A2 A3 A1 A2 A3 A1 A2 A3

Metric value 0.0 0.5 0.8 0.2 0.4 0.4 0.5 0.5 0.5
Points 0 1 2 0 1 1 0 0 0

Table 2.2: An example of using Borda count to evaluate candidates on a set of instances
using a metric.
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Chapter 3

The Credible Set Approach

A Bayesian network is a widely used probabilistic graphical model with applications in
knowledge discovery, density estimation, and prediction [26, 51]. Learning a BN from data
can be cast as an optimization problem using the well-known score-and-search approach.
However, selecting a single model (i.e., the best scoring BN) can be misleading or may not
achieve the best possible accuracy. An alternative to committing to a single model is to
perform some form of Bayesian or frequentist model averaging, where the space of possible
BNs is sampled or enumerated in some fashion. Unfortunately, existing approaches for
model averaging either severely restrict the structure of the Bayesian network or have only
been shown to scale to networks with fewer than 30 random variables. In this chapter,
we propose a novel approach to model averaging inspired by performance guarantees in
approximation algorithms. Our approach has two primary advantages. First, our approach
only considerscredible models in that they are optimal or near-optimal in score. Second,
our approach is more e�cient and scales to signi�cantly larger Bayesian networks than
existing approaches. We note that boostrapping is a commonly used sampling approach
in BNSL and we compare it with the credible set in Chapter 5.

3.1 Introduction

A BN can be learned from data using the well-knownscore-and-searchapproach, where a
scoring function is used to evaluate the �t of a proposed BN to the data, and the space
of DAGs is searched for the best-scoring BN. However, selecting a single model (i.e., the
best-scoring BN) may not always be the best choice. When one is using BNs for knowledge
discovery and explanation with limited data, selecting a single model may be misleading

18



as there may be many other BNs that have scores that are very close to optimal and the
posterior probability of even the best-scoring BN is often close to zero. As well, when
one is using BNs for prediction, selecting a single model may not achieve the best possible
accuracy.

An alternative to committing to a single model is to perform some form of Bayesian or
frequentist model averaging [21, 43, 51]. In the context of knowledge discovery, Bayesian
model averaging allows one to estimate, for example, the posterior probability that an
edge is present, rather than just knowing whether the edge is present in the best-scoring
network. Previous work has proposed Bayesian and frequentist model averaging approaches
to network structure learning that enumerate the space of all possible DAGs [50], sample
from the space of all possible DAGs [40, 63], resample the data and learn a collection of
DAGs [34, 81], consider the space of all DAGs consistent with a given ordering of the
random variables [8, 27], consider the space of tree-structured or other restricted DAGs
[63, 66], and consider only thek-best scoring DAGs for some given value ofk [14, 15, 16,
17, 40, 95]. Unfortunately, these existing approaches either severely restrict the structure
of the Bayesian network, such as only allowing tree-structured networks or only considering
a single ordering, or have only been shown to scale to small Bayesian networks with fewer
than 30 random variables.

In the remainder of this chapter, we propose a novel approach to model averaging for BN
structure learning that is inspired by performance guarantees in approximation algorithms.
Let OPT be the score of the optimal BN and assume without loss of generality that the
optimization problem is to �nd the minimum-score BN. Instead of �nding the k-best
networks for some �xed value ofk, we propose to �nd all Bayesian networksG that are
within a factor � of optimal; i.e.,

OPT � score(G) � � � OPT ; (3.1)

for some given value of� � 1, or equivalently,

OPT � score(G) � OPT + �; (3.2)

for � = ( � � 1)�OPT . Instead of choosing arbitrary values for� , � � 0, we show that for the
two scoring functions BIC/minimum description length (MDL) and BDeu, a good choice
for the value of � is closely related to the Bayes factor (BF), a model selection criterion
summarized by Kass and Raftery [49].

Our approach has two primary advantages. First, our approach only considerscredible
models in that they are optimal or near-optimal in score. Approaches that enumerate or
sample from the space of all possible models consider DAGs with scores that can be far from
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optimal; for example, for the BIC/MDL scoring function the ratio of worst-scoring to best-
scoring network can be four or �ve orders of magnitude1. A similar but more restricted case
can be made against the approach which �nds thek-best networks since there is noa priori
way to know how to set the parameterk such that only credible networks are considered.
Second, and perhaps most importantly, our approach is signi�cantly more e�cient and
scales to Bayesian networks with almost 60 random variables. Existing methods for �nding
the optimal Bayesian network structure, e.g., [6, 98] rely heavily for their success on a
signi�cant body of pruning rules that remove from consideration many candidate parent
sets both before and during the search. We show that many of these pruning rules can be
naturally generalized to preserve the Bayesian networks that are within a factor of optimal.
We modify GOBNILP[6], a state-of-the-art method for �nding an optimal Bayesian network,
to implement our generalized pruning rules and to �nd allnear-optimal networks. We
show in an experimental evaluation that the modi�edGOBNILPscales to signi�cantly larger
networks without resorting to restricting the structure of the Bayesian networks that are
learned.

3.2 Credible Bayesian Networks

The predominant method for BNSL from data is thescore-and-searchmethod. Let D =
f D1 ; : : : ;DN g be a dataset where each instanceDi is an n-tuple that is a complete instan-
tiation of the variables in X . A scoring function � (G j D) assigns a real value measuring
the quality of G = ( X ;E) given the data D. Without loss of generality, we assume that
a lower score represents a better quality network structure and omitD when the data is
clear from context.

De�nition 3.1 (Credible Bayesian networks). Given a non-negative constant� and a
datasetD = f D1 ; : : : ;DN g, a credible Bayesian network G is a network that has a score
� (G) such that OPT � � (G) � OPT + � , where OPT is the score of the optimal Bayesian
network.

In this chapter, we focus on �nding all credible networks given� , and we call it �
| Bayesian network structure learning ( � BNSL). Note that the BNSL for the optimal
network(s) is a special case of� BNSL where� = 0.

1Madigan and Raftery [63] deem such modelsdiscredited when they make a similar argument for not
considering models whose probability is greater than a factor from the most probable.
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De�nition 3.2 (� BNSL). Given a non-negative constant� , a datasetD = f D1 ; : : : ;DN g
over random variablesX = f X1 , . . . , X n g and a scoring function� () , the � BNSL problem
is to �nd all credible Bayesian networks de�ned in De�nition 3.1.

3.3 Scoring Functions

Scoring functions usually balance goodness of �t to the data with a penalty term for
model complexity to avoid over�tting. Common scoring functions include BIC/MDL [56,
80] and BDeu [8, 42]. An important property of these (and most) scoring functions is
decomposability, where the score of the entire network� (G) can be rewritten as the sum
of local scores associated to each vertex

P n
i =1 � (X i ; � i ) that only depends onX i and its

parent set � i in G. The local score is abbreviated below as� (� i ) when the local nodeX i

is clear from context. Pruning techniques can be used to reduce the number of candidate
parent sets that need to be considered, but in the worst-case the number of candidate
parent sets for each variableX i is exponential in n, wheren is the number of vertices in
the DAG.

In this chapter, we only focus on the two commonly used scoring functions in BNSL,
BIC and BDeu. The BIC scoring function in this chapter is de�ned as,

� BIC (G) = max
�

LL(D j G; �) � penBIC (G): (3.3)

Here, penBIC (G) =
P n

i =1 r � i (r i � 1) log N
2 is a penalty term, andLL(D j G; �) is the log

likelihood, given by,

LL(D j G; �) = log
NY

i =1

P(Di j G; �) =
nX

i =1

r � iX

j =1

r iX

k=1

nijk log� ijk ;

wherenijk is the number of instances inD wherevik and � ij co-occur. As the BIC function
is decomposable, we can associate a score to �i , a candidate parent set ofX i as follows,

� BIC (� i ) = max
� i

LL(D j � i ; � i ) � penBIC (� i ):

Here, LL(D j � i ; � i ) =
P r � i

j =1

P r i
k=1 nijk log� ijk and penBIC (� i ) = r � i (r i � 1) log N

2 . The
BDeu scoring function in this chapter is de�ned as,

� BDeu (G) =
nX

i =1

r � iX

j =1

P r i
k=1 log �( �

r i r � i
+ nijk )

log �( �
r � i

+ nij � )
�

P r i
k=1 log �( �

r i r � i
)

log �( �
r � i

)
; (3.4)
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where� is the equivalent sample size andnij � =
P

k nijk . As the BDeu function is decom-
posable, we can associate a score to �i , a candidate parent set ofX i as follows,

� BDeu (� i ) =
r � iX

j =1

P r i
k=1 log �( �

r i r � i
+ nijk )

log �( �
r � i

+ nij � )
�

P r i
k=1 log �( �

r i r � i
)

log �( �
r � i

)
:

3.4 The Bayes Factor

In this section, we show that a good choice for the value of� for the � BNSL problem is
closely related to the BF, a model selection criterion summarized by Kass and Raftery [49].

The BF was proposed by Je�reys as an alternative to signi�cance test [47]. It was
thoroughly examined as a practical model selection tool in [49].

De�nition 3.3. Let G0 and G1 be two DAGs in the set of all DAGsG de�ned over a set
of variables X. The BF in the context of DAG is de�ned as,

BF(G0; G1) =
P(D j G0)
P(D j G1)

;

namely the odds of the probability of the data predicted by network G0 and G1.

The actual calculation of the BF often relies on Bayes' Theorem as follows,

P(G0 j D )
P(G1 j D )

=
P(D j G0)
P(D j G1)

�
P(G0)
P(G1)

=
P(D; G0)
P(D; G1)

:

Since it is typical to assume the prior over models is uniform in BNSL, the BF can then
be obtained using eitherP(G j D) or P(D; G)8G 2 G. We use those two representations
to show how BIC and BDeu scores relate to the BF.

Using Laplace approximation and other simpli�cations in [75], Ripley derived the fol-
lowing approximation to the logarithm of the marginal likelihood for networkG (a similar
derivation is given in [21]),

logP(D j G) = LL(D j G; �̂ ) � r � i (r i � 1)
logN

2
+ r � i (r i � 1)

log 2�
2

�
1
2

logjJG;I (�̂ )j + log P(�̂ j G);
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where�̂ is the maximum likelihood estimate of model parameters andJG;I (�̂ ) is the Hessian
matrix evaluated at �̂ . It follows that,

logP(D j G) = BIC( D; G) + O(1):

The above equation shows that the BIC score was designed to approximate the log marginal
likelihood. If we drop the lower-order term, we can then obtain the following equation,

BIC(D; G1) � BIC(D; G0) = log
P(D j G0)
P(D j G1)

= log BF( G0; G1):

It has been indicated in [49] that asN ! 1 , the di�erence of the two BIC scores,
dubbed the Schwarz criterion, approaches the true value of log BF such that,

BIC(D; G1) � BIC(D; G0) � log BF(G0; G1)
log BF(G0; G1)

! 0:

Therefore, the di�erence of two BIC scores can be used as a rough approximation to log BF.
Note that some papers de�ne BIC to be twice as large as the BIC de�ned in this chapter,
but the above relationship still holds albeit with twice the logarithm of the BF.

Similarly, the di�erence of the BDeu scores can be expressed in terms of the BF. In
fact, the BDeu score is the log marginal likelihood where there are Dirichlet distributions
over the parameters [8, 42]; i.e.,

logP(D; G) = BDeu( D; G);

and thus,

BDeu(D; G1) � BDeu(D; G0) = log
P(D; G0)
P(D; G1)

= log ( G0; G1):

The above results are consistent with the observation by Kass and Raftery [49] that the
log BF can be interpreted as a measure for therelative successof two models at predicting
data, sometimes referred to as the \weight of evidence", without assuming either model is
true. The desired value of BF, however, is often speci�c to a study and determined with
domain knowledge, e.g., a BF of 1000 is more appropriate in forensic science. Heckerman
et al. [42] proposed the following interpreting scale for the BF: a BF of 1 to 3 bears only
anecdotal evidence, a BF of 3 to 20 suggests some positive evidence thatG0 is better, a BF
of 20 to 150 suggests strong evidence in favor ofG0, and a BF greater than 150 indicates
very strong evidence. If we deem 20 to be the desired BF in� BNSL, i.e., G0 = G �
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and � = log(20), then any network with a score less than log(20) away from the optimal
score would becredible, otherwise it would bediscredited. Note that the ratio of posterior
probabilities was de�ned as� by Tian et al. [95], Chen and Tian [17] and was used as a
metric to assess arbitrary values ofk in �nding the k-best networks.

Finally, the � BNSL problem using the BIC or BDeu scoring function given a desired
BF can be written as,

OPT � score(G) � OPT + log BF : (3.5)

3.5 Pruning Rules for Candidate Parent Sets

To �nd all near-optimal BNs given a BF, the local score� (� i ) for each candidate parent
set � i � 2X �f X i g and each random variableX i must be computed. As this is very cost
prohibitive, the search space of candidate parent sets can be pruned, provided that global
optimality constraints are not violated.

A candidate parent set � i can besafely prunedgiven a non-negative constant� 2 R+ if
� i cannot be the parent set ofVi in any network in the set of credible networks. Note that
for � = 0, the set of credible networks just contains the optimal network(s). We discuss
the original rules and their generalization below and proofs for them can be found in the
extended version.

Teyssier and Koller [94] gave a pruning rule for all decomposable scoring functions.
This rule compares the score of a candidate parent set to those of its subsets. We give a
relaxed version of the rule.

Lemma 3.1. Given a vertex variable Xj , candidate parent sets� j and � 0
j , and some

� 2 R+ , if � j � � 0
j and � (� j ) + � � � (� 0

j ), � 0
j can be safely pruned.

3.5.1 Pruning with BIC/MDL Score

A pruning rule comparing the BIC score and penalty associated to a candidate parent set
to those of its subsets was introduced in [28]. The following theorem gives a relaxed version
of that rule.

Theorem 3.1. Given a vertex variable Xj , candidate parent sets� j and � 0
j , and some

� 2 R+ , if � j � � 0
j and � (� j ) � pen (� 0

j ) + � < 0, � 0
j and all supersets of� 0

j can be safely
pruned if � is the BIC function.
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Another pruning rule for BIC appears in [28]. This provides a bound on the number of
possible instantiations of subsets of a candidate parent set. The following theorem relaxes
that rule.

Theorem 3.2. Given a vertex variableVi , and a candidate parent set� i such thatr � i >
N
w

log r i
r i � 1 + � for some � 2 R+ , if � i ( � 0

i , then � 0
i can be safely pruned if� is the BIC

scoring function.

The following corollary of Theorem 3.2 gives a useful upper bound on the size of a
candidate parent set.

Corollary 3.1. Given a vertex variable Xi and candidate parent set� i , if � i has more
than dlog2 N + � e elements, for some� 2 R+ , � i can be safely pruned if� is the BIC
scoring function.

Corollary 3.1 provides an upper-bound on the size of parent sets based solely on the
sample size. The following table summarizes such an upper-bound given di�erent amounts
of data N and a BF of 20.

N 100 500 103 5 � 103 104 5 � 104 105

j� j 10 12 13 16 17 19 20

The entropy of a candidate parent set is also a useful measure for pruning. A pruning
rule, given by [29], provides an upper bound on conditional entropy of candidate parent
sets and their subsets. We give a relaxed version of their rule. First, we note that entropy
for a vertex variableX i is given by,

H (X i ) = �
r iX

k=1

nik

N
log

nik

N
;

wherenik represents how many instances in the dataset containvik , wherevik is an element
in the state space 
i of X i . Similarly, entropy for a candidate parent set �i is given by,

H (� i ) = �
r � iX

j =1

nij

N
log

nij

N
:

Conditional information is given by,

H (X j Y) = H (X [ Y) � H (Y):
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Theorem 3.3. Given a vertex variableVi , and candidate parent set� i , let Vj =2 � i such
that N � minf H (Vi j � i ); H (Vj j � i )g � (1 � r j ) � t(� i ) + � for some � 2 R+ . Then the
candidate parent set� 0

i = � i [ f Vj g and all its supersets can be safely pruned if� is the
BIC scoring function.

3.5.2 Pruning with BDeu Score

A pruning rule for the BDeu scoring function appears in [29] and a more general version
is included in [25]. Here, we present a relaxed version of the rule in [25].

Theorem 3.4. Given a vertex variableVi and candidate parent sets� i and � 0
i such that

� i � � 0
i and � i 6= � 0

i , let r +
i (� 0

i ) be the number of positive counts in the contingency table
for � 0

i . If � (� i ) + � < r +
i (� 0

i ) log r i , for some � 2 R+ then � 0
i and the supersets of� 0

i can
be safely pruned if� is the BDeu scoring function..
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3.6 Experimental Evaluation

In this section, we evaluate the proposed BF-based method and compare its performance
with published k-best solvers.

Our proposed method is more memory e�cient comparing to thek-best based solvers
in BDeu scoring and often collects more networks in a shorter period of time. With the
pruning rules generalized above, our method can scale up to datasets with 57 variables in
BIC scoring, whereas the previous best results are reported on a network of 29 variables
using the k-best approach with score pruning [16].

The datasets are obtained from the UCI Machine Learning Repository [30] and the
Bayesian Network Repository2. Some of the complete local scoring �les are downloaded
from the GOBNILPwebsite3 and are used for thek-best related experiments only. Since
not all solvers in thek-best experiments can take in scoring �les, we exclude the time to
compute local scores from the comparison. Both BIC [80, 56] and BDeu [8, 42] scoring
functions are used where applicable. All experiments are conducted on computers with 2.2
GHz Intel E7-4850V3 processors. Each experiment is limited to 64 GB of memory and 24
hours of CPU time.

3.6.1 The Bayes Factor Approach

We modi�ed the development version (Version denoted 9c9f3e6) ofGOBNILP, referred to
below asGOBNILPdev, to apply pruning rules presented above during scoring and supplied
appropriate parameter settings for collecting near-optimal networks4. The code is compiled
with SCIP 6.0.0 and CPLEX 12.8.0. GOBNILPextends the SCIP Optimization Suite [38]
by adding aconstraint handler for handling the acyclicity constraint for DAGs. If multiple
BNs are requiredGOBNILPdev just calls SCIP to ask it to collect feasible solutions. In
this mode, when SCIP �nds a solution, the solution is stored, a constraint is added to
render that solution infeasible and the search continues. This di�ers from (and is much
more e�cient than) GOBNILP's current method for �nding k-best BNs where an entirely
new search is started each time a new BN is found. A recent version of SCIP has a separate
\reoptimization" method which might allow better k-best performance forGOBNILPbut we
do not explore that here. By default when SCIP is asked to collect solutions it turns o� all
cutting plane algorithms. This led to very poorGOBNILPperformance sinceGOBNILPrelies

2http://www.bnlearn.com/bnrepository/
3https://www.cs.york.ac.uk/aig/sw/gobnilp/#benchmarks
4The modi�ed code is available at: https://www.cs.york.ac.uk/aig/sw/gobnilp/
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on cutting plane generation. Therefore, this default setting is overridden inGOBNILPdev
to allow cutting planes when collecting solutions. To �nd only solutions with objective no
worse than (OPT + � ), SCIP's SCIPsetObjlimit function is used. Note that, for e�ciency
reasons, this isnot e�ected by adding a linear constraint.

We �rst use GOBNILPdev to �nd the optimal scores sinceGOBNILPdev takes objective
limit ( OPT + � ) for enumerating feasible networks. Then all networks falling into the limit
are collected with a counting limit of 150,000. Finally the collected networks are categorized
into MEC, where two networks belong to the same MEC if they have the same skeleton
and v-structures [99]. The proposed approach is tested on datasets with up to 57 variables.
The search timeT, the number of collected networksjGj and the number of MECsM in
the collected networks at BF = 3, 20 and 150 using BIC are reported in Table 3.1, where
n is the number of random variables in the dataset andN is the number of instances in
the dataset. The three thresholds are chosen according to the interpreting scale suggested
by [42] where 3 marks the di�erence between anecdotal and positive evidence, 20 marks
positive and strong evidence and 150 marks strong and very strong evidence. The search
time mostly depends on a combined e�ect of the size of the network, the sample size and
the number of MECs at a given BF. Some fairly large networks such as alarm, sponge and
barley are solved much faster than smaller networks with a large sample size, e.g., msnbc
and letter.

The results also indicate that the number of collected networks and the number of
MECs at three BF levels varies substantially across di�erent datasets. In general, datasets
with smaller sample sizes tend to have more networks collected at a given BF since near-
optimal networks have similar posterior probabilities to the best network. Although the
desired level of BF for a study, like the p-value, is often determined with domain knowledge,
the proposed approach, given su�cient samples, will produce meaningful results that can
be used for further analysis.

3.6.2 Bayes Factor vs. KBest

In this section, we compare our approach with published solvers that are able to �nd a
subset of top-scoring networks with the given parameterk. The solvers under consideration
are KBest 12b5 from [95], KBestEC6 from [17], andGOBNILP1.6.3 [6], referred to as KBest,
KBestEC andGOBNILPbelow. The �rst two solvers are based on the dynamic programming

5http://web.cs.iastate.edu/ ~jtian/Software/UAI-10/KBest.htm
6http://web.cs.iastate.edu/ ~jtian/Software/AAAI-14-yetian/KBestEC.htm
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approach introduced in [86]. Due to the lack of support for BIC in KBest and KBestEC,
only BDeu with a equivalent sample size of one is used in corresponding experiments.

The most recent stable version ofGOBNILPis 1.6.3 that works with SCIP 3.2.1. The
default con�guration is used and experiments are conducted for both BIC and BDeu scoring
functions. However, thek-best results are omitted here due to its poor performance.
Despite that GOBNILPcan iteratively �nd the k-best networks in descending order by
adding linear constraints, the pruning rules designed to �nd the best network are turned
o� to preserve sub-optimal networks. In fact, the memory usage often exceeded 64 GB
during the initial ILP formulation, indicating that the lack of pruning rules posed serious
challenge forGOBNILP. GOBNILPdev, on the other hand, can take advantage of the pruning
rules presented above in the proposed BF approach and its results compare favorably to
KBest and KBestEC.

The experimental results of KBest, KBestEC andGOBNILPdev are reported in Ta-
ble 3.2, wheren is the number of random variables in the dataset,N is the number of
instances in the dataset, andk is the number of top scoring networks. The search time
T is reported for KBest, KBestEC andGOBNILPdev (BF = 20). The number of DAGs
covered by thek MECs jGk j is reported for KBestEC. In comparison, the last two columns
are the number of found networksjG20j and the number of MECsjM 20j using the BF
approach with a given BF of 20 and BDeu scoring function.

As the number of requested networksk increases, the search time for both KBest and
KBestEC grows exponentially. The KBest and KBestEC are designed to solve problems
of size fewer than 207, and so they have some di�culty with larger datasets. They also
fail to generate correct scoring �les for msnbc. KBestEC seems to successfully expand the
coverage of DAGs with some overhead for checking equivalence classes. However, KBestEC
took much longer than KBest for some instances, e.g., nltcs and letter, and the number of
DAGs covered by the found MECs is inconsistent for nltcs, letter and zoo. The search time
for the BF approach is improved over thek-best approach except for datasets with very
large sample sizes. The generalized pruning rules are very e�ective in reducing the search
space, which then allowsGOBNILPdev to solve the ILP problem subsequently. Comparing
to the improved results in (Chen et al. [14], 2015; 2016), our approach can scale to larger
networks if the scoring �le can be generated.8

Now we show that di�erent datasets have distinct score patterns in the top scoring
networks. The scores of the 1,000-best networks for some datasets in the KBest experiment
are plotted in Figure 3.1. A speci�c line for a dataset indicates the deviation� from the

7Obtained through correspondence with the author.
8BDeu cannot be scored for larger instances without imposing a limit on the parent set size.
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optimal BDeu score by thekth-best network. For reference, the red dash lines represent
di�erent levels of BFs calculated by� = log BF (see Equation 3.5). The �gure shows that
it is di�cult to pick a value for k a priori to capture the appropriate set of top scoring
networks. For a few datasets such as adult and letter, it only takes fewer than 50 networks
to reach a BF of 20, whereas zoo needs more than 10,000 networks. The sample size has a
signi�cant e�ect on the number of networks at a given BF since the lack of data leads to
many BNs with similar probabilities. It would be reasonable to choose a large value fork
in model averaging when data is scarce and vice versa, but only the BF approach is able
to automatically �nd the appropriate and credible set of networks for further analysis.

3.7 Summary

Existing approaches for model averaging for BNSL either severely restrict the structure of
the Bayesian network or have only been shown to scale to networks with fewer than 30
random variables. In this chapter, we proposed a novel approach to model averaging in-
spired by performance guarantees in approximation algorithms that considers all networks
within a factor of optimal. Our approach has two primary advantages. First, our approach
only considerscredible models in that they are optimal or near-optimal in score. Second,
our approach is signi�cantly more e�cient and scales to much larger Bayesian networks
than existing approaches. We modi�edGOBNILP[6], a state-of-the-art method for �nding
an optimal Bayesian network, to implement our generalized pruning rules and to �nd all
near-optimal networks. Our experimental results demonstrate that the modi�edGOBNILP
scales to signi�cantly larger networks without resorting to restricting the structure of the
Bayesian networks that are learned.
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Data n N Tk (s) k TEC (s) jGk j T20 (s) jG20j jM 20j

tic tac toe 10 958
0.2 10 0.5 67

0.6 152 242.8 100 6.0 673
70.7 1,000 78.5 7,604

wine 14 178
3.4 10 12.0 60

35.9 8,734 6,26285.0 100 168.4 448
3,420.4 1,000 3,064.4 4,142

adult 14 32,561
3.3 10 633.5 68

9.3 792 1973.6 100 63,328.9 1,340
2,122.8 1,000 OT |

nltcs 16 3,236
11.8 10 47,338.4 552

125.5 652 326406.6 100 OT |
13,224.6 1,000 OT |

msnbc 17 58,265 ES | ES | 4,018.9 24 24

letter 17 20,000
26.0 10 18,788.0 200

56,344.8 20 10909.8 100 OT |
41,503.9 1,000 OT |

voting 17 435
34.1 10 101.9 30

6.0 621 2071,125.7 100 1,829.2 3,392
38,516.2 1,000 42,415.3 3,665

zoo 17 101
33.5 10 99.8 52

8,418.8 29,073 6,7611,041.7 100 1,843.4 100
41,412.1 1,000 OT |

hepatitis 20 155
351.2 10 872.3 89

441.4 28,024 3,53413,560.3 100 20,244.7 842
OT 1,000 OT |

parkinsons 23 195
3,908.2 10 OT |

1,515.9 150,000 42,448OT 100 OT |
OT 1,000 OT |

autos 26 159 OM 1 OM | OT | |
insurance 27 1,000 OM 1 OM | 8.3 1,081 133

Table 3.2: The search timeT and the number of collected networksk, jGk j and jG20j for
KBest, KbestEC and GOBNILPdev (BF = 20) using BDeu, where n is the number of
random variables in the dataset,N is the number of instances in the dataset, OM = Out
of Memory, OT = Out of Time and ES = Error in Scoring. Note that jGk j is the number
of DAGs covered by thek-best MECs in KBestEC andjM 20j is the number of MECs in
the networks collected byGOBNILPdev.
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Figure 3.1: The deviation� from the optimal BDeu score byk using results from KBest.
The corresponding values of the BF (� = log(BF), see Equation 3.5) are presented on the
right. For example, if the desired BF value is 20, then all networks falling below the dash
line at 20 are credible.
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Chapter 4

Scoring Function Selection

Scoring functions for BNSL can con
ict in their rankings and previous work has empirically
studied their e�ectiveness with an aim to provide recommendations on their use. However,
previous studies on scoring functions are limited by the small number and scale of the
instances used in the evaluation and by a focus on learning a single network. Often, a better
alternative to committing to a single network is to learn multiple networks and perform
model averaging as this method provides con�dence measures for knowledge discovery and
improved accuracy for density estimation. In this chapter, we empirically study a selection
of widely used and also recently proposed scoring functions. We address design limitations
of previous empirical studies by scaling our experiments to larger BNs, comparing on
an extensive set of both ground truth BNs and real-world datasets, considering alternative
performance metrics, and comparing scoring functions on two model averaging frameworks:
the bootstrap and the credible set. Contrary to previous recommendations based on �nding
a single structure, we �nd that for model averaging the BDeu scoring function is the
preferred choice in most scenarios for the bootstrap framework and a recent score called
qNML is the preferred choice for the credible set framework.

4.1 Introduction

As previously discussed, a BN can be learned from data using the well-knownscore-and-
search approach, where a scoring function is used to evaluate the �t of a proposed BN
to the data, and the space of directed acyclic graphs is searched for the best-scoring BN.
Scoring functions commonly balance goodness of �t to the data with a penalty term for
model complexity to avoid over�tting. Common scoring functions for discrete data include
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Akaike information criterion (AIC) [2], BIC [80, 55, 76], and BDeu [8, 42]. More recently,
the quotient Bayesian Dirichlet score based on Je�reys' prior (qBDJ) [93] and qNML [89]
scoring functions have been proposed.

There are three main aims for learning a BN [51, Ch. 16.2]: probability density es-
timation, classi�cation, and knowledge discovery. Although BNs are not widely used for
density estimation or classi�cation, its knowledge discovery capability, e.g., representing
causal e�ects and conditional independence relations, is still unmatched. Previous work
has empirically studied the best scoring function to use for each of these aims. However,
previous studies are limited by the small number and scale of the instances used in the
evaluation, and by a focus on learning a single network as opposed to the widely used
methodology of learning multiple networks and performing model averaging.

In early work, Van Allen and Greiner [97] compared AIC and BIC for density estimation.
Their work learned a single network and only studied randomly generated instances up to 10
variables and two real-world networks: Alarm and Insurance. Carvalho [13] compared AIC,
BDeu, and BIC for classi�cation. However, the experimental evaluation was restricted to
learning a single tree BN. Yang and Chang [100] compared BIC, BDe (a variant of BDeu),
and several other scoring functions on density estimation and knowledge discovery. The
evaluation focused on small instances with �ve or fewer variables and learned a single
network.

More recently, Silander et al. [88] proposed a new scoring function called factorized
normalized maximum likelihood (fNML) and compared AIC, BDeu, BIC, and fNML on
density estimation and knowledge discovery. Liu et al. [61] performed an extensive em-
pirical comparison of AIC, BIC, BDeu, and fNML for knowledge discovery and concluded
that BIC was overall the preferred choice. However, the evaluation used instances limited
to at most 20 variables and did not consider model averaging.

Silander et al. [89] proposed a new scoring function called qNML and compared it
against BDeu, BIC, and fNML on density estimation and knowledge discovery. The eval-
uation used small instances: 11 variables or fewer for evaluating knowledge discovery and
15 variables or fewer for evaluating density estimation. On the dimension of learning al-
gorithms as opposed to scores, Scutari et al., [84] compared constraint-based, score-based,
and hybrid learning algorithms. They found that the choice of statistical criteria (scores
and their matching criteria) strongly a�ect the quality of the learned network, and that
score-based algorithms and hybrid ones have similar performance with constraint-based
ones slightly falling behind. They also used both BIC and BDeu as the scoring functions
and found no apparent di�erence. Broom et al. [7] is, to the best of our knowledge, the
only empirical study of scoring functions that considers model averaging, as opposed to
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learning a single network. Their study uses the bootstrap framework but only performs
experiments over two networks: Alarm and Insurance. By using such a limited testbed,
they were not able to make any recommendations on which scoring function to prefer in
general.

In this chapter, we �ll the gap in previous empirical studies on scoring functions by
scaling up the experiments to cover larger sized networks, by using a much more extensive
testbed of instances, and by experimenting with two di�erent model averaging frameworks:
the bootstrap framework [34, 81] and the credible set framework [58]. We study �ve
discrete scoring functions for� BNSL, namely AIC, BDeu, BIC, qBDJ, and qNML, and
evaluate their performance on knowledge discovery and density estimation using both the
ground truth BNs from bnlearn [81] and real-world datasets from the UCI repository.
In addition to SHD for evaluating knowledge discovery, we also use theF� -measure and
the misclassi�cation cost, which allows us to study tradeo�s between false positives and
false negatives on discovering edges in the network. We use the negative log likelihood
as an approximation to the KL divergence in density estimation. We �nd that the ideal
score under the model averaging scheme is very di�erent from previous recommendations
resulting from learning a single structure. Based on our empirical evaluation, we conclude
that BDeu is the clear preferred choice in most scenarios for the bootstrap framework. For
the credible set model averaging framework, we conclude that qNML is the best choice
for knowledge discovery, and that AIC is best suited for density estimation with qNML
trailing slightly behind.

4.2 Scoring Functions

Scoring functions provide the model selection criteria in BNSL. Ideally a scoring function
should have the following properties.

ˆ Consistency [51, Def. 18.1]. The probability of the true graphP(G � j D) ! 1 as
N ! 1 . In terms of BNSL, the scoring function should choose the true graphG �

given a su�ciently large amount of data.

ˆ Decomposability [51, Ch. 17.2.2]. The score of the entire network� (D j G; �) can
be decomposed as the sum of local scores associated to each vertex

P n
i =1 � (X i j � i ; �).

ˆ Normality [93] (score equivalence [18]). BNs of the same equivalence class have
identical scores. Two BNs are equivalent if they impose identical conditional in-
dependence relations and can be structurally identi�ed using the skeleton and v-
structure [99].
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ˆ Regularity [92]. For two candidate parent sets �ij � � ik of the child X i , if both
of them have identical empirical conditional entropyH (X i j � i � ), the smaller parent
set � ij should have a better score.

Most scoring functions for BNSL are based on either log likelihood or Bayesian Dirichlet
marginal likelihood. The log likelihood is the log probability of dataD given a structure
G and is often rearranged by verticesX with their parent sets �,

LL(D j G; �) = log
NY

i =1

P(Di j G; �) =
nX

i =1

r � iX

j =1

r iX

k=1

nijk log� ijk ;

wherenijk is the count for X i = x ik and � i = � ij in D. It is well-known that using the log
likelihood alone in BNSL yields the complete network since the likelihood never decreases
when an edge is added. Various forms of penalties have been proposed to address the
problem and several scoring functions have been derived that hold the desired properties
above, including AIC [2], BIC [80], and qNML [89]. The scores can be de�ned generally as
� (� ) = LL(D j G; �) � pen (� ) for some penaltypen (� ), and we present di�erent penalties
below. The penalty for the AIC scoring function in this work is de�ned as,

pen (AIC) =
nX

i =1

r � i (r i � 1):

AIC is traditionally used for supervised tasks as it minimizes mean squared error of pre-
dictions [9] and is asymptotically equivalent to leave-one-out cross validation [91]. A lower
AIC score means a model is considered to be closer to the truth. The penalty for the BIC
scoring function in this work is de�ned as,

pen (BIC) =
nX

i =1

r � i (r i � 1)
logN

2
:

BIC estimates the posterior probability of a model being true. It penalizes models more
heavily than AIC and requires a sample size much larger than the number of parameters
in the model [61]. This de�nition of BIC is also equivalent to MDL [76] scoring function
under the assumption thatN ! 1 and D1 ; : : : ;DN are i.i.d. The qNML score is derived
from fNML [88] that uses the vertex partitions in the normalizing factor. fNML is another
log likelihood based score with the penalty de�ned as the regret, where a possible approx-
imation is reg(N; r ) � N

�
log(� ) + ( � + 2) log(C� ) � 1

C�

�
� 1

2 log
�

C� + 2
�

�
, � = r

N , and
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C� = 1
2 + 1

2

q
1 + 4

� . However, fNML is not score equivalent in order to maintain decom-

posability. This drawback is recently addressed by the quotient version dubbed qNML.
The penalty for the qNML scoring function in this work is de�ned as,

pen (qNML) =
nX

i =1

reg(N; r � i r i ) � reg(N; r � i ):

Analytically qNML is similar to both AIC and BIC since they are all maximum likelihood
based scores, though it has a more forgiving penalty. We show how the penalty di�ers
across the log likelihood based scores in Table 4.1 and note that qNML has a more forgiving
penalty than AIC and BIC.

Table 4.1: Penalties calculated from various values of sample size (N ) and the number of
possible instantiations for parent sets (r � i ) when the child has 2 categories.

N r � i pen (AIC) pen (BIC) pen (qNML) pen (qBDJ)

50

10 10 19.6 9.1 10.6
100 100 195.6 24.1 26.3

1,000 1,000 1,956.0 33.0 33.5
10,000 10,000 19,560.1 34.5 34.5

500

10 10 31.1 18.8 21.5
100 100 310.7 88.4 103.1

1,000 1,000 3,107.3 239.4 261.8
10,000 10,000 31,073.0 329.3 334.7

5,000

10 10 42.6 29.8 33.0
100 100 425.9 185.2 212.0

1,000 1,000 4,258.6 881.1 1028.2
10,000 10,000 42,586.0 2,392.7 2616.4

From the Bayesian perspective, we can assume that the model parameters� ijk are
independent Dirichlet variables with the priors A = f � ijk g. Because the Dirichlet distri-
bution is the conjugate prior distribution of the multinomial distribution, the posteriors
� ijk j Dijk ; � ijk � Dir( � ijk + nijk ). It follows that,

LL (D j G; �; A) = log P(D j G; �) P(�; A)

=
nX

i =1

r � iX

j =1

P r i
k=1 log �( � ijk + nijk )
log �( � ij � + nij � )

�
P r i

k=1 log �( � ijk )
log �( � ij � )

;
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where � ij � =
P r i

k=1 � ijk and nij � =
P r i

k=1 nijk . We consider two scores from the Bayesian
Dirichlet (BD) family that have di�erent priors. BDeu [8, 41] assigns � ijk = �

r i r � i
for

some equivalent sample size� , whereas Bayesian Dirichlet score based on Je�reys' prior
(BDJ) [92] assigns� ijk = 0:5. The BDeu scoring function has an associated hyperparameter
� that must be properly set prior to scoring. Previous work has shown empirically (e.g.,
[61, 87]) the importance of choosing a suitable value for� . Unfortunately, there is little
guidance available for setting� . Recently, Suzuki [92] proves that BDeu is not regular,
often yielding unnecessarily complex structures. On the other hand, the BDJ scoring
function is regular yet not normal [92]. Therefore, it is not desirable to use BDJ directly in
BNSL. Switching the conditional scores� BDJ (X i j � i ; �; A) in BDJ to the quotient version
� BDJ (X i ;� i j �;A)

� BDJ (� i j �;A) yields qBDJ [93] that is both regular and normal. The qBDJ scoring function
in this work is de�ned as,

� (qBDJ) =
nX

i =1

r � iX

j =1

log
P r i

k=1 �( nijk + 0:5)
�( nij � + 0:5)

�
nX

i =1

log
�(0 :5r i r � i + N )�(0 :5r � i )
�(0 :5r � i + N )�(0 :5r i r � i )

:

By Stirling's approximation, � (qBDJ) = LL(D j G; �) + O(1) � pen (qBDJ), where
pen (qBDJ) is exactly the second term in the de�nition.

Notably BDeu is the only irregular score in our study due to its broad application in
BNSL. Other scores in the following experiments hold all four desirable properties.

4.3 Parameters

The parameters in log likelihood based scores are derived from maximum likelihood esti-
mates, i.e.,d� ijk = n ijk

n ij �
. Although they are the closed form solutions to max� LL(D j G; �),

it is often desirable to apply smoothing to model parameters, especially when somenijk = 0.
In this work we use the m-estimate [67] de�ned as,

d� m
ijk =

nijk + m
r i r � i

nij � + m
r � i

:

Recall that for the BD family, the posteriors � ijk j Dijk ; � ijk � Dir( � ijk + nijk ). Then

the expected value of the posteriord� BD
ijk is,

d� BD
ijk =

nijk + � ijk

nij � + � ij �
:
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Coincidentally the m-estimate is the same as the expected value of the posterior parameters
for BDeu whenm = � , where m is also called the equivalent sample size but stems from
the idea of additive smoothing.

From the NML principle, we have yet another estimation called conditional NML pre-
dictive probability [77] (sequential normalized maximum likelihood (sNML) [89]),

\� sNML
ijk =

(nijk + 1) e(nijk )
P r i

k=1 (nijk + 1) e(nijk )
;

where e(n) = (1 + 1 =n)n and e(0) = 1. It has been shown [77] that sNML parameter
converges to Krichevsky-Tro�mov predictive probability, a special cases of the m-estimate
when m = r � i . Nevertheless, sNML provides an optimality guarantee in terms of re-
gret [88], whereas the m-estimate has no known optimality property.

4.4 Model Averaging

We consider two model averaging frameworks for BNSL | the bootstrap and the credible
set frameworks | as these two methods have been shown to scale the best among all
available model averaging methods.

Bootstrapping is regarded as a general, 
exible tool to provide con�dence measures to
statistics estimates. In the context of structure learning in Bayesian networks, Friedman
et al. [34] proposed bootstrapping with thresholds to determine the existence of edges and
other features. In particular, the non-parametric approach samples the original dataset
with replacement and then heuristically learns a structure using the re-sampled data. After
repeating such procedure many times, we can get the empirical probabilities of all edges
by averaging on the learned structures. A threshold is �nally applied to get the averaged
structure.

In the credible set approach, all networks that are optimal or near-optimal in score
are learned [58]. Note that the optimization problem de�ned by a scoring function and a
dataset is to �nd the maximum-score BN. LetOPT be the score of the optimal BN. The
set of networks learned from a dataset, denoted thecredible set, is given by,

f G j score(G) � OPT � log BFg;

where the di�erence between the optimal score and the score of a network under considera-
tion is proportional to the logarithm of the BF, a well-known criteria for selecting between
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two models. Each network in the credible set can then be aggregated to form a combined
structure weighted by their score, where the scores of the networks in the credible set are
normalized to sum to 1 and the best model has the highest weight. Alternatively, the
networks can be equally weighted when averaged.

4.5 Pruning

Applying a scoring function to a dataset is a computationally intensive task, as many
candidate parent sets need to be considered and scored. Fortunately, e�ective pruning rules
have been developed for some scoring functions that preserve optimality but signi�cantly
reduce the candidate parents sets that need to be considered.

One of the most e�ective pruning rules for AIC and BIC is an upper-bounddlog2(N )e
on the size of parent sets based on the sample sizeN . The rule is originally proposed in [28]
for the optimal BNSL problem and generalized in [58] for the credible set approach. This
rule enables AIC and BIC to scale much better than other scores under consideration.
As we will show in our experiments, in scores other than AIC and BIC we often need
to manually restrict the allowable maximum number of parents in order to score larger
datasets within reasonable resource limits. Another e�ective family of pruning rules can
eliminate certain parent sets and their supersets. Such rules for AIC, BIC and BDeu are
originally proposed in [28] for the optimal BNSL problem and generalized to credible sets
in [58].

4.6 Experimental Methodology

In this section, we describe the methodology we followed to experimentally study and
compare scoring functions for BNSL in model averaging. We explain construction of the
datasets (Section 4.6.1), scoring the datasets and learning the Bayesian network structures
(Section 4.6.2), and the performance evaluation metrics (Section 4.6.3). The scoring com-
putations were conducted on SHARCNET1 and the structure learning experiments were
conducted on a shared server with 346 GB RAM and Intel Xeon Gold 6148 at 2.4 GHz.
For scoring the datasets memory usage was limited to 64 GB and for structure learning a
limit of 128 GB was imposed. For both scoring and learning, a computation time limit of
24 hours was imposed for each instance.

1https://www.sharcnet.ca
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Table 4.2: UCI datasets (left, middle) and bnlearn Bayesian networks (right ), where n is
the number of variables in the dataset or network, andN is the number of instances in the
original UCI dataset.

UCI dataset n N
shuttle 10 58,000
census income 14 48,842
letter 17 20,000
online shopping 18 12,330
lymphography 19 148
hepatitis 20 155
parkinsons 23 195
credit card 24 30,000

UCI dataset n N
robot navigation 25 5,456
horse colic 27 368
steel 28 1,941

ags 29 194
breast cancer 31 569
soybean 36 683
biodeg 42 1,055
spectf heart 45 267

network n
sachs 11
child 20
insurance 27
water 32
mildew 35
alarm 37
barley 48
hail�nder 56
heparII 70
win95pts 76

4.6.1 Datasets

To empirically study the scoring functions, we considered a wide selection of datasets from
the UCI repository2 and networks from the bnlearn Bayesian network repository3 (see
Table 4.2). We preprocessed the UCI datasets using a k-nearest neighbor imputation al-
gorithm, with k = 5, to �ll in missing values and a supervised discretization method [31]
based on the MDL principle to discretize continuous variables. For evaluating the scoring
functions on the task of density estimation, each UCI dataset was then randomly parti-
tioned to a training set and a test set by a 70% to 30% ratio.

For evaluating the scoring functions on the task of structure learning, we used a total
of 90 ground truth BNs: 10 ground truth BNs came from the bnlearn repository and a
further 80 ground truth BNs were constructed following a similar approach to Liu et al. [61]
by (i) scoring each of the 16 UCI datasets using each of the �ve scoring functions AIC,
BDeu, BIC, qBDJ, and qNML in turn, (ii) learning an optimal network structure from
each scored dataset, and (iii) and �tting the parameters to each structure to give a �nal
Bayesian network. Given the 90 ground truth BNs, we used the logic sampling function
rbn from the bnlearnR package [81] to generate random samples of sizesN = 50, 100, 500,
1,000, 5,000, and 10,000 from the bif �les. We collected three samples for each dataset size

2https://archive.ics.uci.edu/ml
3https://www.bnlearn.com/bnrepository/
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N , for a total of 18 samples for each ground truth BN. The number of variablesn used in
our experiments, ranging from 11 to 76, pushes the limits of both the bootstrap and the
credible set model averaging approaches, especially when using scoring functions such as
BDeu and qNML that have less e�ective pruning rules.

4.6.2 Scoring and Structure Learning

To evaluate the scoring functions within the bootstrap model averaging framework, we used
the implementation available as the functionboot.strength from the bnlearn R package
[81]. We used the default replication factor of 200 and the tabu search algorithm, as in
preliminary experiments it performed better than the alternative hill climbing algorithm.
Due to score availability in bnlearn, we only consider AIC, BDeu, and BIC in the bootstrap
experiments. A total of 4,320 bootstrap experiments were performed.

To evaluate the scoring functions within the credible set model averaging framework,
we implemented the scoring functions AIC, BDeu, BIC, qBDJ, and qNML inPython to
ensure a fair comparison4. The code takes a CSV �le as input and generates a pruned
score �le iteratively for each parent set size. Saving the intermediate scoring �les that
guarantee optimality up to some parent set size is important since we do not limit the size
a priori. As we stated above, the pruning rules for AIC and BIC are far more e�ective
than those for other scores since an upper bound on the number of parents can be placed
without losing optimality. For other scores, we have to abort the scoring generation at the
end of the 24-hour limit. We note that similar experiments in [89, 61] have 20 variables
as a computational limit for exact algorithms using scores other than AIC and BIC. Once
the score �les were generated, we used theeBNSLpackage [58], an extended version of
GOBNILP[6], for collecting the credible networks. All networks falling within a Bayes factor
(BF) of 150 were collected with a counting limit of 100,000. We also set the equivalent
sample size� = 1 for BDeu while the other scores do not have hyperparameters. We use
a constant threshold 0.6 to determine whether an edge is present, and we have veri�ed
that the score ranking does not change with other reasonable thresholds. A total of 5,940
credible set experiments were performed.

4.6.3 Performance Evaluation Metrics

We evaluated the scoring functions based on their performance on knowledge discovery and
density estimation. The former compares the learned structure with the ground truth BN

4https://github.com/alisterl/hipss/releases/tag/v0.1.0
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in terms of directed and undirected edges and the latter compares the inference ability of
the learned BNs. Each BN is weighted by its scores when the evaluation is conducted on a
credible set using model averaging. For scoring functions based on posterior probabilities
such as those in our experiments, the di�erence between two scores is proportional to the
logarithm of the BF for the underlying models. The choice of the BF also has implications
in model averaging since the worst model in the credible set will have a weight of1

BF when
the best model has a weight of 1.

Table 4.3: Comparison of scoring functions using structural Hamming distance for the
bootstrap (left) and credible set (right ) model averaging approaches. At each row, the
aggregated Borda count is shown when comparing the scoring functions on a set of exper-
iments that consist of three samples from each ground truth network and dataset sample
sizes ofN = 50, 100, 500, 1,000, 5,000, 10,000.

Ground Scoring function
truth AIC BDeu BIC
bnlearn 259 145 85
UCI-AIC 225 266 96
UCI-BDeu 168 335 102
UCI-BIC 172 248 121
UCI-qBDJ 222 226 121
UCI-qNML 214 246 94
Total 1,260 1,466 619

Ground Scoring function
truth AIC BDeu BIC qNML
bnlearn 249 209 270 235
UCI-AIC 354 234 234 378
UCI-BDeu 306 330 249 376
UCI-BIC 258 240 300 339
UCI-qBDJ 370 188 270 430
UCI-qNML 344 184 267 410
Total 1,881 1,385 1,590 2168

4.7 Experimental Results and Discussion

In this section, we present the results of our experimental study and discuss their implica-
tions. The experimental results are aggregated using the Borda count. In the Borda count,
in each trial (for a �xed dataset and model averaging method) the scoring functions are
ranked according to the performance metric with ties allowed and each scoring function
is awarded points corresponding to the number of scoring functions strictly lower in the
ranking. Thus, the lowest ranked scoring function always gets 0 points and the highest
ranked scoring function gets at mostk points (exactly k if there are no ties for highest
ranked), wherek is the number of scoring functions under consideration. The Borda count
was chosen to aggregate the results as it is known to select broadly acceptable options.
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We present the results of knowledge discovery using the bootstrap approach in Table 4.3
(left) for SHD, in Figure 4.1 for directed multi-class F score, in Figure 4.2 for undirected
F score, and in Figure 4.3 for undirected misclassi�cation cost. The �gures clearly show
that BIC is a high precision low recall score since its Borda count is much higher as� or �
decreases from 1. This is consistent with the fact that BIC imposes the most strict penalty
on the number of parameters in the network.

In Table 4.3 (left), UCI-AIC, for example, refers to the ground truth set of networks
that were constructed by using the AIC scoring function to �nd the optimal structure for
each UCI dataset and then �tting the parameters to the structure to obtain a Bayesian
network. We can conclude from the table that BDeu dominates both AIC and BIC except
for the ground truth BNs from bnlearn. A �ner-grained analysis of the SHD results for
the bootstrap approach reveals that the values are dominated by missing edges in bnlearn
experiments, and thus AIC, with its lower penalty on complexity, produced structures with
fewer missing edges.

In Figure 4.1, we show the directed multi-class F score both broken down by sample
sizes (a, b, and c) and aggregated across all sample sizes (d). Recall that the� value
indicates the tradeo� between recall and precision. We can observe that BDeu dominates
both AIC and BIC when the sample size is small (a), AIC tends to perform better given
su�cient data (b), and AIC also over�ts (with many false positives leading to a terrible
precision) given too much data (c). Finally, the aggregated plot (d) shows that BDeu is the
best score with varying values of� . We note that observations in Figure 4.2 and Figure 4.3
are similar to those of Figure 4.1.

We present the results of knowledge discovery using the credible set approach in Ta-
ble 4.3 (right ) for SHD, in Figure 4.4 for directed multi-class F score, in Figure 4.5 for
undirected F score, and in Figure 4.6 for undirected misclassi�cation cost.

The scoring function qBDJ is omitted from the presented results, as in extensive pre-
liminary experiments it was dominated by qNML. In Table 4.3 (right ), we observe that
qNML is the best score on UCI datasets with ground truth generated using all 5 scores,
whereas BIC is the best score on the ground truth BNs from bnlearn. A �ner-grained
analysis of the SHD results for the credible set approach reveals that the values here are
dominated by extra edges, and thus BIC comes out ahead due to its heavy penalty on
complexity.

In Figure 4.4, we show the directed multi-class F score both broken down by sample
sizes (a, b, and c) and aggregated across all sample sizes (d). Recall that the� value
indicates the tradeo� between recall and precision. We can observe that qNML dominates
all other scores except for the largest sample sizes (c), where BDeu shows similar superior
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performance. Finally, the aggregated plot (d) shows that qNML is the best score with
varying values of� , and that BDeu is better than AIC or BIC which has been shown in
the bootstrap approach (Figure 4.1) as well. We note that observations in Figure 4.5 are
similar to those of Figure 4.4.

In Figure 4.6, we show undirected misclassi�cation cost both broken down by sample
sizes (a, b, and c) and aggregated across all sample sizes (d). Recall that� value indicates
the tradeo� between FP and FN. We can observe that the performance is mixed when the
data is scarce (a). In particular, BIC tends to perform better when� < 1 due to heavier
penalty on FP, whereas qNML tends to perform better when� > 1 due to heavier penalty
on FN. When we bring in more data (b and c) or when we aggregate all sample sizes, we
can observe that qNML is the clear winner among all scores.

In both the bootstrap and credible set approaches, our observations are di�erent from
those in Liu et al. [61] where the conclusion using only the optimal network leads to
BIC being the dominant score. This di�erence can be attributed to (i) our evaluation is
conducted with model averaging and (ii) we use a much more extensive set of datasets
both in network sizes and in sample sizes in our experiments.

The results of density estimation are summarized in Table 4.4. Again, we use Borda
count to aggregate the results on all datasets from the UCI repository. For the log likelihood
based scores (AIC, BIC, and qNML), we learn their parameters using both the sNML
method and the smoothed maximum likelihood method withm = 1, though the two
methods have similar performance on the test data. The credible sets learned by BDeu
and qBDJ are parameterized by their assumed Dirichlet distributions with� = 1 and
� ijk = 0:5. Note that the BDeu parameters are equivalent to the smoothed maximum
likelihood ones sincem = � = 1. The negative log likelihood is calculated on a held-out
test set from a 70%-30% train-test split ratio and the results indicate that AIC is the clear
winner in inference with qNML trailing slightly behind. AIC's advantage in inference is less
apparent when we only consider large BNs or large datasets, but BIC remains the worst
performer for inference in almost all cases. This observation suggests that BIC should not
be used when density estimation is the intended usage of the learned BN.

The runtime of the structure learning task for each score is re
ective of the pruning
rules available to each score. In particular, AIC and BIC can complete the scoring task
with almost all datasets while the other scoring functions require limits to be set on the
maximum number of parents forn � 20 variables. The advantage of pruning rules for
AIC and BIC, however, does not show up in the metrics used for both tasks in our study.
When we put a limit on the size of the parent set, all scoring functions have similar runtime,
suggesting that such a limit is the de�ning factor in e�ciency. The scale of our experiments
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Table 4.4: Borda score comparison on inference task using the set of credible networks
learned from UCI datasets; e.g., the entry at column (AIC, sNML) represents the Borda
score for the combination of AIC as scoring function and sNML as parameter estimation
method.

AIC BDeu BIC qBDJ qNML
m snml bdeu m snml bdj m snml

85 73 49 29 22 66 68 56

push the limits of model averaging approaches for BNSL. Although approximation methods
that �nd a single high-quality network have been extended to thousands of variables [78],
in contrast to model averaging approaches, such single-network methods cannot provide
con�dence measures for knowledge discovery and improved accuracy for density estimation.

4.8 Summary

Scoring functions can con
ict in their rankings and previous work has empirically studied
their e�ectiveness with an aim to provide recommendations on their use. However, previous
studies on scoring functions are limited by the small number and scale of the instances
used in the evaluation and by a focus on learning a single network. We have studied �ve
discrete scoring functions for BNSL, namely AIC, BIC, qNML, BDeu, and qBDJ, scaled our
experiments to large BNs using an extension toGOBNILP, and evaluated the scores with
con�dence measures on structure discovery and density estimation. We have addressed
previous design limits by considering multiple metrics for structure discovery including the
SHD, the F� -measure, and the misclassi�cation cost. The cost sensitive metrics present a
full picture with varying tradeo�s between precision vs. recall and FP vs. FN. We also
evaluated scores on negative log likelihood in density estimation. We used both the ground
truth BNs from bnlearn and real world UCI datasets in our structure learning tasks, and
we are the �rst to provide an extensive experimental study of scoring functions in a model
averaging framework.

Contrary to previous recommendations in [61], we �nd that qNML is the best con-
tender for knowledge discovery using the exact credible set approach, and BDeu using
bootstrapping, in most real world scenarios. We also �nd that AIC is best suited for
density estimation with qNML trailing slightly behind. Our empirical study provides an
insightful look at discrete score functions for BNSL and closes the gap in evaluating BN
structures with con�dence measures.

47



(a) (b)

(c) (d)

Figure 4.1: Bootstrapping. Comparison of scoring functions using weighted multi-classF�

score ondirected edges. At each� , the aggregated Borda count is shown when comparing
the scoring functions on a set of experiments that consist of three samples from each
benchmark and dataset sample sizes of: (a)N = 50; 100; (b) N = 500; 1000; (c) N =
5000; 10000; (d)N = 50; 100; 500; 1000; 5000; 10000.
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(a) (b)

(c) (d)

Figure 4.2: Bootstrapping. Comparison of scoring functions usingF� score onundirected
edges. At each� , the aggregated Borda count is shown when comparing the scoring
functions on a set of experiments that consist of three samples from each benchmark and
dataset sample sizes of: (a)N = 50; 100; (b) N = 500; 1000; (c) N = 5000; 10000; (d)
N = 50; 100; 500; 1000; 5000; 10000.
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(a) (b)

(c) (d)

Figure 4.3: Bootstrapping. Comparison of scoring functions using misclassi�cation cost
on undirected edges. At each� , the aggregated Borda count is shown when comparing the
scoring functions on a set of experiments that consist of three samples from each benchmark
and dataset sample sizes of: (a)N = 50; 100; (b) N = 500; 1000; (c)N = 5000; 10000; (d)
N = 50; 100; 500; 1000; 5000; 10000.
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(a) (b)

(c) (d)

Figure 4.4: Credible sets.Comparison of scoring functions using weighted multi-classF�

score ondirected edges. At each� , the aggregated Borda count is shown when comparing
the scoring functions on a set of experiments that consist of three samples from each
benchmark and dataset sample sizes of: (a)N = 50; 100; (b) N = 500; 1000; (c) N =
5000; 10000; (d)N = 50; 100; 500; 1000; 5000; 10000.
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(a) (b)

(c) (d)

Figure 4.5: Credible sets.Comparison of scoring functions usingF� score onundirected
edges. At each� , the aggregated Borda count is shown when comparing the scoring
functions on a set of experiments that consist of three samples from each benchmark and
dataset sample sizes of: (a)N = 50; 100; (b) N = 500; 1000; (c) N = 5000; 10000; (d)
N = 50; 100; 500; 1000; 5000; 10000.
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(a) (b)

(c) (d)

Figure 4.6: Credible sets.Comparison of scoring functions using misclassi�cation cost on
undirected edges. At each� , the aggregated Borda count is shown when comparing the
scoring functions on a set of experiments that consist of three samples from each benchmark
and dataset sample sizes of: (a)N = 50; 100; (b) N = 500; 1000; (c)N = 5000; 10000; (d)
N = 50; 100; 500; 1000; 5000; 10000.
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Chapter 5

Threshold Selection

BNs are widely used as a data analysis tool in diverse areas, including �nance, medicine,
and sports. A standard data analysis methodology is to use the well-known score-and-
search approach to learn a set of possible Bayesian networks and then to perform model
averaging with thresholding to identify features such as edges between variables with high
con�dence. A fundamental step in the methodology is to select the threshold, as the value
selected has broad implications for the success of the analysis. However, the problem of
selecting a good threshold in BNSL has received limited attention in the literature. In this
chapter, we identify an important shortcoming in a widely used threshold selection method.
We then propose a simple transfer learning approach for maximizing target metrics and
selecting a threshold that can be generalized from proxy datasets to the target dataset
and show on an extensive set of benchmarks that it can perform signi�cantly better than
previous approaches.

5.1 Introduction

As already noted, a BN can be learned from data using the well-knownscore-and-search
approach. However, selecting a single model (i.e., the best-scoring BN) is often not the
best choice. When one is learning a BN from limited data, selecting a single model may
be misleading as there may be many other BNs that have scores that are close to optimal,
and the posterior probability of even the best-scoring BN is often close to zero. A more
preferred alternative to committing to a single model is to perform some form of Bayesian
or frequentist model averaging (e.g., [34, 58, 63, 95]).

54



Our interest here is in Bayesian networks as a knowledge discovery or data analysis tool.
In the context of knowledge discovery, model averaging allows one to estimate, for example,
the posterior probability or degree of con�dencêP(e j D ) that an edgee is present in the
true network structure describing the dependence structure in the datasetD, rather than
just knowing whether the edge is present in the best-scoring network. A widely used data
analysis methodology is to: (i) learn a set of plausible networks that �t the dataD, (ii)
perform model averaging to obtainP̂(e j D ) for each edgee, and (iii) select a thresholdc
and report all edgese with P̂(e j D ) > c. In this manner, a representative network can
be constructed from the edges that are deemed signi�cant that can then be examined for
probabilistic dependencies and possible cause-e�ect relations.

Table 5.1: Representative data and causal analyses using Bayesian networks, wheren is
the number of random variables,N is the number of instances in the dataset, andc is the
threshold for determine whether an edge is signi�cant.

Area n N c Description
Banking 18 1,796 0.50 Contagion interactions between credit issuers following

a sovereign default [4].
Biology 12 1,900 0:50y Factors that directly impact red tide species occur-

rences and concentrations [32].
Medicine 11 79 0.65 Biophysical interactions of pneumonitis due to radia-

tion therapy in lung cancer [62].
Medicine 17 120 0.30 Pathological interactions between diabetes mellitus

and tuberculosis [73].
Medicine 26 408 0:85z Interactions between symptoms of obsessive-

compulsive disorder and depression [64].
Safety 27 3,640 0:50y Relationships between interstate motor carrier charac-

teristics and safety performance [45].
Software 21 12,630 0.65 Interactions between code review measures and preva-

lence of post-release defects [54].
Sports 22 377 0.85 Relationships between psychological features and team

performance in football [35].
y Unspeci�ed and assumed to be the default value of the software package used in the analysis.
z Also used the threshold from Scutari and Nagarajan [82], which we will show to be equivalent
to c = 0 :5.

However, the problem of selecting a good thresholdc for determining the signi�cant
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edges has received limited attention in the BNSL literature, in spite of the importance and
widespread use of BNs for data analysis. Most data analyses use an ad hoc threshold,
with little explicit discussion of the rationale for the value selected (e.g., see Table 5.1).
Broom et al. [7] provide an algorithmic approach for identifying the signi�cant edges in
an instance-speci�c manner based on permutation testing. Scutari and Nagarajan [82]
provide an optimization method for selecting a threshold in an instance-speci�c man-
ner based on minimizing anL1 distance. The method is the default threshold selection
method in the widely used bnlearn package [81]. Gross et al. [39] analytically derive an
instance-independent threshold for identifying the signi�cantdirected edges by modeling
edge occurrences as a stochastic process. Little is known about the relative performance
of these methods as previous empirical studies are limited by the small number and scale
of the instances used in the evaluation (at most four networks were used in each study).

In this chapter, we make the following three contributions.

ˆ We prove that the optimization method of Scutari and Nagarajan [82] is in fact
equivalentto a �xed threshold of c = 0:5 for all instances; i.e., although their method
selects di�erent thresholds depending on the instance under consideration, the signif-
icant edges identi�ed upon thresholding are exactly the same as if a cuto� ofc = 0:5
was used.

ˆ We propose a simple machine learning approach based on transfer learning for se-
lecting a threshold. The thresholds learned apply to all instances and can be readily
applied in practice. Existing methods for automatically selecting a threshold implic-
itly or explicitly assume that the cost of a false positive (an extra edge) and of a
false negative (a missing edge) are equal. However, the relative costs are application
dependent and in many domains (e.g., see Table 5.1) this assumption does not hold.
We address the imbalance in costs by considering as loss functions in our machine
learning framework (i) the cost-sensitiveF� measure with varying tradeo�s between
precision and recall, (ii) the misclassi�cation cost with varying tradeo�s between false
positives and false negatives, as well as (iii) the cost-insensitive structural Hamming
distance.

ˆ We perform an extensive empirical evaluation of our proposed method against pre-
viously proposed methods. On a broad set of ground truth Bayesian networks and
real-world datasets, our approach gave signi�cantly better performance in almost all
scenarios and competitive performance on the others.
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5.2 Collect a Set of Networks

In BNSL using model averaging, the goal of the structure learning is to estimate the
posterior probability or degree of con�denceP̂(ej j D ) that an edge ej is present in the
true network structure. Among the model averaging methods available to collect a set of
BNs to estimate the empirical probabilities, two have been shown to scale the best: the
bootstrap method [34] and the credible set method [58]. Both methods use the well-known
score-and-searchapproach, where a scoring function such as BIC [80, 55], BDeu [8, 42],
or qNML [89] is used to evaluate the �t of a proposed BN to the data, and the space of
directed acyclic graphs is searched for the best-scoring BN.

The bootstrap method [34] collectsM samplesDm of the same length as the original
datasetD via random sampling with replacement, for some givenM . For each sampleDm ,
it uses search to �nd a locally optimal BNGm = ( X ; Em ). The empirical probability of
some edgeP(ej ) is then approximated by simply counting its occurrence in theM BNs, i.e.,
P̂ (ej ) = 1

M

P M
m=1 ejm , whereejm = 1 if the edge ej is present inEm . Due to its simplicity,

this method has been a popular choice in the application literature (see Table 5.1), and
most use the bnlearn package [81] to estimate the empirical probability of the edges.

The credible set method [58] collects all networks that are optimal or near-optimal in
score using exact search. Note that the optimization problem de�ned by a scoring function
and a dataset is to �nd the maximum-score BN. LetOPT be the score of the optimal BN.
The set of networks learned from a dataset, denoted thecredible set, is given by,

G = f G j score(G) � OPT � log BFg;

where the di�erence between the optimal score and the score of a network under consider-
ation is proportional to the logarithm of some given BF, a well-known criteria for selecting
between two models. Each network in the credible set can then be aggregated to form a
combined structure weighted by its score, where the scores of the networks in the credible
set are normalized to sum to 1 and the best model has the highest weight. Alternatively, as
with the bootstrap method, the networks can be equally weighted when averaged, yielding
P̂(ej ) = 1

M

P M
m=1 ejm , whereM = jGj is the number of optimal and near-optimal networks

learned from the dataset andejm = 1 if the edge ej is present inEm .

5.3 Identify Edges: Distance Measure Approach

In this section, we perform a theoretical evaluation of the instance-speci�c optimization
method of Scutari and Nagarajan [82]. The method is the default threshold selection
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method in the widely used bnlearn package [81]. In particular, we prove that their opti-
mization method is in fact equivalent to a �xed threshold ofc = 0:5 for all instances.

5.3.1 Setup

We begin by presenting Scutari and Nagarajan's method (Algorithm 5.1 [82, Section 2]).
Recall that the empirical probability of an edge over a set ofM BNs is de�ned asP̂(ej ) =
1

M

P M
m=1 ejm , whereejm = 1 if the edge ej is present inEm . Denote the vector of all such

empirical probabilities asp̂ = f p̂1; p̂2; : : : ; p̂kg, where k =
� jV j

2

�
, and consider the order

statistic p̂ (�) (line 8 of Algorithm 5.1) derived fromp̂:

p̂ (�) =
�
p̂(1) ; � � � ; p̂(k)

�
; p̂(1) � � � � � p̂(k) :

Intuitively, the �rst elements of p̂ (�) are more likely to be associated with non-signi�cant
edges while the last elements are more likely to be associated with signi�cant edges.

Let G0 = ( V; E0) be the (unknown) true network structure. The ideal con�guration
~p (�) of p̂ (�) is of the form f 0; : : : ; 0; 1; : : : ; 1g where

~p(i ) =

(
1 e(i ) 2 E0

0 e(i ) 62E0
:

This con�guration characterizes every edge as either signi�cant or non-signi�cant without
any uncertainty. The empirical CDFs ofp̂ (�) and ~p (�) are given by1

Fp̂ ( � )
(x) =

1
k

kX

i =1

1f p̂( i ) � xg; x 2 [0; 1];

F~p ( � )
(x) =

8
><

>:

0 x 2 (�1 ; 0)

t x 2 [0; 1)

1 x 2 [1; 1 )

:

Note the scalart 2 [0; 1] corresponds to the fraction of elements of~p (�) equal to zero
and is a measure of the fraction of non-signi�cant edges in the true structureG0. This
provides a threshold for separating the elements of~p (�) , namely:

e(i ) 2 E0 () ~p(i ) > F � 1
~p ( � )

(t); (5.1)

whereF � 1
~p ( � )

(t) = inf x2 Rf F~p ( � )
(x) � tg is the quantile function.

1The indicator function in Fp̂ ( � ) should be1f pi � x g instead of 1f pi <x g: This was a typo in the original
paper.
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5.3.2 Estimating Threshold

The threshold t can be estimated by approximating the ideal, asymptotic empirical CDF
F~p ( � )

with its �nite sample estimate Fp̂ ( � )
. Scutari and Nagarajan [82] proposed to use the

L1 norm given by,

L1(t; p̂ (�)) =
Z �

�
�Fp̂ ( � )

(x) � F~p ( � )
(x; t)

�
�
� dx:

SinceFp̂ ( � )
is piecewise constant, changing value only at ^p(i ) 's, we can write

L1(t; p̂ (�)) =
X

x i 2ff 0g[ p̂ ( � ) [f 1gg

jFp̂ ( � )
(x i ) � tj(x i +1 � x i ):

Scutari and Nagarajan [82] propose to use linear programming to �nd thêt 2 [0; 1] that
minimizes L1(t; p̂ (�)) (line 9 of Algorithm 5.1). The full procedure of Scutari and Nagara-
jan [82] is summarized in Algorithm 5.1. The threshold̂t can then be used as in rule
(5.1) to identify signi�cant edges. We now present our main result (Theorem 5.1) on the
deterministic value of t̂ below.

Algorithm 5.1: The threshold selection method from Scutari and Nagarajan [82].
Input: ej 2 f 0; 1g indicating whether edgeej is present in the ground truth

network.
Input: êjm 2 f 0; 1g indicating whether edgeej is present in the collectedm-th

network.
Output: The threshold t̂.

1 for j 2 f 1; 2; � � � ; n(n � 1)=2g do
2 Oej = 0 ; /* Initialize the occurrences of edge ej . */
3 for m 2 f 1; 2; � � � ; M g do
4 Oej = Oej + êjm ;
5 end

6 P̂ (ej ) =
Oej

M ;
7 end
8 Sort P̂(ej ) s.t. p̂ (�) =

�
p̂(1) ; � � � ; p̂(j )

�
; p̂(1) � � � � � p̂(j ) ;

9 Find t̂ 2 [0; 1] that minimizes L1(t; p̂ (�)).

Theorem 5.1. L1(t; p̂ (�)) attains its global minimum att̂ = Fp̂ ( � )
(x = 0:5).
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Proof. Let Q := f 0g[ p̂ (�) [ f 1g and � x i := x i +1 � x i for i 2 f 0; 1; : : : ; kg. By the de�nition
of L1(t; p̂ (�)),

L1(Fp̂ ( � )
(0:5); p̂ (�)) =

X

x i 2 Q

j Fp̂ ( � )
(x i ) � Fp̂ ( � )

(0:5) j � x i

=
X

x i 2f qi jqi < 0:5g

(� Fp̂ ( � )
(x i ) + Fp̂ ( � )

(0:5))� x i

+
X

x i 2f qi jqi > 0:5g

(Fp̂ ( � )
(x i ) � Fp̂ ( � )

(0:5))� x i :

For any � 2 R+ , observe that

L1(Fp̂ ( � )
(0:5 + � ); p̂ (�)) � L1(Fp̂ ( � )

(0:5); p̂ (�))

= ( Fp̂ ( � )
(0:5 + � ) � Fp̂ ( � )

(0:5))

�

0

@
X

x i 2f qi jqi < 0:5+ � g

� x i �
X

x i 2f qi jqi > 0:5+ � g

� x i

1

A

= ( Fp̂ ( � )
(0:5 + � ) � Fp̂ ( � )

(0:5))

�
�

sup
Q

f qi j qi < 0:5 + � g � (1 � inf
Q

f qi j qi > 0:5 + � g)
�

:

If Fp̂ ( � )
(0:5 + � ) = Fp̂ ( � )

(0:5), then the di�erence is zero. If Fp̂ ( � )
(0:5 + � ) > F p̂ ( � )

(0:5),
i.e., f qi j 0:5 < q i � 0:5 + � g 6= ; , it follows that supQf qi j qi < 0:5 + � g > 0:5 and
1 � inf Qf qi j qi > 0:5 + � g < 0:5, and the di�erence is positive. Therefore,L1(Fp̂ ( � )

(0:5 +
� ); p̂ (�)) � L1(Fp̂ ( � )

(0:5); p̂ (�)). A mirror argument proves that L1(Fp̂ ( � )
(0:5 � � ); p̂ (�)) �

L1(Fp̂ ( � )
(0:5); p̂ (�)). Combining the two inequalities, we conclude thatL1(Fp̂ ( � )

(0:5); p̂ (�)) is
the global minimum.

Following Theorem 5.1, the optimal cuto� value for empirical edge probabilities in terms
of the L1 norm is 0.5, formallye(i ) 2 E0 () p̂(i ) > 0:5. This suggests that using linear
programming to �nd the t̂ 2 [0; 1] that minimizes L1(t; p̂ (�)) would yield results equivalent
to t̂ = Fp̂ ( � )

(x = 0:5). See Example 5.1 for a demonstration.

Example 5.1 (Threshold selection from Scutari and Nagarajan [82]). Suppose we have a
probability vectorp̂ (�) = f 0:1; 0:2; 0:4; 0:8g. Following Scutari and Nagarajan [82], we want
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to optimize the fraction of insigni�cant edgest s.t. L1(t; p̂ (�)) is minimized, i.e.,

argmin
t

L1(t; p̂ (�)) =
X

x i 2f 0;0:1;0:2;0:4;0:8;1g

jFp̂ ( � )
(x i ) � tj(x i +1 � x i )

We can calculate the values forL1(t; p̂ (�)) at each cuto� valuec that alters t (See Table 5.2).
As we have proven in Theorem 5.1, the global minimum ofL1(t; p̂ (�)) is attained at t̂ =
Fp̂ ( � )

(x = 0:5) = 0:75, which corresponds to anyc 2 [0:4; 0:8). This is why the optimization
method would yield a cuto� value that is equivalent to the constantcS = 0:5.

Table 5.2: Comparison of the cuto� valuec and its corresponding fraction of insigni�cant
edgest and the L1 norm. Note that the L1 norm is minimized whent = 0:75, which
corresponds toc 2 [0:4; 0:8).

c t = Fp̂ ( � )
(x = c) L1(t; p̂ (�))

0 0 0.625
0.1 0.25 0.545
0.2 0.5 0.425
0.4 0.75 0.225
0.5 0.75 0.225
0.8 1 0.315

5.4 Identify Edges: Our Learning Approach

In this section, we present our simple transfer learning approach for selecting a threshold
that directly optimizes a desired metric.

The result of learning a set of plausible networks from a dataset and performing model
averaging is an estimateP̂(ej ), for each possible edgeej , representing the probability
or the con�dence that the edgeej is present in the true network structure. Note that in
contrast to the more standard methodology of supervised learning where a dataset contains
a distinguished class variable, BNSL with model averaging builds this predictive model
in an unsupervisedmanner. However, the key to our learning approach for determining
e�ective thresholds is to setup threshold selection as asupervisedmachine learning task.
To do this we need to specify how to obtain labeled data and which loss function is to be
used in learning.
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To obtain labeled data for our supervised approach, we start with ground truth BNs
that are either existing human-constructed BNs or learned using a scoring function on a
dataset. These ground truth networks are then sampled to generate datasets of various
sizes from which sets of plausible networks are learned using a variety of scoring functions
and model averaging methods. Model averaging is then used to obtain the estimatesP̂(ej )
and the ground truth networks are used to determine whether the edge is present. We
refer to a particular combination of ground truth network, dataset, scoring function, and
model averaging method as aninstance.

Algorithm 5.2: Determine the optimal threshold from proxy instances.
Input: f ej gi indicating whether edgeej 2 f 0; 1g is present in the ground truth

network of instancei .
Input: f êjm gi indicating whether edgeej 2 f 0; 1g is present in the collectedm-th

network of instancei .
Output: The optimal threshold c� .

1 c�  0:0;
2 metric�  0:0 ; /* To maximize the metric. */
3 for c 2 f 0:05; 0:10; � � � ; 0:95g do
4 for i 2 f 1; 2; � � � ; N g do
5 for j 2 f 1; 2; � � � ; n(n � 1)=2g do
6 Oej = 0 ; /* Initialize the occurrences of edge ej . */
7 for m 2 f 1; 2; � � � ; M g do
8 Oej = Oej + êjm ;
9 end

10 êj =
Oej

M > c;
11 end
12 metrici = Metric( f ej gi ; f êj gi );
13 if metrici > metric� then
14 metric� = metric i ;
15 c� = c;
16 end
17 end
18 end

As loss functions or performance metrics for the e�ectiveness of a threshold on an
instance, we use both the cost-insensitive SHD (H ), and cost-sensitiveF� scores and mis-
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classi�cation cost C� , and all of them are de�ned in Section 2.4.

For each instance, the value of the metrics can be determined by a thresholdc that
de�nes the set of signi�cant edges, i.e., ^ej = 1 () p̂j > c. We cast the threshold
learning problem as a transfer learning problem that aims to provide a threshold value for
any target dataset using the value learned from a wide range of proxy datasets. Denote
our threshold asc� (� ) that determines the set of signi�cant edges for all proxy instances
at a given value of� . Let F �

� = max c F� (c) be the optimal F� value for each instance from
the proxy datasets. The value ofc� (� ) can then be determined by minimizing the mean
absolute error as follows,

c� (� ) = argmin
c

1
K

KX

i =1

j [F �
� ]i � [F� (c)]i j;

where K is the number of proxy instances. Similarly, the value ofc� (� ) and c� (H ) for
misclassi�cation cost and SHD, respectively, can be determined by minimizing the mean
relative error,

c� (� ) = argmin
c

1
K

KX

i =1

j [C �
� ]i � [C� (c)]i j
ni (ni � 1)

;

c� (H ) = argmin
c

1
K

KX

i =1

j [H � ]i � [H (c)]i j
ni (ni � 1)

;

where ni is the number of variables. We minimize overc 2 f 0:0; 0:05; :::; 0:95g to avoid
making �ner distinctions that are not justi�ed by the data and to make our recommen-
dations for suitable thresholds more applicable in practice. We found that the values of
c� (� ), c� (� ), and c� (H ) stay the same or almost the same if we minimize mean squared
error instead of the mean absolute error, suggesting that the thresholds we learned are
robust.

Finally, we evaluate the learned threshold values on a target dataset. The key to
learning an e�ective threshold is to minimize over all proxy instances|combinations of
ground truth network, dataset, scoring function, and search algorithm|rather than over
individual edges to avoid having the contributions of larger networks in the training set
overwhelm the contributions of smaller networks. We learned thresholds that are dependent
on dataset sizeN , scoring function, and model averaging method as it was found that these
additional features signi�cantly altered the values of the threshold. The number of variables
n in the dataset did not signi�cantly alter the values of the threshold and was not included
as an additional feature.
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Table 5.3: UCI datasets (left, middle) and bnlearn Bayesian networks (right ), where n is
the number of variables in the dataset or network, andN is the number of instances in the
original UCI dataset.

UCI dataset n N
shuttle 10 58,000
census income 14 48,842
letter 17 20,000
online shopping 18 12,330
lymphography 19 148
hepatitis 20 155
parkinsons 23 195
credit card 24 30,000

UCI dataset n N
robot navigation 25 5,456
horse colic 27 368
steel 28 1,941

ags 29 194
breast cancer 31 569
soybean 36 683
biodeg 42 1,055
spectf heart 45 267

network n
sachs 11
child 20
insurance 27
water 32
mildew 35
alarm 37
barley 48
hail�nder 56
heparII 70
win95pts 76

In the next section, we experimentally compare our approach to other approaches.
In the remainder of this chapter, we cast previous approaches into a common notation.
Recall that the threshold in Broom et al. [7] uses a permutation test to determine the
number of false positives. For thei -th instance, let [Gp]i = ( X ; [Ep(c)]i ) be the learned
BN in the permutation test and [Gb]i = ( X ; [Eb(c)]i ) from the original dataset, where the
signi�cant edges in both networks are identi�ed by the thresholdc. The threshold seeks to
maximize the gap between [Ep(c)]i and [Eb(c)]i , formally [cB ]i = argmaxcf

P
ej 2 [Eb(c)] i

ej �P
ej 2 [Ep (c)] i

ej g. Similarly, the threshold in Gross et al. [39] can be de�ned as [cG]i =

1=3 +
p

2=Mi , where M i is the size of the set of BNs collected for instancei . Since
we proved that the optimization method in Scutari and Nagarajan [82] yields a �xed
probability threshold for all instances, we can de�ne such a threshold ascS = 0:5.

As a baseline point of comparison, we also consider the special threshold valuescF � =
1=(1 + � 2). Let F �

� be the optimal F� score achievable by a model. Then the optimal
threshold c�

F �
is given by c�

F �
= F �

� =(1 + � 2) assuming that the probabilities are perfectly
calibrated (see [60, 53, 101, 103]). Of course, in practice one does knowF �

� . However, for
any instance we know thatF �

� � 1. Thus, the optimal threshold is always less than or
equal to 1=(1 + � 2) (but can be much less than 1=(1 + � 2)). In contrast to cost-sensitive
classi�cation (where the decision rule is directly derivable from the costs), the decision
rule (i.e., the threshold) forF� is not directly derivable and only bounds are known so far.
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The threshold in the F� case will be some function of training set size, as in general the
maximum attainable F� value increases as the amount of data increases. BesidescF � , we
also usecC� = 1=(1 + � ) as the optimal threshold forC� assuming that the probabilities
are perfectly calibrated (see, e.g., [33] and references therein). Note thatcB and cG are
unique for each instance whereascS, c� (� ), c� (� ), cF � , cC� and c� (H ) are applicable to all
instances.

5.5 Meta Ensembles

In Chapter 4, we compared a broad range of scoring functions and examined which one
is the best single scoring function to use under two ensemble frameworks, namely boot-
strap (bagging) and (Bayesian) model averaging using the credible set. Although we �nd
that qNML is the best contender for knowledge discovery using the exact credible set ap-
proach, and BDeu using bootstrapping, in most real world scenarios, there still exist many
instances where the recommended score is outperformed by others. Since the threshold
selection task is aimed at producing a prediction on whether the edge exists or not, we
can use another layer of ensemble methods in the supervised learning scenario to boost
the performance over using a single scoring function, and we call this layers of ensemble
methods meta ensembles. Many ensemble generation techniques are applicable in com-
bining information from di�erent scores/network sets, and we consider two approaches to
demonstrate the e�ectiveness of meta ensembles | majority/weighted voting over the re-
sults from all scoring functions, and gradient boosted trees for algorithmic combination of
predictions (also called stacking).

As the name suggests, majority voting would consider each score as an equal party,
and the prediction would be that the edge exists if more than half of the scores predicted
its existence. Weighted voting goes a step further and allow us to give more credit to the
scores that are more reliable than others. Despite our e�ort at trying out di�erent weights,
we are unable to produce better results than using a single score (qNML for the credible set
and BDeu for bootstrap). Upon further examination, we note that unlike normal ensemble
settings, we have a rather dominant learner (score) comparing to all learners, and so a
linear combination of predictions without considering the context does not really work.
We omit the voting results below and only focus on the non-linear gradient boosted tree.

To utilize predictions from each score with extra information about the context, we use
the sample sizes and� or � values as the score invariant information, and the probability
of the edge, the deviation from the threshold, and the predictions as the score speci�c

65



information in the �nal ensemble model. Then we feed all information to sklearn's Gradi-
entBoostingClassi�er with default hyperparameters as an illustrative combiner algorithm.
The �nal model also builds the training data using strati�ed sampling to prevent larger
networks from dominating the learning process.

5.6 Experimental Evaluation

The structure learning and threshold selection experiments were conducted on a shared
server with 346 GB RAM and Intel Xeon Gold 6148 at 2.4 GHz. For scoring the datasets
memory usage was limited to 64 GB and for structure learning a limit of 128 GB was
imposed. For both scoring and learning, a computation time limit of 24 hours was imposed
for each instance. Properties of the datasets are summarized in Table 5.3.

Table 5.4: Comparison of threshold selection methods when the performance metric
is SHD for the bootstrap and credible set model averaging approaches. At each row,
the aggregated Borda count is shown when comparing the selection methods on a set of
experiments that consist of three samples from each ground truth network and dataset
sample sizes ofN = 50, 100, 500, 1000, 5000, 10000.

Method Scutari Broom Gross ML
Bootstrap 5,568 2,275 5,864 6,166
Credible set 6,468 3,210 4,336 6,853

5.6.1 Setup

To empirically study the threshold selection methods, we considered a wide selection of
datasets from the UCI repository2 and networks from the bnlearn Bayesian network repos-
itory 3 (see Table 5.3). We preprocessed the UCI datasets using a k-nearest neighbor
imputation algorithm, with k = 5, to �ll in missing values and a supervised discretiza-
tion method based on the MDL principle to discretize continuous variables. We used a
total of 90 ground truth BNs: 10 ground truth BNs came from the bnlearn repository and

2https://archive.ics.uci.edu/ml
3https://www.bnlearn.com/bnrepository/
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Table 5.5: Comparison of threshold selection methods when the performance metric is
multi-class F� score ondirected edges. At each� , the aggregated Borda count is shown
when comparing the selection methods on a set of experiments that consist of three samples
from each ground truth network and dataset sample sizes ofN = 50, 100, 500, 1000, 5000,
10000.

� Scutari Broom Gross cF � ML

Bootstrap

1=4 8,777 5,526 8,532 4,698 9,034
1=2 8,169 6,201 8,612 4,614 9,516
1 4,634 7,316 7,427 4,634 9,117
2 5,071 8,092 6,447 8,347 9,193
4 4,479 9,204 5,966 9,288 8,815

Credible set

1=4 11,196 7,034 8,513 6,336 10,728
1=2 10,130 7,243 8,225 7,119 9,897
1 5,932 7,114 6,307 5,932 6,460
2 7,946 7,178 7,158 7,664 8,841
4 7,684 7,540 6,883 8,552 9,667

a further 80 ground truth BNs were constructed following a similar approach to Liu et
al. [61] by (i) scoring each of the 16 UCI datasets using each of the �ve scoring functions
AIC [2], BIC/MDL [80, 55], BDeu [8, 42], qBDJ [93], and qNML [89] in turn, (ii) learning
an optimal network structure from each scored dataset, and (iii) and �tting the parameters
to each structure to give a �nal Bayesian network. Given the 90 ground truth BNs, we
used the logic sampling functionrbn from the bnlearn R package [81] to generate random
samples of sizesN = 50, 100, 500, 1,000, 5,000, and 10,000 from the bif �les. We collected
three samples for each dataset sizeN , for a total of 18 samples for each ground truth BN.

To evaluate the threshold selection methods within the bootstrap approach to model
averaging, we used the implementation available as the functionboot.strength from the
bnlearnR package [81]. We used the default replication factor of 200, the default equivalent
sample size for BDeu of 1, and the tabu search algorithm, as in preliminary experiments
the tabu algorithm performed better than the alternative hill climbing algorithm. Due
to score availability in bnlearn, we only consider AIC, BDeu, and BIC in the bootstrap
experiments. A total of 4,320 bootstrap experiments were performed.

To evaluate the scoring functions within the credible set model averaging framework,
we implemented the scoring functions AIC, BDeu, BIC, and qNML inPython and used
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Table 5.6: Comparison of threshold selection methods when the performance metric is
F� score on undirected edges. At each� , the aggregated Borda count is shown when
comparing the selection methods on a set of experiments that consist of three samples
from each ground truth network and dataset sample sizes ofN = 50, 100, 500, 1000, 5000,
10000.

� Scutari Broom Gross cF � ML

Bootstrap

1=4 8,328 2,265 6,855 8,474 10,306
1=2 7,969 3,596 7,316 7,234 9,060
1 4,583 5,883 6,629 4,583 7,950
2 4,790 7,910 5,903 8,226 8,944
4 4,134 8,942 5,218 9,356 9,030

Credible set

1=4 7,027 3,866 4,546 8,823 8,684
1=2 6,981 4,760 5,068 7,814 7,763
1 4,321 5,719 5,500 4,321 7,031
2 5,394 6,261 6,322 7,535 8,618
4 5,038 6,298 5,849 8,924 9,753

the eBNSLpackage [58], an extended version ofGOBNILP[6], for collecting the credible
networks. For AIC and BIC, eBNSL sets the limit on the size of the parent set based on
the pruning rule that guarantees optimality, whereas for other scores there is no known
explicit limit. Then all networks falling into a BF of 150 were collected with a counting
limit of 100,000. Since the scores under consideration are all score equivalent [18], i.e., BNs
of the same equivalence class have the same score, the choice of exact structure learning
algorithm does not a�ect the learned set of credible networks. We also set the equivalent
sample size for BDeuto 1, while other scores do not have hyperparameters. A total of 5,940
credible set experiments were performed.

The values for cG, cS, c� (� ), c� (� ), and c� (H ) can be determined directly from the
empirical probabilities. The values forcF � and cC� can be determined for speci�c� or
� . For the method of Broom et al. [7], the thresholdcB requires a separate permutation
test, where all columns of the dataset are randomized to create permuted datasets. The
process is repeated 60 times as in the original paper since we want to replicate the original
results. The threshold is then determined by the optimization step mentioned above. The
method of Gross et al. [39] is a threshold for identifyingdirected edges. However, in their
evaluation they adapt it to identify undirected edges and forC� and F� , we used their
adaptation as well.
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Table 5.7: Comparison of threshold selection methods when the performance metric is
misclassi�cation cost on undirected edges; i.e.,� � FN + FP. At each � , the aggregated
Borda count is shown when comparing the selection methods on a set of experiments
that consist of three samples from each ground truth network and dataset sample sizes of
N = 50, 100, 500, 1000, 5000, 10000.

� Scutari Broom Gross cC� ML

Bootstrap

1=4 7,785 1,925 6,307 9,144 9,746
1=2 7,250 2,630 6,254 7,858 8,335
1 5,277 3,433 5,931 5,277 7,273
2 6,364 4,927 6,805 7,064 7,774
4 5,503 6,777 6,504 8,119 8,584

Credible set

1=4 6,878 3,468 4,182 8,982 9,540
1=2 6,403 3,613 4,056 7,587 8,399
1 4,688 3,906 4,027 4,688 6,798
2 6,098 5,158 4,843 5,112 6,750
4 5,904 5,992 6,503 7,193 7,808

5.6.2 Results and Discussion

Comparison of Thresholds

The results from comparison of the threshold selection methods are summarized in Table 5.4
for SHD, Table 5.5 for multi-classF CPDAG

� , Table 5.6 for binary F� , and Table 5.7 for
misclassi�cation costC� . The experimental results are aggregated using the Borda count.
For the SHD and misclassi�cation costC� performance metrics, our proposed threshold is
the clear winner. Recall that when� < 1, the F� measure gives more weight to precision
and vice versa. In Table 5.6 (F� ), the special thresholdcF � has some advantages in a
high recall case (� = 8) when the networks come from bootstrap, and in a high precision
scenarios (� < 1) when the networks are collected using the credible set. In Table 5.5
(F CPDAG

� ), the special thresholdcF � also maintains a slight lead in a high recall case (� = 8)
when the networks come from bootstrap. The winners on the credible set are less clear
with the constant threshold (Scutari) taking the high precision scenarios (� < 1), the
permutation test (Broom) taking the F1, and our approach (ML) taking the high recall
scenarios (� > 1).

We present the values of the recommended thresholds for SHD in Table 5.8, for multi-
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Table 5.8: Recommended thresholds for model averaging using the bootstrap and credible
set approaches when the performance measure is the structural Hamming distance, for
various dataset sizesN and scoring functions.

Bootstrap Credible set
N AIC BDeu BIC AIC BDeu BIC qNML
50; 100 0.35 0.50 0.25 0.60 0.95 0.50 0.75
500; 1000 0.45 0.30 0.25 0.50 0.50 0.50 0.50
5000; 10000 0.45 0.40 0.45 0.50 0.50 0.50 0.50

classF CPDAG
� in Figure 5.1, for binaryF� score in Figure 5.2, and for misclassi�cation cost

C� in Figure 5.3. In Table 5.8, the preferred thresholds using bootstrap are always below
0.5, regardless of the scoring functions. On the other hand, using credible set we can often
leave the threshold at 0.5 given a moderate amount of data. Recall that when� < 1, the
F� measure gives more weight to precision and vice versa. As expected, the threshold shifts
lower as we give more weight to recall and less to precision, i.e., from� = 1=8 to � = 8. As
the dataset size grows, the threshold curve tends to shift higher, indicating the presence of
more spurious edges. Note that with su�cient data and when the networks are collected
using credible set (bottom right, Figure 5.1), the preferred threshold stays at 0.5 for all
values of� under consideration. This is consistent with our observations on SHD because
both metrics operate on CPDAG. On misclassi�cation cost (Figure 5.3), we can observe
the same trends as when� < 1, the C� puts more pressure on reducing FP (which leads
to better precision), and vice versa. Given a data analysis scenario, an application-speci�c
tradeo� between precision and recall can be used to determine the recommended threshold
from the given plots.

As is standard, our �nal recommended thresholds were learned using all of the in-
stances. However, when evaluating and comparing to previous proposals, we used leave-
one-benchmark-out cross-validation. For example, if we want to get theF� values onalarm,
we use all other benchmarks such asinsurance and barley to learn the thresholdc� (� ) and
then identify signi�cant edges in alarm with such a threshold.

Our examination of the application literature (see Table 5.1) indicates a strong prefer-
ence for precision over recall; i.e.,� < 1. For example, the thresholds in the two medicine
studies [62, 64] are consistent with our recommended values for� = 1=8, whereas the other
medicine study [73] used a threshold corresponding to� = 1=2. Our approach allows one
to explicitly incorporate domain knowledge and target metrics in setting the threshold,
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and thus removes a potentially confounding factor from a data analysis.

Bootstrap vs. Credible Set

The results from comparison of bootstrap vs. the credible set are summarized in Figure 5.4
for SHD and multi-classF CPDAG

� , and in Figure 5.5 for binaryF� and misclassi�cation cost
C� . The curves in the plot represents the cumulative metrics values, possibly on log scale.
The SHD plot (top, Figure 5.4) shows that credible set with the qNML score has a clear
advantage over all other combinations (lower is better). The same conclusion can be drawn
from the multi-classF CPDAG

� plot (bottom, Figure 5.4) where higher is better, and from the
misclassi�cation costC� plot (top, Figure 5.5) where lower is better. The binaryF� plot
(bottom, Figure 5.5), however, shows some mixed results with bootstrap with the BDeu
score taking the lead for a third of the instances, and credible set with the qNML score
picking up with more instances.

The results suggest that the credible set approach produces better structure reconstruc-
tion results than the bootstrap approach in most cases, and that the qNML score works
very well with the credible set to achieve great network reconstruction quality in the model
averaging paradigm.

5.6.3 Ensemble Results

In this context, ensemble generation relies heavily on being able to score e�ciently, so the
two problems work together.

The results from comparison of bootstrap meta ensemble with bootstrap model av-
eraging method are summarized in Figure 5.6 for SHD and multi-classF CPDAG

� , and in
Figure 5.7 for binary F� and misclassi�cation costC� . The curves in the plot represents
the cumulative metrics values, possibly on log scale. The SHD plot (top, Figure 5.6) shows
that bootstrap meta ensemble is on par with the bootstrap model averaging method with
BDeu (lower is better), and the same can be observed also in the misclassi�cation cost
C� plot (top, Figure 5.7) where lower is better. On the other hand, both the multi-class
F CPDAG

� plot (bottom, Figure 5.6) and the binary F� plot (bottom, Figure 5.7) show that
the ensemble outperforms other scores.

The results from comparison of credible set meta ensemble with credible set model
averaging method are summarized in Figure 5.8 for SHD and multi-classF CPDAG

� , and in
Figure 5.9 for binary F� and misclassi�cation costC� . The curves in the plot represents
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the cumulative metrics values, possibly on log scale. The SHD plot (top, Figure 5.8)
shows that credible set meta ensemble has mixed results with the credible model averaging
method with the best scores (qNML and BDeu) (lower is better), and the same can be
observed also the multi-classF CPDAG

� plot (bottom, Figure 5.8), where higher is better. The
misclassi�cation costC� plot (top, Figure 5.9) where lower is better, and the binaryF� plot
(bottom, Figure 5.9), where higher is better, show that the ensemble clearly outperforms
other scores.

When we combine multiple scores in a speci�c network collection approach, the binary
F� always re
ects superior performance over results from using a single score, whereas the
SHD has more mixed results that are on par with the best choice of scores within each
framework. Since there is an uneven improvement brought by combining scores within
each framework, by further combining results from both frameworks, we expect that all
four metrics should have some improvements over the previous best results using a single
score in each framework.

The results from comparison of meta ensemble using combined features with bootstrap
and credible set ensemble methods are summarized in Figure 5.10 for SHD and multi-class
F CPDAG

� , and in Figure 5.11 for binaryF� and misclassi�cation costC� . The curves in the
plot represents the cumulative metrics values, possibly on log scale. The SHD plot (top,
Figure 5.8) shows perhaps the least amount of improvement over bootstrap or credible set
model averaging method with the best scores (qNML and BDeu) (lower is better), which
is consistent with the earlier observation that SHD is on par with the best score within
each framework. The other 3 metrics show that the meta ensemble combining both scores
and frameworks clearly outperforms other approaches using a single score.

We also explored whether building separate models based on the dataset size would
improve the results, and we note that building three separate models based on the sample
size groups (50, 100), (500, 1,000), and (5,000, 10,000) does not make a di�erence over
building a single model with sample size as a feature.

5.7 Summary

A fundamental step in the data analysis methodology using BNs is to identify signi�cant
edges from a set of BNs learned with the well-known score-and-search approach. Selecting
a reasonable threshold has broad implications for the success of the analysis. However, the
problem of selecting a good threshold has received limited attention in the literature. In
this chapter, we identi�ed an important shortcoming in a widely used threshold selection
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method. In particular, we proved that the optimization method of Scutari and Nagarajan
[82] is in fact equivalent to a �xed threshold ofc = 0:5 for all instances. We then proposed a
simple transfer learning approach for maximizing a target metric and selecting a threshold
that can be generalized from proxy datasets to the target dataset. We addressed the imbal-
ance classi�cation problem of edges by considering both the structural Hamming distance
and the cost-sensitiveF� and C� measures with varying tradeo�s between precision/FP
and recall/FN. We also pushed the boundaries of performance by using meta ensembles on
top of the existing model averaging methods. In our experimental evaluation on a broad
set of benchmarks from bnlearn and UCI datasets, the proposed threshold performs signif-
icantly better than previous approaches in almost all scenarios and performs competitively
on the others. We also demonstrated that the credible set approach produces better struc-
ture reconstruction results than the bootstrap approach in most cases, and that the qNML
score works very well with the credible set to achieve great network reconstruction quality
in the model averaging paradigm. In addition, the meta ensembles combining across scores
and model averaging frameworks further improve all metrics over using a single score in a
framework. Considering the bootstrap, credible set, and the meta ensembles, we conclude
that performance wise the ranking would be meta ensembles> credible set> bootstrap,
whereas resource wise it would be the reverse. Our results suggest that one needs to make
a more intricate and informed decision of the threshold on edges no matter which sampling
methods or scores are used in learning the structures.
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