
 

Cooperative Vehicle Perception and Localization Using 

Infrastructure-based Sensor Nodes 

by 

Mobin Khamooshi 

A thesis 

presented to the University of Waterloo 

in fulfillment of the 

thesis requirement for the degree of 

Doctor of Philosophy 

in 

Mechanical and Mechatronics Engineering 

Waterloo, Ontario, Canada, 2023 

© Mobin Khamooshi 2023 

  



 ii 

 

Examining Committee Membership 

The following served on the Examining Committee for this thesis. The decision of the Examining 

Committee is by majority vote. 

 

External Examiner   Mohammad Biglarbegian 

Associate Professor, Mechanical Engineering 

University of Guelph 

 

Supervisor(s)    Amir Khajepour 

Professor, Mechanical and Mechatronics Engineering 

University of Waterloo 

 

Ehsan Hashemi 

Assistant Professor, Mechanical Engineering 

University of Alberta 

 

Internal Member   Yue Hu 

Assistant Professor, Mechanical and Mechatronics Engineering  

University of Waterloo 

 

Zhao Pan 

Assistant Professor, Mechanical and Mechatronics Engineering  

University of Waterloo 

 

Internal-external Member  Christopher Nielsen 

Professor, Electrical and Computer Engineering 

University of Waterloo 

  



 iii 

Author’s Declaration 

I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis, including any 

required final revisions, as accepted by my examiners. 

 

I understand that my thesis may be made electronically available to the public. 



 

 iv 

Abstract 

Reliable and accurate Perception and Localization (PL) are necessary for safe intelligent transportation 

systems. The current vehicle-based PL techniques in autonomous vehicles are vulnerable to occlusion 

and cluttering, especially in busy urban driving causing safety concerns. In order to avoid such safety 

issues, researchers study infrastructure-based PL techniques to augment vehicle sensory systems. 

Infrastructure-based PL methods rely on sensor nodes that each could include camera(s), Lidar(s), 

radar(s), and computation and communication units for processing and transmitting the data. Vehicle 

to Infrastructure (V2I) communication is used to access the sensor node processed data to be fused with 

the onboard sensor data. 

In infrastructure-based PL, signal-based techniques- in which sensors like Lidar are used- can provide 

accurate positioning information while vision-based techniques can be used for classification. 

Therefore, in order to take advantage of both approaches, cameras are cooperatively used with Lidar in 

the infrastructure sensor node (ISN) in this thesis. ISNs have a wider field of view (FOV) and are less 

likely to suffer from occlusion. Besides, they can provide more accurate measurements since they are 

fixed at a known location. As such, the fusion of both onboard and ISN data has the potential to improve 

the overall PL accuracy and reliability. 

This thesis presents a framework for cooperative PL in autonomous vehicles (AVs) by fusing ISN 

data with onboard sensor data. The ISN includes cameras and Lidar sensors, and the proposed camera-

Lidar fusion method combines the sensor node information with vehicle motion models and kinematic 

constraints to improve the performance of PL. One of the main goals of this thesis is to develop a wind-

induced motion compensation module to address the problem of time-varying extrinsic parameters of 

the ISNs. The proposed module compensates for the effect of the motion of ISN posts due to wind or 

other external disturbances. To address this issue, an unknown input observer is developed that uses 

the motion model of the light post as well as the sensor data. 

The outputs of the ISN, the positions of all objects in the FOV, are then broadcast so that autonomous 

vehicles can access the information via V2I connectivity to fuse with their onboard sensory data through 

the proposed cooperative PL framework. In the developed framework, a KCF is implemented as a 

distributed fusion method to fuse ISN data with onboard data. The introduced cooperative PL 

incorporates the range-dependent accuracy of the ISN measurements into fusion to improve the overall 

PL accuracy and reliability in different scenarios. The results show that using ISN data in addition to 



 

 v 

onboard sensor data improves the performance and reliability of PL in different scenarios, specifically 

in occlusion cases. 
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Chapter 1 

Introduction 

The focus of this thesis is on improving the PL of autonomous vehicles (AVs) using ISN data. To 

elaborate, the position and the heading angle of the objects estimated by ISN are fused with an AV’s 

onboard sensor data to improve the overall PL of the vehicle to eliminate any occluded or partially 

occluded objects.    

 Motivation 

Road safety and traffic management are two main potential benefits of the intelligent transportation 

system. Intelligent traffic management can decrease the cost of travel time, consumed fuel, and 𝐶𝑂2 

emissions. In such an intelligent transportation system, autonomous vehicles (AVs) need to connect to 

other vehicles and also infrastructure. With the growing development of communication technology, 

there is an opportunity to have a connected vehicle-infrastructure system. Connected vehicles can 

communicate with each other and infrastructure units to improve automated driving and transportation 

safety. 

ISN nodes are mounted high over the ground level, therefore they have a different field of view and 

are less likely to suffer from occlusion, compared to the onboard sensors as can be seen in Figure 1.1. 

Besides, they can provide more accurate positioning since they are fixed at a known location. In this 

thesis, the ISN nodes consist of two cameras and one Lidar with the same FOV.  

  

(a) Onboard camera (b) ISN camera with a top-down view 

Figure 1.1: Comparison of the FOV of the onboard camera with the ISN camera 
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ISN nodes can be used in two main applications: urban driving and autonomous fleet operation. In 

the first application, the ISN data are transmitted that AVs that can fuse the information with their 

onboard sensor data. Using this approach, the safety of AVs can potentially be improved in complex 

urban environments, especially intersections and roundabouts where occlusion is common. To avoid 

the occlusion, additional information provided by ISN can be cooperatively utilized with the vehicle-

based PL. Using ISN and transmitting the data to the vehicles, the local occlusion can be reduced or 

eliminated.  

Another motivation to use ISN is autonomous fleet operation. An autonomous fleet can be found in 

public transportation, airports, and resorts among others. In such applications, the PL of the 

environment and also the connectivity of the fleet are two essential parts. Using the ISN in the 

autonomous fleet can further improve safety and performance. The PL is carried out by using ISN and 

the data is then sent to the vehicles. This platform has the potential of reducing the cost and the 

complexity of typical vehicle-based automated driving. 

The overall diagram representation of cooperative PL using the ISN is depicted in Figure 1.2. The 

different parts of the cooperative PL, the inputs and outputs of each part, and their interface and 

interaction are illustrated. In this work, two main components of the cooperative PL are the AV and the 

ISN. 

In each ISN, the sensor suite consists of camera(s) and a Lidar with the same FOV. The sensor data 

in addition to the vehicle motion model and kinematic constraints are used for the fusion at the sensor 

node data. The output of the ISN node is the estimated positions and the velocities of all objects. One 

key aspect of the proposed fusion algorithm is the addition of the sensors’ range-dependent accuracy. 

To do so, the estimated positions from the fusion block are used to calculate the measurement 

covariance by using the relative distance of the objects from the sensor node. 

Another important module of the ISN is motion compensation. The ISN oscillates due to external 

disturbances like wind. Therefore, its extrinsic parameters deviate from their initial calibrated values. 

The motion compensation module implements an unknown input observer that utilizes the sensor data 

in addition to the dynamic motion of the light post to estimate the deviated extrinsic parameters. 
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Figure 1.2: Overall block diagram representation for cooperative PL using an ISN 
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The output of the ISN node is the estimated positions of all objects with the related range-dependent 

covariance. This information is broadcast so that any AV can receive it and fuse it with its onboard 

data. The AV also has positioning awareness of its surrounding environment, meaning that each AV 

knows the relative position of objects in its coordinate in addition to its assigned ID. Although, IDs 

assigned to the objects in ISN’s and ego vehicle's coordinates are different. Therefore, the 

correspondence between the estimated positions of the objects by the ISN and the AV should be found. 

For this purpose, the positions of the objects received by the AV are extracted and sent to the data 

correspondence module. The point set matching algorithm inside the data correspondence uses the 

above data in addition to the relative positions of the objects estimated by the AV itself to find the 

correspondence and also the rotation, and translation of the onboard coordinate with respect to the ISN 

coordinate. Once the above rotation and the translation are found, the global position and heading angle 

of the AV can easily be calculated. 

Another block of the cooperative PL is the information packager. Its main task is to form an 

information vector based on the estimation positions of the objects and their related measurement 

covariance which will be discussed in detail in Chapter 4. 

When the correspondence between estimated objects in the ISN coordinate and the onboard 

coordinate is found, Then, the KCF is performed to find the cohesive estimation using both ISN and 

onboard data. The inputs of this part are the estimated positions, related measurement covariance, and 

correspondence. The output is the balanced consensus on the estimation of different sensor nodes 

including the ISNs and the onboard AV’s sensor node. 

 Thesis Objectives 

The main objective of this thesis is to develop and implement a cooperative PL system using ISN nodes 

that can be applied to two main applications: 1. Safe handling of busy urban intersections and, 2. 

Autonomous fleet operation.  

In the first application which is for the safe handling of busy urban intersections, the sensor node 

outputs are broadcast so that AVs can receive and use the information cooperatively with the onboard 

sensor data to improve the PL.  

In the second application, autonomous fleet operation, the output of each ISN node can be used in a 

cloud-based autonomous fleet operation. The data from the sensor nodes are used in a central PL with 
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minimum vehicle-based sensors. This approach has the potential of reducing the costs and complexity 

of individual control of the fleet vehicles. 

Another objective of this thesis is to study the distance parameter affecting the PL accuracy of the 

ISN. The ISN with the stationary camera(s) and Lidar(s) have a distance-dependent nature in their 

accuracy that will be studied and incorporated into the cooperative PL systems designed in this thesis. 

 Main Contributions 

The main contribution of this thesis is a novel solution for improving the perception and localization of 

autonomous vehicles in urban driving by fusing infrastructure-based sensor node data with onboard 

sensor data. By using infrastructure-based sensor nodes which are less likely to suffer from occlusion, 

the proposed solution addresses the issue of occlusion which is common in urban areas, especially 

intersections. Therefore, it enhances the overall perception and localization of autonomous vehicles, 

ultimately improving the safety of autonomous driving. 

In addition, this thesis proposes a unique approach for fusing Lidar and camera data that takes into 

account the vehicle's motion, kinematic constraints, and distance-dependent covariance scaling. By 

incorporating these factors into the data fusion process, the proposed approach surpasses previous 

methods that did not consider these elements. 

Finally, the research proposes a motion compensation module that addresses the problem of time-

varying extrinsic parameters for infrastructure-based sensor nodes. To address this issue, an unknown 

input observer is developed that utilizes the motion model of the light post as well as the sensor data, a 

novel technique that has not been reported in the literature. 

Overall, this research provides a novel solution for improving the perception and localization of 

autonomous vehicles by integrating infrastructure-based sensor node data with onboard sensor data, 

and by developing novel approaches for fusing Lidar and camera data and addressing the problem of 

time-varying extrinsic parameters for infrastructure-based sensor nodes. 

 Thesis Outline 

The remainder of this proposal is organized as follows. Chapter 2 contains a brief review of the related 

literature and background information on cooperative PL in robotics and vehicle applications. In 

addition, multi-sensor fusion methods and their common challenges will be reviewed. 
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Chapter 3 will present the structure of the ISN node and its components. Then the fusion of the sensor 

data with the vehicle motion will be performed at the node. The nature of the range-dependent accuracy 

of the sensor will be also explained. The correlation between the distance of the object and the sensor 

with the measurement covariance will be studied. This chapter also introduces the motion compensation 

module that aims to estimate the position and orientation of the sensor node in the presence of external 

disturbances such as wind. 

In Chapter 4, Kalman-Consensus Filter will be described as a distributed fusion algorithm to fuse the 

transmitted infrastructure-based data with the onboard sensor data. In this chapter, observability 

analysis will be discussed as well. This chapter presents the data association algorithm required to 

correspond the detected objects in the ISN’s coordinate with the onboard AV’s coordinate. The results 

of simulating an infrastructure-based PL algorithm for autonomous urban driving. The results can be 

used to evaluate the measurement noise uncertainty in different conditions. The preliminary results of 

implementing the cooperative PL algorithm for urban autonomous driving will be discussed. The results 

of fusing the ISN data with onboard sensor data are provided for different scenarios. the measurement 

noise uncertainty in different conditions. 

Chapter 5 includes the experimental setup and the implementation of the proposed framework in 

Chapters 3 and 4 for real data. The experimental setup and sensors are presented in detail. Also, the 

performance of the developed algorithm in a real-time application is examined. 

Finally, Chapter 6 provides the conclusions of this thesis. It also suggests future works and potential 

directions for future research. 
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Chapter 2 

Literature Review and Background 

 Introduction 

Reliable and accurate PL are important components of autonomous vehicle operations. In such 

autonomous applications, using ISN nodes can be beneficial. For example, incorporating the ISN data 

into the vehicle-based PL can add additional information about the blind spots of the onboard sensors. 

Fusing the above-mentioned data, local occlusion can be avoided in crowded areas such as 

intersections. In this chapter, multi-sensor fusion methods will be comprehensively reviewed. The 

research gap and a summary of this chapter are provided at the end. 

 Multi-sensor Fusion 

Data fusion architectures are generally classified into two types: 

• Centralized architectures: in this approach, raw data from multiple sensors, without any local 

filtering or fusion, are directly transmitted to the central fuse node.  

• Distributed architectures: in this technique, each sensor node uses its raw data to provide a local 

estimation in terms of the mean and covariance. The estimates are then sent to the central node. The 

schematic diagram of a distributed fusion architecture can be seen in Figure 2.1.  

 

Figure 2.1: Distributed fusion architecture 
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For cooperative vehicle PL, data fusion needs to address several challenges. Measurements always 

have some level of uncertainty. Data fusion algorithms use data redundancy to reduce uncertainty [1] 

for localization applications. 

Probabilistic methods [2], like Bayesian fusion,  rely on probability distribution functions to express 

data uncertainty. Bayes’ estimator calculates the posterior (conditional) probability distribution of the 

hypothetical state 𝑥𝑘 at time k given the set of measurements, 𝑍𝑘 = {𝑧1, … , 𝑧𝑘} and the prior 

distribution. Bayes’ estimation can be applied at every time step k, updating the probability distribution 

by fusing the new input data, i.e. 𝑧𝑘, recursively. However, both the normalizing term and the prior 

distribution contain integrals that cannot be always found analytically.  

A well-known example of a Bayesian filter with an exact analytical solution is the Kalman filter 

(KF). The objective is to impose simplifying constraints on the system dynamics to be linear-Gaussian 

i.e. It is assumed that the measurement and motion models have a linear form and are contaminated by 

zero-mean Gaussian noise. The Kalman filter is one of the most popular fusion methods due to its 

simplicity of implementation, and optimality in terms of mean-squared error. The Kalman filter is, 

however, sensitive to data that contains outliers. 

Approximation techniques are typically required when dealing with non-linear system dynamics. 

Two Kalman filter extensions that are suitable to non-linear systems, the Extended KF [3] and 

Unscented KF [4] are based on first- and second-order Taylor series expansions about the present 

estimate, respectively. But the non-linearity can only be partially handled by these two approaches. 

Although grid-based approaches offer an option to approximate non-linear probability density 

functions, high-dimensional situations make them computationally intractable [5]. 

The fusion system becomes more complicated when multi-target tracking is used as opposed to 

single-target tracking [6]. One of these brand-new difficulties is the data association problem, which 

has two variations: measurement-to-track and track-to-track. The first involves determining the target 

from which each measurement was taken, whereas the second involves separating and combining tracks 

that are predicting the state of the same target [7]. 

 Several algorithms have been presented for data association, for instance, nearest neighbor (NN) and 

K-means. NN is based on the distance metric of measurements from each other. The mentioned distance 

can be based on an absolute distance, the Euclidean distance, or a statistical function of the distance. 
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NN has shown poor performance in the case of frequent false measurements [8]. K-means is an 

alternative approach that divides the dataset into different clusters.  

On the other hand, the association can be performed by assigning an association probability to each 

case from measurement [9]. This method is known as probabilistic data association. In this approach, 

valid measurements are those observations that fall within the validation gate of the target at that instant. 

The state estimation of the target is computed by summing the estimated states for all hypotheses. 

Different measurements can be associated with a particular target. Consequently, the algorithm uses 

the association probabilities between the different measurements and a specific target as weights to 

estimate the target state. This approach is mainly useful for tracking targets whose movement patterns 

do not change abruptly. If it changes its movement patterns abruptly, it will most likely lose the target. 

Since local estimates may be dependent due to some reasons, the correlations among local estimates 

should be taken into account. To deal with this issue, different approaches have been proposed 

depending on the availability of cross-correlation: 

In known cross-correlation cases, the Bar-Shalom Campo (BC) formula [10] can incorporate two 

measurement data. For more than two measurements, generalized approaches were proposed in [11] 

and [12]. The multi-scale theory was used to propose a method of fusion for discrete systems with 

multiple rates [13]. 

In unknown cross-correlation cases, it is difficult to estimate the cross-correlation among the data 

sources, especially with a distributed fusion architecture. To address this problem, there are different 

approaches. If the reason for the correlation is double counting, data decorrelation is one of the basic 

methods to avoid correlation before the fusion [14].  

Another approach is to model the cross-correlation between local measurements, although the exact 

model is difficult which gives us the last option. These techniques approximate the intersection of many 

data sources without taking into account cross-correlation in order to offer a fused solution that is 

suboptimal but consistent under the premise of bounded cross-correlation. The Covariance Intersection 

Method (CI) and its variations are examples of the method [15] and [16], the Largest Ellipsoid Method 

(LE) [17], Internal Ellipsoidal Approximation (IEA) [18], and Ellipsoidal Intersection Method (EI).  

CI techniques reduce the upper bound of the fusion estimation error variance for the following 

benefits. Cross-covariance identification and computation are fully avoided. It produces a fused 
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estimate that is consistent, making it a no-divergent filter. It provides a typical upper bound on the 

actual estimation error variances and is robust to unidentified correlations. There are three main types 

of distributed CI fusion structures [19]. The best accuracy is achieved via batch processing, which is 

computationally expensive due to the high-dimensional nonlinear optimization problem. The two-

sensor CI fusion approach is iterated in series processing. First, the two-sensor CI fusion technique 

fuses any two local estimators. The third local estimator is fused with the fused estimator after that, and 

so on. After all local estimators are fused, the SCI fusion estimator is finally obtained. Consequently, 

it can be easily solved using numerical techniques. Combining the first two approaches is known as 

parallel processing. 

 Infrastructure-based navigation in robotics 

Using multiple sensor fusion has been numerously studied in robotics applications. Signal-based 

methods such as laser radar [20], infrared light [21], RFID [22], and laser range finder [23] have been 

implemented in this application. 

In [21], the authors presented the Active Badge system, an indoor localization system that uses 

infrared communication to track the location of personnel. The system consists of small, wearable 

devices called badges and fixed infrared receivers located throughout the building. The paper described 

the design and implementation of the system, including the communication protocol and data 

management system. It also discussed the evaluation of the system's performance in terms of accuracy 

and scalability. The paper provided a detailed insight into the development of the Active Badge system 

and its capabilities as an indoor location tracking system, it also serves as a valuable reference for 

researchers and practitioners interested in the field of indoor location tracking systems. 

In [22], the authors introduced the so-called LANDMARC system, an indoor localization sensing 

system that used active radio frequency identification (RFID) technology. The system used RFID 

readers and active RFID tags to track the location of personnel and assets within a building. The paper 

provided the design and implementation of the system, including the communication protocol and data 

management system. It also discussed the evaluation of the system's performance in terms of accuracy 

and scalability. 

Another work [24] discussed the use of RFID technology to assist in indoor localization and 

communication for first responders. The proposed system used a combination of RFID tags and readers 

to provide accurate location information for first responders in emergencies. The system was tested in 



 

 11 

a simulated emergency scenario and the results showed that it was able to accurately locate first 

responders and improve communication between them. The paper also highlighted the potential of the 

proposed system in improving the efficiency and safety of emergency response operations. Overall, the 

paper suggests that RFID-assisted localization and communication system can be a valuable tool for 

first responders to navigate and communicate in indoor environments during emergency situations. 

RFID proposed in [24], can be placed on the interested object and the RFID reader that has an antenna 

does the work of finding objects using RF tags. By computing the triangulation of multiple landmarks 

in the local detection area, the location of the objects of interest can be determined. However, the 

detection of each tag is limited to about 5 meters. The mentioned approaches are not suitable for 

dynamic obstacles as they need to scan static features, based on the discussion in [25]. 

Laser range finders are widely used because they provide highly accurate and quick measurements. 

[23] presented the development of an autonomous navigation system for a mobile robot in an orchard 

environment. The system utilized a 2D laser scanner to detect and avoid obstacles, and a path-planning 

algorithm to generate a safe and efficient path for the robot. The authors carried out experiments to 

evaluate the performance of the proposed system in terms of accuracy, speed, and safety. The results 

showed that the system was able to navigate the orchard environment successfully and avoid obstacles 

while maintaining a safe distance. Despite their high standards of measurement accuracy and 

performance, they are costly to implement because their high performance is dependent on high-priced 

hardware [23]. 

In [26], the authors presented an extension to the existing phase accordance method for ultrasonic 

localization of moving nodes. The proposed method improved the accuracy of the localization by 

considering the phase difference between the received signals at multiple reference nodes. The method 

was tested with simulations and experiments, and the results showed that it significantly improved the 

localization accuracy compared to the traditional phase accordance method. The paper concluded that 

the proposed method is a promising solution for accurate ultrasonic localization of moving nodes. 

Although the ultrasonic PL [26] provides location awareness, for ultrasonography to be highly accurate 

and effective, it requires a lot of infrastructure resources.  

The RADAR method is based on processing overlapping signal strength information. In modeling 

signal propagation, real measurements can be used to localize the objects. In terms of accuracy, 

RADAR was reported to be 2-3 meters, as mentioned in [27].  
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2.3.1 Visual-based PL in robotics 

Using a camera as a sensor node is another approach that has several challenges in addition to benefits 

like not being disturbed by other sensors, as mentioned in [28]. In this context, there are two general 

approaches.  Robots are often equipped with cameras for navigation. A fixed camera mounted on the 

infrastructure at a known position is used in the second type of solution to track the subject throughout 

the building. The first approach is suitable for relative PL, whereas the second one works well in the 

global coordinate, as expressed in [27]. 

Using fixed sensors instead of onboard sensors has benefits that have been taken advantage of in the 

robotics community. Onboard sensors are commonly utilized for location awareness of the robot; 

however, if the number of robots gets larger, the cost of this approach increases accordingly. It is 

possible to reduce the cost required for the localization of multi-robot applications by using an external 

device to determine all the robots’ locations and transmit that information to them. For instance, 

multiple surveillance cameras installed indoors were used to effectively localize the robot [29]. The 

proposed method is based on localizing the robot and the objects using multiple surveillance cameras 

mounted on the ceiling. The authors claimed that the proposed method is relatively low-cost and 

computationally light in terms of calibration. Mounting the cameras in opposition to each other, the 

proposed approach leads to little occlusion.  

Since the positions of the objects are obtained by the external cameras and then sent to the robot, the 

camera’s coordination and the robot’s need to be exactly known. In [28], the robot’s position estimation 

was formulated as a simultaneous robot PL and map-building (SLAM) framework. For this purpose, 

the problem was divided into two separate problems. The first problem was to estimate the cameras; 

parameters in order to obtain a calibration between the global frame and the camera frames. The second 

problem was to global PL of the robots by using multiple cameras. In this case, local measurements of 

each camera were fused to provide an exact estimation of the robot’s position. The first problem, camera 

calibration, which is calculating the camera parameters and metric measurements has been thoroughly 

studied and is not the focus of this research. On the other hand, fusing multiple camera data to estimate 

the position of the robots in the global coordinate can be formulated as a data fusion problem; an EKF  

was used in [28] or a Particle Filter in [30].  

In visual-based approaches, some studies use two-camera PL while some use only one camera for 

this goal. In the latter, the distance is achieved by the ratio of the size between the pre-defined reference 
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points and the interested object [31]. This technique is based on the fact that if the distance between the 

camera and the object changes, the size of the object varies in the image. In other words, the number of 

pixels containing the object changes as the distance increases or decreases. The results show that the 

pixel counts and the distance have a simple linear relationship, as shown in [31]. In another work [25], 

Li et al. proposed a single-webcam distance measurement method for the location awareness of the 

robot. To do this, a known-size rectangle pattern was used as a ground tile. To elaborate, the location 

of the robot was obtained using two parallel lines intersecting four edge points of the ground tile in the 

camera frame. 

Another approach to single-camera methods was proposed in [27]. The method is based on using 

four corners of the coverage field of the camera as a reference and then estimating the location of the 

object by Euclidian interpolation. The presented technique includes four steps detecting the four corners 

of the view field, producing a grid approximating the coverage area, calculating the intention points, 

and mapping image pixels to global coordinates using the nearest neighbor search algorithm in addition 

to the  Euclidean interpolation for the points which are not on the intersections. 

2.3.2 PL by artificial markers  

The cost and complexity of the vision-based PL methods can be greatly reduced by using simple tags. 

Therefore, using tags can decrease the processing time of the algorithms. Using radio frequency 

identification is one of the non-vision examples of this approach [32]. This approach, using simple tags 

as landmarks, can be applied in vision-based PL as well [33]. The authors aimed to develop a precise 

indoor localization method for multiple mobile robots by using adaptive sensor fusion of odometry and 

vision data. The authors proposed a method that utilizes both odometry data from the robot's wheels 

and visual data from a camera to determine the robot's position. They also proposed an adaptive sensor 

fusion algorithm that adjusts the weighting of the odometry and visual data in real-time based on the 

quality of the data. The proposed method was tested and evaluated using multiple mobile robots and 

the results showed that it was able to achieve high precision and robustness in the localization of the 

robots. 

[34] aimed to develop an efficient indoor navigation technique for blind individuals by using QR 

codes. The authors proposed a method that uses QR codes placed in the environment to guide blind 

individuals along the most efficient path. They also proposed a routing algorithm that takes into account 

the individual's current location and destination, as well as the location of the QR codes, to determine 
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the optimal route. The proposed method was evaluated using a prototype system and the results showed 

that it was able to accurately guide blind individuals along the optimal route.  

The simple tags can have a non-color feature like Quick Response (QR) codes, as proposed in [34], 

and also bar codes. For instance, [35] presented a real-time vision-based pattern-tracking method that 

does not require predefined colors. The authors proposed a method that uses a combination of edge 

detection, feature extraction, and a correlation-based matching algorithm to track patterns in real-time, 

without relying on predefined colors. They also proposed a method for determining the optimal feature 

extraction parameters based on the characteristics of the pattern to be tracked. The proposed method 

was evaluated using a real-time tracking system and the results showed that it was able to accurately 

track patterns in real-time, even when the pattern's color was not predefined. 

 The proposed method in [36] took advantage of fusing QR-based positioning and dead reckoning 

data. It proposed a method for indoor localization of mobile robots using QR code detection and dead 

reckoning data fusion. The authors developed a system that employed QR codes placed in the 

environment and odometry data from the robot's wheels to determine the robot's position. They also 

developed a data fusion algorithm that fused the information from the QR codes and odometry data to 

enhance the precision of the localization. The proposed method was evaluated using a mobile robot and 

the results displayed that it was able to achieve high precision and robustness in the localization of the 

robot. 

 Two-dimensional QR codes were utilized to localize the robots in the warehouse [37]. The authors 

proposed a method for robot navigation in a warehouse using RFID and QR codes. The authors 

developed a system that utilizes RFID tags and QR codes placed in the warehouse to guide the robot's 

navigation. They also presented an algorithm that combines the information from the RFID tags and 

QR codes to determine the robot's position and plan the optimal path. The proposed method was 

evaluated using a robot in a warehouse environment and the results showed that it was able to accurately 

guide the robot along the optimal path. In addition, RFID passive tags which was an omnidirectional 

clue was used since the fast movement of the robot makes the image blurry leading to less accurate QR 

data. Similar works have been done by Amazon in this manner. 

Another work [38] implemented a binary tag named Cantag for their algorithm. Using color patterns 

in the tag can increase the possible number of identifiable robots. The mentioned work described 

Cantag, an open-source software toolkit for designing and deploying marker-based vision systems. The 
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authors presented the software which allows users to create and print custom markers that can be used 

for tasks such as object tracking, augmented reality, and robot localization. They also described the 

features of Cantag, including its ability to handle different types of markers, its compatibility with 

various cameras and platforms, and its easy-to-use interface. The proposed software was evaluated 

using various tasks, and the results showed that it was able to accurately track markers, even under 

challenging conditions. 

This method was shown to be very cost-effective and robust in terms of PL, as described in [39]. A 

good example of using simple landmarks is to use sets of color tags on the robots [40]. The authors 

introduced a method for vision-based localization of multiple mobile robots using a low-cost vision 

sensor. The authors proposed a system that utilizes visual data from a low-cost camera mounted on the 

robot to determine the robot's position. They also proposed an algorithm that processes the visual data 

and uses it to localize the robot in real-time. The proposed method was evaluated using multiple mobile 

robots in an indoor environment and the results showed that it was able to accurately localize the robots 

in real-time using a low-cost vision sensor. The color set was utilized to estimate the position of the 

center of the tag and also the heading angle of the robot. 

 Infrastructure-based navigation in vehicles 

PL in autonomous vehicles and robotic applications has some similarities and differences. As 

mentioned before, data fusion of on-board and off-board sensor data has received more attention 

recently by the research community dubbed as cooperative PL. In cooperative PL, the results show that 

employing the V2I communication provides a more accurate estimation than in the V2V case since 

ROADSIDE Units (RSUs) have fixed positions [41]. A key requirement of intelligent driver assistance 

systems is low latency, high accuracy, and robust security. Compared to current mobile networks, the 

fifth-generation (5G) mobile networks are expected to provide increased reliability, reduced latency, 

and higher throughput, offering a great alternative for vehicle communications. 

In [42], integrating data from GPS, and radio-frequency identification were used in addition to  V2I 

communication to improve positioning. It aimed to enhance the precision of GPS-based vehicle 

positioning for use in intelligent transportation systems. The authors proposed a technique that blended 

GPS and inertial measurement unit (IMU) data to enhance the accuracy of the vehicle's position and 

heading. They also suggested utilizing a Kalman filter to merge the GPS and IMU data and rectify 

errors in the GPS data. The results of the proposed method were compared to traditional GPS-only 
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positioning and demonstrated significant improvements in accuracy. In summary, the study presented 

a method for enhancing the accuracy of GPS-based vehicle positioning, which was crucial for the 

development of intelligent transportation systems. 

In another work [43], signal-strength- based intervehicle-distance measurements, vehicle kinematics, 

and road maps were implemented to estimate the relative positions of vehicles. The authors aimed to 

develop a method for localizing vehicular nodes using the received-signal-strength indicator (RSSI). 

The authors proposed a method that utilizes RSSI data from multiple wireless access points (APs) to 

determine the position of a vehicular node. They also proposed a weighting scheme that takes into 

account the distance between the vehicular node and the APs, as well as the angle of arrival of the 

signal, to improve the accuracy of the localization. The proposed method was evaluated using 

simulation and experimental data, and the results showed that it was able to accurately localize 

vehicular nodes. The study concluded that the proposed method based on the RSSI data, and weighting 

scheme, was a reliable and effective way to localize vehicular nodes. 

Both V2V and V2I data can simultaneously be used and fused with onboard sensor data, as proposed 

in [44]. The authors proposed a method that combines data from multiple sensors, such as GPS, Wi-Fi, 

and radio frequency identification (RFID), to improve the accuracy of vehicular localization in tunnels. 

They also proposed a robust data fusion algorithm that is able to handle errors and outliers in the sensor 

data and a cooperative localization scheme that utilizes data from multiple vehicles to improve the 

overall localization performance. In this work, data fusion relies on particle filtering. The proposed 

method was evaluated using simulation and experimental data, and the results showed that it was able 

to accurately localize vehicles in tunnels even in the presence of errors and outliers. 

The proposed method in [45] aimed to localize the ego vehicle moving in and out of the infrastructure 

unit’s communication range using particle filters. The authors proposed a method that utilizes data from 

surrounding vehicles and infrastructure to correct errors in the GPS data and improve the overall 

accuracy of the car's location. The proposed method was evaluated using simulation and experimental 

data, and the results showed that it was able to significantly improve the accuracy of car GPS when 

compared to traditional GPS-only methods. The result showed that car GPS accuracy is improved by 

using V2V and V2I Communications. 

The state of the ego vehicle is generally calculated using Bayesian filtering methods. These methods 

are rooted in modeling the noise and vehicle dynamics using linear/non-linear or Gaussian/non-
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Gaussian theories for non-stationary systems such as a vehicle. There are several filtering techniques 

that have been utilized in literature such as Kalman Filter (KF), Extended Kalman Filter (EKF), Particle 

Filter (PF), and Unscented Kalman Filter (UKF) [46].  

In the literature review, it is common to see that Multi-agent/sensor autonomous networks often 

employ the Kalman filter (KF) for their estimation capabilities. However, the KF uses a time-driven 

estimation methodology and requires synchronous sensor measurements, which results in a high 

communication latency. As reducing the communication overhead (data transfer rate) of agents in 

distributed autonomous systems is important from both a practical and theoretical perspective, there 

has been a recent increase in interest in developing event-triggered (ET) transmission, scheduling, and 

estimation algorithms [47]. 
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Table 2.1 shows the summary of the works done in the PL of the vehicle using infrastructure 

connectivity. 

Table 2.1: Summary of infrastructure–based PL works in-vehicle application 

References Data fusion Sensors 

[48] Distributed interactive multiple-model Kalman 

filter  

GPS, signal strength indicators (SSI) 

[49] Kalman filter  Dedicated short-range communications 

(DSRC) 

[50] Extended Kalman filter GPS, ad-hoc 

[44] Particle filter IR-UWB V2X Ranges, RSSI, GPS 

[51] Kalman filter inertial navigation system (INS), RSS 

[52] Extended Kalman filter and particle filter Time of arrival (TOA), IMU 

[53] Kalman filter and particle filter GPS, RSS 

[45] Particle filter GPS, RSS 

 Multi-sensor Fusion in Cooperative PL 

In automated driving applications, data fusion of vehicle onboard sensors and infrastructure sensors has 

received more attention recently by the research community. A comprehensive review of sensors that 

are used in vehicle PL is given in [54]. Authors in [55] developed a collision-time prediction algorithm 

that uses fixed transportation ubiquitous sensor networks to measure vehicles’ speeds and locations and 

then send the collision warning to the vehicles through V2I. 

A cooperative 3D object detection was proposed in [56] that uses fixed infrastructure sensors. It was 

reported that the early fusion scheme was found to be more effective than the late fusion scheme, 

resulting in an improvement of up to 20% in detection performance in the T-junction scenario and 18% 

in the roundabout scenario. However, better performance comes with a higher communication cost. 

This is because the early fusion scheme requires more data to be transmitted, specifically the raw point 

clouds, compared to the late fusion scheme which only requires the transmission of the estimated 
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objects from the sensors to the central system. Although both early and late fusion schemes were 

evaluated in this work, the authors did not address the localization problem. 

Authors in [42], used the integration of GPS data and radio-frequency identification along with V2I 

communication to improve positioning. Authors in [43], used signal-strength- based intervehicle-

distance measurements, vehicle kinematics, and road maps to estimate the relative positions of vehicles. 

Both V2V and V2I data [57] can simultaneously be used and fused with onboard sensor data, as 

proposed in [44] and [58]. Authors in [45] proposed a method that aims to localize the ego vehicle 

moving in and out of the infrastructure unit’s communication range using particle filters. The results 

showed that the vehicle’s GPS accuracy can be improved by using V2V and V2I Communications. 

Authors in [59], employed V2I communications to send infrared signals from the vehicle to the 

infrastructure unit. Using four receiving modules, the strength of the signals was compared at these four 

receivers to estimate the position of the vehicle. 

Authors in [60], employed measurements of the camera and Lidar for localization. The proposed 

approach consists of three main stages. The first stage calibrates the relative extrinsic parameters of the 

sensors. The target was detected and then tracked in the image frame. Also, the depth was tracked 

through an interacting multiple-model (IMM) estimator which used depth-image segmentations as 

measurements. Adding depth to the 2D information of the camera, the position of the target was 

estimated by finding the nearest point of the Lidar projected in the image frame. 

The algorithm presented in [61] employed a target-level fusion of camera and radar data for location 

application in severe weather conditions. For this purpose, the joint data probabilistic data association 

method was used as the fusion algorithm. The problem of fusing uncalibrated Lidar and camera for 

depth estimation was addressed in [62]. Estimating the extrinsic parameters of Lidar-stereo, the depth 

can be estimated by a Deep convolutional neural network architecture. Despite the reported 

improvement, CNN-based methods require high computational complexity and memory usage which 

is still an issue for practical localization applications, especially for onboard systems. 

The framework in [63] was designed to fuse the onboard data with information from another node 

(vehicle or infrastructure). The framework includes two layers of local and global filters. Classic 

Kalman Filter (KF) was implemented for the local filter while for the global filtering, the likelihood 

maximization method was used. 
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In cooperative vehicle localization, a method referred to as Implicit Cooperative Positioning (ICP) 

with Data Association was presented in [64]. In this method, passive features were detected and paired 

with onboard sensor measurements to improve the GNSS accuracy. The authors proposed a new 

method for improving vehicle localization in urban traffic scenarios. The system used data from 

multiple vehicles to improve the accuracy of each individual vehicle's localization. A distributed 

Bayesian framework for cooperative data association and vehicle localization was developed, utilizing 

smart vehicles equipped with onboard sensors and communication devices. Two new techniques were 

also proposed to handle non-Gaussian location statistics and reduce communication and processing 

overhead. The study found that this method significantly improved the accuracy of vehicle localization 

in urban traffic scenarios and highlighted the importance of feature selection to avoid association errors. 

The system was also found to be robust to external factors such as vehicle dynamics and satellite signal 

degradation. The proposed method was expected to enable new innovative services in the field of 

automated driving. 

In [65], the authors proposed a new method to collect real-time, high-resolution information about 

unconnected road users to address the gap in data from connected vehicles. The proposed approach 

utilized Lidar sensors installed on traffic infrastructures to actively sense the status of surrounding 

traffic participants and broadcast connected-vehicle messages through DSRC roadside units. The 

system architecture, data processing, and communication procedures were described in the paper, and 

results from a pilot implementation of the system at an intersection in Reno, Nevada were presented. 

The authors suggested that this approach could improve traffic safety, mobility, and fuel efficiency by 

enhancing the connected network for smart cities and accelerating the deployment of connected 

infrastructure for autonomous vehicles. This research added to the existing literature on the use of 

infrastructure sensor nodes for autonomous localization and perception, specifically focusing on the 

use of Lidar-enhanced connected infrastructures for sensing and broadcasting high-resolution traffic 

information in smart cities. 

In [66], the authors presented a fusion system for combining data from multiple sensors in order to 

improve the accuracy of object detection and tracking in a vehicular environment. The system utilized 

edge computing, which allowed for real-time processing of sensor data at the source, rather than relying 

on a centralized system. The authors proposed a multi-stage approach for track-level data association 

that incorporated both kinematic and attribute information and used an approximate variant of the 

Covariance Intersection (CI) for track-level fusion. The system was evaluated using a combination of 
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simulated and real-world data, and it was shown that the proposed approach can improve the accuracy 

of object detection and tracking compared to using a single sensor. However, the paper had some 

limitations like not providing real-world deployment and testing data. Additionally, the paper did not 

provide any discussion on the system's scalability and the computational resources required for large-

scale deployment and operation. 

In [67], the authors presented a solution for vehicle-infrastructure cooperative localization that 

utilizes factor graphs to address the challenges of bandwidth limitations, difficulties in data association, 

overhead costs of coordinate transformations, and scalability. The proposed solution utilizes factor 

graphs, which is a probabilistic graphical model represented as a bipartite graph, to take into account 

the connections between vehicles and add constraints based on the distance between vehicles while 

localizing the vehicle. The solution was shown to be scalable for many vehicles without increasing 

computational complexity. The results of the simulation using a constant velocity model showed 

improved performance in terms of RMSE compared to the traditional Kalman filter approach, by 

incorporating a topology factor, which connects all the nodes in the system and is not present in the 

Kalman filter. As a limitation, the proposed solution has not been tested in real-world conditions and 

with more complex models, and the effects of clutter and obscuration have not been considered in the 

evaluation. Furthermore, with the growing number of vehicles, it has become increasingly difficult to 

correctly address the data association problem. 

In order to tackle this problem, the authors in [68], proposed an approach that incorporated 

Symmetric Measurement Equations (SME) within a factor graph framework. The authors presented a 

graph-based approach to cooperative localization in the autonomous vehicle connected to the 

infrastructure sensors. The method utilized vertices to represent nodes in the network and edges to 

represent measurements between them. The localization problem was formulated as a nonlinear least 

squares optimization problem, which was solved using a Gauss-Newton algorithm. This approach was 

shown to be more robust to measurement noise and network topology changes when compared to other 

methods. Additionally, symmetric measurement equations were used for a more efficient solution to 

avoid the data association problem. 

Data association, however, can be effectively addressed instead of avoided. In [69], using the 

probability data association method, the authors presented a joint method for robust localization of 

vehicles in a transportation system that used infrastructure-based sensors. The method used a factor 
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graph representation of the system, which allowed for the integration of sensor measurements and 

vehicle dynamics. The data association problem was tackled by using a probability data association 

algorithm. The proposed method was shown to be more robust against outliers. 

 Point Set Matching 

Point set registration consists of assigning correspondences between two sets of points and determining 

how one set of points can be transformed into the other. A number of factors make the registration of 

point sets challenging, such as an unknown spatial transformation, noise, and outliers. An effective 

point set registration algorithm should have the following desirable properties: computing the accurate 

transformation required to align the point sets with tractable computational complexity; Easily handling 

high-dimensional point sets; Robustness to degradations caused by noise, outliers, and missing points. 

A set of outliers is a set of points that have no correspondence in the other point set, while missing 

points are features that aren't present in an image because of occlusion or improper feature extraction. 

Several methods aim to find the correspondence between two point sets and the transformation. 

Due to its ease of use and low computing complexity, the iterative Closest Point (ICP) algorithm, 

developed by Besl and McKay [70], is the most widely used technique for rigid point set registration. 

The least-squares rigid transformation connecting the two point sets is discovered by ICP after 

iteratively assigning correspondences based on the closest distance criterion. After that, the algorithm 

updates the correspondences and keeps going until it finds the local minimum. 

ICP performance is dependent on the initial guess. Local minimum and initial guess are two main 

limitations of the ICP method. There have been numerous proposed ICP variations that modify every 

aspect of the algorithm, including the point selection and matching process and the reduction method 

[71]. 

The binary correspondence is ICP's other shortcoming. Numerous probabilistic techniques, such as 

[72], were developed to get around this restriction. These techniques take into account all possible point 

combinations' correspondences based on a certain probability. The binary assignment of 

correspondences in ICP has been generalized to include this soft assignment of correspondences. The 

Robust Point Matching (RPM) algorithm, developed by Gold et al. [73], and its later variations [74], 

which combine soft assignment and deterministic annealing for the correspondence, are among these 

techniques. 
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The point set is expressed as Gaussian mixture model (GMM) centroids in a number of rigid point 

set approaches, including [75] and [76]. To match the GMM centroids to the data points, the registration 

is formulated as a maximum likelihood (ML) estimation problem. With these techniques, GMM 

centroids are re-parameterized using a set of rigid transformation parameters (translation and rotation). 

The likelihood function is optimized using the EM algorithm, which has two steps: the E-step for 

computing probabilities and the M-step for updating the transformation. 

The introduction of an additional distribution term to account for outliers and deterministic annealing 

on the Gaussian size to prevent unfavorable local minima are features of such probabilistic approaches. 

These probabilistic approaches outperform traditional ICP, particularly when noise and outliers are 

present. 

In  [75], [77], Luo and Hancock found the rotation matrix through singular value decomposition 

(SVD), but they ignored some terms of the objective function, resulting in only an approximate solution. 

In  [78], Myronenko derived the exact closed-form solution (M-step) for the rigid point set registration. 

A probability-based method, called Coherent Point Drift (CPD), which was presented, aligned the 

second point set onto the first point by maximizing the likelihood. The problem of aligning two point 

sets was formulated as a probabilistic estimation problem in which the second point set was formulated 

as Gaussian mixture model (GMM) centroids. The algorithm made the GMM centroids move 

coherently as a group to keep the point sets geometrically stable. In the rigid case, the coherence 

constraint was imposed through the reparameterization of GMM centroid locations in order to derive a 

closed-form maximum of the EM algorithm in arbitrary dimensions. Using a fast algorithm, the 

computation complexity was further lowered to linear. 

In [79], it was demonstrated that the Expectation-Maximization (EM) technique for GMM, which 

treats one point set as GMM centroids with equal isotropic covariances and the other point set as data 

points, is similar to alternating soft-assignment of correspondences and transformation in RPM. 

 Pose Estimation 

Given a set of 𝑛 points in the world coordinate and their corresponding 2D projections in the image 

frame in addition to the intrinsic parameters of the camera, the position (𝑋𝑐 , 𝑌𝑐 , 𝑍𝑐) and orientation 

(𝜁𝑐 , 𝜃𝑐 , 𝜑𝑐) can be estimated. This problem is referred to as Perspective-n-Point (PnP) problem. 
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2.7.1 Camera-based Pose Estimation 

This problem can be addressed through iterative or non-iterative methods. In the iterative category, 

the method introduced in [80] formalizes the PnP problem as a minimization of the error in 3D space 

while the reprojection residuals are the values to be minimized in other methods. Similar to other 

methods, its performance is sensitive to the initial values since it can converge to a local minimum. 

The basic subset of the PnP is to use three points (𝑛 = 3) as reference points. The common aspect 

of almost all P3P methods is to use the law of cosines to form a system of three equations based on the 

distances between the 3D points in addition to the position/orientation of the camera. To solve the 

system of equations, different methods including zero-decomposition and the Sylvester resultant were 

used in [81] and [82]. 

A few works aimed not to use the law of cosines. In [83], the camera’s pose was directly solved by 

a geometric approach in which finding the distances of the points was avoided. To elaborate, the 

aligning transformation was found directly, resulting in not considering the points in the camera frame. 

Authors in [84] introduced two intermediate frames to represent the points' arrangments. Then, the rays 

(projection of points onto planes) in different frames were used to calculate the rotation that aligns the 

rays. 

Regardless of the elimination method, they all are time-consuming and lack accuracy [85]. To 

improve the accuracy and efficiency, the authors in [85] proposed an approach in which the position of 

the camera was first eliminated. Consequently, the equations include only the orientation of the camera. 

Non-uniqueness in the P3P problem is one of the issues addressed in many works. In non-iterative 

approaches, most of the proposed works tried to first estimate the position of 3D points in the camera 

frame by finding the depth. Knowing the world coordinates, the position and orientation of the camera 

can be estimated to align 2D and 3D points. In most works, using large correspondence point sets is 

needed to reduce the sensitivity to the noise. In [82], the authors consider the triplets of points and form 

a four-degree polynomial, and then solve the unknown depth by the SVD method. Since the method is 

required to be applied on all n points, results in a 𝑂(𝑛5) complexity. The ccomplexity of this method 

and other similar method is  caused by using the interpoint distance constraints, resulting in a additional 

paramters. 

In [86], the author aimed not to employ these constraints by eliminating the world to camera 

rotation/translation. Resulting in directly finding the depth of the points. Therefore, the complicity of 
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the method is 𝑂(𝑛2). However, using only linear contraints, the proposed algotihm did not show 

anacceptable performance in the precense of noise. 

In contrast to [86], in [87], the authors presented a non-iterative solution to the PnP problem that 

considered nonlinear constraints.  The computational complexity of the proposed method was reported 

to be 𝑂(𝑛) , compared to other works reported  𝑂(𝑛5) or even 𝑂(𝑛8). Other feature of this method was 

the ability of handling both planar and non-planar configuartions. The main idead behind the introduced 

method was to formulate the points as a weighted summation of fur virtual control points. As a result, 

the PnP problem was reduced to estimate the four control points in the camera frame. 

 Summary and research gap  

There are different types of localization methods that take advantage of V2I communication. The 

majority of works in this context are vision-based or signal-based techniques using radar, ultrasonic, 

and Lidar sensors. Signal-based methods are reported to have better accuracy and performance. On the 

other hand, vision-based techniques are more reliable in some cases when signal-based methods have 

limited performance due to signal interference. Therefore, in order to take advantage of both 

approaches, cameras can be cooperatively used with Lidars in the infrastructure sensor nodes. 

Although both types of vision-based and signal-based PL (mounted on the robot or mounted on the 

infrastructure) have been used for mobile robots, no works have been reported using infrastructure-

based cameras and Lidars to improve vehicle PL in autonomous fleet operation and urban automated 

driving. Incorporating the measurements of the ISN, including cameras and Lidars, into the system 

could be a solution to achieve more accurate, more reliable localization, which is the research focus of 

this work. In this work, a fusion framework is proposed for vehicle PL that cooperatively uses ISN with 

onboard sensor data. In this framework, the information of camera-based PL, Lidar-based PL, vehicle 

motion model, and kinematic constraints are fused. Besides, the range-dependent nature of the sensors 

is incorporated into the system. 

The previous works mostly focused on onboard camera-Lidar fusion. The onboard approach is 

computationally more complicated compared to the proposed infrastructure-based approach. The 

reason is that using fixed sensors avoids dealing with the complexity of time-variant 

orientation/translation matrices that existed in onboard systems. 
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A few works aimed to address the fixed infrastructure-based camera-Lidar fusion. In the most similar 

work [63] to this thesis, the method implemented likelihood maximization as the global filter to fuse 

onboard data with other sensor nodes. Comparing the proposed method in this thesis with [63], 

kinematic constraints are added in addition to the motion model to fuse the camera and Lidar data. 

Besides, range-dependent covariance scaling is implemented to incorporate the range-dependent 

accuracy of the ISNs into the system. This allows the proposed method to rely more on the more 

accurate source of information at each time step, resulting in a balanced PL performance in the 

overlapped field of view of ISNs.  
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Chapter 3 

Infrastructure-based Sensor node 

 Introduction 

In this chapter, the overall structure of the ISN node and its components are described. Each sensor 

node has a camera and Lidar with the same field of view as can be seen in Figure 3.1. Since the camera 

and the Lidar are mounted higher than the ground level, the ISN node provides a different FOV that 

can potentially improve PL. Both sensors are used to give the position of any object in their FOV. The 

sensors’ data is fused at the node by incorporating the vehicle motion model and also kinematic 

constraints. Mathematical models of vehicle motion and sensors, and the fusion/estimation algorithm 

are also presented in this chapter.  

 The significant parameters affecting the accuracy of the camera and Lidar of the sensor node are 

studied. In this matter, one of the important parameters is the distance between the object and the 

sensors. Therefore, the fusion of the camera and Lidar data on each node based on their range accuracy 

is presented. The covariance scaling method is used to let the fusion engine rely on the camera and 

Lidar based on their range accuracy.  

 

 

Figure 3.1: ISN node holds one camera and one Lidar 

 

Sensor Node 
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(a) First ISN (b) Second ISN 

Figure 3.2. The overlapping covered area of two ISN cameras, simulated in MATLAB/Simulink 

In Figure 3.2, two cameras have a FOV of [80, 70]° are mounted so that they have a consistent total 

FOV of [160, 70]°. The Lidar has a FOV of [360, 31]°. Although the minimum FOV (common between 

camera and Lidar) is assumed to be the FOV of the node. Two ISNs are mounted along the road facing 

each other at a distance of almost 40 m. In this setup, when the vehicle is closer to the first ISN, the 

first ISN is more accurate to track and localize the vehicle (Figure 3.2.a). As the vehicle moves away 

from the first ISN, the accuracy of the first ISN decreases. However, on the other hand, the second ISN 

can detect the vehicle since the vehicle gets closer to it (Figure 3.2.b). 

 Overview of the sensor fusion at node 

The main algorithm of the ISN is the fusion algorithm that fuses the camera and Lidar data to provide 

the estimated position and heading angle of all objects in the node’s field of view. A Constrained 

Kalman Filter (CKF) is implemented as the fusion algorithm at the ISN. This method uses the motion 

model and the kinematic constraints in addition to the camera and Lidar data. Figure 3.3 illustrates the 

overview of the ISN node data fusion structure. This section is illustrated as the block called “fusion at 

the node” in Figure 1.2. 
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Figure 3.3: Structure of the ISN node 

For the CKF algorithm, the dynamic model of the system is considered in the following form 

𝑋𝑘 = 𝐹𝑋𝑘 + 𝐺𝑢𝑘 +𝜔𝑘 
( 3.1) 

where 𝑋𝑘 and 𝑢𝑘, respectively depict the state vector and the input vector at time step k. The state vector 

and the model matrices 𝐹 and 𝐺 will be thoroughly described in the next section which is the dynamic 

motion model. 

The measurement model of the 𝑖th ISN is expressed as follows: 

𝑍𝑘
𝑠𝑖 = 𝐻𝑠𝑖𝑋𝑘 + 𝑣𝑘

𝑠𝑖,     𝑍𝑘
𝑠𝑖𝜖ℝ𝑝 ( 3.2) 

where 𝐻𝑠𝑖 represents the observation matrix of the 𝑖th ISN. Furthermore, It is assumed that the process 

and the measurement noises 𝜔𝑘~𝒩(0, 𝑄𝑘) and 𝑣𝑘
𝑠𝑖~𝒩(0, 𝑅𝑘

𝑠𝑖) are zero mean Gaussian white noise 

where 𝑄𝑘 and 𝑅𝑘
𝑠𝑖 are the process and measurement covariance of the ISN 𝑖 respectively. Additionally, 

𝑍𝑘
𝑠𝑖 represent the measurements stacking the results of Lidar-based and camera-based positioning, 

respectfully 𝑧𝑘
𝐿 and 𝑧𝑘

𝐶. Consequently, 𝑅𝑘
𝑠𝑖 consists of 𝑅𝑘

𝐶 and 𝑅𝑘
𝐿 which are the measurement covariance 

matrices regarding the camera-based and Lidar-based positioning. The details of how they are 

calculated through the covariance scaling will be covered in Section 3.4. 
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The estimation results are then broadcast based on the application. In the autonomous fleet operation, 

the output of each ISN node is used in a cloud-based PL, while in the urban driving application, each 

AV receives the broadcast information to fuse it with their onboard sensor data which will be explained 

later. 

Although it is not the focus of this thesis, it is necessary to explain the camera-based and Lidar-based 

PL, since they are the inputs of the fusion algorithm. For the camera-based PL, the boundary box of the 

vehicle is extracted from the image. The boundary box is then projected onto the top-down view. The 

center of the projected box is assumed to be the location of the vehicle. For the Lidar-based PL, the raw 

point clouds are clustered for each vehicle. The clustered points are then used for a cuboid fitting. The 

center of the fitted cube is assumed to be the center of the vehicle. 

The output of the camera-based and the Lidar-based PL is the position and the heading angle of the 

vehicle. The outputs are used in the covariance scaling and the fusion algorithm. In the fusion algorithm, 

which is KF, the vehicle motion model, and kinematic constraints are incorporated into the system. 

 Vehicle motion model 

In addition to the camera and Lidar data, another input of the fusion at each node is the vehicle motion 

model. By doing this, the PL algorithm can take the dynamic motion of the vehicle into account This 

section includes dynamic models used for vehicle motion. 

3.3.1 Constant velocity (considering heading angle) 

While constant velocity models are not an accurate representation of the dynamic motion of a vehicle, 

they can be a reasonable approximation for certain scenarios, such as urban driving and intersections. 

In these scenarios, the maximum speed of the vehicle is typically limited to less than 40 km/h, and the 

vehicle's motion is often constrained by traffic rules and regulations, such as stop signs and traffic 

lights. As a result, the vehicle's acceleration and deceleration are typically low, and the vehicle's motion 

can be reasonably approximated as a constant velocity. 

Furthermore, using a constant velocity model can help simplify the computational requirements and 

reduce the complexity of the perception and localization algorithms. This can be particularly important 

for real-time applications, where computational resources and processing time are limited. 
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The constant velocity model is suited for straight maneuvers. However, the heading angle of the 

vehicle is needed to be estimated as well since the vehicle’s heading angle changes in most of the 

maneuvers including double lane change and turning. Therefore, the heading angle is required to be 

considered in the state vector. As a result, in the dynamic model of the system (3.1): 

𝐹 = 𝐼3∗3 
( 3.3) 

𝐺𝑘 = [
∆t. cos𝜓𝑘−1

0 0

∆𝑡. sin𝜓𝑘−1
0 0

0 ∆𝑡

] 
( 3.4) 

In this model, the state vector is  𝑋𝑘 = [𝑋𝑘
0 𝑌𝑘

0 𝜓𝑘
0]𝑇 which includes the global X position, Y 

position, and the heading angle of the ego vehicle (referred to as the subscript of 0) at time step k and 

∆𝑡 is the sampling time. 

 

Figure 3.4: Illustration of the vehicle and the states of the model 

Figure 3.4. shows the position and heading angle of the vehicle as well as the relative x and y positions 

in the vehicle’s body coordinates. Besides, the inputs of the system are assumed to be the longitudinal 

velocity and yaw rate at the previous time step, as considered in 𝑢𝑘 = [𝑉𝑘−1
0 𝜓̇𝑘−1

0 ]𝑇.  

3.3.2 Combined longitudinal and lateral model 

Two kinematic models are used to model longitudinal and lateral motion. For the latter, a kinematic 

bicycle model is illustrated in Figure 3.5. This model has some assumptions including approximately 

zero sideslip angle, small curvature path, and negligible lateral velocity compared to the longitudinal 
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velocity. In this model, lateral velocity is estimated using the longitudinal motion model of the previous 

states. By these assumptions, the nonlinear equations of motion of the vehicle are expressed as follows: 

𝑌̇0 = 𝑉𝑘−1
0 sin𝜓𝑘

0 ( 3.5) 

𝜓̇0 =
𝑉𝑘−1
0

𝐿
𝑡𝑎𝑛 𝛿 

( 3.6) 

where 𝐿 and 𝛿 respectively denote the wheelbase, and steering angle. 

 

Figure 3.5: Kinematic bicycle model 

To linearize this nonlinear model, it is assumed that the heading angle from the previous time step is 

used.  Besides, the steering angle remains small during the maneuvers, meaning tan 𝛿 ≈ 𝛿. As a result, 

the linear model is expressed as   

𝑌̇0 = 𝑉𝑘−1
0 sin𝜓𝑘−1

0  
( 3.7) 

𝜓̇0 =
𝑉𝑘−1
0

𝐿
𝛿 ( 3.8) 

The state-space of this model is represented as  

𝑋̇𝑙𝑎 = 𝐹𝑙𝑎𝑥𝑙𝑎 + 𝐺𝑙𝑎𝛿 
( 3.9) 

𝐹𝑙𝑎,𝑘 = [
0 𝑉𝑘−1

0

0 0
] , 𝐺𝑙𝑎,𝑘 = [

0
𝑉𝑘−1
0

𝐿

] 
( 3.10) 
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where 𝑋𝑙𝑎 = [𝑌𝑘
0 𝜓𝑘

0]𝑇 is the state vector. 

Remark 1. Discretization of the general continuous-time system 𝑋̇ = 𝐹𝑋 + 𝐺𝑢 with the measurement 

model of 𝑍 = 𝐻𝑋 + 𝑇𝑢 is performed by the zero-order hold (ZOH) method, also known as step-

invariance [92]. One of the main advantages is its simplicity and ease of implementation, which allows 

for straightforward implementation in real-time applications. 

The input of the continuous-time system, 𝑢𝑘 = 𝑢(𝑡𝑘), is held for a period of 𝑡𝑘 ≤ 𝑡 < 𝑡𝑘+1 with the 

sampling time of ∆𝑡. As a result, the discrete-time system has respectively the system and state matrices 

of 𝐹𝑞 = 𝑒
𝐹(𝑡)∆𝑡 and 𝐺𝑞 = ∫ 𝑒𝐹(𝑡)𝜏𝐺(𝑡)𝑑𝜏

∆𝑡

0
. Also, the output matrices are equal to the continuous-time 

output matrices. 

3.3.3 Kinematic constraints 

Motion models can predict the motion of the vehicle for each time step. However, there is still more 

room to improve the model. To elaborate, certain information about the system might be available, but 

it is not considered in the typical estimation algorithm. For instance, the geometry of the road or specific 

data on the vehicle dynamics can be exploited as an additional source of information to provide better 

performance. However, only constraints from the previous states of the vehicle are implemented. 

In harsh maneuvers or even maneuvers like turning, kinematic constraints on the states may also be 

incorporated into the system. Taking the previous states into account, the states at the current step can 

be predicted. 

As mentioned before, Constraint Kalman Filter (KCF) is the implemented algorithm to fuse the 

camera and Lidar data with the motion model. Depending on the type of constraints, certain methods 

can incorporate the constraints into the Kalman Filter formulation and its variations. If the linear 

constraints are supposed to be imposed on the linear KF, estimation projection, among other methods, 

has been proposed to implement the hard constraints. 

In this context, another approach is to project the unconstrained state onto the constraint surface [88]. 

For the model in (3.1-3), the constraint can be calculated as: 

𝑋෨𝑘 = argmin
𝑥
(𝑋 − 𝑋෠𝑘)

𝑇
𝑇(𝑋 − 𝑋෠𝑘) 

Subject to 

( 3.11) 
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𝐷𝑋 = 𝑑 and 𝐷̂𝑋 < 𝑑̂ 

where 𝑋 is the states of the system, defined in (3.1) and 𝑋෠𝑘 is the estimated state at the time step 𝑘. 

Also, 𝑇 is called the constraint matrix applying the constraint onto the state 𝑋෠𝑘. 

Defining 𝑇 = (𝑃𝑘
+)−1, 

𝑋෠𝑘
− = 𝐹𝑋෨𝑘−1 

( 3.12) 

𝑋෠𝑘 = 𝑋෠𝑘
− + 𝐾𝑘(𝑍𝑘

𝑠𝑖 −𝐻𝑠𝑖𝑋෠𝑘
−) ( 3.13) 

𝑋෨𝑘 = 𝑋෠𝑘 − 𝑃𝑘
+𝐷𝑇(𝐷𝑃𝑘

+𝐷𝑇)−1(𝐷𝑋෠𝑘 − 𝑑) ( 3.14) 

where 𝑍𝑘
𝑠𝑖 and 𝐻𝑠𝑖 respectively represent the measurements and the observation matrix of the 𝑖th ISN. 

On the other hand, the pseudo-measurement method can be utilized to consider soft constraints in 

the system. In this case, constraints are going to be approximately satisfied. For this purpose, soft 

constraints are implemented as additional measurements by nonzero noise. The level of measurement 

covariance corresponding to these constraints can affect the weight of the constraints. Although, they 

are not real measurements. 

For this purpose, the kinematic constraints are implemented into the system through the predicted 

state. The idea is that the fixed-sized sequence, 𝑛𝑝, of the past estimated states, {𝑋෨}𝑘−𝑛𝑝+1
𝑘−1 , is used to 

fit a curve. This fitted curve is in the state space and is considered a second-order polynomial function. 

Using this fitted curve, the predicted current state 𝑋𝑘
∗ is calculated based on the {𝑋෨}𝑘−𝑛𝑝+1

𝑘−1  which is the 

sequence of the past estimated states. The predicted state, 𝑋𝑘
∗, is then inserted into the estimation 

formulation to incorporate the constraints of the previous states into the estimation of the current state.  

Therefore, the estimation can be formulated as an optimization problem, where the weighting of the 

constraints can be tuned by the covariance matrix 𝑇. As a result, the estimation problem can be written 

as: 

𝑋෨𝑘 = 𝑎𝑟𝑔𝑚𝑖𝑛X ∑‖X− 𝑋෨𝑘
−‖

𝑄𝑘

2
+ ‖𝑍𝑘

𝑠𝑖 −𝐻𝑠𝑖X‖
𝑅𝑘
𝑠𝑖

2
+ ‖X − 𝑋𝑘

∗‖𝑇
2

𝑛

𝑘=1

 
( 3.15) 

where 𝑄𝑘, 𝑅𝑘
𝑠𝑖 are respectively the process and measurement covariance of the CKF discussed before 

and 𝑇 is the weighting matrix regarding kinematics constraints. 
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 Sensor uncertainty formulation 

Vehicle navigation relies on accurate quantification of sensor noise or uncertainty to produce reliable 

state estimates. In practice, this uncertainty is often fixed for a given sensor and experiment, whether 

by automatic calibration or by manual tuning. Although a fixed measure of uncertainty may be 

reasonable in certain static environments, dynamic scenes frequently exhibit much uncertainty that 

corrupts a portion of the available observations. For visual sensors, these effects include, for example, 

distance, velocity, self-similar textures, variations in lighting, and motion blur. 

3.4.1 Sensor noise/uncertainty 

Sensor noise characterization is needed to be performed to obtain accurate estimates from navigation 

systems. Standard calibration techniques can provide some insight into sensor noise, but in practice, 

noise parameters are often manually tuned to optimize estimator performance for a given environment. 

For visual systems, a large body of literature has also focused on compensating for specific effects such 

as moving objects, lighting variations, and motion blur. 

  

(a) Vehicle near the ISN (b) Vehicle far from the ISN 

Figure 3.6: Bounding Box of the vehicle in different distances 

3.4.2 Correlation between sensor uncertainty and distance 

For camera-based PL of an object, the theoretical analysis, as presented in [31], proves that the tracking 

performance depends on the containing pixels of the object that change with the distance of the object 

from the sensor. Figure 3.6 illustrates the camera images, simulated in MATLAB/Simulink. It shows 
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that the number of pixels containing the object is a lot larger when the vehicle is near the ISN (Figure 

3.6.a) than when the object moves away from the camera (Figure 3.6.b). 

For the Lidar-based PL of an object, the accuracy can be assumed to be dependent on the number of 

Lidar points falling onto the object. In a scenario, two Lidars are located along the road, as can be seen 

in  A similar trend can be found in Lidar where the density of Lidar points decreases as the distance 

gets larger, as can be seen in Figure 3.7.a. For Lidar sensors, the accuracy can be assumed to be 

dependent on the number of Lidar points located on the objects. The density of the Lidar points goes 

down as the distance from the Lidar increases. The density of Lidar 1 can be seen in Figure 3.7.b. The 

density of points of Lidar 1 decreases as the range increases. 

By clustering the Lidar points, the Lidar point falling onto the vehicle can be found. When the vehicle 

is near Lidar 1, the number of points from Lidar 1 that falls onto the vehicle is around 600. This number 

decreases to zero when the vehicle moves away. In large distances, where the number of Lidar points 

on the vehicle is low, there is a need to have another sensor node. This is how balanced Lidar points 

can be achieved between two sensor nodes, as can be seen in Figure 3.7.c. 

  

(a) The location of the Lidars in the scenario (b) The density of the Lidar 1 points 
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(c) Number of Lidar points falling onto the vehicle during the scenario 

Figure 3.7: Location, and the density of  Lidar 1 and 2 

The theoretical analysis, as presented in [31], proves that the tracking performance of the camera 

depends on the pixel. Knowing that the containing pixels of the object change with the distance of the 

object from the sensor. The simulation results, which were presented before, are consistent with the 

fact that the positioning accuracy of the ISN has a distance-dependent nature. 

Since the distance affects the number of pixels and Lidar falling points in both dimensions of the 

image frame, the measurement noise of the infrastructure-based sensors can be assumed to have a 

quadratic relationship with the distance of the object from the ISN. Therefore, 𝑣𝑘
𝑠𝑖 which is the element 

of the measurement noise covariance, 𝑅𝑘
𝑠𝑖, can be described as: 

    𝑣𝑘
𝑠𝑖 = 𝑎𝑛𝑑𝑖,𝑘

2
 ( 3.16) 

where 𝑎𝑛 is a constant parameter and the 𝑑𝑖,𝑘 is the relative distance between the object and the sensor. 

It is noted that the relative distance is calculated in discrete time based on the estimated position of the 

object and the position of the ISN is fixed at a known location. 

 Wind-induced Motion Compensation 

When the ISNs are first installed, the initial calibrated intrinsic and extrinsic parameters can be achieved 

by different methods. However, after the initial calibration, the ISNs are exposed to external 

disturbances like vibration resulting in time-varying extrinsic parameters [89]. For instance, if ISNs are 
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mounted high above the ground level on light posts, they could easily oscillate due to wind. 

Consequently, the extrinsic parameters (rotation matrix 𝑟𝑘
𝑠𝑖 and translation vector 𝑡𝑘

𝑠𝑖) of the sensor 

node 𝑖 at time 𝑘 differ from the initial calibrated values (𝑟0
𝑠𝑖  and 𝑡0

𝑠𝑖). This deviation from the initial 

calibrated extrinsic parameters causes an error in the localization. 

While this technique can be effective in compensating for the effect of external disturbances on any 

sensor motion, it is designed specifically for ISNs. Onboard sensors may be subjected to a variety of 

external disturbances. However, onboard sensors expose to external disturbances with much higher 

frequencies. For example, a vehicle may experience jolts or vibrations caused by uneven road surfaces 

or sudden acceleration or deceleration. Additionally, the motion model of a vehicle is different from 

that of a light post, with more complex and variable motion patterns. 

The goal of this section is to develop a wind-induced motion compensation module to compensate 

for the effect of the motion of ISNs due to wind or other external disturbances. This module was 

mentioned in the overall block diagram of the cooperative PL, shown in Figure 1.2 as the “motion 

compensation” module. To elaborate, the extrinsic parameters of the sensors are estimated while the 

sensor nodes are moving. For this purpose, camera and Lidar data from the scene in addition to the 

motion model of the light post, where ISNs are mounted, are incorporated into the wind-induced motion 

compensation module. 

Given a set of 𝑛 points in the world coordinate and their corresponding 2D projections in the image 

frame in addition to the intrinsic parameters of the camera, the position (𝑥𝑐 , 𝑦𝑐 , 𝑧𝑐) and orientation 

(𝜁𝑐 , 𝜃𝑐, 𝜑𝑐) can be estimated. This problem is referred to as Perspective-n-Point (PnP) problem. 

3.5.1 Camera-based Pose Estimation 

This problem can be addressed through iterative or non-iterative methods. The basic subset of the PnP 

is to use three points (𝑛 = 3) as reference points. A set of reference points can be extracted based on 

the feature of the scene, like the edges of buildings. An instance of the reference points extracted in the 

camera frame can be seen in Figure 3.8. 
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The position of the reference points in world coordinates 𝑃𝑖 = [𝑋𝑖, 𝑌𝑖 , 𝑍𝑖]
𝑇 can be achieved through 

High Definition (HD) map. When the camera, along with the sensor node, oscillates due to wind, the 

same reference points can be captured in the new so-called disturbed image frame. Since the positions 

of the reference points in the world coordinates are available, a PnP algorithm can be implemented to 

estimate the rotation matrix 𝑟Ƹ𝑘 and translation vector 𝑡Ƹ𝑘 of the camera, as can be depicted in Figure 3.9. 

 

Figure 3.9: General framework of camera-based pose estimation 
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Figure 3.8: Example of reference points in the camera frame 
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3.5.2 Lidar-based Pose Estimation 

Lidar and camera sensors are fixed inside the sensor node module. Thus, when the sensor node 

oscillates, Lidar and camera sensors move together and their relative configuration does not change. As 

a result, the position and orientation of the sensor node can be estimated using the Lidar point cloud as 

well. 

Figure 3.10 illustrates the framework of the Lidar-based pose estimation. The inputs of the 

framework include two Lidar Point Clouds (PCls). The initial Lidar PCl is achieved from the initial 

calibrated sensor node. The disturbed Lidar points are provided when the sensor node deviates from its 

initial calibrated extrinsic parameters due to wind. In these two Lidar PCls, certain landmarks from the 

scene, especially the building, can be used as a reference for comparing the disturbed Lidar PCl with 

the initial one. To elaborate, Lidar points that fall on a specific building can be filtered and treated as 

two sets of points. A point-set matching algorithm like the ICP algorithm uses two mentioned sets of 

points to estimate the relative configuration between the initial calibrated sensor node and the deviated 

one. This is the estimated position and orientation of the sensor node that deviated from the initial 

calibrated values. 

 

Figure 3.10: General framework of Lidar-based pose estimation 

 

ICP 

Algorithm 

Sample Points 

Initial Lidar 

PCl 

Disturbed 

Lidar PCl 

Pose Estimation 

𝑟𝑘
𝑠𝑖 

𝑡𝑘
𝑠𝑖 



 

 41 

3.5.3 Pose Estimation using Camera/Lidar Augmentation 

Using world coordinates of reference points, provided by Lidar, in addition to pixel coordinates of 

reference points can use both sensor data to estimate the extrinsic parameters of the sensor node. Figure 

3.11 shows the framework of the pose estimation using both camera and Lidar data.  

As mentioned before, the PnP algorithm requires a set of 𝑛 points, their world coordinate, and also 

their corresponding 2D projections in the image frame. The PnP algorithm used Lidar data to have the 

position of the reference points in world coordinates. Furthermore, 2D projection of the same reference 

points in the disturbed frame is achieved from the camera. Given the reference points in world 

coordinates (from Lidar) and their 2D projection (in camera), the PnP algorithm can estimate the 

extrinsic parameter of the sensor node which is 𝑟𝑘
𝑠𝑖 and 𝑡𝑘

𝑠𝑖. 

 

Figure 3.11: General framework of pose estimation using camera/Lidar data  
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The output of the pose estimation which is the estimated extrinsic parameters of the sensor node is 

then implemented as the measurements of the developed Unknown Input Observer (UIO). The 

dynamic motion model of the light post is incorporated into the UIO to improve the performance of 

the motion compensation in situations in which sensors lack accuracy. 

 Dynamic Motion Model of Light Post 

ISNs are mounted at a high level from the ground on the light post. External load mostly due to wind 

makes the light post oscillate. In this context, the light post can be modeled as a vertical cantilever beam 

exposed to an external load. The proposed model of the light post consists of two degrees of freedom 

in 𝑋 and 𝑌 directions (𝑥𝑠𝑖, 𝑦𝑠𝑖) with corresponding pitch  and roll angles (𝜃𝑠𝑖, 𝜁𝑠𝑖) where 𝑠𝑖 refers to 

the 𝑖th sensor node. 

To consider the two-DoF motion of the light post, the following state space model with the states 

𝑋𝑠𝑖 = [𝑥𝑠𝑖 𝑥̇𝑠𝑖 𝑦𝑠𝑖 𝑦̇𝑠𝑖]𝑇 is used: 

𝑋̇𝑠𝑖 = 𝐴̅𝑋𝑠𝑖 + 𝐵̅𝑢 ( 3.17) 

where 𝐴̅ and 𝐵̅ in eq. (3.18) are respectively 4 ×  4 and 4 ×  2  matrices. Furthermore, 𝑢 is the input 

including disturbances in X and Y directions. 

The sensor node is assumed to be mounted along the vertical axis of the light post at a height ℎ. 

Therefore, when the light post oscillates, the 𝑖th sensor node moves to the position (𝑥𝑠𝑖 , 𝑦𝑠𝑖) with 

orientation of  (𝜃𝑠𝑖, 𝜁𝑠𝑖). Since the height of the installation of the sensor node, ℎ𝑠𝑖, is much larger than 

𝑥𝑠𝑖, it is reasonable to assume that  

{
𝑠𝑖𝑛(𝜃𝑠𝑖) ≈ 𝜃𝑠𝑖 ≈

𝑥𝑠𝑖

ℎ𝑠𝑖
,

𝑐𝑜𝑠(𝜃𝑠𝑖) ≈ 1 → ∆𝑧𝑠𝑖 ≈ 0.

 ( 3.19) 

 The same assumption is valid for the Y direction. Therefore, the assumption of decoupled motion 

model can be applied to the model of (3.17). As a result, 𝐴̅ and 𝐵̅ matrices can be decoupled into two 

DoFs in X and Y directions. Therefore they can be described as: 

𝐴̅ = 𝑑𝑖𝑎𝑔(𝐴̅𝑥 , 𝐴̅𝑦) 

𝐵̅ = 𝑑𝑖𝑎𝑔(𝐵̅𝑥, 𝐵̅𝑦) 
( 3.20) 
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Figure 3.12: Dynamic model of light post as a vertical cantilever beam in the x-direction 

As mentioned before, the motion model of the light post got decoupled in X and Y directions. Both 

DoF has a similar motion model. Therefore, the motion model of each DoF can be developed separately 

and then inserted into the model (3.18,19). Based on this assumption, the dynamic motion of the light 

post only in the X direction will be presented. Figure 3.12 illustrates the motion model of the light post 

in the X direction. 

Based on eq. (3.19), the motion is within the linear region. Thus, the linear dynamic motion of the 

light post can be derived based on the Euler-Bernoulli theory [90]. For this purpose, the dominant 

natural frequency of the light post is required. Figure 3.13 illustrates the first two modes of the vertical 

cantilever beam. 

 

Figure 3.13: First two modes of a vertical cantilever beam 
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In the present study, the dynamic motion model is formulated using the first mode of oscillation 

which contributes to a significant part of the overall response of the light post, especially in low-level 

external excitations. Besides, exciting higher modes of oscillation requires much more energy than 

what is typically present in regular weather winds. Therefore, the first mode of oscillation is typically 

the most important mode to consider. Thus, it is reasonable to assume that the first mode of oscillation 

of the light post is the most significant mode of vibration to consider in the model, and neglecting higher 

modes will not significantly affect the results. 

According to [90], the first natural frequency of the light post is as follows: 

𝜔𝑥,1
𝑠𝑖 =

3.516

(ℎ𝑠𝑖)2
√
𝐸𝑠𝑖𝐼𝑥

𝑠𝑖

𝑚𝑠𝑖
 ( 3.21) 

where 𝑚𝑠𝑖 is the total mass of the light post, 𝐸𝑠𝑖 is the elastic modulus and 𝐼𝑥
𝑠𝑖 is the moment of inertia. 

To determine the mentioned model parameters of the light post, certain assumptions are made due to 

the variability of the nominal parameters across different light posts. To elaborate, it is assumed that 

the light posts have a similar structure and are made of aluminum. More specifically, it is assumed that 

the light posts can be modeled as hollow cylinders made of aluminum. Using this assumption, the elastic 

modulus and density of aluminum are respectively considered to be 70 𝐺𝑃𝑎 and 2.7 𝑔 𝑐𝑚3⁄ . 

While the nominal parameters may vary between light posts, this modeling approach can calculate 

reasonable model parameters that can be used to develop a dynamic motion model for the light posts. 

By using a consistent modeling approach, it is possible to account for the variability in nominal 

parameters and develop a more accurate and reliable model for the behavior of the light posts. 

Whoever, it is worthwhile to note that these values are nominal and may not precisely reflect the 

properties of all light poles in practice. There may be some variability in the material properties of 

different light poles due to manufacturing differences, age, wear and tear, and other factors. As such, 

there is some degree of uncertainty associated with the model parameters. 

To address this uncertainty, it is important to consider a range of values for the model parameters 

reflecting the expected variability in the properties of different light poles. This can be done by 

conducting sensitivity analyses or by obtaining data on the material properties of a representative 

sample of light poles. Another approach is to estimate the parameters. 
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Using the first frequency, the dynamic motion of light post in the x-direction can be written as: 

[𝑥̇
𝑠𝑖

𝑥̈𝑠𝑖
] = 𝐴̅𝑥 [

𝑥𝑠𝑖

𝑥̇𝑠𝑖
]+ 𝐵̅𝑥𝑢𝑥 ( 3.22) 

where 𝑥𝑠𝑖 and 𝑥̇𝑠𝑖 are respectively x position and x-component of the velocity of the 𝑖th sensor node. 

𝑢𝑥 is the load inserted by the wind in the X direction. Besides, 𝐴̅𝑥 and 𝐵̅𝑥 are defined by: 

𝐴̅𝑥 = [
0 1

−(𝜔𝑥,1
𝑠𝑖 )

2
−2𝜉𝑠𝑖𝜔𝑥,1

𝑠𝑖 ] ( 3.23) 

𝐵̅𝑥 = [
0
1

𝑚𝑠𝑖

] ( 3.24) 

in which 𝜉𝑠𝑖 is the damping ratio. The damping ratio is assumed to be only mass-proportional which 

gives: 

𝜉𝑠𝑖 =
𝛼

2𝜔𝑥,1
𝑠𝑖

 ( 3.25) 

For the under-damping case, which works for this work, 1 < 𝛼 < 2𝜔𝑥,1
𝑠𝑖 . 

 Unknown Input Observer 

In the motion model of the light post, the input (wind load) is not available. Therefore, to estimate the 

position/orientation of the sensor node, it is required to implement a UIO. UIO decouples state 

estimation error from the unknown input. Considering an unknown disturbance to the model (3.17), the 

dynamic motion model can be rewritten as: 

{𝑋̇
𝑠𝑖 = 𝐴̅𝑋𝑠𝑖 + 𝐵̅𝑢
𝑌 = 𝐶̅𝑋𝑠𝑖

 ( 3.26) 

where 𝑋𝑠𝑖 = [𝑥𝑠𝑖 𝑥̇𝑠𝑖 𝑦𝑠𝑖 𝑦̇𝑠𝑖]𝑇, 𝐵̅ is the input matrice related to 𝑢, the unknown input vector. 

Besides, the measurements include position (𝑥, 𝑦) with orientation of  (𝜃, 𝜁). Thus, the observation 

matrix is: 

𝐶̅ = 𝑑𝑖𝑎𝑔(𝐶𝑥̅ , 𝐶𝑦̅) ( 3.27) 

in which 
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𝐶𝑥̅ = 𝐶𝑦̅ = [
1 0
180

𝜋ℎ𝑠𝑖
0
]. ( 3.28) 

 Adopting the assumption of 𝐵̅ being full column ranked, a UIO can be designed as follows: 

{ 𝑧̇ = 𝐹̅𝑧 + 𝐾𝑌
𝑋෠𝑠𝑖 = 𝑍 + 𝐻𝑌

 ( 3.29) 

where 𝑧, the state of the observer, has the same size as 𝑋𝑠𝑖. The dynamic of the estimation error 

gives: 

𝑒̇ = 𝑋𝑠𝑖 − 𝑋෠𝑠𝑖 = (𝐴̅ − 𝐻𝐶̅𝐴 − 𝐾1𝐶̅)𝑋 − 𝐾2𝐶̅𝑋 − (𝐴̅ − 𝐻𝐶𝐴 − 𝐾1𝐶̅)𝑋෠

+ (𝐴̅ − 𝐻𝐶̅𝐴̅ − 𝐾1𝐶̅)𝑋෠ − 𝐹𝑧 + (𝐵̅ − 𝐻𝐶̅𝐵̅)𝑢

= (𝐴̅ − 𝐻𝐶̅𝐴̅ − 𝐾1𝐶̅)𝑒 − [𝐹 − (𝐴̅ − 𝐻𝐶̅𝐴̅ − 𝐾1𝐶̅)]𝑧

− [𝐾2 − (𝐴̅ − 𝐻𝐶̅𝐴̅ − 𝐾1𝐶̅)]𝑦 − (𝐻𝐶̅ − 𝐼)𝐵̅𝑢 

(3.30) 

in which, 𝐾 = 𝐾1 +𝐾2. By satisfying the following conditions: 

(𝐻𝐶 − 𝐼)𝐵̅ = 0 

𝑇 = 𝐼 − 𝐻𝐶̅ 

𝐹 = 𝐴̅ − 𝐻𝐶̅𝐴̅ − 𝐾1𝐶̅ 

𝐾2 = 𝐹𝐻 

𝑟𝑎𝑛𝑘(𝐶̅𝐵̅) = 𝑟𝑎𝑛𝑘(𝐵̅) 

(𝐶̅, 𝐴1)is detectable, where 

𝐴1 = (𝐼 − 𝐻𝐶̅)𝐴̅ 

( 3.31) 

The dynamics of the error is given by: 

𝑒̇ = 𝐹𝑒 ( 3.32) 

which makes the state estimation error approach zero asymptotically, regardless of the unknown input 

[91], if 𝐹 is stable. The discretization is done by the same method, described in Section 3.3.2. 
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 Simulation results 

In this section, the results of implementing ISN node data in the PL application are presented. The ISN 

node provides position estimation for the vehicle performing different scenarios. The mentioned 

scenarios with camera-Lidar sensors are simulated in 3D by the Automated Driving Toolbox of 

MATLAB/Simulink. 

An instance of the simulated scenario is illustrated in Figure 3.14 which shows the ego vehicle 

performing a constant velocity maneuver. The camera and Lidar sensors are mounted at a height of 10 

m from the ground level. 

3.8.1 Sensor and Simulation Parameters  

The sampling time of the simulation was set to be 𝑇𝑠 = 10 𝑚𝑠, however, all sensors including the 

camera and Lidar were simulated to operate at a 10 Hz frequency. Thus, the time step of the proposed 

algorithm was assumed to be ∆𝑡 = 100 𝑚𝑠. 

There are several factors to consider when choosing a sampling rate for sensors, including vehicle 

speed, processing requirements, and algorithmic accuracy requirements. This thesis is part of a larger 

project that integrates modules such as control, path planning, decision-making, perception, and 

localization. For the overall system to operate efficiently and effectively, a sampling rate of 10 Hz was 

chosen for each of these modules to meet specific computational requirements. Consequently, a 10 Hz 

sampling rate was selected for all sensors, including the simulated camera and Lidar sensors. 

 

Figure 3.14: Simulated scenario in MATLAB/Simulink Automated Driving. 
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Additionally, the application of infrastructure-aided perception and localization in this project 

focuses on urban driving scenarios, such as intersections, residential/commercial complexes, and 

resorts. Vehicles in these scenarios are limited to a maximum speed of less than 40 kph. With vehicle 

dynamics, the frequency range of interest depends on vehicle speed and acceleration. Vehicle motion 

is relatively slow and the frequency at which the vehicle's motion changes is low for urban driving 

scenarios with speeds less than 40 kph. In urban driving scenarios, the sampling rate of 10 Hz allows 

accurate perception and localization of the vehicle's dynamic motion, allowing for accurate perception 

and localization, in addition to effectively operating other modules. 

It is assumed that all sensors are operating at the same sampling rate. However, fusing measurements 

from different sensors with different sampling rates can be handled by KF. In order to do this, the KF 

first uses the measurements from each sensor to estimate the current state of the system at its own 

sampling rate. Then, the filter incorporates these estimates into a larger state estimate that is updated at 

a common sampling rate. 

In the simulation, the range and the horizontal resolution of the Lidar were respectively 0.03 m and 

0.2 degrees. The focal length of the camera  and the image size of the camera were respectively 

[1144, 1144] and [1200, 1920] in pixels, as should be defined in the Simulink environment. For the 

onboard sensor, GNSS/INS was used. 

Based on the results reported in [93], the position  accuracy of [1, 1, 0.8], the attitude (roll, pitch, 

yaw) accuracy of [0.014, 0.013, 0.247]°, and the velocity accuracy of 0.03 𝑚 𝑠⁄  were set as the 

parameter of the GNSS/INS. The following results are based on the estimation error which is the 

difference between the estimated value and the ground truth, as can be seen in Figure 3.15. 

 

Figure 3.15: The visualization of the estimation error 
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3.8.2 Scenario 1 – Constant Velocity 

In this scenario, the ego vehicle is moving at a constant velocity of 𝑣 = 10 [𝑚 𝑠]⁄  from the initial 

position of [−10.2, 17.4]𝑇 𝑚. Two ISNs are located at [−10, 17, 10]𝑇 and [10,−5, 10]𝑇 𝑚 

respectively. Both sensor nodes have a camera and Lidar that can detect the ego vehicle. 

Figure 3.16 illustrates the estimation error of ISN 1 and ISN 2 with/without using the motion model 

and kinematic constraints. Both Lidar-based and camera-based PL in addition to the kinematic 

constraints and motion model are used as input for the linear least square optimization. Measurements, 

denoted in green circles, represent the case in which camera-based and Lidar-based localization are 

implemented without considering the motion model and kinematic constraints. 

For this case, the maximum estimation error is around 0.5 m for both the x and y directions. In the 

unconstrained case (denoted in dashed red line), by fusing the motion model with the measurements, 

the root mean squared error (RSME) is decreased from 0.33 m to 0.2 m in the x-direction and from 0.29 

m to 0.13 cm in y-direction while not having any improvements in the maximum error significantly. 

By incorporating the kinematic constraints (denoted in blue), the RMSE slightly reduces from 0.20 

m to 0.19 m in the x direction and from 0.13 m to 0.08 m in the y direction. However, the maximum 

error was significantly decreased from 0.5 m to 0.2 m that is because of imposing more constraints on 

the position of the vehicle with respect to its previous position. 

 

 

 

 

(a) Estimation Error of ISN 1 (b) Estimation Error of ISN 2 

Figure 3.16: Estimation results of (a)ISN 1 and (b) ISN 2 in X and Y directions for scenario 1. 
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Note that in this scenario, the vehicle starts from a position near ISN 1 and as it keeps moving, it gets 

closer to ISN 2. As predicted, the estimation error increases as the distance of the object from the sensor 

node gets larger. 

3.8.3 Scenario 2 – Turning Right 

In this scenario, the vehicle performs a turning maneuver at a constant speed of 𝑣 = 10 [𝑚 𝑠]⁄ . One 

ISN broadcasts the estimated position of the vehicle so that the vehicle receives and fuses it with its 

onboard sensor data, GNSS/INS in this case. 

Figure 3.17 shows the error of the developed algorithm in which the constraints are applied compared 

with the cases in which only sensor measurements or measurements with a motion model are used 

individually. The red line presents the error when only ISN is used. The results show that the error is 

dependent on the relative distance of the object from the sensor node. 

  

(a) Estimation Error in X-direction (b) Estimation Error in Y-direction 

Figure 3.17: Estimation result of the ISN 1 for turning scenario 
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The estimated trajectory can be seen in Figure 3.18. By using ISN in addition to the motion model 

and the kinematic constraints, the proposed algorithm shows an excellent performance in terms of 

accuracy and consistency. 

The overall error statistics of the ego vehicle localization using different sensor nodes can be seen in 

Figure 3.19. The mean estimation error is acceptable in all cases.  However, fusing both sensor nodes 

decrease the deviation of the estimation at least by 50%. The reason is that each sensor has a relatively 

smaller estimation error in short ranges. Fusing both sensor nodes allows the algorithm to rely more on 

the more accurate sensor node at each time resulting in a balanced estimation regardless of the distance 

of the object from each individual sensor node. 

 

 

Figure 3.18: Estimated Trajectory of the vehicle performing scenario 2. 

 

Figure 3.19: Estimation error statistics using different sensor nodes for scenario 2. 
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3.8.4 Motion Compensation Results 

As mentioned before, the sensor node mounted on the light post can oscillate due to wind. This results 

in a deviation of the extrinsic parameters of the sensors. These oscillations happen in different 

frequencies depending on the wind speed. In this section, the simulation results of the pose estimation 

in different frequencies are provided. 

Figure 3.20 illustrates the estimation results of the x and y position of the sensor node in the case that 

the wind loading applies in 1 and 0.5 Hz modes. The wind load varies from −1.5 to 1 kN resulting in 

a position oscillation with the altitude of 10 and 15 cm respectively in the x and y directions. 

Using only sensor data (depicted by the red line), the 𝑥 estimation has a maximum error of 4 cm 

which is about 40% of the maximum altitude. In the 𝑦 direction, similar error statistics can be seen 

where the 𝑦 estimation has a maximum error of 6 cm which is about 60% of the maximum altitude. 

The green dashed line shows the estimation results of the unknown input observer which takes 

advantage of the motion model of the light post. Results depict a significant improvement in pose 

estimation by incorporating the motion model into the estimation algorithm. 

The proposed algorithm can be applied to estimate the roll and pitch angles as well. Although, these 

angles (roll and pitch) are smaller than their related position of x and y respectively. Based on the results 

provided in Figure 3.21, roll and pitch angles can be estimated with good accuracy for the wind loading 

f 0.5 and 1 Hz modes. The maximum estimation error is less than 2% of the maximum altitude which 

verifies the performance of the algorithm in orientation estimation. 
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Figure 3.20: Pose estimation for the wind loading applies in 0.5 and 1 Hz modes 

 

 

Figure 3.21: Orientation estimation for the wind loading applies in 0.5 and 1 Hz modes 
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Wind loading can be applied in larger frequencies. Consequently, the light post and the sensor node 

move faster. Figure 3.22 illustrates the motion of the sensor node in a case when the wind loading is at 

1, 3, and 10 Hz. Using the sensor data, the maximum estimation error is around 3 and 7 cm for the 𝑥 

and 𝑦 directions, respectively. On the other hand, the estimation error using the motion model of the 

light post is almost negligible in both directions. The results show the importance of the motion model 

in the pose estimation of the sensor node, in high-frequency oscillations. 

Orientation estimation, including the roll and pitch angle estimation of the sensor node, can be 

performed using the sensor data with/without the motion model. Figure 3.23 shows the performance of 

the algorithm in order to estimate the roll and pitch angle in a high-frequency situation. 

 

Figure 3.22: Position estimation for the wind loading applies at 1, 3, and 10 Hz modes 
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Figure 3.23: Orientation estimation for the wind loading applies at 1, 3, and 10 Hz modes 

 

 Summary 

This chapter presents the overall structure of the ISN node. The proposed approach improves the 

camera-Lidar fusion by considering vehicle motion models, the distance-dependent covariance scaling, 

and kinematic constraints. This novel approach enhances perception and localization accuracy in 

autonomous vehicles, as previous similar work did not consider the last two items. For this purpose, 

different motion models were also presented to implement in the proposed approach. To elaborate, the 

constant-velocity and kinematic bicycle models are presented for vehicle motion. Incorporating the 

vehicle motion model and the kinematic constraints, the results show improved accuracy in localization, 

particularly in turning and double-lane change scenarios. As expected, the accuracy of the ISN is 

dependent on the distance of the object from the sensor node which is considered in the proposed 

algorithm. 

Furthermore, the chapter proposes a motion compensation module to address the problem of time-

varying extrinsic parameters of ISNs, which are caused by external disturbances like the wind. The 

chapter describes how sensor data, including Lidar and camera, are used to estimate the extrinsic 

parameters of the sensor node using an unknown input observer that incorporates the motion model of 

the light post. The proposed algorithm shows reliable and accurate performance in estimating the 
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extrinsic parameters of the sensor node. Results presented in different frequencies demonstrate the 

effectiveness of the proposed algorithm in various scenarios, including constant velocity and turning 

maneuvers. 
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Chapter 4 

Infrastructure-aided PL for urban driving 

 Introduction 

Chapter 3 introduced the ISN, its components, and its general structure. The output of the ISN is the 

estimated position and attitude of all objects in its FOV. The output of the ISN node is then broadcast 

so that any AV can receive and cooperatively use it with its onboard sensor data. This chapter presents 

the overall framework of the cooperative PL using ISN for urban driving. The cooperative PL is 

formulated as a fusion problem in which infrastructure data is used in addition to the onboard sensor 

data to improve the PL performance in terms of overall accuracy. In this context, the AV is first to find 

the correspondence between the information broadcast by ISNs and its onboard information. It is 

important to note that information refers to each object's estimated position. The data correspondence 

framework will be presented in the next section. 

 Data Correspondence 

As mentioned before, the infrastructure-based sensor node (ISN) provides the position of each object 

in the FOV with its ID. This information, as the output of ISN, is broadcast so any autonomous vehicle 

(AV) can receive it. On the other hand, the AV (ego vehicle) also has the positioning awareness of its 

surrounding environment, meaning that each AV knows the relative position of objects in its coordinate 

in addition to its assigned ID.  

The issue is that the ID assigned to the objects in ISN’s and ego vehicle's coordinates might be 

different. Therefore, correspondence between them is required for the ego vehicle to use the information 

broadcast by the ISN for fusing it with its onboard data. 

The problem of finding the correspondence between the position of objects in ISN’s and ego vehicle's 

coordinates can be formulated as point set matching. This section aims to introduce the point set 

matching method to correspond objects detected in ISN and ego vehicle's coordinates. This module is 

mentioned in the overall block diagram of the cooperative PL in Figure 1.2 as the data correspondence 

block. 
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4.2.1 Rigid Registration for Data Correspondence 

Under a rigid transformation (translation and rotation), the distance between any pair of points is 

preserved. Therefore, with a rigid transformation, the relative positions of objects detected in the ego 

vehicle's coordinates can be aligned to global positions in ISN's coordinates. As a result, matching the 

objects in ISN's coordinates with those measured by the ego vehicle is a rigid point set registration 

problem. Each dynamic object is one point that can be put in either the first or second set, depending 

on whether it is measured in the ego vehicle's or an ISN's coordinate system. 

To formulate the problem, it is assumed that the first point set is 𝑁𝑘 = {𝑝1,𝑘
𝐺 , … , 𝑝𝑁,𝑘

𝐺 } where 𝑝𝑛,𝑘
𝐺 ∈

ℝ2
 is the estimated position of object n by the ISN in the world coordinates at time step 𝑘. The second 

point set is 𝑀𝑘 = {0, 𝑝0,𝑘
𝑟𝑒𝑙 , … , 𝑝𝑀,𝑘

𝑟𝑒𝑙 } where 𝑝𝑚,𝑘
𝑟𝑒𝑙 ∈ ℝ2

 is the estimated positions of object 𝑚 by the ego 

vehicle which is in the onboard relative coordinate at time step 𝑘. In other words, point set 𝑀𝑘 consists 

of the relative positions of 𝑀 objects seen by the ego vehicle. The element 0 is related to the ego vehicle 

itself. By doing this, an imaginary point, related to the ego vehicle, is added to the point set 𝑀𝑘. 

Figure 4.1 illustrates the position of the objects measured by the ego vehicle and the ISN, stored in 

𝑀𝑘 and 𝑁𝑘. It can be seen that when the ISN and ego vehicle detect an object, the ID of the same object 

detected in the ISN and the ego vehicle is NOT the same. For example, object 2 in the ISN is detected 

by ID number 4 in the ego vehicle. 

  

(a): Objects in the ego vehicle’s Coordinates (b): Objects in ISN’s Coordinates 

Figure 4.1: Position of objects in different coordinates 
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Table 4.1: ID correspondence between the objects in the ISN and the-vehicle 

ID in the ego vehicle’s coordinates ID in the ISN’s coordinates 

0 3 

1 6 

2 1 

3 4 

4 2 

- 5 

- 7 

The correspondence between the objects in the ISN and the ego vehicle can be seen in Table 4.1. It 

is also illustrated by the color of the objects in Figure 4.1. The main goal of this section is to find 

correspondence 𝐶𝑘 = {𝑐𝑚,𝑛}𝑘 where 𝑐𝑚,𝑛 determines the cprrepondence between 𝑝𝑚,𝑘
𝑟𝑒𝑙  and 𝑝𝑛,𝑘

𝐺  which 

will be addressed later in this section. 

One of the sub-results is to find the point 𝑝𝑛,𝑘
𝐺  from the point set 𝑁𝑘 that corresponds to the ego 

vehicle. Knowing this, the global position of the ego vehicle can be found. In other words, the ego 

vehicle can identify itself among all objects seen in the ISN. In this framework, an important fact is that 

the local positions of the objects are transformed to the global positions measured by ISN by rotation 

matrix and translation vector through the heading angle of the ego vehicle. Therefore, finding the 

optimal transformation that aligns the point set 𝑀𝑘 onto 𝑁𝑘 provides the estimation of the heading angle 

of the ego vehicle, 𝜓𝑘
0. 

The framework of the data correspondence is depicted in Figure 4.2. The output of the ISN including 

the global position of objects 𝑝𝑛,𝑘
𝐺 = [𝑥𝑛,𝑗

𝐺 𝑦𝑛,𝑗
𝐺 ]

𝑇
,  is broadcast. Then, the AV receives it and uses the 

broadcast information in addition to its local measurements 𝑝𝑚,𝑘
𝑟𝑒𝑙 = [𝑥𝑚,𝑘

𝑟𝑒𝑙 𝑦𝑚,𝑘
𝑟𝑒𝑙 ]

𝑇
,  in the point set 

matching part. In this part, unknown correspondence and transformation are calculated. Performing the 

algorithm, the ego vehicle can find itself among all other objects and also know the position of even 

the objects that cannot see by themselves due to occlusion. 
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Figure 4.2: Block diagram of data correspondence module 

The first output of the data correspondence module is correspondence between the estimated position 

of the objects in two coordinates of the ISN and the onboard AV’s system. It means the IDs of the 

objects are unique in both coordinates. 

Another output is the global position and heading angle of the AV in ISN’s coordinate. To elaborate, 

the rotation and translation of the second point set with respect to the first point set is the orientation 

and translation of the onboard coordinates with respect to the ISN’s coordinates. Since the ISN are 

stationary, the ISN coordinates can easily be transformed into global coordinates. 

4.2.1.1 Occlusion cases 

In occlusion cases, objects are obstructed from the view of onboard sensors. As can be seen in Table 

4.1, two objects can NOT be seen by the ego vehicle. This situation frequently happens in urban driving, 

especially in crowded intersections where some objects are occluded by some other objects. As a result, 

the ego vehicle is not aware of the presence of some objects which is a critical safety issue. As 

mentioned in Chapter 1, this is one of the main motivations of this work. On the other hand, ISNs can 

detect almost all objects since they have a bird’s-eye view. As a result, 𝑁 > 𝑀 in occlusion cases. From 

data correspondence perspective, inequality between the size of 𝑀𝑘 and 𝑁𝑘 is not an issue, since the 

correspondence can be performed between two point sets with different sizes. Even if one of the point 

set is a subset of the other point set, the correspondence between the points can be done by the following 

approaches. 

In the fusion context, the ego vehicle has a less number of measurements, compared to the ISN. 

Therefore, occlusion cases should be addressed properly. In these cases, some objects can not be seen 

by the ego vehicle, in other words, some objects are missing in the ego vehicle’s measurements. 

Position Exactor 
 

Extract position of 

each objects from 

the state vector 

𝑁𝑘 = {𝑝𝑛,𝑘
𝐺 } 

𝐼𝐷𝑘(𝑛) 

Onboard System 
 

Onboard PL 
𝑀𝑘 = {𝑝𝑚,𝑘

𝑟𝑒𝑙 } 

𝐼𝐷𝑘(𝑚) 

Data Correspondence 
 

Point Set Matching 

𝐶𝑘 = {𝑐m,𝑛}𝑘 𝜓𝑘
0
, 𝑝0,𝑘
𝐺  



 

 61 

Therefore,  the number of objects detected by the ego vehicle, stored in 𝑀𝑘, is less than the detected 

objects by the ISN, stored in 𝑁𝑘. Since the positions of objects are implemented as measurements, the 

missing objects (occluded objects) should be addressed. 

For this purpose, after finding the ID correspondence between point sets 𝑁𝑘 and 𝑀𝑘, for the points 

that do not have any correspondence, dummy points are added so the number of points in the ISN and 

the ego vehicle’s coordinates becomes equal. For instance, if 𝑀𝑘 contains 5 points including the ego 

vehicle, itself and 𝑁𝑘 has 6 points, which means that one object is occluded and missing from the ego 

vehicle’s sensors. To address the occlusion issue, one dummy point will be added to 𝑀𝑘 corresponds 

to the missing object. In the ego vehicle’s onboard sensor node, this dummy point will be implemented 

as a dummy measurement with a significantly large measurement covariance. As a result, regarding the 

missing objects, the cooperative PL almost entirely relies on the ISN which is less likely exposed to 

occlusion. 

Consequently, by fusing broadcast information by the ISNs with onboard sensor data, the ego vehicle 

will have a total position awareness of its surrounding, even in occlusion cases. The details of how the 

proposed method addresses the occlusion issue will be provided later in this chapter. 

4.2.2 Point Set Matching for Data Correspondence 

The inputs of the data correspondence module are two point sets. The first point set 𝑁𝑘 = {𝑝1,𝑘
𝐺 , … , 𝑝𝑁,𝑘

𝐺 } 

includes the estimated positions of the objects by the ISN in the world coordinates. The second point 

set 𝑀𝑘 = {0, 𝑝0,𝑘
𝑟𝑒𝑙 , … , 𝑝𝑀,𝑘

𝑟𝑒𝑙 } involves the estimated positions of the objects by the ego vehicle which are 

in the onboard relative coordinate. 

Algorithm 4.1 below presents the procedure of point set matching. In this point set matching, two 

point sets 𝑁𝑘 = {𝑝1,𝑘
𝐺 , … , 𝑝𝑛,𝑘

𝐺 } and 𝑀𝑘 = {0, 𝑝1,𝑘
𝑟𝑒𝑙 , … , 𝑝𝑚,𝑘

𝑟𝑒𝑙 } are assumed to be given and the goal is to 

find the transformation, rotation matrix 𝑟𝑘
𝑀𝑁 and translation vector 𝑡𝑘

𝑀𝑁, that minimizes 

∑ ‖𝑝𝑛,𝑘
𝐺 − 𝑟𝑘

𝑀𝑁𝑝𝑚,𝑘
𝑟𝑒𝑙 − 𝑡𝑘

𝑀𝑁‖(𝑚,𝑛)∈𝐶𝑘 . The binary correspondence 𝐶𝑘 between 𝑀𝑘 and 𝑁𝑘, is unknown. 

The binary correspondence in the ICP method implies that if 𝑝𝑚,𝑘
𝑟𝑒𝑙  corresponds to 𝑝𝑛,𝑘

𝐺 , then 𝑐m,𝑛 = 1, 

otherwise 𝑐m,𝑛 = 0. 

The main idea behind Algorithm 4.1 is to start from  an initial guess of rotation, and translation shown 

by 𝑀𝑘,0, 𝑟𝑘,0
𝑀𝑁 and 𝑡𝑘,0

𝑀𝑁 for the first point set, and to compute the new rotation and translation matrices 
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𝑟𝑘,1
𝑀𝑁, 𝑡𝑘,1

𝑀𝑁. Then, the new 𝑟𝑘,1
𝑀𝑁, 𝑡𝑘,1

𝑀𝑁 are applied to the first point set 𝑀𝑘,0 to find the transformed point 

set 𝑀𝑘,1. This loop continues until 𝑟𝑘,𝑗
𝑀𝑁, 𝑡𝑘,𝑗

𝑀𝑁 respectively converges to 𝐼 and 0⃗  where 𝐼 is the identity 

matrix of 2 × 2 size. This condition means the two point sets are aligned and they are not going to be 

rotated nor translated, as a result 𝐶𝑘 is found. In this context, subscript 𝑗 is the iterator of the while loop, 

described in Algorithm 4.1. 

In the algorithm, 𝑗𝑚𝑎𝑥 is used as the maximum number of iterations. The maximum number of 

iterations to achieve convergence depends on the size of the point set. In this work, the number of 

objects detected by the sensors is the size of the point set. If the number of objects is assumed not to 

exceed 100, 𝑗𝑚𝑎𝑥 is considered 100. 

Algorithm 4.1: Iterative closest point 

// Input:      Point sets 𝑵𝒌 and 𝑴𝒌, initial guess 𝒓𝒌,𝟎
𝑴𝑵, 𝒕𝒌,𝟎

𝑴𝑵, convergence criteria 𝜺, and maximum 

number of iterations 𝒋𝒎𝒂𝒙 

// Output:   The optimal transformation 𝒓𝒌,∗
𝑴𝑵, 𝒕𝒌,∗

𝑴𝑵 that best aligns 𝑴𝒌 onto 𝑵𝒌 with 

correspondence matrix 𝑪𝒌 

Initialize with guess  𝑴𝒌,𝟎 = 𝑴𝒌 

for 𝒋 = 𝟏 𝒕𝒐 𝒋𝒎𝒂𝒙 do 

Find the closest points in 𝑴𝒌,𝒋 for each point in 𝑵𝒌 using the nearest neighbor search. 

Determine the binary correspondence 𝑪𝒌 = {𝒄𝒎,𝒏}𝒌 based on the closest point in 𝑴𝒌,𝒋 to 𝑵𝒌. 

Compute the registration 𝒓𝒌,𝒋
𝑴𝑵, 𝒕𝒌,𝒋

𝑴𝑵 between 𝑴𝒌,𝒋 and 𝑵𝒌. 

Apply for the registration 𝑴𝒌,𝒋+𝟏 = 𝒓𝒌,𝒋
𝑴𝑵𝑴𝒌,𝒋 + 𝒕𝒌,𝒋

𝑴𝑵. 

// Check for convergence: 

Compute the 𝒆𝒓𝒓𝒐𝒓 between 𝑴𝒌,𝒋+𝟏 and 𝑵𝒌 using Euclidean distance. 

if 𝒆𝒓𝒓𝒐𝒓 < 𝜺 

return 𝒓𝒌,𝒋
𝑴𝑵, 𝒕𝒌,𝒋

𝑴𝑵 

end if 

end for 

return 𝒓𝒌,𝒋
𝑴𝑵, 𝒕𝒌,𝒋

𝑴𝑵 
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In each iteration, 𝑒𝑟𝑟𝑜𝑟 is calculated using a distance metric, Euclidean distance in this work, 

between every point in two point sets 𝑀𝑘,𝑗+1 and 𝑁𝑘. Therefore, the Euclidean norm is used to calculate 

𝑒𝑟𝑟𝑜𝑟. Convergence criteria, 𝜀, is then compared with 𝑒𝑟𝑟𝑜𝑟 to check for the convergence of the 

algorithm. In this work, each point in the point sets represents the position of the object. Considering 

the order of position estimation of the objects which is around 0.1 m. Therefore, it is reasonable to 

consider 𝜀 to be 0.1. it is required to mention that an empirical test should be conducted to determine 

the mentioned parameters for a particular application by taking into account the specific characteristics 

of the point clouds and the application's requirements. 

The performance of Algorithm 4.1 is dependent on the initial guess. Local minimum and initial guess 

are two main limitations of this method. As mentioned in Chapter 2, Many variants of ICP have been 

proposed that affect all phases of the algorithm from the selection and matching of points to the 

minimization strategy. The next section presents the point set matching to address the above-mentioned 

issue to make the algorithm the engine of the data correspondence module. 

4.2.3 Coherent Point Drift for Data Correspondence 

The point set matching method implemented in this work is adapted from the Coherent Point Drift 

(CPD) algorithm in [78]. The methodology of the method will be presented in this section. Then, the 

rigid point set matching algorithm will be presented. The algorithm introduced in this section was 

mentioned in Figure 4.2 as the “point set matching” block. 

The same as the previous section, the point set 𝑁𝑘 = {𝑝1,𝑘
𝐺 , … , 𝑝𝑁,𝑘

𝐺 } includes the estimated positions 

of the objects broadcast by the ISN. In other words, 𝑝𝑛,𝑘
𝐺 = [𝑥𝑛,𝑗

𝐺 𝑦𝑛,𝑗
𝐺 ]

𝑇
,  is the estimated position of 

object 𝑛 in the global coordinate. Point set  𝑀𝑘 = {0, 𝑝0,𝑘
𝑟𝑒𝑙 , … , 𝑝𝑀,𝑘

𝑟𝑒𝑙 } involves the estimated position of 

the objects by the ego vehicle in the onboard relative coordinate. Therefore, 𝑝𝑚,𝑘
𝑟𝑒𝑙 = [𝑥𝑚,𝑘

𝑟𝑒𝑙 𝑦𝑚,𝑘
𝑟𝑒𝑙 ]

𝑇
 is 

the estimated relative 𝑥 and 𝑦 position of object 𝑚 ∈ {0,… ,𝑀} in the onboard coordinates. 

In this method, the correspondence matrix, 𝐶𝑘, contains a probabilistic assignment of correspondence 

between pair of points, based on its likelihood of being a true correspondence. Using a probabilistic 

correspondence matrix, this approach is more robust to noise and outliers, as mentioned in [78]. 
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In this method, 𝑝𝑚,𝑘
𝑟𝑒𝑙 ,𝑚 ∈ {0,… ,𝑀} is considered as the centroids of GMM and 𝑝𝑛,𝑘

𝐺 , 𝑛 ∈ {1,… ,𝑁} 

as the data points generated by it. GMM has a probability density function as follows: 

𝑝(𝑝𝑛,𝑘
𝐺 ) = ∑ 𝑝(𝑚)𝑝(𝑝𝑛,𝑘

𝐺 |𝑚)

𝑀

𝑚=0

 (4.1) 

where  𝑝(𝑝𝑛,𝑘
𝐺 |𝑚) =

1

2𝜋𝜎2
𝑒𝑥𝑝

−
‖𝑝𝑛,𝑘
𝐺 −𝑝𝑚,𝑘

𝑟𝑒𝑙 ‖
2

2𝜎2  is the Gaussian distribution centered on a point 𝑝𝑚,𝑘
𝑟𝑒𝑙 ,𝑚 ∈

{0,… ,𝑀}. 

In addition to 𝑝(𝑝𝑛,𝑘
𝐺 |𝑚), an additional uniform distribution 𝑝(𝑝𝑛,𝑘

𝐺 |𝑀 + 1) =
1

𝑁
 is added to the 

mixture model. This assumption takes accounts for noise and outliers. Considering the isotropic 

covariance of 𝜎2 =
1

2𝑁(𝑀+1)
∑ ∑ ‖𝑝𝑛,𝑘

𝐺 − 𝑝𝑚,𝑘
𝑟𝑒𝑙 ‖

2𝑀+1
𝑚=0

𝑁
𝑛=1  and using 𝑤 for the weight of the uniform 

distribution, the GMM density function can be written as: 

𝑝(𝑝𝑛,𝑘
𝐺 ) = 𝑤

1

𝑁
+ (1 − 𝑤) ∑

1

𝑀
𝑝(𝑝𝑛,𝑘

𝐺 |𝑚)

𝑀

𝑚=0

 (4.2) 

The location of the GMM centroids can be reformulated by using a set of parameters 𝒯 which consists 

of 𝑟𝑘
𝑀𝑁 , 𝑡𝑘

𝑀𝑁. The parameters 𝒯 can be then estimated by maximizing the likelihood or equivalently by 

minimizing the negative log-likelihood function: 

𝐸(𝒯, 𝜎2) = −∑ log ∑ 𝑝(𝑚)𝑝(𝑝𝑛,𝑘
𝐺 |𝑚)

𝑀

𝑚=0

𝑁

𝑛=1

 (4.3) 

The correspondence probability between two points 𝑝𝑚,𝑘
𝑟𝑒𝑙  and 𝑝𝑛,𝑘

𝐺  is defined as the posterior 

probability of the GMM centroid given the data point as 𝑃(𝑚|𝑝𝑛,𝑘
𝐺 ) = 𝑃(𝑚)𝑝(𝑝𝑛,𝑘

𝐺 |𝑚)/𝑝(𝑝𝑛,𝑘
𝐺 ). 

The expectation maximization (EM) algorithm is used to find 𝒯 and 𝜎2. Initial guess on parameters 

is used to calculate the posterior probability distributions 𝑃𝑜𝑙𝑑(𝑚|𝑝𝑛,𝑘
𝐺 ) which has the following form: 

𝑃𝑜𝑙𝑑(𝑚|𝑝𝑛,𝑘
𝐺 ) =

𝑒𝑥𝑝
−
1
2
‖
𝑝𝑛,𝑘
𝐺 −𝒯(𝑝𝑚,𝑘

𝑟𝑒𝑙 ,𝜃𝑜𝑙𝑑)

𝜎𝑜𝑙𝑑
‖

2

∑ 𝑒𝑥𝑝
−
1
2
‖
𝑝𝑛,𝑘
𝐺 −𝒯(𝑝𝑚,𝑘

𝑟𝑒𝑙 ,𝜃𝑜𝑙𝑑)

𝜎𝑜𝑙𝑑
‖

2

+ 𝑐𝑀+1
𝑚=0

 (4.4) 
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where 𝑐 = 2𝜋𝜎2
𝑤

1−𝑤

𝑀+1

𝑁
. Minimizing the expectation of the complete negative log-likelihood 

function, 𝑄, the new parameter values will be found. The last two steps will be iterated until 

convergence: 

𝑄(𝒯, 𝜎2) = −∑ ∑ 𝑃𝑜𝑙𝑑(𝑚|𝑝𝑛,𝑘
𝐺 ) log (𝑃𝑛𝑒𝑤(𝑚)𝑃𝑛𝑒𝑤(𝑝𝑛,𝑘

𝐺 |𝑚))

𝑀+1

𝑚=0

𝑁

𝑛=1

 (4.5) 

Rewriting (4.5) based on 𝒯 and 𝜎2 gives: 

𝑄(𝒯, 𝜎2) =
1

2𝜎2
∑ ∑ 𝑃𝑜𝑙𝑑(𝑚|𝑝𝑛,𝑘

𝐺 )‖𝑝𝑛,𝑘
𝐺 −𝒯(𝑝𝑚,𝑘

𝑟𝑒𝑙 )‖
2

𝑀+1

𝑚=0

𝑁

𝑛=1

++ 𝑁𝑝 log 𝜎
2 (4.6) 

where 𝑁𝑝 = ∑ ∑ 𝑃𝑜𝑙𝑑(𝑚|𝑝𝑛,𝑘
𝐺 )𝑀+1

𝑚=0
𝑁
𝑛=1 ≤ 𝑁 

4.2.3.1 Rigid point set registration 

In rigid point set registration, the transformation of the location of the GMM centroids is defined as 

follows: 

𝒯(𝑝𝑚,𝑘
𝑟𝑒𝑙 ; 𝑟𝑘

𝑀𝑁 , 𝑡𝑘
𝑀𝑁) = 𝑟𝑘

𝑀𝑁𝑝𝑚,𝑘
𝑟𝑒𝑙 + 𝑡𝑘

𝑀𝑁 (4.7) 

where 𝑟𝑘
𝑀𝑁 is the rotation matrix and 𝑡𝑘

𝑀𝑁 is the translation vector. Substituting 𝒯 into (4.6), the 

objective function 𝑄 becomes: 

𝑄(𝑟𝑘
𝑀𝑁, 𝑡𝑘

𝑀𝑁 , 𝜎2)

=
1

2𝜎2
∑ ∑ 𝑃𝑜𝑙𝑑(𝑚|𝑝𝑛,𝑘

𝐺 )‖𝑝𝑛,𝑘
𝐺 − (𝑟𝑘

𝑀𝑁𝑝𝑚,𝑘
𝑟𝑒𝑙 + 𝑡𝑘

𝑀𝑁)‖
2

𝑀+1

𝑚=0

𝑁

𝑛=1

+ 𝑁𝑝 log 𝜎
2 

(4.8) 

The exact minimization solution of the objective function (4.8) can be obtained under certain 

conditions. It is proved in [78] that if function 𝑄 has the form of 𝑡𝑟(𝐴𝑇𝑅), the optimal rotation matrix 

𝑟𝑘
𝑀𝑁 that maximizes 𝑄 = 𝑡𝑟(𝐴𝑇𝑟𝑘

𝑀𝑁) is 𝑟𝑘
𝑀𝑁 = 𝑈𝐶𝑉𝑇, where 𝑈𝐶𝑉𝑇 is the singular value 

decomposition (SVD) of 𝐴, 𝑉𝑉𝑇 = 𝐼, 𝑈𝑈𝑇 = 𝐼, and 𝐶 = 𝑑𝑖𝑎𝑔(1, 1, … , 𝑑𝑒𝑡(𝑈𝑉𝑇)). Therefore, 𝑟𝑘,𝑗
𝑀𝑁 

can be calculated by computionally light algebraic equation. 

The procedure of rigid point set registration can be seen in Algorithm 4.2. The inputs of the algorithm 

are two sets of points 𝑀𝑘 and 𝑁𝑘, defined at the beginning of Section 4.2.3. The output is then the 
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transformation between the ISNs and the AV’s coordinates, 𝑟𝑘,∗
𝑀𝑁 , 𝑡𝑘,∗

𝑀𝑁, to give the correspondence 

between the estimated positions of the objects in the mentioned coordinates. 

Algorithm 4.2: Rigid point set registration 

// Input:      Point sets 𝑵𝒌 and 𝑴𝒌, initial guess 𝒓𝒌,𝟎
𝑴𝑵, 𝒕𝒌,𝟎

𝑴𝑵, convergence criteria 𝜺, and 

maximum number of iterations 𝒋𝒎𝒂𝒙 

// Output:   The optimal transformation 𝒓𝒌,∗
𝑴𝑵, 𝒕𝒌,∗

𝑴𝑵 that best aligns 𝑴𝒌 onto 𝑵𝒌 with the 

probability of correspondence, 𝑪𝒌 

Initialize with  𝑴𝒌,𝟎 = 𝑴𝒌 and 𝟎 ≤ 𝒘 ≤ 𝟏 

for 𝒋 = 𝟏 𝒕𝒐 𝒋𝒎𝒂𝒙 do 

// Compute correspondence: 

𝑪𝒎𝒏 =
𝒆𝒙𝒑

−
𝟏
𝟐𝝈𝟐

‖𝒑𝒏,𝒌
𝑮 −(𝒓𝒌,𝒋

𝑴𝑵𝒑𝒎,𝒌
𝒓𝒆𝒍 +𝒕𝒌,𝒋

𝑴𝑵)‖
𝟐

∑ 𝒆𝒙𝒑
−
𝟏
𝟐𝝈𝟐

‖𝒑𝒏,𝒌
𝑮 −(𝒓𝒌,𝒋

𝑴𝑵𝒑𝒎,𝒌
𝒓𝒆𝒍 +𝒕𝒌,𝒋

𝑴𝑵)‖
𝟐

𝑴+𝟏
𝒎=𝟎 +  𝟐𝝅𝝈𝟐

𝒘
𝟏 −𝒘

𝑴+ 𝟏
𝑵

 

 

// Find the new registration: 

Solve for 𝒓𝒌,𝒋+𝟏
𝑴𝑵 , 𝒕𝒌,𝒋+𝟏

𝑴𝑵  

// update point set: 

𝑴𝒌,𝒋+𝟏 = 𝒓𝒌
𝑴𝑵𝑴𝒌,𝒋 + 𝒕𝒌

𝑴𝑵 

// Check for convergence: 

Compute the 𝒆𝒓𝒓𝒐𝒓 between 𝑴𝒌,𝒋+𝟏 and 𝑵𝒌 using Euclidean distance. 

if 𝒆𝒓𝒓𝒐𝒓 < 𝜺 

return 𝒓𝒌,𝒋
𝑴𝑵, 𝒕𝒌,𝒋

𝑴𝑵 

end if 

end for 

return 𝒓𝒌,𝒋
𝑴𝑵, 𝒕𝒌,𝒋

𝑴𝑵 
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 Estimation formulation for Fusion 

After the data correspondence, the position information of objects from ISNs can be fused with onboard 

information. The estimation methods which apply to this problem are reviewed in this section and a 

comparison is provided to select the suitable approach. 

As mentioned before, there are two general approaches to address the data fusion problem in the 

localization application, optimization-based and filter-based. To choose a suitable approach for this 

application, it is necessary to review these methods and compare their strengths and weaknesses to 

decide which approaches to take as the fusion method. 

4.3.1 Optimization-based methods 

Optimization-based methods formulate the localization problem as an optimization problem using 

Least Squares, Maximum a Posteriori (MAP), or Maximum Likelihood method [94]. Since 

optimization-based methods can explicitly use nonlinear models, they are more accurate due to iterative 

linearization. Besides, state and noise constraints can be easily incorporated into the optimization 

formulation compared to the filter-based methods. 

However, optimization-based methods have a serious drawback in real-time applications due to their 

computational complexity. They become increasingly complex in terms of computation as they 

incorporate observed measurements and the previously calculated states into the next step of the 

optimization algorithm. In addition, solving an optimization problem is dependent on a number of 

factors, such as initial guesses and the number of iterations, etc. Therefore, the calculation time cannot 

be predicted [95]. Computation complexity can be reduced or bound by adopting some techniques, 

although none of them took advantage of considering the constraints on state variables and process 

uncertainties, which is one of the important benefits of optimization-based solutions. 

4.3.2 Filter based methods 

The Bayesian filtering techniques including Particle Filter (PF), and Kalman Filter (KF), and their 

variations are usually used to estimate the states of the ego vehicle. These techniques incorporate noise 

and vehicle dynamics by using linear/non-linear or Gaussian/non-Gaussian assumptions. KF and its 

different variations like Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF) are widely 

implemented for vehicle localization [50], [48]. 
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The results show that they are computationally light and can be easily implemented [95]. In linear 

systems with Gaussian noise, KF yields a recursive solution to the unconstrained MAP which means 

under the above conditions, there is no justification to use optimization methods such as MAP since 

they require more computations to provide the same result. This is more crucial for infrastructure-aided 

localization in which communication issues like delay exacerbate the real-time computation problem. 

In [48], the authors propose a combined PF and KF to estimate the vehicle's position. To do this, the 

algorithm uses GPS measurements and also signal strength indicators (SSI) as input to a Markov-based 

localization algorithm. The information is transmitted from RSUs to the target vehicle by V2I and V2V 

communication. First-order Taylor approximation is used to formulate the motion of the vehicle. 

A distributed interactive multiple-model KF is implemented to fuse local information and the PF 

algorithm is used to fuse the transmitted information. In another work [44], both V2V and V2I have 

been used to improve the local estimation of the vehicle’s position in tunnels. PF-based data fusion has 

been implemented to fuse cooperative information with onboard sensor data. The kinematic bicycle 

model is used to model the vehicle dynamics. 

 Cooperative PL 

This section presents the framework of the cooperative PL that the AV uses to fuse the broadcast 

information by the ISN with its onboard data. Figure 4.3 illustrates the structure of the cooperative PL. 

The inputs of the cooperative PL are local estimations of ISNs and also the local estimation of the ego 

vehicle. 

 

Figure 4.3: Block diagram of cooperative PL 

 

ISN i 

𝐴𝑢𝑡𝑜𝑛𝑚𝑜𝑢𝑠 𝑉𝑒ℎ𝑖𝑐𝑙𝑒 

𝑚𝑘
𝑠𝑖 

Information 

Packager 

ISN j 

𝑚𝑘
𝑠𝑗

 Cooperative PL 
𝑦𝑘
0 
  ⋮ 

𝑋෠𝑘
0 
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As mentioned before, the main objective is to use data from the ISN node which includes the camera 

and Lidar in addition to onboard sensor data to improve the overall estimation performance. In the KCF 

context, the local estimators, which use sensor data, can exchange data with other neighboring nodes 

to provide cohesive estimates. 

Since the accuracy of the estimation provided by each local estimator can hypothetically change over 

time during the tracing, it is expected to have a better performance using infrastructure data in addition 

to onboard sensor data. 

As mentioned in Chapter 3, the output of ISNs is the estimated positions of objects, stored in 𝑁𝑘, and 

their corresponding measurement covariance 𝑅𝑖,𝑘. In the context of cooperative PL, each sensor node 𝑖 

has the following measurement model: 

𝑍𝑘
𝑠𝑖 = 𝐻𝑠𝑖𝑋𝑘 + 𝑣𝑘

𝑠𝑖,     𝑍𝑘
𝑠𝑖𝜖ℝ2×𝑁 (4.9) 

where 𝑍𝑘
𝑠𝑖 = 𝑁𝑘 and 𝑣𝑘

𝑠𝑖~𝒩(0, 𝑅𝑘
𝑠𝑖). 

Then each sensor node 𝑖 forms the following information package to broadcast: 

𝑢𝑘
𝑠𝑖 = (𝐻𝑠𝑖)

𝑇
𝑅𝑖,𝑘

−1𝑍𝑘
𝑠𝑖 

𝑈𝑘
𝑠𝑖 = (𝐻𝑠𝑖)

𝑇
𝑅𝑖,𝑘

−1𝐻𝑠𝑖 

(4.10) 

where 𝐻𝑠𝑖 is the observation matrix of 𝑖th sensor with the flowing measurement model: 

For the infrastructure sensor, all measurements (positions of all targets) are in the global coordinate, 

thus: 

𝐻𝑠𝑖 = diag([𝐻𝑡1
𝑠𝑖 ⋯ 𝐻𝑡𝑗

𝑠𝑖]) ( 4.11) 

Assuming for object 𝑗, the state vector is 𝑋𝑘
𝑗
= [𝑋𝑘

𝑗
𝑌𝑘
𝑗

𝜓𝑘
𝑗]
𝑇

, 𝐻𝑡𝑗
𝑠𝑖 represents the observation 

matrix corresponding to the 𝑗th object with the following form: 

𝐻𝑡𝑗
𝑠𝑖 = [

1 0 0
0 1 0

] ( 4.12) 

Measurements obtained by onboard sensors include positions of the ego and other vehicles. The 

position of the ego vehicle is in global coordinates, while others are relative to the ego vehicle. 

Therefore measurement model for the ego vehicle has the following form: 
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𝐻𝐴𝑉 = [𝐻𝑡1
𝐴𝑉 ⋯ 𝐻𝑡𝑗

𝐴𝑉]
𝑇

 ( 4.13) 

where 𝐻𝑡𝑗
𝐴𝑉 is the observation matrix of the ego vehicle’s measurement corresponding to the 𝑗th object 

with the following form: 

𝐻𝑡𝑗
𝐴𝑉 = [

−1 0
0 −1

    
1 0
0 1

] ( 4.14) 

Then, each sensor node broadcast the information package 𝑚𝑘
𝑠𝑖 = {𝑢𝑘

𝑠𝑖 , 𝑈𝑘
𝑠𝑖, 𝑅𝑘

𝑠𝑖}. Each AV receives 

the broadcast information from all the sensor nodes and forms the following matrices: 

𝑦𝑘
0 =∑𝑢𝑘

𝑠𝑖

𝑖∈𝐼

 

𝑆𝑘
0 =∑𝑈𝑘

𝑠𝑖

𝑖∈𝐼

 

( 4.15) 

where 𝐼 is the number of ISNs that have V2I communication with the AV and the AV can receive the 

information from them. The AV then can perform the cooperative PL algorithm using Kalman- 

Consensus Filter (KCF) method proposed in [96]. 

The position and the velocity of targets in the global coordinate frame are considered the state 𝑋𝑘 

and 𝑋෠𝑘
𝑠𝑖 is referred to as the local estimates of sensor 𝑖 with the estimated covariance matrix of 𝑃𝑘

𝑠𝑖. To 

simplify the notations, the assumption is that two targets are tracked by two sensors in this framework, 

although the number of sensors and targets can be extended to any number. 

4.4.1 Kalman- Consensus Filter 

KCF is implemented as the main algorithm of the “Cooperative PL” module. In this context, the 

dynamic model of the targets is assumed to have the following form: 

𝑋𝑘+1 = 𝐹𝑋𝑘 + 𝐺𝑢𝑘 +𝜔𝑘; 

𝑋0𝜖𝒩(𝑋̅0, 𝑃0) 

( 4.16) 

where 𝑋𝑘 and 𝜔𝑘 are respectively the states and input noise of the process at time 𝑘, and  𝑋0 is the 

initial state with a Gaussian distribution. 

The states of the target ate tracked by multiple sensor nodes. Each track  has a linear measuring 

model: 
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𝑍𝑘
𝑠𝑖 = 𝐻𝑠𝑖𝑋𝑘 + 𝑣𝑘

𝑠𝑖 ( 4.17) 

where 𝐻𝑠𝑖 and 𝑣𝑘
𝑠𝑖 are respectively observation model and observation noise of sensor node 𝑖. It is 

assumed that 𝜔𝑘~𝒩(0, 𝑄𝑘), 𝑣𝑘
𝑠𝑖~𝒩(0, 𝑅𝑘

𝑠𝑖). 

The goal is to have cohesive estimations 𝑋෠𝑘
𝑠𝑖, calculated by each sensor node, using data exchange 

between neighboring sensor nodes. 

Assume that 𝜔𝑘 and 𝑣𝑘
𝑠𝑖 are zero-mean white Gaussian noise with the following statistics: 

𝐸[𝜔𝑘𝜔𝑘
𝑇] = 𝑄𝑘𝛿𝑘𝑙 

𝐸 [𝑣𝑘
𝑠𝑖𝑣𝑘

𝑠𝑖𝑇] = 𝑅𝑘
𝑠𝑖𝛿𝑘𝑙 

( 4.18) 

The observability matrix can be written as [97]: 

𝒪𝑛 = [𝐻𝑡
𝑇 (𝐻𝑡𝐹)

𝑇 … (𝐻𝑡𝐹
𝑛−1)𝑇]𝑇 

( 4.19) 

where 𝐹 = 𝐼 based on the motion model (3.3). The system is observable since 𝑟𝑎𝑛𝑘(𝒪𝑛) = 𝑛. 

For the mentioned dynamic system, KCF has the following distributed estimation algorithm.  

{
 
 
 
 

 
 
 
 𝑋෠𝑘

𝑠𝑖 = 𝑋̅𝑘
𝑠𝑖 + 𝐾𝑘

𝑠𝑖(𝑍𝑘
𝑠𝑖 −𝐻𝑠𝑖𝑋̅𝑘

𝑠𝑖) + 𝐶𝑖 ∑(𝑋̅𝑘
𝑠𝑗
− 𝑋̅𝑘

𝑠𝑖)

𝑗∈𝑁𝑖

𝐾𝑘
𝑠𝑖 = 𝑃𝑘

𝑠𝑖𝐻𝑠𝑖
𝑇
(𝑅𝑘

𝑠𝑖 +𝐻𝑠𝑖𝑃𝑘
𝑠𝑖𝐻𝑠𝑖

𝑇
)
−1

𝑀𝑖 = 𝐹𝑃𝑘
𝑠𝑖𝐹𝑇 + 𝐾𝑘

𝑠𝑖𝑅𝑘
𝑠𝑖𝐾𝑘

𝑠𝑖𝑇

𝑃𝑘
𝑠𝑖+ = 𝐹𝑀𝑖𝐹𝑇 + 𝐺𝑘𝑄𝑘𝐺𝑘

𝑇

𝑋̅𝑘
𝑠𝑖+ = 𝐹𝑋෠𝑘

𝑠𝑖

 

( 4.20) 
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Algorithm 4.3: Cooperative PL algorithm of the ego vehicle 

// Input:      Information Packages 𝒎𝒌
𝒔𝒊 = {𝒖𝒌

𝒔𝒊, 𝑼𝒌
𝒔𝒊, 𝑹𝒌

𝒔𝒊} from all neighboring 

sensor nodes 𝑵𝟎, and their correspondence matrix 𝑪𝒌 with the ego vehicle. 

// Output:   Cohesive estimation 𝑿̂𝒌
𝟎, estimated by the ego vehicle. 

Receive the broadcast information by sensor nodes 𝒎𝒌
𝒔𝒊 = {𝒖𝒌

𝒔𝒊, 𝑼𝒌
𝒔𝒊, 𝑹𝒌

𝒔𝒊}. 

// Update the state of the filter: 

𝑷𝒌
𝟎 = 𝑭𝑴𝟎𝑭𝑻 +𝑮𝒌𝑸𝒌𝑮𝒌

𝑻 

𝑿̅𝒌
𝟎 = 𝑭𝑿̂𝒌

𝟎 + 𝑮𝒌𝒖𝒌 

// Fuse information matrices and vectors: 

𝒚𝒌
𝟎 = ∑ 𝒖𝒌

𝒔𝒊
𝒊∈𝑵𝟎  , 𝑺𝒌

𝟎 = ∑ 𝑼𝒌
𝒔𝒊

𝒊∈𝑵𝟎  

// Compute the cooperative state estimate: 

𝑿̂𝒌
𝟎 = 𝑿̅𝒌

𝟎 +𝑴𝟎(𝒚𝒌
𝟎 − 𝑺𝒌

𝟎𝑿̅𝒌
𝟎) + 𝜸𝑷𝒌

𝟎 ∑(𝑿̅𝒌
𝒔𝒊 − 𝑿̅𝒌

𝟎)

𝒊∈𝑵𝟎

 

𝑴𝟎 = ((𝑷𝒌
𝟎)
−𝟏
+ 𝒚𝒌

𝟎)
−𝟏

 

𝜸 = 𝝐 (‖𝑷𝒌
𝟎‖ + 𝟏)⁄ , ‖𝑷𝒌

𝟎‖ = 𝒕𝒓 ((𝑷𝒌
𝟎)
𝑻
𝑷𝒌
𝟎)
−𝟏

 

return 𝑿̂𝒌
𝟎 

Algorithm 4.3. shows the cooperative PL algorithm. The exchanged data includes 𝑚𝑘
𝑠𝑖 where 𝑖 ∈ 𝑁0 

are the neighboring nodes of the ego vehicle, referred to as the subscript 0. 

In the algorithm, 𝜖 is a small constant that is set to be equal to the sampling time, based on the stability 

conditions, described in the next section. 

4.4.1.1 Stability Analysis 

KCF described in eq. (4.20) can be implemented on the system with the model and measurements of 

noise covariance of 𝑄𝑘 = 𝔼[𝜔𝑘, 𝜔𝑘
𝑇] and 𝑅𝑘

𝑠𝑖 = 𝔼 [𝑣𝑘
𝑠𝑖, 𝑣𝑘

𝑠𝑖𝑇]. It is assumed that the model and 

measurement noises, described in the previous section, are uncorrelated and have zero means. 

Based on the theorem proved in [98], the error dynamics of KCF (4.20) are globally asymptotically 

stable under the following sufficient conditions. 
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The main assumption for the approximation of KCF is considering the consensus gain to be of the 

order of 𝜖. Therefore: 

 𝐶𝑖 = 𝑂(𝜖) ( 4.21) 

where 𝜖 is a small positive constant which is chosen to of the order of the time step of the process 

model. This assumption was the reason that any 𝐶𝑖 factors were eliminated from 𝑀𝑖 in (4.20). In fact, 

all 𝐶𝑖 factors was set to zero in 𝑀𝑖, resulting in a scalable covariance propagation.  

The chosen consensus gain 𝐶𝑖 to satisfy (4.20) has the following form: 

 𝐶𝑖 = γ𝐴𝑘
𝑖 𝐵𝑘

𝑖  ( 4.22) 

where γ consequently is positive and sufficiently small and 

𝐴𝑘
𝑖 = 𝐼 − 𝐾𝑘

𝑠𝑖𝐻𝑠𝑖  ( 4.23) 

𝐵𝑘
𝑖 = 𝐹𝑀𝑖𝐹𝑇 + 𝐺𝑘𝑄𝑘𝐺𝑘

𝑇 + 𝑃𝑘
𝑠𝑖𝑈𝑘

𝑠𝑖𝑃𝑘
𝑠𝑖 ( 4.24) 

Assuming the information matrix 𝑈𝑘
𝑠𝑖 = (𝐻𝑠𝑖)

𝑇
𝑅𝑘
𝑠𝑖−1𝐻𝑠𝑖 to be positive definite for all time step 𝑘, 

(4.21) implies that the error dynamics of the filter of (4.20) is globally asymptotically stable with a 

Lyaounov function 𝑉(𝜂) = 𝜂𝑇𝑀−1𝜂 where 𝜂 is the estimation error. 

To guarantee that the cooperative PL system in this work is globally asymptotically stable, the 

mentioned sufficient conditions are examined as follows: 

In the cooperative PL,  𝑅𝑘
𝑠𝑖 is supposed to have a quadratic relationship with distance, as mentioned 

before in equation (3.16). Furthermore, all the measurements are independent and uncorrelated. 

Therefore, 𝑅𝑘
𝑠𝑖 is positive definite. Given 𝐻𝑠𝑖 in (4.12) and (4.14), the information matrix 𝑈𝑘

𝑠𝑖 is positive 

definite for any sensor node 𝑖 at all time steps. 

The other condition is 𝐴𝑘
𝑖  and 𝐵𝑘

𝑖  in (4.22). Both can be easily formed by having 𝐻𝑠𝑖, 𝐾𝑘
𝑠𝑖 and 𝑈𝑘

𝑠𝑖 

well defined, as mentioned in equations (4.23, 24). 

The last sufficient condition is regarding γ. For the cooperative PL system, γ is supposed to be 

smaller than an upper bound γ∗ with the following definition: 
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 γ∗ = (
𝜆𝑚𝑖𝑛(𝛬𝑘)

𝜆𝑚𝑖𝑛(𝐹෠
𝑇𝐿෠𝐵𝑘𝐿෠𝐹෠)

)

1

2
 ( 4.25) 

where  𝛬𝑘 = 𝑑𝑖𝑎𝑔(𝛬𝑘
1 , … , 𝛬𝑘

𝑖 ), 𝛬𝑘
𝑖 = 𝑀𝑖−1 (𝑀𝑖−1 + 𝐹𝑇(𝐺𝑘𝑄𝑘𝐺𝑘

𝑇 + 𝑃𝑘
𝑠𝑖𝑈𝑘

𝑠𝑖𝑃𝑘
𝑠𝑖)

−1
𝐹)

−1
. 

Furthermore, 𝐵𝑘 = 𝑑𝑖𝑎𝑔(𝐵𝑘
1, … , 𝐵𝑘

𝑖 ), 𝐹෠ = 𝐼𝑚⨂𝐹, 𝐿෠ = 𝐼𝑚⨂𝐿 where 𝐼𝑚 is an identity matrix, ⨂ 

represents the Kronecker product, and 𝐿 is the graph Laplacian of the (sensor) network. 

The parameter γ is set as γ < γ∗ to guarantee the stability of the consensus in the cooperative system 

of this work. 

 Simulation results 

In this section, the results of implementing infrastructure-based camera data in vehicle PL is presented. 

The ISN node provides the PL for the vehicle performing different maneuvers. The next section will 

provide examples of implementing the ISN in addition to the vehicle-based sensors. Similar to the 

previous chapter, the results are based on the estimation error which is the difference between the 

estimated value and the ground truth. 

4.5.1 Constant velocity motion 

Figure 4.4 illustrates the configuration of the ISN node and two vehicles moving with constant 

velocities. The ISN node (s2) is placed at a known position in the global coordinate. In this scenario, 

The ISN module includes Lidar and camera sensors which are mounted at 10 m height from the ground 

level. Another measurement is obtained by the onboard sensor (s1) which is moving with the ego 

vehicle (the red one). 

 

Figure 4.4: Constant velocity scenario 
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The Gaussian noise is added to both measurements. The variance is assumed to have a quadratic 

relationship with the distance between the objects and the sensors, as mentioned in equation (3.16). The 

initial error covariance is assumed to be 𝑃0 = 𝐼. 

Measurements include the x and y positions of the vehicles. Therefore, the measurement noises can 

be found by calculating the difference between the position measurement values and the ground truth. 

Figure 4.5. shows the norm of measurement noises for both vehicles, as solid red and blue lines. 

Furthermore, the considered measurement of covariance 𝑅𝑘
𝑠𝑖 are also illustrated as dashed red and blue 

lines. 

 

Figure 4.5: Noise and measurement covariance illustration 
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Using the cooperative PL system, described in Section 4.4, the fusion of the ISN data with onboard 

data can be carried out. Figure 4.5. the figure also shows the estimation error for different cases of using 

each sensor individually and also using them together. It is needed to mention that the estimation error 

is the difference between the estimated position of the vehicle and ground truth data of its location 

before adding any noise. 

By fusing infrastructure data with onboard sensor measurement, the overall accuracy of the 

estimation has been improved. When the ego vehicle, the red vehicle, was at a far distance from the 

infrastructure-based camera, the estimated value is as in the case of using an onboard sensor alone. 

However, when the vehicle comes into the field of infrastructure sensors, the estimation error decreases. 

As it moves away from the ISN node, the estimation error goes up. 

4.5.2 Cooperative PL Using One Sensor Node 

In this configuration, one sensor node is used in addition to the onboard sensor. The configuration of 

the sensors can be seen in Figure 4.6. The onboard sensors including GPS and a camera are mounted 

on the ego vehicle (Vehicle 1 in the figure). There is also an ISN node mounted at a known location to 

provide the position of both the ego and the other vehicles. The initial locations of the vehicles are 

respectively at [-16 -3.7] and [-25 3.2] m. The ego vehicle is moving at a constant velocity of 20 m/s 

while the other one is moving faster at 50 m/s. 

 

Figure 4.6: Sensor Configuration in the third scenario, simulated in MATLAB 

S2 (Fixed Sensor) S1 (Onboard Sensor) 

mounted on vehicle 1 

Vehicle 2 
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Figure 4.7: Estimation error for localizing the ego vehicle 

Implementing the KCF for this scenario, the estimation error for the position of the ego vehicle, using 

both sets of sensors including s1 and s2 is illustrated in Figure 4.7 and compared with using each sensor 

individually. 

The overall error statistics of the ego vehicle localization using different sensor nodes can be seen in 

Figure 4.8. Based on the results, the mean estimation error is acceptable in all cases. However, fusing 

both sensor nodes decreases the deviation of the estimation. 

 

Figure 4.8: Estimation error statistics using different sensor nodes 
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Another important point to mention is that when the vehicle is close to the ISN node, it is more 

accurate. When the vehicle is far from the ISN node, the fusion algorithm relies more on the onboard 

sensor node which is more accurate at that time. Fusing both sensors' data, the overall estimation error 

is shown to be decreased.  

The onboard sensor (GPS) has an almost uniform noise level performance during the maneuver, 

leading to a constant estimation performance (red line). On the other hand, a fixed sensor (s2) has a 

noise level that is dependent on the distance. This is the reason that at the beginning and also at the end 

of the maneuver where the distance of the object is relatively larger, the estimation in the case of using 

only the fixed sensor (blue line) lacks in performance. Incorporating both sets of sensor data in the KCF 

algorithm shows overall better performance, compared with using only one of them. Generally 

speaking, when the measurements of sensor 2 (fixed sensor) have lower noise levels than sensor 1’s 

(onboard sensor), the localization algorithm weighs the sensor 2 data more, as can be seen in the x-

position of 20 m. In far distances, where the fixed sensor lacks accuracy, the algorithm relies on the 

onboard sensor, like GPS, more. 

A similar trend can be seen in localizing other vehicles. Figure 4.9 shows that using the fixed sensor 

in addition to the onboard sensors results in a better overall performance.  

 

Figure 4.9. Estimation error of the other vehicle’s position 
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Figure 4.10: Sensor locations in the second scenario, simulated in MATLAB 

4.5.3 Cooperative PL Using Two Sensor Nodes 

In this scenario, two ISN data are fused with onboard sensor data. Two similar sensors are located at 

different, but known locations, as illustrated in Figure 4.10. the distance between the sensor nodes is 

about 40 m. The vehicle starts moving from [-16 -3.7] m with a constant velocity of 30 m/s. The main 

goal of the configuration is to have a balance localization performance everywhere on the line because 

as the distance of the object from the sensor gets larger, the accuracy of the position estimation 

decreases. However, with such a configuration, the mentioned undesirable effect is avoided. 

Figure 4.11 illustrates the result of the above scenario. The results satisfy the goal of having a balance 

localization performance during the motion, despite the distance-dependent accuracy of implemented 

sensors. 

 

Figure 4.11: Estimation error of using two fixed sensors 
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Sensor 1 (shown as the red line) has a better accuracy at first since the vehicle is close to the sensor 

while sensor 2 lacks performance (the blue line) as a result of the far distance from the sensor. However, 

the implemented algorithm shows a better overall performance thanks to the covariance scaling method. 

4.5.4 Constant Acceleration maneuver 

In this scenario, the vehicles start moving at different velocities and perform content acceleration 

maneuvers. The initial locations of the vehicles are respectively [-16 -3.7] and [-25 3.2] m. The ego 

vehicle is stationary and then starts accelerating at a rate of 10 𝑚 𝑠2⁄  . The initial velocity of the other 

vehicle is 40 m/s and decelerates at the rate of 10 𝑚 𝑠2⁄ . Figure 4.12 shows the longitudinal position of 

the vehicles in the global coordination. 

 

Figure 4.12: Longitudinal position of the vehicles in the constant acceleration scenario 
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Figure 4.13: The relative distances of the vehicles in sensor coordinates 

As mentioned before, the model takes the relative distance of the objects into account since the 

accuracy of sensors is dependent on the distance. The relative distances of each vehicle in sensor 

coordinates are illustrated in Figure 4.13. 

Figure 4.14 illustrates the estimation error of positioning the vehicle using both sensors together or 

individually. The results show that based on the distance of the object from the sensor, the PL error of 

each sensor varies. However, using both sensor data, the overall estimation error of the proposed 

method is relatively smaller, even in harsh accelerating/decelerating maneuvers. 

 

Figure 4.14: Estimation results of the vehicles 
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This is true even for fusing distance-dependent sensor data with another source of data with a 

relatively constant noise level like GPS. Estimation errors in the case of using only GPS data (red line) 

are approximately constant over the maneuvers. Fusing infrastructure data with GPS data can improve 

the overall performance in terms of PL accuracy. 

4.5.5 Data Correspondence Simulation Results 

In this section, the simulation results of implementing point set matching algorithms for the purpose of 

data correspondence are provided. The estimated detected objects by the ISN and the AV have different 

IDs. Point set matching algorithms are used to find the correspondence between the detected objects in 

different coordinates of the ISN and the AV. 

For this purpose, the estimated position of 5 objects including the ego vehicle is supposed to be given 

at a specific time, as can be seen in Figure 4.15. The ego vehicle is represented by a dashed circle, while 

other objects are shown with solid circles. 

The IDs of the objects are different in each coordinate. However, it can be seen that the 

correspondence between the ID can be found by detecting the relative geometry of the points with each 

other. Table 4.1 shows the true correspondence between the IDs of the objects in the ISN’s (sensor 2) 

and the AV’s (sensor 1) coordinates. 

 

Figure 4.15: Estimated position of the objects including the ego vehicle in different coordinates 
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The ID of 1 in sensor 1 (AV’s coordinates) corresponds to the AV itself. In the ISN’s (sensor 2) 

coordinates, the AV is assigned with the ID of 3. The goal is to apply the point set matching algorithm 

provided in Algorithms 4.1 and 4.2 to find the correspondence between the IDs of the objects in onboard 

and global coordinates. 

Figure 4.16 illustrates the estimated position of objects in the coordinates of sensors 1 and 2. It can 

be seen that there is a registration between sensors 1 and 2. 

 

Figure 4.16: Estimated position of objects in coordinates of sensor 2 (ISN) and sensor 1 (ego vehicle) 
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Figure 4.17: Sensor registration by using the ICP algorithm 

Figure 4.17 depicts the estimation error of sensor registration by using the ICP algorithm. It shows 

that after only 6 iterations the sensor registration becomes zero, meaning that both sensors are aligned 

with each other after 6 iterations. Consequently, the correspondence between all the objects in two 

sensor coordinates is found. 

Figure 4.18 shows the position of the objects after applying the ICP after 6 iterations. It can be seen 

that the sensor registration is successfully achieved. All the objects are estimated at the same position 

in the ISN’s and the AV’s coordinates. Consequently, the correspondence between the objects can 

easily be achieved. 

 

Figure 4.18: Estimated position of objects in different coordinates after convergence 
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Figure 4.19: Example of the local minimum issue 

Figure 4.19 shows one example in which the local minimum issue causes an error in the sensor 

registration. The square and the triangle represent the origin of the calculated sensor translation which 

are at the same location. It means that the ICP algorithm converges, however, the sensor registration is 

not correct. 

Figure 4.20 shows the estimated heading angle of the AV in the scenario in which the local minimum 

issue occurred. The ICP algorithm estimated the heading angle of 26 degrees, while the ground truth is 

-47.257 degrees. 

 

Figure 4.20: Estimated heading angle in a “local minimum issue” case 
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Figure 4.21: Statistic results of the local min. issue for two point set matching algorithms 

As mentioned before in Chapter 2, the main issue of the ICP is that its performance is very sensitive 

to the initial guess. Therefore, it can converge to different local minimums with different initial guesses. 

This is referred to as the local minimum issue. That was the main motivation to present and implement 

the CPD approach in Algorithm 4.2. 

Figure 4.21 illustrates the case in which the ICP and CPD suffer from the local minimum issue. Both 

algorithms start from the initial guess of 𝑟0
𝑀𝑁 = 𝐼 and 𝑡0

𝑀𝑁 = [0 0]𝑇 for the rotation and translation 

matrices, respectively. 

CPD shows significantly better performance to address the local minimum issue in only 15% of 

cases, while the ICP suffers from the local minimum issue in 40% of the simulation cases. However, a 

15% chance of a mistake in the correspondence of the objects is not negligible for the cooperative PL 

application. 

Therefore, another assumption can be taken into account in the initial guess to improve the 

performance of the CPD algorithm. The assumption is to use the estimated rotation and translation 

matrices at the previous time step as the initial guess of the algorithm at the current time step. 
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Figure 4.22: Estimated heading angle of the AV using the improved CPD algorithm 

By considering this assumption, 

𝑟𝑘,0
𝑀𝑁 = 𝑟Ƹ(𝜓𝑘−1

0 ) 

𝑡𝑘,0
𝑀𝑁 = 𝑡𝑘−1

𝑀𝑁  

( 4.27) 

Using this assumption, there is no local minimum issue reported in any time step of the simulated 

scenario. Besides, the estimated heading angle of the AV is successfully estimated, as can be seen in 

Figure 4.22. 

 Summary 

This chapter serves as a contribution to the field of autonomous driving by presenting a framework for 

cooperative PL that addresses the issue of occlusion, which is commonly encountered in urban driving 

scenarios. Specifically, this work proposes a solution that fuses infrastructure-based sensor node data 

with onboard sensor data, thus improving the overall perception and localization of the autonomous 

vehicle. 

In this chapter, the framework of the cooperative PL, its components, and the implementation results 

were presented. In the cooperative PL, the AV received the broadcast information package from the 
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sensor nodes. The received package included the estimated positions of the objects in the world 

coordinates. 

The AV also had the estimated position of the objects in its own coordinates. The IDs of the objects 

were different in the AV’s system and the received package. Therefore, the data correspondence 

algorithm was developed in Section 4.2 to find the correspondence between the AV’s estimations and 

the sensor nodes’ estimations. 

After the correspondence was achieved, a data fusion algorithm could be performed. KCF was 

described and used as a data fusion algorithm to incorporate the infrastructure data into the localization 

of autonomous vehicles. The measurements of sensors were fused through KCF. This method requires 

less computation to provide the estimation, compared to the optimization-based methods. This is more 

crucial for the infrastructure-aided PL in which communication issues like delay exacerbate the real-

time computation problem. Finally, the observability analysis and the stability criterion for the stable 

error dynamics of KCF were provided. 

This chapter also presented the result of simulating different maneuvers in MATLAB/Simulink. The 

main purpose of implementing a fixed sensor in addition to onboard sensors in order to improve the 

overall localization performance was achieved, as the results showed. Despite the distance-dependent 

accuracy of cameras and Lidar, the KCF incorporated the sensor data in a way that the estimation relied 

more on the sensor which had a less noise level at that time.  
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Chapter 5 

Experimental Studies 

 Introduction 

Evaluating the algorithm’s performance based on real scenarios is another goal of this thesis. Using the 

experimental data provide insights into the strength and also limitations of the algorithm. This chapter 

provides the experimental results for implementing the developed algorithm on real data in real 

scenarios. 

The ISN units include two cameras and a Lidar with the same FOV of the two cameras, a computing 

module, and a modem. The node was mounted on a scissor lift, as can be seen in Figure 5.1. The ISN 

was then lifted to 10 m to provide an almost bird’s-eye view. 

Lidar used for the experimental data is a 32-beam RS-Helios 1615 which offers a 31° vertical FoV 

and uniform 1° vertical resolution. It also has 360° horizontal FoV with a 0.2° horizontal resolution. 

Furthermore, The Basler daA1920-160uc is used for both cameras which has 0.05° (1920 pixels) and 

0.03° (1200 pixels) horizontal and vertical resolution, respectively. Besides, their FoVs are [90, 76]°. 

 

Figure 5.1: ISN, including two cameras and a Lidar, mounted on a scissor lift 
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Figure 5.2: WATonoBus, an autonomous shuttle bus with Vehicle to Infrastructure (V2I) connectivity 

The autonomous shuttle (WATonoBus) bus can receive the information broadcast by the sensor 

node. the sensor node is depicted by the red circle in Figure 5.2 WATonoBus is equipped with V2I 

connectivity so it can receive the information and fuse it with the onboard sensor data. This experiment 

will evaluate the performance of the approach in improving the safety of the AV in urban intersections. 

WATonoBus along with another vehicle and a pedestrian performed an intersection scenario as can be 

seen in Figure 5.3. 

 

Figure 5.3: Intersection scenario with WATonoBus, another vehicle, and a pedestrian 
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Figure 5.4: Covered area by the ISN’s cameras and Lidar 

Figure 5.4 shows the covered area by the ISN. The mounted ISN can cover about 40m along the road 

with a minimum of 10 m across. Figure 5.5 illustrates the image frames of the cameras before and after 

the image stitching. It is worthwhile to mention that the image frames shown in Figure 5.5 are cropped 

and they are not the whole frame of the cameras.  

  

(a) Before image snitching (b) After image snitching 

Figure 5.5: Image frames of the ISN’s cameras 
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 Experimental Results 

The scenario of interest in this section simulates the urban intersection situation where the AV is 

surrounded by other dynamic objects including other vehicles and pedestrians. In these situations, the 

AV has a limited FOV since its onboard sensors are exposed to occlusion. 

Figure 5.6 illustrates the estimated trajectories of all dynamic objects by the ISN. The objects include 

WATonoBus, a pedestrian, and a vehicle which are respectively, referred to as objects 1 to 3. In this 

scenario, the dynamic objects are all in the ISN’s FOV which is located at the origin. The measurement 

is recorded in 10 𝐻𝑧, therefore, the time step is considered 100 𝑚𝑠. 

As can be seen in Figure 5.6, WATonoBus, represented in blue, starts from the initial position of 

[4.4, 20.5] m which is a relatively far distance from the ISN (located at [0, 0]), and then keeps getting 

closer to it. Another vehicle, shown in red, moves from the other side of the ISN starting from the initial 

position of [9.2,−14.1] m. 

 

 

Figure 5.6: Estimated trajectories of dynamic objects by the ISN 

WATonoBus

Pedestrian

Other vehicle
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At first, the pedestrian is located at position [3, 2.8] m and stays there with little movement. Both 

vehicles then stop for the pedestrian to cross in front of them. 

Figure 5.7 shows the estimated position of the pedestrian and the other vehicle by WATonoBus. 

WATonoBus estimated the position of the objects in its own coordinate. For the sake of visualization, 

the x and y-axis of the ISN’s and WATonoBus’ coordinates are assumed to be the same for the 

estimated positions to be consistent for the diagrams. 

 

After the estimation of the dynamic objects by the ISN, it broadcasts the estimated positions of the 

objects. WATonoBus then receives the estimation information broadcast by the ISN. Both ISN and 

WATonoBus estimated the positions of dynamic objects in their own coordinates. Therefore, 

WATonoBus ran the correspondence algorithm to identify its estimated position among other ones in 

the received information by using Algorithm 4.2. When the estimated position of WATonoBus is found, 

other objects’ estimated positions can be calculated in the onboard coordinates. All estimated values 

either by the ISN or by WATonoBus are in onboard coordinates and ready for the next step which is 

 

Figure 5.7: Estimated trajectories of dynamic objects by WATonoBus 

Pedestrian

Other vehicle
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fusing them in the cooperative PL by using Algorithm 4.3. WATonoBus then performs the cooperative 

PL using its onboard estimation and the ISN’s. The cooperative PL is carried out through the proposed 

algorithm in Chapter 4. The reliability of each node (ISNs or WATonoBus) is taken into account based 

on the scaled measurement covariance method which is considered dependent on the distance of each 

object from the nodes. 

Figure 5.8 depicts the estimated trajectory of the pedestrian (object 2) using the ISN, WATonoBus, 

and the fusion of both nodes. The estimation results of WATonoBus, represented by red squares, are 

not reliable at first when the pedestrian is not moving. This is because, during the first time steps, 

WATonoBus is located around  [4.4, 20.5] which is far from the pedestrian which is located around 

[3, 2.8] m. 

 

(a) Estimated trajectory 

  

(b) Estimated X position (c) Estimated Y position 

Figure 5.8: Estimated position of object 2 by the ISN and WATonoBus 
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However, the pedestrian, located at [3, 2.8], is near the ISN in the XY plane and therefore the ISN’s 

estimation is more accurate and consequently more reliable. That is why the fusion results (black line) 

rely more on the ISN estimation at the first thirty time steps. 

Figure 5.9 shows the estimated trajectory of the other vehicle by the ISN, WATonoBus, and the 

fusion of both nodes. Similarly, the red squares illustrate the estimated position of the other vehicle 

(object 3) by the onboard sensor of WATonoBus. 

 

(a) Estimated trajectory 

  

(b) Estimated X position (c) Estimated Y position 

Figure 5.9: Estimated position of the other vehicle by the ISN and WATonoBus 
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The other vehicle and WATonoBus start from a distance of almost 40 m from each other. Since the 

distance between the other vehicle from WATonoBus is even longer than with the pedestrian, the 

accuracy of the onboard estimation in the first half of the scenario (the first 35 time steps) is not 

acceptable. 

Using distance-dependent measurement covariance for the cooperative PL, the fusion estimation puts 

more weight on the closer node to the object. As the other vehicle and WATonoBus get closer to each 

other, the measurement covariance of the onboard node (WATonoBus) decreases, and consequently, 

its weight in the consensus increases. 

However, starting from the 60th time step, the WATonoBus estimation deviates from the ISN’s 

estimation, as can be seen in Figure 5.10. This is because the pedestrian crosses in front of WATonoBus 

at that moment, obstructing the onboard sensor. As a result, the other vehicle cannot be detected by 

WATonoBus and there is no estimation regarding the other vehicle in the onboard system. In other 

words, WATonoBus could not see the other vehicle for a few time steps due to occlusion. This happens 

frequently in applications for urban driving, particularly at intersections when certain dynamic objects 

occlude other objects from AVs’ onboard sensors. 

  

(a) Estimated X position (b) Estimated Y position 

Figure 5.10: Estimated position of the other vehicle during occlusion 

 

Occlusion Occlusion 
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This issue can be dealt with in the proposed method in Section 4.4. by tuning the measurement 

covariance corresponding to the missing objects. To elaborate, when WATonoBus receives the position 

information of the objects, it performs the data association algorithm to correspond the estimated 

position by the ISN with the estimated positions of the objects by itself. In cases where the objects 

detected by the ISN are more than the detected objects by WATonoBus, imaginary measurements with 

large measurement covariance are considered in onboard coordinates (WATonoBus) to represent the 

occluded objects. 

The measurement covariance of the other vehicle can be seen in Figure 5.11. The measurement 

covariance of the ISN is smaller since object  3 is always closer to the ISN than to WATonoBus. During 

the occlusion, a large number is assigned to the measurement covariance of the other vehicle by 

WATonoBus. After WATonoBus detects the other vehicle, the other vehicle is not missing in the 

estimation result by the onboard system. Thus, the covariance measurement follows the standard 

procedure which is dependent on the distance of the object from the node. 

 

 

(a) Before occlusion (b) Including Occlusion 

Figure 5.11: Measurement covariance regarding the other vehicle 

 

 

 

Occlusion 
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As a result, the cooperative PL algorithm can be still applied to fuse the ISN and onboard estimations. 

Since a very large number is considered as the measurement covariance of the undetected object, the 

fusion result will not rely on the node that does not detect an object due to occlusion and is almost 

entirely dependent on more reliable nodes. 

Therefore, the developed cooperative method using the ISN allows the WATonoBus to overcome 

occlusion in the urban intersection. In other words, using the proposed algorithm, it has a full position 

awareness of its surroundings, including any occluded objects that cannot be detected by its onboard 

sensors due to occlusion. 

 Summary 

In this chapter, the experimental setup and real-time implementation of the developed algorithm were 

presented. The chapter utilized WATonoBus and an infrastructure-based sensor node mounted on a 

scissor lift to simulate an intersection scenario. The performance of the developed approach in real-

time implementation was evaluated using the real data obtained from these two sensor nodes. 

The chapter highlights the issue of occlusion in autonomous driving, which can cause dangerous 

situations and even collisions when objects are occluded from the onboard sensors. To address this 

issue, the proposed approach incorporates another source of information that does not suffer from 

occlusion, which is the position information of the occluded vehicles provided by the infrastructure-

based sensor node. By fusing this information with onboard sensor data, the proposed approach enables 

the autonomous vehicle to be aware of occluded objects and improves overall perception and 

localization performance. The results of the experiments demonstrate the effectiveness of the proposed 

approach in real-world scenarios.  
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Chapter 6 

Conclusions and Future Work 

 Conclusions 

This thesis provided a deeper insight into the application of ISN nodes in cooperative PL for 

autonomous driving. Cooperative PL can be used in improving added safety to autonomous vehicles in 

complex urban driving such as intersections and also in autonomous fleet operations. In the former 

application, ISN data is cooperatively incorporated into the vehicle-based PL. This can improve the 

accuracy and reliability of the PL system, particularly in urban intersections where occlusion is 

common. On the other hand, in the latter application, the fleet vehicles are directly controlled via global 

PL and control systems. 

Needless to say that the proposed framework can also be used for fusing any distance-dependent 

sensor data with onboard sensor data with a relatively constant noise level. Fusing the broadcast 

information by the ISNs with onboard sensor data can improve the overall localization performance 

and provide safer autonomy in complex urban driving environments such as intersections as well as for 

autonomous fleet operations 

The motion compensation module was successfully used to estimate the sensor node’s position and 

orientation in the presence of external disturbances such as wind. Although camera/Lidar-based pose 

estimation could estimate the position and orientation of the sensor node, its performance, especially in 

the x and y positions could be improved. The simulation results showed that the maximum estimation 

error of 8 cm. Furthermore, the approach was capable to estimate the orientation of the sensor node 

with negligible error. The reason was that the small level of deviation in the orientation could cause a 

large deviation in the position deviation due to the height of the sensor node. 

Incorporating the dynamic motion of the light post into the motion compensation module 

successfully improved the performance of the pose estimation. Since an unknown external disturbance 

was inserted by the wind, an unknown input observer was implemented to estimate the position and 

orientation of the sensor node. The observer matrices were designed to make the state estimation error 

approaches zero asymptotically, regardless of the unknown input. It was shown that using the motion 

model of the light post by applying the unknown input observer was capable to improve the pose 

estimation. The simulation results showed a negligible estimation error. 
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The distance-dependent nature of the infrastructure-based sensors was addressed by the measurement 

covariance scaling approach. In this method, the measurement covariance was considered a quadratic 

function of the distance of the object from the sensor node. This assumption was consistent with the 

dependency of the density of pixels and point clouds to distance, mentioned in the literature and also 

shown by simulations. Applying this method, the cooperative PL algorithm could rely more on the 

sensor node that provides more accurate estimations at each time step. 

The developed data correspondence method could link the estimations of the ISNs and AVs. The 

data association was formulated as a point set matching problem in which the estimated position objects 

were considered as point sets. The performance of the typical point set matching algorithm was very 

sensitive to the initial guess, which was undesirable. Therefore, the rigid registration was used as the 

point set matching algorithm. The results showed that the correspondence between the objects in ISNs’ 

coordinates and the ego vehicle’s coordinates could be found successfully. 

Applying the proposed cooperative on experimental data showed that fusing ISN data with onboard 

sensor data could improve the reliability of the Pl algorithm in occluded situations. The results showed 

that due to occlusion, the WATonoBus failed to detect all dynamic objects in some time steps. ISN, 

however, was able to detect and estimate the positions of all the objects and broadcast the position 

information of all objects including the occluded objects to the WATonoBus so it could use it to cover 

its limited FoV. Thanks to the cooperative PL method, the WATonoBus could have a position 

awareness of their surrounding regardless of the occlusion limitation in urban intersections. 

 Future Work 

The work done in this thesis can be further extended in the following directions: 

• Improving the sensor uncertainty model and covariance estimation 

Implementing a linear correlation between the measurement covariance and the distance showed that 

the concept of taking the uncertainty model into account can be used to have a balanced localization 

performance. Thus far, only the distance was used to adjust the sensor covariance. Other factors such 

as lighting and weather conditions also impact the sensor accuracy. Figure 6.1 illustrates two virtual 

images from the same scene but in different weather and lighting conditions. As seen in the figures, the 

accuracy of PL using each of the images will be different. This especially when the ISN data are fused 

with the vehicle onboard sensor data become more important as any fusion method relies on the data 
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reliability information. Utilizing a feature-based model that can predict the sensor uncertainty is 

considered one of the future tasks. 

  

(a) Rainy weather (b) Different light condition 

Figure 6.1: Images captured by the simulated camera in (a) rainy weather and (b) a different light condition 

• Improving the fusion method 

As mentioned before, the main goal of this thesis is to improve PL performance by using ISNs. Fusing 

infrastructure data with onboard data was done in the context of the Klaman-consensus filter. However, 

it can be extended to other techniques. To elaborate, the correlation between different sensor nodes can 

be taken into account, while this correlation is difficult to determine in general distributed networks 

[13] resulting in non-optimal local. Another approach can be using an inverse covariance filter, as 

proposed in the information consensus filter (ICF) [96]. This method works with the effect of the 

correlation instead of solving the correlation problem between the local estimates, and sensor nodes. 

Other techniques like Covariance Intersection (CI) can deal with this problem by considering bounding 

limits for the cross-covariance. 

Another approach is to use factor graphs as a fusion algorithm instead of KCF. Factor graphs can 

model complex systems with nonlinearities and uncertainties. They provide a flexible and intuitive 

framework for modeling a wide range of sensor measurements and vehicle dynamics. They also allow 

for the fusion of heterogeneous sensor data and can handle missing or noisy data more robustly. 

Any AV that receives the broadcast information from the ISN node, uses the data association 

algorithm to find its related position to fuse it with the onboard sensor data. Therefore, the input of the 

data association algorithm will be the broadcast information by the ISN data. The output of the 
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algorithm is the assigned data for each object including the ego vehicle. The assigned data will be the 

input of the fusion algorithm.
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