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Abstract

We prove several square-divisibility results about the discriminant of homogeneous poly-
nomials of arbitrary degree and number of variables, when certain coefficients vanish, and
give characterizations for when the discriminant is divisible by p2 for p prime.

We also prove several formulas about a certain polynomial ∆′
d, Ąrst introduced in [8],

which behaves like an average over the partial derivatives of ∆d, the discriminant of degree
d polynomials. In particular, we prove that ∆′

d is irreducible when d ≥ 5.
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Chapter 1

Introduction

A classical question in analytic number theory is, ŞGiven a multivariate polynomial with

integer coefficients, what is the probability that when evaluating the polynomial at random

integers, the resulting integer is squarefree, i.e., is not divisible by the square of a prime?Ť

The simplest case of one variable and degree one asks for the probability that a random

integer is squarefree, which is well-known to be 6/π2. The one variable degree two case

can also be solved by elementary methods. The one variable degree three case was solved

by Hooley [17]. For homogeneous polynomials of two variables, the question is known up

to degree 6 by Greaves [16]. Conditional on the abc conjecture, Granville [15] proved it in

general in the one variable case, and Poonen [25] proved it in the multivariate case, albeit

using a different ordering.

The difficulty of the squarefree counting problem lies in obtaining a good upper bound
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for a Ştail estimateŤ of the form

#
⋃

p>M

¶(a1, . . . , an) : ♣ai♣ < X, p2 ♣ F (a1, . . . , an)♢.

There are two ŞreasonsŤ for p2 to divide F (a1, . . . , an): mod p or mod p2. We say p2 ♣

F (a1, . . . , an) strongly if p2 ♣ F (b1, . . . , bn) for any bi ≡ ai (mod p). Otherwise, we say it

divides F (a1, . . . , aN) weakly. The strongly divisible case can be handled in general by

the quantitative Ekedahl sieve [3]. The weakly divisible case is the hardest step. This

has been done for many situations in recent years by Manjul Bhargava and his many

collaborators: for various invariant polynomials that arise from representations used to

count number Ąelds and Selmer group averages in [1, 2, 6, 7, 4, 5]; for the discriminant

of monic polynomials and general polynomials in [9, 10]; and for the polynomial x4
1 + x3

2

in [30]. A key step in understanding the weakly divisible case is to understand where the

ŞhiddenŤ p2 is. In this thesis, we focus on the discriminant polynomial ∆d,k of homogeneous

polynomials in k+1 variables x0, . . . , xk and degree d. Such an f has
(

k+d
d



coefficients, and

the discriminant ∆d,k is an integral irreducible polynomial in the coefficients of f of degree

(k + 1)(d − 1)k with relatively prime coefficients. Over an algebraically closed Ąeld L, the

discriminant ∆d,k(f) vanishes whenever the variety V (f) ⊆ Pk cut out by f has a singular

point over L, and in fact it is deĄned uniquely up to sign over an algebraically closed Ąeld

by this requirement along with the fact that it is integral, irreducible, and primitive. We

prove:

Theorem 1. Let f(x0, . . . , xk) ∈ Z[x0, . . . , xk] be a homogeneous polynomial of degree

d ≥ 2. Let p be a prime such that p2 ♣ ∆d,k(f) weakly. Then there exists a linear change
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of variables such that the coefficients of xd
0, xd−1

0 x1, xd−1
0 x2, . . . , xd−1

0 xk−1 are all divisible by

p2 and the coefficient of xd−1
0 xk is divisible by p.

To prove this, we consider the divisibility of ∆d,k(f) when the coefficients of xd−1
0 xi for

i = 0, . . . , k − 1 all vanish, and we prove:

Theorem 2. Let f(x0, . . . , xk) ∈ Z[a0, . . . , aN ][x0, . . . , xk], where N =
(

k+d
d



− 1, be a

generic homogeneous polynomial of degree d ≥ 2. Let ai denote the coefficient of xd−1
0 xi

for i = 0, . . . , k. Then a2
k ♣ ∆d,k(f) in the quotient ring Z[a0, . . . , aN ]/(a0, . . . , ak−1).

In the case k = 1, this is consistent with the formula

∆d,1(a1x
d−1y + · · · + adyd) = a2

1∆d−1,1(a1x
d−1 + · · · + adyd−1),

which can be obtained directly from the Sylvester matrix for the resultant.

It then follows by symmetry that:

Corollary 3. Let a0, . . . , aN denote the coefficients of a generic homogeneous polynomial

in x0, . . . , xk of degree d ≥ 2, where N =
(

k+d
d



− 1, such that ai is the coefficient of xd−1
0 xi

for i = 0, . . . , k. Then

∆d,k ≡ a0D0 (mod (a0, . . . , ak)2)

for some polynomial D0 ∈ Z[ak+1, . . . , aN ].

In the case k = 1, this is consistent with the formula

∆d,1(a0x
d + · · · + adyd) ≡ −4a0a

3
2∆d−2,1(a2x

d−2 + · · · + adyd−2) (mod (a0, a1)
2). (1.1)
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To obtain this formula, Ąrst note that by setting a0 = 0 in the Sylvester matrix for

the discriminant of f(x, y) = a0x
d + · · · + adyd, we can conclude that ∆d,1(f) = a0F +

a2
1∆d−1,1(a1x

d−1 + · · · + ad−1y
d−1) for some F ∈ Z[a0, . . . , ad], so working modulo (a0, a1)

2

is equivalent to working modulo (a2
0, a1). Equation (1.1) then follows by another Sylvester

matrix calculation by setting a1 = 0.

Let f(x0, . . . , xk) ∈ Z[x0, . . . , xk] with coefficients ai(f) for i = 0, . . . , N , where N =
(

k+d
d



− 1, d is the degree of f , and the coefficients have the same ordering as in Corollary

3. Observe now that if a0(f), . . . , ad(f) are all divisible by a prime p, then we have

∂∆d,k

∂a0

(f) ≡ D0(f) (mod p).

Hence, if we know that p ♣ D0(f), then we have p2 ♣ ∆d,k(f). As a result, we also have the

following application to the strongly divisible case.

Theorem 4. Let f(x0, . . . , xk) ∈ Z[x0, . . . , xk] be a homogeneous polynomial of degree

d ≥ 2. Let p be a prime. Denote all the coefficients of f by a0(f), . . . , aN(f), where

N =
(

k+d
d



− 1. Suppose

p ♣ ∆d,k(f), and p ♣
∂∆d,k

∂ai

(f) for all i = 0, . . . , N.

Then p2 ♣ ∆d,k(f) strongly.

We conjecture that the same behaviour happens to any polynomial.

Conjecture 5. Let F (x0, . . . , xN) ∈ Z[x0, . . . , xN ] be any polynomial. Then for sufficiently
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large primes p, depending on F , whenever a0, . . . , aN ∈ Z are such that

p ♣ F (a0, . . . , aN), and p ♣
∂F

∂ai

(a0, . . . , aN) for all i = 0, . . . , N, (1.2)

we also have p2 ♣ F (a0, . . . , aN).

It is easy to see that Conjecture 5 reduces to the case where F is a squarefree homoge-

neous polynomial. When F is a squarefree binary form in x0, x1 of degree d, we see that

∆d,1(F ) ̸= 0 and if p ∤ ∆d,1(F ), then (1.2) can only happen when d ≥ 2 and p ♣ a0(f)

and p ♣ a1(f), which imply that p2 ♣ F (a0, a1). This argument fails when there are at

least three variables because a squarefree polynomial can have vanishing discriminant. For

example the polynomial F (x0, x1, x2) = x0x
2
1 + x3

2 is squarefree (even irreducible) but has

discriminant zero.

We can give an explicit formula for D0 in the case of ternary cubic forms. We write

f(x0, x1, x2) = a0x
3
0 + x2

0(a1x1 + a2x2) + x0Q(x1, x2) + C(x1, x2),

where Q is a binary quadratic form and C is a binary cubic form. Then we have, by the

explicit formula of ∆3,2 in [7, (1)-(3)],

∆3,2(f) ≡ a0 ∆2,1(Q)3 Res(Q, C) (mod (a0, a1, a2)
2), (1.3)

where Res(Q, C) is the resultant of Q and C. In light of (1.1) and (1.3), we suspect in

5



general that if

f(x0, x1, . . . , xk) = a0x
d
0 + xd−1

0 (a1x1 + · · · + akxk) + xd−2
0 Q(x1, . . . , xk) + · · · ,

then ∆2,k−1(Q)3 ♣ D0. We can prove the weaker result that ∆2,k−1(Q) ♣ D0.

Theorem 6. Let f(x0, . . . , xk) ∈ Z[a0, . . . , aN ][x0, . . . , xk] be a generic homogeneous poly-

nomial of degree d ≥ 2, where N =
(

k+d
d



− 1, expressed as

f(x0, x1, . . . , xk) = a0x
d
0 + xd−1

0 (a1x1 + · · · + akxk) + xd−2
0 Q(x1, . . . , xk) + · · ·

where Q(x1, . . . , xk) is a quadratic form. Then, in the ring Z[a0, . . . , aN ]/(a1, . . . , ak, ∆2,k−1(Q)),

a2
0 ♣ ∆d,k(f) .

Our Ąnal results concern a certain polynomial ∆′
d(f) Ąrst deĄned in [8]. Given a

polynomial f(x) = a0x
d + · · · + ad with degree d ≥ 3 (so a0 ̸= 0) and roots r1, . . . , rd, we

deĄne

∆′
d(f) =

∑

i<j

∆d(f)

(ri − rj)2
,

where ∆d(f) denotes the usual polynomial discriminant of f(x). Since ∆′
d is a symmetric

integer polynomial in the roots r1, . . . , rd, it can be written as an integer polynomial in

the coefficients of f . In [8], this polynomial is used to generalize the notions of strong and

weak divisibility when a high power of p divides ∆d(f).

Notice that if p ♣ ∆d(f) and p ♣ ∆′
d(f), then modulo p, the polynomial f(x) either has

a triple root or two pairs of double roots, implying that p2 ♣ ∆d(f) strongly. When d = 3
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and d = 4, we have the factorizations

∆′
3 = (a2

1 − 3a0a2)
2

∆′
4 = (−a2

2 + 3a1a3 − 12a0a4)

× (−a2
1a

2
2 + 4a0a

3
2 + 3a3

1a3 − 14a0a1a2a3 + 18a2
0a

2
3 + 6a0a

2
1a4 − 16a2

0a2a4)

The polynomial ∆′
3 is the cube root of the discriminant of ∆3 as a polynomial in a3. When

∆4 = 0, the Ąrst factor of ∆′
4 corresponds to when f has a triple root, and the second

factor of ∆′
4 corresponds to when f has a pair of double roots. It is then natural to ask

whether a similar factorization exists in any degree. The answer is negative.

Theorem 7. For all d ≥ 5, ∆′
d is irreducible in C[a0, . . . , ad].

We suspect this is related to the insolubility of quintics!

We will give two proofs for the main divisibility result, Theorem 2. We note Ąrst that

when d = 2, the discriminant is given by

∆2,k(f) = (−1)k(k+1)/2 det(Af ),

where Af is the (k + 1) × (k + 1) matrix of the second partial derivatives of the quadratic

form f . Theorem 2 then follows immediately. So we may assume d ≥ 3. We will also

assume that k ≥ 2 since the case k = 1 is simply the case of binary forms and the result is

known by (1.1). We will give one proof in Chapter 2 using the theory of A-discriminants

from [13]. They are generalizations of the usual discriminant, characterizing whether V (f)

has a singular point when certain monomials do not appear in f . We use the degree formula
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of MatsuiŰTakeuchi [24] to compute the degree of the A-discriminant when the monomials

xd
0, xd−1

0 x1, . . . , xd−1
0 xk−1 do not appear, and we prove that it is exactly deg(∆d,k) − 2. A

little bit of algebraic geometry is then used to show that ∆d,k is exactly the square of the

coefficient of xd−1
0 xk multiplied by the A-discriminant, up to scaling.

We will give a second proof of Theorem 2 in Chapter 3 using a result of PoonenŰStoll

[26]. Suppose f ∈ R[x0, . . . , xk] is homogeneous of degree d where R is a discrete valuation

ring with residue Ąeld ℓ. Let H = Proj(R[x0, . . . , xk]/(f)) with special Ąbre Hℓ and singular

subscheme (Hℓ)sing. Then [26, Theorem 1.1] states that ∆d,k(f) is a uniformizer if and only

if H is regular and (Hℓ)sing consists of a non-degenerate double point in H(ℓ). (We recall

the deĄnitions of ŞregularŤ and Şnon-degenerate double pointŤ in Chapter 3.) Suppose

now that

f(x0, . . . , xk) = akxd−1
0 xk + ak+1x

d−2
0 x2

1 + · · · + aNxd
k,

as in the setting of Theorem 2. Let K = C(ak+1, . . . , aN) and R = K[[ak]] with residue

Ąeld K. We prove that H is not regular in this case, which implies that a2
k ♣ ∆d,k(f) in R,

since we already know ak ♣ ∆d,k(f).

We also prove Theorem 6 using the same method. In this case, we have

f(x0, . . . , xk) = a0x
d
0 + xd−2

0 Q(x1, . . . , xk) + · · · .

Then ∆2,k−1(Q) = 0 if and only if Q is singular, over any Ąeld of characteristic not 2. Let

K be the algebraic closure of the Ąeld of fractions of C[ak+1, . . . , aN ]/(∆2,k−1(Q)). We take

R = K[[a0]]. The special Ąbre HK has [1 : 0 : · · · : 0] as a singular point, and we prove that

8



it is not a non-degenerate double point, implying that a2
0 ♣ ∆d,k(f) in R. Here the algebraic

closure is taken so that we have a simpler criterion ([26, Remark 4.3]) for non-degenerate

double points.

We prove Theorem 7 in Chapter 4. We prove Ąrst a formula for ∆′
d in terms of the

partial derivatives of ∆d.

Theorem 8. Let f(x) = a0x
d + a1x

d−1 + · · · + ad ∈ Z[a0, . . . , ad][x] with d ≥ 3. Then as

polynomials in a0, . . . , ad, we have

−4∆′
d =

d−2
∑

i=0

(

d − i

2

)

ai
∂∆d

∂ai+2

.

From this, we have a recursive formula of the form

∆′
d(a0x

d + · · · + ad) = a0Fn + a2
1∆

′
d−1(a1x

d−1 + · · · + ad)

for some polynomial Fn ∈ Z[a0, . . . , ad]. Using this formula, we prove that if ∆′
d−1 is

irreducible, then so is ∆′
d. Theorem 7 then follows because ∆′

5 is irreducible, by direct

calculation.

As another application of Theorem 8, we also prove the following formula:

∆′
d(a0x

d + ad−1x + ad) = (−1)d(d−1)/2−1 dd−1(d − 1)3

8
ad−1

0 a2
d−1a

d−3
d .

9



Chapter 2

A-Discriminants

The A-discriminant is a generalization of ordinary discriminants, resultants, and hyper-

determinants, which is discussed in [13]. In this chapter, we will use A-discriminants to

give our Ąrst proof of Theorem 2. We recall some facts about toric varieties, introduce

A-discriminants, and discuss the degree formula for A-discriminants due to Matsui and

Takeuchi [24], a crucial tool in our proof. The details on toric varieties are largely drawn

from [11], [12], [13, Chapter 5], and [22]. The information on Euler obstructions is mainly

from [24].

2.1 DeĄnition of the A-discriminant

We start with some preliminary deĄnitions.

DeĄnition 2.1. An algebraic torus T over C is an affine algebraic group isomorphic to

10



(C×)n for some n ≥ 1.

DeĄnition 2.2. A toric variety over C is an irreducible variety V over C containing an

algebraic torus T as a Zariski open subvariety such that the action of the torus on itself

extends to an action on V .

For any ω = (m0, . . . , mk) ∈ Zk+1 and x = (x0, . . . , xk) ∈ (C×)k+1, we deĄne

xω = xm0

0 · · · xmk

k .

The maps x → xω for ω ∈ Zk+1 are the characters of (C×)k+1.

Following [13, p. 166], we deĄne the variety XA ⊆ Pr−1(C) associated to a subset

A = ¶ω1, . . . , ωr♢ ⊆ Zk+1, as the Zariski closure in Pr−1(C) of the set

¶[xω1 : · · · : xωr ] ♣ x = (x0, . . . , xk) ∈ (C×)k+1♢.

Proposition 2.3 ([12], Props. 1.1.8 and 2.1.2). The variety XA is a projective toric variety

with torus (C×)k+1.

Indeed, consider the action of (C×)k+1 on Pr−1(C) by

x · [z1 : · · · : zr] = [xω1z1 : · · · : xωrzr].

Then XA is the closure of [1 : · · · : 1] under this action, and this action naturally extends

to an action on XA.

11



The next result is a special case of the orbit-cone correspondence for toric varieties.

Proposition 2.4 ([13], Ch. 5, Props. 1.9 and 2.5.). Let A = ¶ω1, . . . , ωr♢ ⊆ Zk+1. Let

P be the convex hull of A. The set of torus orbits in XA is in bijection with the set of

non-empty faces of the polytope P . The orbit X0(σ) corresponding to a face σ of P is

cut out inside XA by points with homogeneous coordinates [z1 : · · · : zr] satisfying zi = 0

for ωi /∈ σ and zi ̸= 0 for ωi ∈ σ. Write X(σ) for the closure of X0(σ). Then X(σ) is

isomorphic to XA ∩ σ. Furthermore, X(σ) is cut out inside XA by the equations zi = 0 for

ωi /∈ σ. If σ1 and σ2 are two faces of Q, then X(σ1) ⊆ X(σ2) if and only if σ1 ⊆ σ2.

DeĄnition 2.5 ([13], p. 271). Let A = ¶ω1, . . . , ωr♢ ⊆ Zk+1. Let

CA =


∑

ω∈A

aωxω : aω ∈ C
}

.

Let ∇0 ⊆ CA denote the set of all f for which there exists x(0) ∈ (C×)k+1 such that

f(x(0)) =
∂f

∂xi

(x(0)) = 0 for all i = 0, . . . , k.

Let ∇A be the Zariski closure of ∇0 in CA.

Proposition 2.6 ([13], Ch. 9, Prop. 1.1). The variety ∇A is invariant under scalar multi-

plication, and its projectivization P(∇A) is projectively dual to XA.

The previous proposition allowed Gelfand, Kapranov, and Zelevinsky to deĄne the

A-discriminant as follows.
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DeĄnition 2.7 ([13], Ch. 9, Def. 1.2). If A is such that ∇A is a subvariety of CA of

codimension 1, then the A-discriminant is an irreducible primitive integral polynomial ∆A

in the coefficients aω of f that vanishes on ∇A. If codim ∇A > 1, we set ∆A = 1.

Although the A-discriminant is only uniquely deĄned up to sign, we conventionally

refer to it using the deĄnite article, following [13]. This does not affect any of the proofs.

With this notation, ∆A satisĄes the following properties.

Proposition 2.8 ([13], Ch. 9, Props. 1.3 and 1.4). The A-discriminant ∆A is homogeneous,

and in addition, for every monomial
∏

am(ω)
ω in ∆A, the vector

∑

m(ω) · ω ∈ Zk+1 is the

same. In other words, ∆A is weighted homogeneous if each aω is given weight ω.

Remark 2.9. If the set A ⊆ Zk+1 is homogeneous of degree d in the sense that A is

contained in the affine hyperplane x0 + · · · + xk = d, then we may dehomogenize by taking

A′ = T (A) where T : Zk+1 → Zk is the linear map (x0, . . . , xk) 7→ (x1, . . . , xk). It is then

easy to see that XA = XA′ , ∇A = ∇A′ and ∆A = ∆A′ .

2.2 Degree of the A-discriminant

In this section, we present MatsuiŰTakeuchiŠs formula for the degree of the A-discriminant

and compute it in our case of interest. This formula involves the calculation of certain

Euler obstructions. Many of these ideas were Ąrst introduced by MacPherson in [21].

To calculate Euler obstructions, we will use normalized relative sub-diagram volumes,

which we Ąrst deĄne.
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DeĄnition 2.10 ([24], Def. 1.2). Given a subset S ⊆ Rn, we deĄne the affine subspace of

Rn generated by S as

L(S) =
⋃

m≥0

{

m
∑

i=1

cisi ♣ si ∈ S, ci ∈ R, c1 + · · · + cm = 1
}

.

Given a subset A ⊆ Zn, we similarly deĄne the affine lattice generated by A contained in

L(A) as

M(A) =
⋃

m≥0

{

m
∑

i=1

cisi ♣ si ∈ A, ci ∈ Z, c1 + · · · + cm = 1
}

.

We then deĄne the normalized volume with respect to an affine lattice M(A), denoted by

Vol( ; A),

as the (dimL(A))-dimensional volume on the affine space L(A) normalized so that (dimL(A))!

is the covolume of the lattice M(A), i.e., the volume of the quotient Rn/M(A). In other

words, the smallest full-dimensional simplex with vertices in M(A) has volume 1.

DeĄnition 2.11 ([24], Def. 4.2). Let P be a polytope in Zn, σ a face of P , and ∆β ⊆ ∆α

faces of σ. If ∆β = ∆α, then we set RSVZ(∆α, ∆β) = 1. Suppose now ∆β ⊊ ∆α. Let

L(∆β)′ = Rn/L(∆β) and let pβ : Rn → L(∆β)′ be the natural projection. Let

Kα,β = pβ(∆α),

Θα,β = convex hull of
(

Kα,β ∩ (pβ(Zn) \ ¶0♢)


.
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DeĄne the normalized relative sub-diagram volume RSVZ(∆α, ∆β) by

RSVZ(∆α, ∆β) = Vol(Kα,β \ Θα,β ; pβ(Zn) ∩ L(Kα,β)),

where Kα,β \ Θα,β is the set difference.

In what follows, we will be considering the set A ⊆ Zk deĄned by

A = ¶(0, . . . , 0, 1)♢ ∪ ¶(ω1, . . . , ωk) ∈ Zk : ωi ≥ 0, 2 ≤ ω1 + · · · + ωk ≤ d♢,

where k ≥ 2 and d ≥ 3. Let P be the convex hull of A. The vertices of P are A,

B1, . . . , Bk−1, C1, . . . , Ck where

A = (0, . . . , 0, 1),

Bi = (ω1, . . . , ωk), where ωi = 2, and ωj = 0 for j ̸= i, (2.1)

Ci = (ω1, . . . , ωk), where ωi = d, and ωj = 0 for j ̸= i.

(See Figure 2.1 at the end of the chapter for the case of d = 3 and k = 3.) The m-simplices

of P , for m = 0, . . . , k, are of the following Ąve types:

(i) ACkBi1
Ci1

. . . Bim−1
Cim−1

(ii) ABi1
. . . Bim

(iii) Bi1
. . . Bim+1

(iv) Ci1
. . . Cim+1
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(v) Bi1
Ci1

. . . Bim
Cim

.

Only the simplices of types (i) and (ii) contain A. We compute their RSV.

Lemma 2.12. With notation as above, we have

RSVZ(ACkBi1
Ci1

. . . Bim−1
Cim−1

, A) = RSVZ(ABi1
. . . Bim

, A) = 2m−1.

Proof. Let Bk = (0, . . . , 0, 2). Let ∆β be the 0-dimensional simplex A. The map pβ

is simply translation by A so that A maps to 0. Let ∆α be the m-dimensional sim-

plex ACkBi1
Ci1

. . . Bim−1
Cim−1

. Then Θα,β is the simplex BkCkBi1
Ci1

. . . Bim−1
Cim−1

and

RSVZ(ACkBi1
Ci1

. . . Bim−1
Cim−1

, A) is the normalized m-dimensional volume of ABkBi1
. . . Bim−1

,

which is 2m−1.

Similarly, RSVZ(ABi1
. . . Bim

, A) is the normalized m-dimensional volume of ABi1
. . . Bim

,

since Θα,β in this case is the (m − 1)-dimensional simplex Bi1
. . . Bim

. The normalized m-

dimensional volume of ABi1
. . . Bim

equals the normalized (m − 1)-dimensional volume of

Bi1
. . . Bim

, which is 2m−1.

DeĄnition 2.13. Let A ⊆ Zk+1, and let P be the polytope obtained by taking the convex

hull of A. Let σ be a face of P . The Euler obstruction Eu is inductively deĄned on faces

∆β of P by:

(i) Eu(P ) = 1,

(ii) Eu(∆β) =
∑

∆β⊊∆α

(−1)dim ∆α−dim ∆β−1 RSVZ(∆α, ∆β) Eu(∆α).
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In [24], the authors used a different deĄnition of Euler obstruction and proved that the

above deĄnition is equivalent to it ([24, Theorem 4.3, Corollary 4.4]).

By Proposition 2.4, any face σ of Q corresponds to an orbit X0(σ) of the torus action

in XA. We say a face σ is smooth in XA if every point (or equivalently one point) of X0(σ)

is in the smooth locus of XA. Then we have:

Theorem 9 ([24], Thm. 4.3, Cor. 4.4). The Euler obstruction Eu is equal to 1 on faces

that are smooth in XA.

Since smoothness is an open condition, we see that if B is a vertex of P that is smooth

in XA, then the Euler obstruction of any face that contains B is equal to 1. Indeed, the

singular locus of XA is closed under the torus action since multiplying by xω does not affect

Jacobian rank on an affine chart. The singular locus is also Zariski-closed, and X0(τ) is in

the closure of X0(σ) if τ is in the boundary of σ.

Proposition 2.14. Let k ≥ 2 and d ≥ 3 be integers. Let

A = ¶(0, . . . , 0, 1)♢ ∪ ¶(ω1, . . . , ωk) ∈ Zk : ωi ≥ 0, 2 ≤ ω1 + · · · + ωk ≤ d♢.

With the notations A, Bi, Ci as in (2.1), the vertices B1, . . . , Bk−1, C1, . . . , Ck are smooth in

XA. As a result, the Euler obstruction of every simplex except for the point A is equal

to 1.

Proof. The variety XA is the Zariski closure of the set

¶[xk : x2
1 : · · · : xd

k] ♣ x1, . . . , xk ∈ C×♢,
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where we include all monomials of non-negative degree ≤ d in x1, . . . , xk except 1, x1, . . . , xk−1.

The monomial corresponding to Bi for 1 ≤ i ≤ k−1 is x2
i , and the monomial corresponding

to Ci for 1 ≤ i ≤ k is xd
i . By symmetry of x1, . . . , xk−1, it suffices to check that B1, C1, and

Ck are smooth in XA. The point corresponding to B1 is [0 : 1 : 0 : · · · : 0] and the affine

chart containing this point has affine coordinates

xk

x2
1

, and
xω1

1 · · · xωk

k

x2
1

, where ωi ≥ 0, 2 ≤ ω1 + · · · + ωk ≤ d.

We note that all of these affine coordinates are products of

xk

x2
1

,
x2

x1

, . . . ,
xk

x1

, x1, . . . , xk.

Since xi = (xi/x1)x1 for i = 2, . . . , k, we may shorten this list to

S0 =

{

xk

x2
1

,
x2

x1

, . . . ,
xk−1

x1

, x1

}

.

Because the monomials in S0 all appear as affine coordinates and are algebraically inde-

pendent, we conclude that the intersection of XA with the affine chart containing [0 : 1 :

0 : · · · : 0] is isomorphic to Ak, which implies smoothness at [0 : 1 : 0 : · · · : 0].

The smoothness of XA at C1 and Ck follows by a similar argument. The affine co-

ordinates for the affine chart containing the point corresponding to Ci, for i = 1 or k,

are

xk

xd
i

, and
xω1

1 · · · xωk

k

xd
i

, where ωi ≥ 0, 2 ≤ ω1 + · · · + ωk ≤ d.
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All of these affine coordinates are products of

1

xi

,
x1

xi

, . . .
xk

xi

.

We take

S1 =


1

x1

,
x2

x1

, . . . ,
xk

x1

}

and Sk =


1

xk

,
x1

xk

, . . . ,
xk−1

xk

}

to be the algebraically independent generating sets of affine coordinates for the affine charts

containing the points corresponding to C1 and Ck, respectively. This proves that both points

are smooth in XA.

Proposition 2.15. With notation as in Proposition 2.14, the Euler obstruction of the

point A is 1
2
(1 − (−1)k).

Proof. The vertex A is contained in
(

k−1
m−1



m-simplices of type (i),
(

k−1
m



m-simplices of

type (ii), and no m-simplices of types (iii)Ű(v). Therefore, by Proposition 2.14 on the Euler

obstruction for all the other simplices and Lemma 2.12 on the RSV values, we have

Eu(A) = (RSV(ACk, A) + RSV(AB1, A) + · · · + RSV(ABk−1, A))

− (RSV(ACkB1C1, A) + RSV(ACkB2C2, A) + · · · + RSV(ACkBk−1Ck−1, A)) + · · ·

=
k
∑

m=1

(−1)m+1

((

k − 1

m − 1

)

2m−1 +

(

k − 1

m

)

2m−1

)

= (−1)k+1 + (1/2)((−1)k + 1)

=
1

2
(1 − (−1)k),

as desired.
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Note that the local ring of XA at an affine chart containing the point corresponding

to A when k = 3 and d = 2 is not isomorphic to affine space, so by Proposition 2.15, the

converse of Theorem 9 does not hold.

We can now state MatsuiŰTakeuchiŠs degree formula.

Theorem 10 ([24], Thm. 1.4). Let A ⊆ Zk+1 be a Ąnite set and let P be its convex hull.

Let m = #A − 1. For 1 ≤ i ≤ m, set

δi =
∑

∆ a face of P

(−1)codim ∆

(((

dim ∆ − 1

i

)

+ (−1)i−1(i + 1)

)

Vol(∆; A ∩ ∆)Eu(∆)

)

,

where Vol(∆; A ∩ ∆) is the normalized volume from DeĄnition 2.11. Let X∗
A = P(∇A) be

the projective dual of XA. Let r = codim X∗
A = m − dim X∗

A. Then

r = min¶i ♣ δi ̸= 0♢ and deg X∗
A = δr.

The special case of Theorem 10 when XA is smooth has already been proved in [13, Chapter

9, Theorem 2.8].

Corollary 11 ([24], Cor. 1.6). With notations as in Theorem 10, if δ1 ̸= 0, then P(∇A) is

a hypersurface and the degree of the A-discriminant is

deg ∆A =
∑

∆ a face of P

(−1)codim ∆(dim ∆ + 1)Vol(∆; A ∩ ∆)Eu(∆). (2.2)

We can now compute the degree of the A-discriminant in our example.

20



Theorem 12. Let k ≥ 2 and d ≥ 3 be integers. Let

A = ¶(0, . . . , 0, 1)♢ ∪ ¶(ω1, . . . , ωk) ∈ Zk : ωi ≥ 0, 2 ≤ ω1 + · · · + ωk ≤ d♢.

Then P(∇A) is a hypersurface and

deg(∆A) = (k + 1)(d − 1)k − 2.

Proof. With the notations of (2.1), we Ąnd that the normalized volumes of each of the Ąve

types of simplices are given by: (i) dm − 2m−1, (ii) 2m−1, (iii) 2m, (iv) dm, and (v) dm − 2m.

By Proposition 2.15, we Ąnd that the contribution to (2.2) where m = 0 is

(−1)k(2k − 1) +
(−1)k

2
−

1

2
= (−1)k



2k −
1

2



−
1

2
.

The m > 0 contribution is

k
∑

m=1

(

k − 1

m − 1

)

(−1)k−m(m + 1)(dm − 2m−1) +
k
∑

m=1

(

k − 1

m

)

(−1)k−m(m + 1)2m−1

+
k
∑

m=1

(

k − 1

m + 1

)

(−1)k−m(m + 1)2m +
k
∑

m=1

(

k

m + 1

)

(−1)k−m(m + 1)dm

+
k
∑

m=1

(

k − 1

m

)

(−1)k−m(m + 1)(dm − 2m)

=
k
∑

m=1

(

k + 1

m + 1

)

(−1)k−m(m + 1)dm +
k
∑

m=1

(

2

(

k − 1

m + 1

)

−

(

k

m

))

(−1)k−m(m + 1)2m−1

= (−1)k(k + 1)((1 − d)k − 1) −
1

2
(−1)k(2k + 3(−1)k − 3)

= (k + 1)(d − 1)k − 2(−1)kk +
1

2
(−1)k −

3

2
.
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Adding the m = 0 term gives

deg(∆A) = (k + 1)(d − 1)k − 2,

as desired.

We now recall and prove Theorem 2.

Theorem 2. Let f(x0, . . . , xk) ∈ C[a0, . . . , aN ][x0, . . . , xk], where N =
(

k+d
d



− 1, be a

generic homogeneous polynomial of degree d ≥ 2. Let ai denote the coefficient of xd−1
0 xi

for i = 0, . . . , k. Then a2
k ♣ ∆d,k(f) in the ring C[a0, . . . , aN ]/(a0, . . . , ak−1).

Proof. The k = 1 case and the d = 2 case are already dealt with in the Introduction (in

the paragraph following Theorem 7). We may therefore assume that k ≥ 2 and d ≥ 3.

We set a0 = · · · = ak−1 = 0 so that

f(x0, . . . , xk) = akxd−1
0 xk + lower degree terms in x0.

We note that if ak = 0, then the point [1 : 0 : · · · : 0] is a singular point of V (f) and so

∆d,k(f) = 0. Our goal is to prove that a2
k ♣ ∆d,k in C[ak, . . . , aN ]. DeĄne the set A ⊆ Zk+1

by

A = ¶(d − 1, 0, . . . , 0, 1)♢ ∪ ¶(ω0, . . . , ωk) ∈ Zk+1 ♣ ωi ≥ 0, ω0 ≤ d − 2, ω0 + · · · + ωk = d♢.

Then xω for ω ∈ A are exactly the monomials that appear in f(x0, . . . , xk). Recall the

affine space CA consisting of C-linear combinations of monomials xω for ω ∈ A. We have
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the subset ∇0 ⊆ CA consisting of g ∈ CA for which there exists (β0, . . . , βk) ∈ (C×)k+1

such that

g(β0, . . . , βk) =
∂g

∂xi

(β0, . . . , βk) = 0 for all i = 0, . . . , k.

We call such a point (β0, . . . , βk) a singular point of g. The Zariski closure of ∇0 is denoted

by ∇A.

Lemma 2.16. If g ∈ CA is such that (β0, . . . , βk) ∈ Ck+1 with βk ̸= 0 is a singular point

of g, then g ∈ ∇A.

Proof. Since βk ̸= 0, we see that for ϵ0, . . . , ϵk−1 ∈ C× having small enough absolute value,

the polynomial

g(x0 − ϵ0xk, . . . , xk−1 − ϵk−1xk, xk) ∈ ∇0

since it has (β0 + ϵ0βk, . . . , βk−1 + ϵk−1βk, βk) ∈ (C×)k+1 as a singular point and belongs to

CA. Taking closure gives g ∈ ∇A.

For any homogeneous polynomial F (a0, . . . , aN) in the coefficients of homogeneous poly-

nomials of degree d in k + 1 variables, we write

V (F )A = V (F, a0, a1, . . . , ak−1) ⊆ PN .

Suppose g ∈ V (∆d,k)A(C). Then V (g) has a singular point [β0 : · · · : βk] ∈ Pk(C). If

βk ̸= 0, then we have by Lemma 2.16 that g ∈ P(∇A).
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Proposition 2.17. We have that

V (∆d,k)A(C) = P(∇A) ∪ V (ak)A(C).

Proof : The inclusion V (∆d,k)A(C) ⊇ P(∇A) ∪ V (ak)A(C) is clear. For the other inclusion,

it remains to handle the case where V (g) has a singular point [β0 : · · · : βk] ∈ Pk(C) with

βk = 0.

Lemma 2.18. Suppose g(x0, . . . , xk) ∈ V (∆d,k)A(C) has a singular point [β0 : · · · : βk] ∈

Pk(C) with β0 = βk = 0. Then g ∈ P(∇A).

Proof. We Ąx a lift g̃ of g in CA and write

g̃(x0, . . . , xk) = xd−1
0 h1(x1, . . . , xk) + · · · + hd(x1, . . . , xk) ∈ CA,

Then we see that (β1, . . . , βk) is a singular point of hd(x1, . . . , xk) and at least one of

β1, . . . , βk−1 is nonzero. Suppose without loss of generality that β1 ̸= 0. Then for any

ϵ ∈ C×, we see that (β1, . . . , βk−1, βk − ϵβ1) is a singular point of hd(x1, . . . , xk−1, xk + ϵx1),

and so (0, β1, . . . , βk−1, βk − ϵβ1) is a singular point of

gϵ(x0, . . . , xk) = xd−1
0 h1(x1, . . . , xk) + · · · + x0hd−1(x1, . . . , xk) + hd(x1, . . . , xk−1, xk + ϵx1).

For ϵ small enough, we have βk − ϵβ1 ̸= 0 and so by Lemma 2.16, we have gϵ ∈ ∇A. Taking

closure gives g̃ ∈ ∇A and so g ∈ P(∇A).
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Lemma 2.19. Suppose g(x0, . . . , xk) ∈ ∇A. Then for any i = 1, . . . , k − 1 and any bi ∈ C,

we have h := g(x0, . . . , xi−1, xi − bix0, xi+1, . . . , xk) ∈ ∇A.

Proof. Suppose g is the limit of a sequence gn ∈ ∇0, each having a singular point with

nonzero coordinates. Let hn = gn(x0, . . . , xi−1, xi − bix0, xi+1, . . . , xk). Then each hn has

a singular point with nonzero xk-coordinate. So by Lemma 2.16, each hn ∈ ∇A. Taking

closure gives h ∈ ∇A.

Proof of Proposition 2.17: Suppose g(x0, . . . , xk) ∈ V (∆d,k)A(C) has a singular point [β0 :

· · · : βk] ∈ Pk(C) with βk = 0. If β0 = 0, then we are done by Lemma 2.18. Suppose

β0 ̸= 0. If all of β1 = · · · = βk−1 = 0, then by taking the xk-partial derivative, we Ąnd

that ak = 0. Suppose without loss of generality that β1 ̸= 0. Fix any lift g̃ of g in CA.

Then h(x0, . . . , xk) = g̃(x0 + (β0/β1)x1, x1, . . . , xk) has (0, β1, . . . , βk) as a singular point.

By Lemma 2.18, we have h ∈ ∇A. By Lemma 2.19, we have g̃ ∈ ∇A and so g ∈ P(∇A). □

It now follows from the Nullstellensatz that if P(∇A) = V (∆A) is a hypersurface cut

out by an A-discriminant ∆A, then we have

∆d,k ♣CA = c ak1

k ∆k2

A

for some non-negative integers k1, k2 and some nonzero constant c ∈ C×. It is therefore

sufficient to prove that

deg ∆A = deg ∆d,k − 2 > 2, (2.3)

which also implies that P(∇A) = V (∆A).
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To Ąnd the degree of ∆A, we dehomogenize and work with the set A ⊆ Zk deĄned by

A = ¶(0, . . . , 0, 1)♢ ∪ ¶(ω1, . . . , ωk) ∈ Zk : ωi ≥ 0, 2 ≤ ω1 + · · · + ωk ≤ d♢.

This is exactly the set we studied in the previous section when we proved in Theorem 12

that

deg ∆A = (k + 1)(d − 1)k − 2 = deg ∆d,k − 2,

which is greater than 2 since k ≥ 2 and d ≥ 3. This completes the proof of Theorem 2.
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Figure 2.1: The polytope corresponding to the case k = 3 and d = 3, dehomogenized by
setting x0 = 1. Additional points on the exterior edges are shown to give a clearer picture
of the simplicial structure.
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Chapter 3

Square-divisibility of Discriminants

In this chapter, we will use techniques in algebraic geometry and a result of PoonenŰStoll

[26] to give a second proof of Theorem 2 and proofs of Theorems 1, 4, and 6. We restate

the result of PoonenŰStoll in our notation.

Note that a locally Noetherian scheme is said to be regular if all of its local rings are

regular local rings. Following [26], if X is a scheme of Ąnite type over a Ąeld k, a k-point

Q ∈ X is a non-degenerate double point if there exist n ≥ 1 and f ∈ k[[x0, . . . , xn]] such

that there is an isomorphism of complete k-algebras ÔX,Q ≃ k[[x0, . . . , xn]]/(f) and an

equality of ideals (∂f/∂x0, . . . , ∂f/∂xn) = (x0, . . . , xn).

Theorem 13 ([26], Thm. 1.1). Let R be a discrete valuation ring with valuation v : R ↠

Z∪ ¶∞♢ and residue Ąeld ℓ. Let f ∈ R[x0, . . . , xk] be a homogeneous polynomial of degree

d with discriminant ∆d,k(f). Let H = Proj
(

R[x0, ..., xk]/(f)


, let Hℓ denote its special

Ąbre, and let (Hℓ)sing denote the singular subscheme of its special Ąbre. Then the following
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are equivalent:

(a) v(∆d,k(f)) = 1;

(b) H is regular, and (Hℓ)sing consists of a non-degenerate double point in H(ℓ).

We now give a second proof of Theorem 2.

Theorem 2. Let f(x0, . . . , xk) ∈ Z[a0, . . . , aN ][x0, . . . , xk], where N =
(

k+d
d



− 1, be a

generic homogeneous polynomial of degree d ≥ 2. Let ai denote the coefficient of xd−1
0 xi

for i = 0, . . . , k. Then a2
k ♣ ∆d,k(f) in the ring Z[a0, . . . , aN ]/(a0, . . . , ak−1).

Second proof. Let K = C(ak+1, . . . , aN) and let R = K[[ak]], equipped with the ak-adic

valuation and residue Ąeld K. Consider

f(x0, . . . , xk) = akxd−1
0 xk + lower degree terms in x0.

By Theorem 13, it suffices to prove that

H = Proj
(

R[x0, ..., xk]/(f)


is not regular, i.e., that there exists a local ring of H that is not regular. The affine open

D(x0) has coordinate ring

OH(D(x0)) ≃ R[x1/x0, ..., xk/x0]/(f(1, x1/x0, ..., xk/x0))

≃ R[x1, ..., xk]/(f(1, x1, ..., xk)).
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The ideal m = (ak, x1, ..., xk) in R[x1, ..., xk] is maximal and contains f(1, x1, . . . , xk). More-

over,

OH,m ≃ R[x1, ..., xk](ak,x1,...,xk)/(f(1, x1, . . . , xk)).

We observe Ąrst that the ring R[x1, ..., xk](ak,x1,...,xk) is a regular local ring. Indeed, as

a localization of R[x1, . . . , xk], it has Krull dimension at most k + 1, and the images of

ak, x1, . . . , xk in m/m2 are linearly independent over K.

We know that if (S,m) is a regular local ring and 0 ̸= x ∈ m, then S/(x) is regular if

and only if x /∈ m
2. In our case, since deg(f) = d ≥ 2, we have

f(1, x1, ..., xk) = akxk + degree at least 2 terms ∈ m
2.

Therefore, the local ring OH,m is not regular. By Theorem 13, we have that a2
k ♣ ∆d,k(f)

in R. This completes the second proof of Theorem 2.

We can now prove Theorem 1.

Theorem 1. Let f(x0, . . . , xk) ∈ Z[x0, . . . , xk] be a homogeneous polynomial of degree

d ≥ 2. Let p be a prime such that p2 ♣ ∆d,k(f) weakly. Then there exists a linear change

of variables such that the coefficients of xd
0, xd−1

0 x1, xd−1
0 x2, . . . , xd−1

0 xk−1 are all divisible by

p2 and the coefficient of xd−1
0 xk is divisible by p.

Proof. Recall that if p is a prime such that p2 ♣ ∆d,k(f) weakly, this means there exists

some g ∈ Z[x0, . . . , xk] homogeneous of degree d such that g ≡ f (mod p) and p2 ∤ ∆d,k(g).

The special Ąbres HFp
for Proj

(

Zp[x0, . . . , xn]/(f)


and Proj
(

Zp[x0, . . . , xn]/(g)


are iso-

morphic. It then follows from Theorem 13 using g that (HFp
)sing consists of a single point,
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which is deĄned over Fp. By applying a linear change of variables over Z, we may assume

that this singular point modulo p is at [1 : 0 : · · · : 0]. In other words, we may assume that

p ♣ ai for i = 0, . . . , k.

By Corollary 3, we have

∆d,k ≡ a0D0 (mod (a0, . . . , ak)2)

for some polynomial D0 in the coefficients of f . If p2 ∤ a0, then from p2 ♣ ∆d,k(f), we have

p ♣ D0(f). But then p ♣ D0(g) since g and f are congruent mod p, which implies that

p2 ♣ ∆d,k(g), a contradiction. Hence, we have p2 ♣ a0.

It is now easy to arrange for p2 to divide a1, . . . , ak−1. If p2 divides all of a1, . . . , ak,

then we are done. Suppose p2 does not divide at least one of them. Then by swapping the

variables, we may assume that p2 ∤ ak. We can then perform a change of variables of the

form

xi 7→ xi, for i = 0, . . . , k − 1, xk 7→ β1x1 + · · · + βk−1xk−1 + xk

to arrange for p2 ♣ ai for i = 1, . . . , k−1. (For example, when f(x, y, z, w) =
∑

i,j,k,ℓ aijklx
iyjzkwℓ

is a quaternary quadratic form, this change of variables will send a1100 7→ a1100 + β1a1001

and a1010 7→ a1010 +β2a1001 while leaving the leading coefficient a2000 Ąxed.) This completes

the proof of Theorem 1.

Theorem 2, or more precisely Corollary 3, can be used to deal with not only the weakly
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divisible case (Theorem 1), but also the strongly divisible case (Theorem 4).

Theorem 4. Let f(x0, . . . , xk) ∈ Z[x0, . . . , xk] be a homogeneous polynomial of degree

d ≥ 2. Let p be a prime. Denote all the coefficients of f by a0(f), . . . , aN(f), where

N =
(

k+d
d



− 1. Suppose

p ♣ ∆d,k(f), and p ♣
∂∆d,k

∂ai

(f) for all i = 0, . . . , N.

Then p2 ♣ ∆d,k(f) strongly.

Proof. We prove that p2 ♣ ∆d,k(f). Since the divisibility conditions above are mod-p

conditions, we will automatically have that p2 strongly divides ∆d,k(f).

Since p ♣ ∆d,k(f), we know that f mod p has a singular point [r0 : · · · : rk] ∈ Pk(ℓ),

where ℓ is some Ąnite extension of Fp. Let L be an unramiĄed extension of Qp with residue

Ąeld ℓ, and let [s0 : · · · : sk] ∈ Pk(OL) be a lift of [r0 : · · · : rk]. Without loss of generality,

we may assume at least one of the si is a unit. Then there exists a matrix γ ∈ SLk+1(OL)

such that

(1, 0, . . . , 0) = (s0, . . . , sk)γ.

Note that if we were to assume p2 ∤ ∆d,k(f) for a contradiction and use Theorem 13 as in

the previous section, we could take ℓ = Fp and L = Qp. We deĄne

g(x0, . . . , xk) = f((x0, . . . , xk)γ−1) ∈ OL[x0, . . . , xk].

Then ∆d,k(g) = ∆d,k(f), and it is enough to prove that p2 ♣ ∆d,k(g).
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Write bi = ai(f) and ci = ai(g) for the coefficients of f and g. Then since [1 : 0 : · · · : 0]

is a singular point of g mod p, we know that p ♣ ci for i = 0, . . . , k. Again from Corollary 3,

we have

∆d,k ≡ a0D0 (mod (a0, . . . , ak)2).

So it suffices to prove that p ♣ D0(g). We note that

D0 ≡
∂∆d,k

∂a0

(mod (a0, . . . , ak)).

We know that p divides all the partial derivatives of ∆d,k when evaluated at f . It remains

to prove the same is true when they are evaluated at g.

Fix any generic g0(x0, . . . , xk) ∈ Z[a0, . . . , aN ][x0, . . . , xk] and any generic γ0 ∈ SLk+1.

Write also ∆d,k(a0, . . . , aN) for ∆d,k(g0). Let

f0(x0, . . . , xk+1) = g0((x0, . . . , xk+1)γ0).

Then there exist polynomials L0, . . . , LN ∈ Z[a0, . . . , aN ][SLk+1] such that

ai(f0) = Li(a0, . . . , aN , γ0) for all i = 0, . . . , N.

Since ∆d,k is an SLk+1-invariant, we have

∆d,k(a0, . . . , aN) = ∆d,k(L0(a0, . . . , aN , γ0), . . . , LN(a0, . . . , aN , γ0)).
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For any i = 0, . . . , N , differentiating with respect to ai gives

∂∆d,k

∂ai

(a0, . . . , aN) =
N
∑

j=0

∂∆d,k

∂aj

(L0, . . . , LN)
∂Lj

ai

(a0, . . . , aN , γ0).

Specializing to a0 = c0, . . . , ak+1 = ck+1 and γ0 = γ gives

∂∆d,k

∂ai

(g) =
N
∑

j=0

∂∆d,k

∂aj

(f) cij

for some cij ∈ OL. Since p ♣
∂∆d,k

∂ai

(f) for all i = 0, . . . , N , we have p ♣
∂∆d,k

∂ai

(g) for all

i = 0, . . . , N . This concludes the proof of Theorem 4.

We end this chapter with the proof of Theorem 6.

Theorem 6. Let f(x0, . . . , xk) ∈ Z[a0, . . . , aN ][x0, . . . , xk] be a generic homogeneous poly-

nomial of degree d ≥ 2, where N =
(

k+d
d



− 1, expressed as

f(x0, x1, . . . , xk) = a0x
d
0 + xd−1

0 (a1x1 + · · · + akxk) + xd−2
0 Q(x1, . . . , xk) + · · ·

where Q(x1, . . . , xk) is a quadratic form. Let K be the algebraic closure of the Ąeld of

fractions of Z[ak+1, . . . , aN ]/(a1, . . . , ak, ∆2,k−1(Q)) and let R = K[[a0]]. Then a2
0 ♣ ∆d,k(f)

in R.

Proof. We note that on writing

2Q(x1, . . . , xk) = (x1, . . . , xk)AQ(x1, . . . , xk)⊤
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for some symmetric k × k matrix AQ with coefficients in K, we have

∆2,k−1(Q) = (−1)k(k−1)/2 det(AQ).

Alternatively, AQ is the matrix of second partial derivatives of Q. In particular, AQ is a

singular matrix if and only if Q is singular over K.

The special Ąbre HK is cut out by xd−2
0 Q(x1, . . . , xn) + · · · , which has a singular point

at [1 : 0 : · · · : 0]. The completed local ring of HK at the point P = [1 : 0 : · · · : 0] is

ÔHK ,P = K[[x1, . . . , xk]]/(Q(x1, . . . , xk) + C(x1, . . . , xk))

where C(x1, . . . , xk) consists of the terms in f(1, x1, . . . , xk) of degree at least 3. We claim

that P is not a non-degenerate double point. Suppose otherwise. Then by [26, Remark

4.3], there is an isomorphism

φ : K[[x1, . . . , xk]]/(Q(x1, . . . , xk) + C(x1, . . . , xk))
∼
−→ K[[x1, . . . , xk]]/(x2

1 + · · · + x2
k).

Let L1, . . . , Lk ∈ K[x1, . . . , xk] be linear forms such that for any i = 1, . . . , k,

φ(xi) ≡ Li(x1, . . . , xk) (mod (x1, . . . , xk)2).

Then, by comparing the lowest degree terms, we have

x2
1 + · · · + x2

k ♣ Q(L1, . . . , Lk) in K[[x1, . . . , xk]].

35



Since φ is an isomorphism, we see that the map (x1, . . . , xk) 7→ (L1, . . . , Lk) is a linear

isomorphism. Hence, since Q is singular and x2
1 + · · · + x2

k is a non-singular quadratic

form, we must have Q(L1, . . . , Lk) = 0 and so Q = 0 in order for x2
1 + · · · + x2

k to divide

Q(L1, . . . , Lk). However, Q is nonzero in the Ąeld K. Therefore, we have by Theorem 13

that a2
0 ♣ ∆d,k(f) in R. This completes the proof of Theorem 6.
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Chapter 4

On ∆′
d

In this chapter, we consider the polynomial ∆′
d and prove Theorem 7 and Theorem 8. We

Ąrst recall the deĄnition of ∆′
d, introduced in [8], which one can think of as a derivative of

the discriminant with respect to all of the coefficients.

Given a polynomial f(x) = a0x
d + · · · + ad with degree d ≥ 3 (so a0 ̸= 0) and roots

r1, . . . , rd, we deĄne

∆′
d(f) =

∑

i<j

∆d(f)

(ri − rj)2
,

where in this chapter, we drop the subscript k and use ∆d(f) to denote the usual polynomial

discriminant of f(x). Since ∆′
d is a symmetric polynomial in the roots ¶ri♢ with integer

coefficients, it can be written as a polynomial ∆′
d(a0, . . . , ad) ∈ Z[a0, . . . , ad] in the coeffi-

cients of f . We then extend the deĄnition of ∆′
d(f) to where a0 = 0 using ∆′

d(0, a1, . . . , ad).

We will also write ∆d(a0, . . . , ad) for ∆d(a0x
d + · · · + ad).

The polynomial ∆′
d(a0, . . . , ad) is homogeneous of degree 2d − 2, and weighted homo-
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geneous of degree d(d − 1) − 2 if we give each ai weight i. Since d ∤ d(d − 1) − 2 when

d ≥ 3, we see that ∆′
d(a0, . . . , ad) does not contain a monomial of the form am1

0 am2

d . This

immediately gives

∆′
d(a0x

d + ad) = 0.

It is worth noting that ∆d(a0x
d + ad) = (−1)d(d−1)/2ddad−1

0 ad−1
d is not necessarily zero.

Similarly, we note that

d(d − 1) − 2 = 2(d − 1) + (d − 3)d

is the unique way to express d(d − 1) − 2 as a non-negative integer combination of d − 1

and d. As a result, we have

∆′
d(a0x

d + ad−1x + ad) = Cdad−1
0 a2

d−1a
d−3
d ,

for some integer Cd. In light of Theorem 8, we see that Cd is the coefficient of ad−2
0 a2a

2
d−1a

d−3
d

in ∆d multiplied by
(

d
2



/(−4). We will compute this coefficient in Theorem 16.

Theorem 8. Let f(x) = a0x
d + a1x

d−1 + · · · + ad ∈ Z[a0, . . . , ad][x] with d ≥ 3. Then as

polynomials in a0, . . . , ad, we have

−4∆′
d =

d−2
∑

i=0

(

d − i

2

)

ai
∂∆d

∂ai+2

. (4.1)

Proof. It suffices to prove the equation holds over C. Suppose Ąrst that f ∈ C[x] is

a polynomial of degree d with a double root at 0, so that ad−1(f) = ad(f) = 0. Let
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g(x) = f(x)/x2. From the formula

∆d(a0x
d + · · · + ad) ≡ −4ada3

d−2∆d−2(a0x
d−2 + · · · + ad−2) (mod (ad, ad−1)

2), (4.2)

for the discriminant of a polynomial, we see that

∂∆d

∂ad

(f) = −4a3
d−2∆d−2(g)

and

∂∆d

∂ai

(f) = 0, for i = 0, . . . , d − 1.

Let r1, . . . , rd−2 denote the roots of g(x). Then

∆′
d(f) = a2d−2

0

(

d−2
∏

i=1

(ri − 0)2

)2
∏

1≤i<j≤d−2

(ri − rj)
2 = a4

d−2∆d−2(g). (4.3)

Hence we see that (4.1) holds when f has a double root at 0.

We claim that both sides of (4.1) are invariant under shifts of the form f(x) 7→ f(x+r)

for any r ∈ C. This is true for ∆′
d by deĄnition. For the right-hand side, we have

aj(f(x + r)) =
j
∑

i=0

(

d − i

d − j

)

air
j−i = aj + (d − j + 1)aj−1r + · · · . (4.4)

From

∆d(a0, . . . , ad) = ∆d(a0(f(x + r)), . . . , ad(f(x + r))),
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we have

∂∆d

∂ai

(f) =
d
∑

j=i

∂∆d

∂aj

(f(x + r))

(

d − i

d − j

)

rj−i

and solving for the partial derivatives evaluated at f(x + r) gives

∂∆d

∂aj

(f(x + r)) =
d
∑

ℓ=j

∂∆d

∂aℓ

(f)

(

d − j

ℓ − j

)

(−r)ℓ−j. (4.5)

We observe that aj(f(x+r)) is expressed in terms of ai for i ≤ j, while the partial derivative

∂∆d

∂aj
(f(x + r)) is expressed in terms of the partial derivatives ∂∆d

∂ai
(f) for i ≥ j; both with

coefficients 1 when i = j. It suffices to prove that when ℓ ≥ i + 3, the coefficient of

ai
∂∆d

∂aℓ

(f) in
d−2
∑

j=0

(

d − j

2

)

aj(f(x + r))
∂∆d

∂aj+2

(f(x + r)) is 0.

Expanding using (4.4) and (4.5) shows that this coefficient equals

(d − i)!

(d − ℓ)!(ℓ − i − 2)!
rℓ−i−2

∑

i≤j≤ℓ−2

(

ℓ − i − 2

ℓ − j − 2

)

(−1)ℓ−j−2 = 0

since ℓ − i − 2 ≥ 1.

We have shown that the difference H of the two sides in the desired equation (4.1)

vanishes on the subset U of Pd(C) consisting of [a0 : · · · : ad] such that the binary form

a0x
d + · · · + adyd has a factor of the form (x + ry)2 for some r ∈ C. The Zariski closure

of U in Pd(C) has dimension at least d − 1 and is contained in the irreducible variety

V (∆d). Hence they are the same, and so H vanishes on V (∆d). It then follows from

the Nullstellensatz and the irreducibility of ∆d that ∆d ♣ H in C[a0, . . . , ad]. Comparing
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homogeneous degrees gives H = λ∆d for some λ ∈ C. Comparing weighted homogeneous

degrees then gives λ = 0. Therefore, H = 0 and this completes the proof of Theorem

8.

Corollary 14. For d ≥ 4, we have the recursive formula

∆′
d(a0, . . . , ad) ≡ a2

1∆
′
d−1(a1, . . . , ad) (mod a0).

Proof. We know that

∆d(a0x
d + · · · + ad) ≡ a2

1∆d−1(a1x
d−1 + · · · + ad) (mod a0).

Hence, by Theorem 8, we have that modulo a0

−4∆′
d ≡

d−2
∑

i=1

(

d − i

2

)

ai
∂∆d(a0x

d + · · · + ad)

∂ai+2

≡ a2
1

d−3
∑

j=0

(

d − 1 − j

2

)

aj+1
∂∆d−1(a1x

d−1 + · · · + ad)

∂aj+3

≡ −4a2
1∆

′
d−1(a1, . . . , ad) (mod a0),

as desired.

We note that Corollary 14 implies that if a0, . . . , ad ∈ Z and p is a prime dividing

a0 and a1, then p ♣ ∆′
d(a0, . . . , ad) and p ♣ ∆d(a0, . . . , ad), but we do not necessarily have

p2 ♣ ∆d(a0, . . . , ad). For example, if g(x) ∈ Z[x] is a monic polynomial of degree d − 2 such
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that p ∤ ∆d−2(g), then by (1.1),

∆d(pxd + pxd−1 + g(x)) ≡ −4p ∆d−2(g) (mod p2),

which is not divisible by p2 if p > 2. We now prove that if p does not divide the leading

coefficient, then p ♣ ∆′
d and p ♣ ∆d imply p2 ♣ ∆d.

Corollary 15. Suppose f(x) = a0x
d + · · ·+ad ∈ Z[x] is a polynomial of degree d ≥ 3. Let

p be an odd prime such that p ∤ a0. Then p ♣ ∆′
d(f) and p ♣ ∆d(f) if and only if p2 ♣ ∆d(f)

strongly.

Proof. The backward direction follows because p2 ♣ ∆d(f) strongly implies that p divides

all the partial derivatives of ∆d evaluated at f , and so p ♣ 4∆′
d(f) since 4∆′

d is in the ideal

generated by the partial derivatives of ∆d in Z[a0, . . . , ad]. We then have p ♣ ∆′
d(f) since

p ̸= 2.

We now prove the forward direction. Since p ♣ ∆′
d(f) and p ♣ ∆d(f) are mod-p condi-

tions, it suffices to prove that p2 ♣ ∆d(f); in other words, the ŞstronglyŤ part is automatic.

Suppose for a contradiction that p2 ∤ ∆d(f). Then f mod p has a simple double root

deĄned over Fp. By moving this root mod p to 0, we may assume that p ♣ ad−1 and p ♣ ad.

We also have p ∤ ad−2 since f mod p has no triple root. Let g(x) = a0x
d−2 + · · · + ad−2. By

(4.2) and (4.3), we have

∆d(f) ≡ −4ada3
d−2∆d−2(g) (mod p2)

∆′
d(f) ≡ a4

d−2∆d−2(g) (mod p),
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where the second congruence follows because (4.3) is an equality mod ad−1 and ad, both

of which are divisible by p. It now follows that p ♣ ∆d−2(g) and then the Ąrst congruence

gives p2 ♣ ∆d(f).

We give another application of Theorem 8.

Theorem 16. Suppose d ≥ 3. Then

∆′
d(a0x

d + ad−1x + ad) = (−1)d(d−1)/2−1 dd−1(d − 1)3

8
ad−1

0 a2
d−1a

d−3
d .

Proof. When d = 3, we check using the explicit formula that

∆′
3(a0x

3 + a2x + a3) = (−3a0a2)
2 =

3223

8
a2

0a
2
2a

0
3.

Suppose now d ≥ 4. By Theorem 8, we see that it suffices to prove that

the coefficient of ad−2
0 a2a

2
d−1a

d−3
d in ∆d is (−1)d(d−1)/2dd−2(d − 1)2,

since
(

d
2



a0
∂∆d

∂a2
is the only nonzero term. Let M denote the (2d − 1) × (2d − 1) Sylvester

matrix (used to calculate the resultant of f and f ′ for a degree d polynomial f) whose

determinant is (−1)d(d−1)/2a0∆d. For any (2d − 1) × (2d − 1) matrix B whose coordinates

are linear forms in a0, . . . , ad, let c(B) denote the coefficient of ad−1
0 a2a

2
d−1a

d−3
d in det(B).

Then it remains to prove that

c(M) = dd−2(d − 1)2.
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We note that a2 appears in exactly one coordinate in every row in M . For i = 1, . . . , 2d−1,

let Mi be the matrix obtained from M by keeping the a2 in the i-th row and replacing all

other a2Šs by 0. Then we see that

c(M) = c(M1) + c(M2) + · · · + c(M2d−1). (4.6)

This can be seen using the Leibniz formula for the determinant:

det(B) =
∑

σ∈S2d−1

sign(σ)P (B, σ), where P (B, σ) =
2d−1
∏

i=1

(i, σ(i))-entry of B.

Indeed, for a Ąxed σ ∈ S2d−1, if the (j, σ(j))-entry of M is a nonzero multiple of a2 for

some j = 1, . . . , 2d − 1, then

P (M, σ) = P (Mj, σ), and P (Mℓ, σ) = 0 for ℓ ̸= j.

Summing over σ gives (4.6).

Each c(Mi) can be computed explicitly. We have

c(Mi) =







































dd−2(d − 1) if 1 ≤ i ≤ d − 1

−dd−3(d − 1)(d − 2) if d ≤ i ≤ 2d − 2

dd−3(d − 1)2(d − 2) if i = 2d − 1.

We will state the key results only. We write c(B, σ) for the coefficient of ad−1
0 a2a

2
d−1a

d−3
d in

P (B, σ). It turns out that for c(Mi, σ) to be nonzero, σ contains a cycle of length 2d − 4

44



if 1 ≤ i ≤ d − 1 or a cycle of length 2d − 5 if d ≤ i ≤ 2d − 1. More precisely:

(a) Suppose i = 1, . . . , d − 2. If c(Mi, σ) ̸= 0, then σ contains the (2d − 4)-cycle

(i i + 2 d + i + 2 i + 3 · · · 2d − 1 d 1 d + 1 2 · · · i − 1 d + i − 1)

and Ąxes d + i + 1. The 2 × 2 matrix formed from the remaining two indices i + 1 and

d + i is

N =









a0 ad−1

da0 ad−1









.

In this case, we have

c(Mi) = dd−2(d − 1).

(b) Suppose i = d − 1. If c(Mi, σ) ̸= 0, then σ contains the (2d − 4)-cycle

(d − 1 d + 1 2 d + 2 · · · d − 2 2d − 2)

and Ąxes 2d − 1. The 2 × 2 matrix formed from the remaining two indices 1 and d is

also N . In this case, we have

c(Mi) = dd−2(d − 1).

(c) Suppose i = d, . . . , 2d − 4. If c(Mi, σ) ̸= 0, then σ contains the (2d − 5)-cycle

(i i − d + 3 i + 3 i − d + 4 · · · 2d − 1 d 1 d + 1 2 · · · i − 1 i − d)
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and Ąxes i − d + 1 and i + 2. The 2 × 2 matrix formed from the remaining two indices

i − d + 2 and i + 1 is also N . In this case, we have

c(Mi) = −dd−3(d − 1)(d − 2).

(d) Suppose i = 2d − 3. If c(Mi, σ) ̸= 0, then σ contains the (2d − 5)-cycle

(2d − 3 d 1 d + 1 2 · · · 2d − 4 d − 3)

and Ąxes d − 2 and 2d − 1. The 2 × 2 matrix formed from the remaining two indices

d − 1 and 2d − 2 is also N . In this case, we have

c(Mi) = −dd−3(d − 1)(d − 2).

(e) Suppose i = 2d − 2. If c(Mi, σ) ̸= 0, then σ contains the (2d − 5)-cycle

(2d − 2 d + 1 2 d + 2 3 · · · 2d − 3 d − 2)

and Ąxes d − 1 and 2d − 1. The 2 × 2 matrix formed from the remaining two indices 1

and d is also N . In this case, we have

c(Mi) = −dd−3(d − 1)(d − 2).
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(f) Suppose i = 2d − 1. If c(Mi, σ) ̸= 0, then σ contains the (2d − 5)-cycle

(2d − 1 d + 2 3 d + 3 4 · · · 2d − 2 d − 1).

The 4 × 4 matrix formed from the remaining four indices 1, 2, d, d + 1 is

N ′ =

























a0 0 ad−1 ad

0 a0 0 ad−1

da0 0 ad−1 0

0 da0 0 ad−1

























.

In this case, we have

c(Mi) = dd−3(d − 1)2(d − 2).

Note that we have

d−1
∑

i=1

c(Mi) = dd−2(d − 1)2,
2d−1
∑

i=d

c(Mi) = 0.

Summing these two equations gives the desired result.

We conclude by proving Theorem 7. One can check directly that ∆′
5(a0, . . . , a5) is

irreducible in C[a0, . . . , a5]. Therefore, Theorem 7 follows from:

Theorem 17. Let d ≥ 6 be an integer. If ∆′
d−1 is irreducible in C[a0, . . . , ad−1], then ∆′

d

is irreducible in C[a0, . . . , ad].

Proof. Suppose for a contradiction that ∆′
d is not irreducible. Any factorization of ∆′

d gives
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a factorization of a2
1∆

′
d−1(a1, . . . , ad) in Z[a1, . . . , ad] via Corollary 14 by setting a0 = 0.

Since ∆′
d−1 is irreducible, we see that there are three possibilities for a factorization of ∆′

d:

∆′
d(a0, . . . , ad) = (a0G + 1)(a0H + a2

1∆
′
d−1(a1, . . . , ad))

∆′
d(a0, . . . , ad) = (a0G + a1)(a0H + a1∆

′
d−1(a1, . . . , ad))

∆′
d(a0, . . . , ad) = (a0G + a2

1)(a0H + ∆′
d−1(a1, . . . , ad)),

where G, H ∈ C[a0, . . . , ad]. Since any factor of a homogeneous and weighted homogeneous

polynomial is also homogeneous and weighted homogeneous, we see that only the third type

of factorization is possible and that, moreover, a0G + a2
1 must be of the form c a0 a2 + a2

1

for some c ∈ C in order to be weighted homogeneous. This means that if a1 = a2 = 0,

then ∆′
d = 0. Consider now the polynomial f(x) = x2(xd−2 + 1). We know from (4.3) that

∆′
d(f) = ∆d−2(x

d−2 + 1) ̸= 0,

but a1(f) = a2(f) = 0, which is a contradiction.
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