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Abstract

Antibodies, or immunoglobulins, are integral to the immune response, playing a crucial
role in recognizing and neutralizing external threats such as pathogens. The design of
these molecules, however, is complex due to the limited availability of paired structural
antibody-antigen data and the intricacies of structurally non-deterministic regions. In
this thesis, we explore innovative approaches for computationally designing antibodies, ad-
dressing key challenges in traditional methods. Our focus is on overcoming the limitations
of existing computational techniques in antibody design, which include limited structural
data availability, CDR flexibility, and dependence on contextual information. We pro-
pose two novel solutions leveraging Protein Language Models (pLMs). The first employs
a sequence-to-sequence model, analogous to language translation, utilizing data augmen-
tation for semi-supervised training. The second approach integrates both sequential and
structural antigen information into a pLM using specially designed adapter modules. These
methods aim to efficiently utilize extensive sequence data, circumventing the challenges of
limited structural data. Our models demonstrate promising results in the Rosetta Anti-
body Design benchmark, outperforming existing models and showcasing the potential of
integrating pLMs in computational antibody design. This research contributes to enhanc-
ing the precision and applicability of antibody design, marking a significant advancement
in therapeutic and diagnostic applications.
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Chapter 1

Introduction

In the field of molecular biology, understanding and designing proteins is crucial. Pro-
teins are vital for biological systems due to their diverse roles, ranging from speeding up
chemical reactions to providing structural support [6]. Notably, antibodies, also known
as immunoglobulins, stand out for their essential role in the immune system, acting as
defense agents against external biological threats like bacteria, viruses, and other harmful
microorganisms, known as pathogens [26]. These pathogens can cause diseases, prompting
an immune response in which antibodies are crucial in the body’s defense system. They
work by specifically identifying and attaching to parts of pathogens or foreign substances,
such as toxins, a process fundamental in neutralizing or eliminating the threat.

Antibodies, shaped like a Y, are made up of two heavy and two light chains, play a
crucial role in the immune defense system by targeting and binding to specific antigens,
which are foreign substances that trigger an immune response [11]. The part of an antibody
that binds to antigens, known as Complementarity-Determining Regions (CDRs), is key
to this specificity. The third CDR of the heavy chain (H31) is especially variable, allowing
antibodies to bind to a wide variety of antigens [2]. The surface of the 3D conformation
of the antibody protein, shaped by these CDRs, forms a specific topography that matches
the topography of the target antigen’s surface. When the antibody and antigen interact,
these surfaces align like a lock and key mechanism [5]. This precise alignment is key for the
immune system to distinguish between the body’s own molecules and foreign ones, leading
to the antigen’s destruction and thus safeguarding the body from infection and disease
[26].

1In this thesis, we refer to each CDR using the format [Chain][Number]; for example, H3 denotes the
third CDR of the heavy chain
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The significance of designing antibodies extends widely, notably in therapeutic and
diagnostic fields [71]. In therapeutic applications, the design of antibodies is fundamental to
creating targeted treatments, such as monoclonal antibodies, which have greatly improved
the treatment of diverse diseases [11]. In diagnostics, engineered antibodies are essential
for developing assays that accurately detect diseases, thereby enhancing the accuracy and
precision of medical diagnostics [71]. The central task of antibody design is predicting the
variable region sequences based on the structure and sequence of an antigen. This often
includes focusing on CDRs, particularly H3, vital for antigen recognition.

Traditional methods for antibody design rely on complex physics-based calculations
[45, 1]. However, the complexity and vast search space involved in this task can cause the
traditional methods to be ineffective [38, 49]. Advancements in computational techniques
have opened new avenues in antibody design, particularly through the adoption of deep
learning methods. These methods focus on developing sophisticated neural networks to
integrate both the sequence and the structural aspects of antibodies and antigens [29, 49,
37, 38]. However, despite their promise, these innovative models encounter substantial
challenges. The more vital ones are the requirement for detailed contextual data [38] and
the limited availability of training samples for model development [35]. Recognizing these
challenges, our research is dedicated to overcoming these hurdles, aiming to fill a vital gap
in the current landscape of antibody design.

The journey towards effective computational antibody design has faced notable chal-
lenges, which often slow down the creation of accurate and widely useful models. These
challenges are as follows:

• Limited availability of paired structural data: One of the vital obstacles in
antibody design is the shortage of extensive antibody-antigen structural data for
training deep learning models. For instance, the SAbDab dataset [16], a widely-used
resource containing paired antibody-antigen structures, includes only about 5,000
samples. This lack of data limits the models’ overall efficacy and applicability by
making it more difficult for them to learn from and generalize across a wide variety
of antigens.

• Impact of CDR flexibility on sequence prediction: The structural flexibility
of CDRs [28] presents a significant challenge in accurately predicting their sequences.
Zheng et al. [77] emphasize that in such flexible regions, there is a weaker correlation
between residue identities and their structural context. This aspect is particularly
problematic in methods attempting to design both the sequence and structure of
antibodies simultaneously, often leading to errors and resulting in the generation of
inaccurate sequences.
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• Dependency on contextual information: Existing models in antibody design
often rely on additional data, like the structural arrangements of antibodies within
their target environment (docked antibody frameworks) [49] or the specific shapes and
conformations of antigenic epitopes [38]. Although this contextual information plays
a vital role in enhancing the scalability and overall effectiveness of these methods, it
is often challenging to obtain.

Out of the above challenges, the most pressing one is the scarcity of structural data.
This shortage becomes particularly apparent when we contrast it with the abundance
of available sequential data. For example, while the SAbDab dataset, offers only around
5,000 paired antibody-antigen structures, the Observed Antibody Space (OAS) [55] dataset
contains about two billion single-chain as well as two million paired heavy and light chain
antibody sequences. By utilizing this repository of sequential information, we can address
the challenges posed by the lack of structural data, to develop more effective antibody
design methods.

In addition, we were inspired by the successes of Protein Language Models (pLM) in
various areas of protein modeling, including structure prediction [12] and design [77]. These
models, structurally similar to language models such as BERT [14], are pre-trained on vast
protein sequence databases and employ similar objectives, particularly masked language
modeling. Through this training, pLMs learn the complex underlying patterns in protein
sequences, understanding these biological structures [46].

To leverage pLMs for antibody design, we propose two solutions which are described
as follows:

The first solution is a sequence-to-sequence model based on the transformer architecture
developed by drawing an analogy to language translation. We treated antigens as the
source, and antibody sequences as the target language. This perspective allows us to
apply data augmentation techniques commonly used in neural machine translation (NMT),
particularly the Back Translation to train our model in a semi-supervised manner [39]. This
technique is especially beneficial in situations where there is a sparse or non-existent paired
dataset between two languages. It utilizes large unpaired and unsupervised corpora of each
language to train the translation model effectively [39].

Our first approach had a notable limitation: it could not utilize the structural infor-
mation of antigens. To address this, we proposed a solution that could leverage both the
sequential and structural information of antigens, as well as harness the capabilities of
pLMs. In our second approach, we used a protein encoder to encode the antigen’s infor-
mation. This encoded information was then integrated into a pLM by specially designed
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antigen adapter modules. These modules were crucial for enabling the pLM to generate
antibody sequences conditioned on the specific antigen. By incorporating these adapter
modules, the model could utilize the antigen’s information in a targeted way, directly
influencing the generation of corresponding antibody sequences.

An important aspect of both models is their ability to perform without reliance on
contextual information. Additionally, focusing solely on antibody sequences, they are not
affected by the structural flexibility of CDRs, which is a significant challenge in antibody
design. These solutions aim to harness the available sequential data and the learning
capabilities of pLMs, bridging the gap between extensive sequence information and limited
structural data.

We evaluated these models on the Rosetta Antibody Design (RAbD) benchmark [1].
The first model, with its translation-like approach, demonstrated performance on par with
current state-of-the-art models. The second model, which integrated both structural and
sequential data as well as antigen adapter utilization, was able to outperform the existing
models in recovering antibody sequences. This success not only showcases the efficacy of
our approaches in addressing data scarcity but also highlights the potential of our methods
in enhancing the accuracy and applicability of computational antibody design.
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Chapter 2

Background

This chapter lays the groundwork for this thesis, bridging biological insights with compu-
tational developments in antibody design. It is structured into two key sections: Biological
Overview and Related Works. The first section delves into the molecular biology of pro-
teins, focusing particularly on the structure and function of antibodies, their crucial role
in the immune system, and the complexities of their interactions with antigens. The sec-
ond section transitions to an extensive review of the computational field, examining past
research, the progression of machine learning techniques in antibody design, and the im-
plementation of sophisticated models such as transformers [68]. This chapter establishes
the foundation for a detailed exploration of cutting-edge computational methods in the
later parts of the thesis.

2.1 Biological Overview

2.1.1 Proteins

Proteins are essential biomolecules in all living organisms, serving a wide array of functions
critical to life. They are involved in nearly every process within cells and can be found
in all body tissues and fluids. Their roles include acting as enzymes to catalyze biochem-
ical reactions, providing structure and support, transporting and storing molecules, and
participating in immune responses.

At their core, proteins are polymers composed of amino acids, linked together by peptide
bonds. There are 20 different amino acids that can be combined in various sequences to
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form proteins [74]. The sequence of these amino acids, known as the primary structure,
dictates the protein’s final three-dimensional shape and function. Proteins fold into specific
structures, driven by interactions among the amino acids. This folding process results in the
protein’s secondary (e.g., alpha-helices and beta-sheets), tertiary (the overall 3D structure
of a single polypeptide chain), and in some cases, quaternary structure (the arrangement
of multiple polypeptide chains) [74] (Figure 2.1).

Figure 2.1: The four levels of protein structure. The primary structure is shown as a
linear sequence of amino acids forming a polypeptide chain. The secondary structure
is depicted with regions stabilized by hydrogen bonds, forming local structures such as
alpha-helices and beta-pleated sheets. The tertiary structure represents the overall three-
dimensional folding of a single polypeptide chain, influenced by interactions between the
side chains of amino acids. Lastly, the quaternary structure is exemplified by the assembly
of multiple subunits, each a polypeptide chain, coming together to form a functional protein
complex. Adapted from “Protein Structure”, by BioRender.com (2023). Retrieved from
https://app.biorender.com/biorender-templates

2.1.2 Antibody

Antibodies, also known as immunoglobulins, are precise instruments of the immune system,
adept at identifying and neutralizing specific pathogens. These proteins, with their dis-
tinctive Y shape, are produced by B cells, a type of white blood cell. They are essential for
recognizing foreign molecules, or antigens, typically present on the surfaces of pathogens.
The structure of an antibody includes two pairs of polypeptide chains: the larger heavy (H)
chains and the smaller light (L) chains [3]. These chains feature constant regions, which
define the antibody’s class and initiate immune responses, and variable regions, which are
crucial for antigen binding.
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Antibodies are composed of constant and variable domains. In each antibody, the
heavy chain includes three constant regions and one variable region, while the light chain
has one constant and one variable region. Within each variable region, there are three
CDRs, which collectively form the paratope—the specific binding site that attaches to an
antigen’s epitope. In this thesis, we refer to each CDR using the format [Chain][Number];
for example, H3 denotes the third CDR of the heavy chain (Figure Figure 2.2).

Surrounding these CDRs within the variable regions are sections called Frameworks
(FWs). Each variable region is composed of four FWs (Figure Figure 2.2). Unlike the
CDRs, which exhibit extreme variability, these framework regions are highly conserved,
both in their sequence and structural conformation. This conservation plays a crucial role
in maintaining the overall structure and stability of the antibody [53].

2.1.3 Antigen and Epitope

Antigens are substances that trigger an immune response, typically being a protein on the
surface of pathogens. One key feature of these antigens is their epitopes - specific parts
recognized by the immune system. Epitopes come in two forms: linear and conformational.
Linear epitopes consist of amino acids arranged in a sequence, while conformational epi-
topes are composed of amino acids that assume a specific three-dimensional shape when the
protein folds. Identifying and replicating conformational epitopes is more complex than
linear ones because their recognition depends on the protein’s tertiary structure. This
structure can be altered during experimental procedures, making it a challenge to accu-
rately determine and replicate the precise three-dimensional arrangement of amino acids
in conformational epitopes. This complexity renders them elusive targets for immune re-
sponses and the development of antibody therapies.

2.1.4 Antibody Numbering Schemes

The structure of antibodies is quite complex, necessitating a universal language to accu-
rately pinpoint and compare amino acid positions within their variable domains, which
is essential for understanding antigen-binding specificity. The IMGT numbering system,
introduced by Lefranc et al. [44], has become the standard for this purpose. It presents a
systematic and uniform method, applicable across different species and antibody classes,
assigning specific numbers to each amino acid and accounting for insertions and dele-
tions. This enables a consistent description and analysis of all immunoglobulins. The
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Figure 2.2: This schematic and structural representation displays the antibody’s typical Y-
shaped formation, consisting of two identical heavy chains and two identical light chains.
Each chain is composed of alternating framework regions (FW) and complementarity-
determining regions (CDRs). There are three CDRs (H1, H2, H3 for the heavy chain
and L1, L2, L3 for the light chain) that are instrumental in binding to specific parts
of the antigen, and four framework regions (FW1, FW2, FW3, FW4) that support the
overall structure. The paratope, formed by the CDRs, engages the antigen’s epitope
in a precise lock-and-key manner. The right side of the image showcases the three-
dimensional configuration of an antibody-antigen complex (PDB: 3HFM), highlighting
the interaction between the antibody (in pink and blue) and the antigen (in green), with
a focus on how the paratope’s CDRs close contact with the antigen’s epitope. Adapted
from “Antigen Recognition by Antibodies”, by BioRender.com (2023). Retrieved from
https://app.biorender.com/biorender-templates
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FW1 CDR1 FW2 CDR2 FW3 CDR3 FW4
IMGT Position 1-26 27-38 39-55 56-65 66-104 105-117 118-128

Length 25-26 12 ≤ 17 10 ≤ 37-39 13 (or less or more) 10-11

Table 2.1: Summary of IMGT Position and Length Variability in Antibody Segments.
This table presents the IMGT position ranges and corresponding length variability for the
Framework (FW) and Complementarity-Determining Region (CDR) segments of antibod-
ies.

IMGT system is especially valuable for uniformly identifying the CDRs in various anti-
body sequences. By offering a consistent framework for denoting precise positions within
antibodies, the IMGT numbering enhances our capability to study, compare, and engineer
antibodies accurately. The detailed IMGT position ranges and length variability for the
FWs and CDRs of antibodies can be found in Table 2.1.

2.2 Related Work

2.2.1 Computational Antibody Design

Computational antibody design is an expanding field that uses various computational meth-
ods to predict antibody sequences for a given antigen. Traditional approaches often involve
optimizing complex energy functions, a task complicated by the challenge of accurately
simulating real-world protein interactions [45, 45, 42, 1, 73]. This complexity is due to
the nature of protein-protein interactions which is too intricate to be captured entirely
by statistical functions [21]. In response, deep learning has become increasingly promi-
nent, branching into two main approaches: sequence-based methodologies and structure-
sequence co-design.

Sequence-based models utilize deep learning to engineer antibodies by analyzing one-
dimensional sequence data. The EnsGrad method, introduced by Liu et al. [48], employs
gradient ascent alongside an ensemble of 24 neural networks to optimize antibody se-
quences. Meanwhile, Saka et al. [59] developed a generative LSTM model. Both models
were trained using phage display libraries for a limited set of antigens, which restricts
their ability to generalize to novel antigens. Another notable approach is ReprogBert
[50], which reprograms a pre-trained English BERT model for protein sequence infilling,
representing a novel application of language models in protein engineering.
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while existing sequential approaches focus solely on antibody sequences without consid-
ering antigens, our first approach seeks to address this gap. We employ an encoder-decoder
architecture, where the encoder encodes the antigen’s information, and the decoder gen-
erates the corresponding binding antibody. This method involves fine-tuning Ankh [17],
a T5 model [56] pre-trained on extensive protein sequence data. Our goal is to leverage
the antigen’s sequential information to guide antibody generation more effectively. Addi-
tionally, by incorporating transfer learning and data augmentation strategies, we aim to
overcome the challenge posed by limited data availability.

The emergence of structure-sequence co-design methods marks a significant develop-
ment in utilizing both sequence and structure data of proteins. RefineGNN [31], em-
ploying an autoregressive Graph Neural Network (GNN), predicts antibody sequence and
structure, yet it doesn’t design antibodies specific to antigens. Pioneering the field, Dif-
fAb [49] successfully designs antigen-specific antibodies using generative diffusion models.
MEAN [38] furthers this approach by applying GNN with E(3)-equivariant message pass-
ing, framing the task as graph translation. Building on this, Kong et al. [38] introduced
dyMEAN, enhancing the model with an adaptive multi-channel equivariant encoder and
a shadow paratope, allowing for a detailed consideration of each amino acid’s atomic struc-
ture.

Our second approach addresses these limitations by taking a middle ground between
sequential and co-design approaches. We employ graph modeling to encode both the
sequence and structural information of the antigen. Then, we utilize sequence modeling
to decode this information into the corresponding antibody sequence, effectively balancing
the need for structural data with the advantages of sequence prediction.

2.2.2 Protein/Antibody Language Models

Protein language models such as ESM [46] and ProtTrans [18], which have been pre-
trained using the Masked Language Model (MLM) technique, have significantly enhanced
our understanding of protein sequences. This advancement has inspired new developments
in modeling antibody sequences, leading to the creation of specialized models like AbLang
[66], AntiBERTa [43], AntiBERTy [57], and BALM [33]. AbLang, trained on the OAS
database, specializes in filling in missing residues in B-cell repertoire sequences. AntiB-
ERTa, utilizing a 12-layer transformer architecture, provides a nuanced numeric represen-
tation of antibody sequences, capturing essential elements of antibody functionality, and is
adaptable for paratope prediction tasks. AntiBERTy, on the other hand, groups antibodies
into clusters that mimic the process of affinity maturation. Meanwhile, BALM stands out
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for its ability to predict both the function and structure of antibodies, exemplifying the
significant role of machine learning in the field of immunology.

2.2.3 Protein Structural Encoding

The advancement of structure-based methodologies in computational biology has been sig-
nificantly driven by innovations in encoding spatial characteristics of protein structures.
Initially, these methodologies utilized 3D Convolutional Neural Networks (CNNs), as in-
troduced by [13], and later incorporated the use of GNNs [20, 9, 32, 72, 8]. The field has
recently seen a surge in exploring the potential of pre-training these structural encoders
on extensive, unlabeled datasets. Pioneering contributions in this area, such as those by
[25, 10, 23], have adopted approaches like contrastive learning, self-prediction, and denois-
ing score matching. Additionally, Zhang el al. [75] have proposed the Geometry-Aware
Relational Graph Neural Network (GearNet), utilizing relational graph convolutional
layers and edge message passing with augmentation functions, offering a novel perspective
in self-supervised learning for protein structures. These developments are expanding the
boundaries of what can be achieved in the encoding of protein structural information.

2.2.4 Neural Machine Translation

Machine translation is a challenging task that involves converting text from one language
to another, often using neural networks and encoder-decoder models. The encoder creates
a vectorized representation of the source language sentence, which the decoder uses to
generate the translated version. However, achieving high performance with these models
requires large amounts of data, which can be difficult to obtain for low-resource languages.
To address this challenge, researchers have explored unsupervised and semi-supervised
learning methods to improve neural machine translation (NMT) performance. One such
method is back translation [62], which involves translating monolingual text in both di-
rections to generate synthetic bilingual data. The XLM model [40] has shown promising
results with unsupervised data by leveraging back translation. Further research has aimed
to refine the XLM model, including incorporating multilingual pre-trained BERT [78] and
masked sequence-to-sequence techniques [63] to improve performance. Given the signif-
icant data requirements for antibody and antigen research, we explore the potential of
semi-supervised NMT for antibody design in our first approach.
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Chapter 3

Methodologies

This chapter details the methodologies employed to address the challenges of computational
antibody design. The first proposed solution, a sequence-to-sequence model inspired by
neural machine translation, utilizes a transformer architecture and transfer learning. Addi-
tionally, a back translation technique leverages unpaired data to improve performance. The
second proposed solution leverages the capabilities of pLMs combined with antigen-specific
adapter modules. This methodology employs a GNN protein encoder, pLM architecture,
and antigen adapter modules to use both sequential and structural antigen information.
Each methodology is comprehensively described, including its rationale, employed tech-
niques, and parameters used.

3.1 First Approach: Antibody T5 (AbT5)

In this section, we delve into the details of our first approach, Antibody T5 (AbT5). We
begin by introducing the key components that form the foundation of our approach. First,
we present three distinct datasets that we employed for training our model, addressing the
challenge posed by the shortage of available antigen-antibody paired dataset. Next, we
explore the architecture of the Ankh model, a pre-trained pLM specifically optimized for
protein-related tasks, which serves as the cornerstone of our approach. Lastly, we describe
the loss functions involved in training, including supervised translation with paired data
and unsupervised translation with unpaired datasets, utilizing back translation to enrich
the training set and enhance the model’s performance.
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3.1.1 Datasets

Antigen sequences are generally much more diverse than antibody sequences, posing a
significant challenge for modeling. Therefore, we chose to focus solely on the linear epitope
region of the antigen sequences. This approach not only reduces the data complexity but
also prioritizes the crucial information relevant to antibody design.

Our training methodology for Ankh uses three distinct datasets:

• Paired Dataset:

This dataset provides the core foundation for supervised learning. Sourced from the
SAbDab database [16], it consists of paired antigen and antibody complexes. To
ensure data quality and prevent test data leakage, we clustered the samples based
on the H3 region with a minimum sequence identity of 40%. Clusters containing
RAbD benchmark data were excluded to prevent bias. The remaining clusters were
then split into a training set (90%) and a validation set (10%). Importantly, only
the epitope section of the antigen sequences was used, focusing on the top 20 closest
positions to the antibody in their 3D structure. This approach prioritizes the relevant
interaction region while minimizing irrelevant sequence information.

• Unpaired Antibody Dataset:

To leverage the abundant sequential data for back translation, we utilized the OAS
dataset [55]. This dataset contains approximately two million paired sequences of
human heavy and light chain antibodies. To reduce redundancy and ensure data
diversity, we clustered the sequences with a 60% sequence identity threshold and
selected representative sequences from each cluster. This process yielded approxi-
mately 290,000 unique antibody sequences, significantly enriching the unpaired data
pool for back translation.

• Unpaired Antigen Dataset:

We used the Immune Epitope Database (IEDB) [70] for our unpaired antigen dataset.
This database contains over 200,000 linear epitope sequences from 10,000 antigens.
After removing duplicate and overlapping entries, we obtained a refined dataset of
40,000 non-redundant linear epitope sequences. These sequences, in conjunction with
the unsupervised antibody dataset, enabled us to effectively utilize back translation
for improved model learning.
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Figure 3.1: This schematic represents the encoder-decoder architecture used to model an-
tibody design as a neural machine translation task, utilizing the Ankh model. The encoder
processes the antigen sequence as input, encoding the information, which is then passed to
the decoder. The decoder, in turn, generates the corresponding antibody sequence. The
Ankh model, based on the T5 architecture, comprises a deep stack of encoder layers and
autoregressive decoder layers pre-trained on a vast database of protein sequences. This
structure allows Ankh to leverage pre-existing protein sequence knowledge, facilitating ef-
fective transfer learning for the specialized task of antibody design.

This combination of carefully curated datasets, encompassing both paired and unpaired
data, provided the necessary foundation for the robust training of our model for antibody
design.

3.1.2 Architecture

To model antibody design effectively as a neural machine translation task, we recognized
the necessity of adopting an encoder-decoder architecture. In this architectural framework,
the encoder takes the source sequence and encodes it, while the decoder generates the
target sequence. Moreover, as highlighted in the introduction chapter, we were keen on
harnessing the capabilities offered by pre-trained models. Given this aspiration, we decided
to integrate Ankh [17] as the primary building block of our model.
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Figure 3.2: Back translation diagram for antibody-epitope sequence modeling, employing
the IEDB dataset of linear epitopes and the OAS dataset of antibody sequences. In this
process, the model initially translates epitopes from the IEDB dataset into corresponding
antibody sequences. These generated sequences are then used as input to back-translate
and recreate the original epitope sequences. The cross-entropy between the original and
regenerated epitope sequences is used to determine the reconstruction’s loss value. A
similar procedure is conducted with the OAS dataset, where antibody sequences are first
translated into epitopes and then back-translated to antibodies.

The Ankh model adheres closely to the T5 model, which relies on an encoder-decoder
paradigm rooted in the transformer architecture. Specifically, our implementation utilizes
Ankh-base, featuring 48 encoder layers and 24 autoregressive decoder layers. This con-
figuration enhances Ankh’s capacity to meet the demands of our computational antibody
design task effectively.

In terms of pre-training, Ankh has undergone extensive pre-training on the Uniref50 [65]
dataset, encompassing 45 million protein sequences. This pre-training process leveraged
MLM techniques, enabling Ankh to acquire a deep understanding of protein sequences.
As a result, Ankh is well-prepared for transfer learning, greatly improving its ability to
handle new tasks such as antibody design. This adaptability is achieved without the need
for excessive amounts of task-specific data, making it highly versatile.

3.1.3 Finetuning and Loss Functions

Our methodology is motivated by the analogy of viewing antigens and antibodies as dif-
ferent languages composed of amino acids. Consequently, we represent antibodies and
antigens as sequences g and b, respectively, denoted as:

g = gI1 = (g1, g2, ..., gI), where gi ∈ A (3.1)
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b = bJ1 = (b1, b2, ..., bJ), where bj ∈ A (3.2)

Here A is the set of all 20 naturally occurring amino acids. This idea allows us to lever-
age the power of sequence-to-sequence models, traditionally used in language translation,
to address the challenges of computational antibody design.

In our approach, we define the conditional probability distribution of translating anti-
gens into antibodies using our auto-regressive model as:

Pb→g(b|g) =
J∏

j=1

Pb→g(bj|bj−1
1 , c(g)), (3.3)

where Pb→g(bj|bj−1
1 , c(g)) represents the probability of generating jth amino acid bj in the

antibody sequence, conditioned on the previously generated amino acids bj−1
1 and the

context c(g) derived from the encoded antigen sequence g. This formulation captures the
sequential nature of the translation process and dependency on the preceding amino acids
and the antigen sequence. Similarly, we define the conditional probability distribution of
antibodies into antigens as:

Pg→b(g|b) =
I∏

i=1

Pg→b(gi|gi−1
1 , c(b)). (3.4)

Considering this formulation, we incorporate two training strategies into our fine-tuning
process, combining supervised and unsupervised learning, to mitigate the challenge posed
by the limited availability of paired data.

Supervised Translation with Paired Data: We train Ankh with the paired antigen-
antibody sequence dataset under a supervised framework. The primary objective here is
to minimize the supervised cross-entropy loss between the model’s predicted sequences and
the actual target ones, defined as:

Lsup
b→g = E[− logPg→b(g|b)], (3.5)

Lsup
g→b = E[− logPb→g(b|g)]. (3.6)

This training allows Ankh to accurately grasp the correlations between antigen and anti-
body sequences, thereby enhancing the precision of its translational capabilities.

Unsupervised Translation with Unpaired Datasets: Leveraging the extensive
unpaired datasets previously mentioned, we employ back translation as an unsupervised
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learning technique (Figure 3.2). Let v∗(g) be the antibody sequence inferred from the
translation of antigen sequence g such that v∗(g) = argmax Pg→b(v|g). Similarly, we
denote u∗(b) as the antigen sequence resulted from the translation of antibody sequence b
such that u∗(b) = argmax Pb→g(u|b). We consider (v∗(g),g) and (b, u∗(b)) as synthetic
paired data to construct the cross-entropy loss functions for the unsupervised translation
process as:

Lback
g = E[− logPb→g(g|v∗(g))], (3.7)

Lback
b = E[− logPg→b(b|u∗(b)]. (3.8)

It should be noted that although we need the model to only translate from antigen
to antibody, we train the model to translate in both directions. This helps the model in
producing high-quality synthetic samples with back translation. We update the model’s
parameters using gradient descent by minimizing each loss separately. Additionally, to
achieve more precise antibody prediction, we keep the pre-trained encoder’s parameters
frozen and only train the decoder’s weights during backward passes. This allows the model
to focus on task-specific decoding and also retain the encoder’s understanding of protein
sequences.

In the fine-tuning process for Ankh, we also implemented two key features to enhance
its performance in antibody design. We created special tokens for each language — one
for antibodies and one for antigens. These tokens act as prompts for the decoder’s input,
guiding the model to accurately translate the sequences according to the specified language.
This addition is crucial for ensuring that the model correctly identifies and translates each
sequence based on whether it represents an antibody or an antigen.

3.2 Second Approach: Conditional-BALM (CBALM)

3.2.1 Task Formulation

The input antigen is denoted as G, represented by a sequence-structure tuple (si,xi) for
i = 1, . . . , n, where si ∈ A is the type of amino acids at position i, and xi ∈ R3 is its alpha
carbon atom coordinates. Our objective is to predict the antigen’s corresponding antibody
sequence B, consisting of heavy (H) and light (L) chains, given the antigen information
G. The task aims to learn parameters θ to maximize the conditional probability:

max
θ

P (Bmasked|G,Bknown) (3.9)
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In specific cases, part of the antibody sequence, typically the framework, might already
be identified, indicated asBknown. Our goal is to accurately predict the unspecified segments
of the antibody sequence, referred to as Bmasked. For the case of full antibody prediction,
no section is known, hence Bknown = ∅.

3.2.2 Architecture

Informed by our previous discussions, we elected to concentrate solely on the design of
the antibody sequence. Our objective is to gain a deeper understanding of the antigen
to effectively create a complementary antibody sequence. To achieve this, we adopted an
encoder-decoder architecture.

The encoder in our framework is tasked with capturing the antigen’s structural and
sequential details comprehensively. The decoder, on the other hand, uses this information
to produce the corresponding antibody sequence, systematically incorporating all essen-
tial aspects of the antigen. We utilized GearNet, a structural encoder pre-trained on the
AlphaFold dataset (Figure 2A), for antigen encoding. This pre-training process equipped
GearNet with a robust understanding of protein structures, making it adept at accurately
encoding the information of antigens. The encoder function ENC(G) produces HG, which
is in the shape of n × dGearNet, where n is the length of the antigen sequence and dGearNet

is the dimensionality of the encoded space. HG is then passed through an adapter mod-
ule, undergoing a linear transformation with weights WAdaptEnc to produce EG such that
EG = WAdaptEnc ·HG, and we parameterize the dimensionality of EG with dAdaptEnc. The
transformed representation EG will be passed to the decoder, serving as the foundation to
generate corresponding antibody sequences and translating the complex antigen informa-
tion into a format usable for antibody design.

Our decoding component, the Bio-inspired Antibody Language Model (BALM), lever-
ages a transformer-based self-attention mechanism with 30 layers and rotary positional
encoding to understand the unique and conserved properties of antibodies (Figure 2B).
Initially trained on a large dataset of unlabeled antibody sequences, BALM effectively
captures contextual embeddings essential for inferring binding functions. Notably, BALM
employs a unique antibody positional encoding method based on the IMGT numbering
scheme, which provides a consistent framework for identifying amino acid positions, thereby
enhancing its ability to generate meaningful embeddings.

In our methodology, the antibody sequence representation provided to BALM adopts
a structure similar to ESM-2: it commences with a [CLS] token, is followed by the heavy
chain sequence, and concludes with an [EOS] token. To adapt BALM for conditional
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Figure 3.3: This diagram showcases our proposed encoder-decoder model for antibody
sequence prediction, combining the strengths of two pre-trained networks. Panel A features
BALM, a transformer-based model pre-trained on a vast dataset of single-chain antibodies
using a Masked Language Model (MLM) objective for sequence processing. In Panel B,
GearNet is presented as a general-purpose protein structure encoder, pre-trained on the
comprehensive AlphaFold dataset to encode structural data into graph form. Panel C
unifies these components: GearNet’s graph-encoded antigen information is channeled into
BALM via an antigen adapter, using cross-attention mechanisms to translate intricate
antigen structures into corresponding antibody sequences.
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generation crucial to our approach, we integrated antigen adapter layers after each self-
attention layer within BALM. This integration facilitates the efficient incorporation of the
encoded antigen information into the decoding process. Each antigen adapter layer consists
of a cross-attention layer followed by a feed-forward layer. In the cross-attention operation
denoted as CrossAtt(Q, K, V), the output of each block in adapted BALM is given by

H l = WFFN · CrossAtt(H l
t , EG, EG) +Ht (3.10)

where l signifies the layer number, EG represents the encoded antigen information, and
WFFN are the weights of the feed-forward layer, and Ht is the output from the previous
feed-forward and self-attention layers. This refined structure ensures a synergistic interplay
between the antigen’s structural and sequential information, aligning with our objective of
generating corresponding antibody sequences based on the encoded antigen information.

3.2.3 Training

The training objective in our model is the Causal Masked Language Modeling (CMLM)
objective [19], facilitating the non-autoregressive generation of antibody sequences condi-
tioned on antigen information. Under this setup, a set of tokens from B (the antibody
sequence) is replaced with the [MASK] token, with the number of masked tokens being
uniformly sampled from 1 to |B|, where |B| is the length of the antibody sequence. To
enhance the model’s focus on learning to predict the more challenging Complementarity-
Determining Regions (CDR) of the antibody, as opposed to the relatively constant frame-
work regions, we employ Focal Loss for our training loss. Focal Loss, commonly used in
object detection tasks, is adept at handling unbalanced data and helps in redirecting the
model’s focus toward learning the intricate CDR regions, which is pivotal for our task.

The training of our model was conducted using the Adam optimizer, paired with an
inverse square root learning rate scheduler. This scheduler featured a warm-up phase of
1,000 steps, after which the learning rate peaked at 10−4. To preserve the integrity of
the pre-trained models, we initially kept all pre-trained weights frozen during the first five
epochs. After this period, we unfroze the pre-trained weights and set their learning rate
to a tenth of that of the newly added layers. This cautious approach allowed for end-to-
end training, providing the model with the opportunity to gradually adjust to the specific
characteristics of our dataset.
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Chapter 4

Experiments

To validate our model, we employed the RAbD benchmark, consisting of 60 antigen-
antibody complexes, providing a robust framework for evaluating the model’s performance
in real-world scenarios. In our assessment of the model’s predictive performance, we fo-
cused on three main metrics: Amino Acid Recovery (AAR), Contact Amino Acid Recovery
(CAAR), and Root Mean Square Deviation (RMSD). AAR evaluates how accurately the
model predicts the amino acid sequence of antibodies, showing the percentage of residues
it correctly identifies. CAAR takes a more specific approach, assessing the model’s ability
to predict residues that interact with the antigen — crucial for determining binding affinity
and specificity. As our models do not directly predict protein structure, we utilized the
dyMEAN structure prediction model, available on its official GitHub repository, to predict
the complex tertiary structure for the generated antibody sequences. We then used RMSD
to measure structural accuracy, calculating the average deviation between the backbone
atoms of the predicted and actual protein structures post-alignment using the Kabsch algo-
rithm. A lower RMSD indicates higher structural fidelity. By combining AAR and CAAR
for sequence accuracy and RMSD for structural accuracy through dyMEAN predictions, we
comprehensively evaluate our model’s efficacy in replicating both the antibody sequences
and their functional conformations.

4.1 Single CDR Design

In this experiment, we address the challenge of predicting a single CDR of the heavy chain,
provided the light chain and the remaining domains of the heavy chain are given. In our
first approach, we utilize the sequence preceding the target CDR as a prompt for the
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H1
Model AAR CAAR RMSD
Diffab 68.00% 60.02% 0.55
AbODE 70.50% - 0.65
dyMEAN 76.55% 63.19% 0.56
AbT5 69.72% 56.29% -

CBALM 80.56% 69.44% 0.47

H2
Model AAR CAAR RMSD
Diffab 54.64% 42.77% 0.41
AbODE 55.70% - 0.73
dyMEAN 69.52% 63.50% 0.48
AbT5 70.08% 68.87% -

CBALM 71.25% 66.46% 0.48

H3
Model AAR CAAR RMSD
Diffab 37.47% 20.88% 2.08
AbODE 39.80% - 1.73
dyMEAN 43.20% 27.83% 1.58
AbT5 37.72% 27.78% -

CBALM 45.68% 31.57% 1.63

Table 4.1: Comparative Performance of AbT5, CBALM, Diffab, and dyMEAN in single
CDR design. The tables showcase results for single CDR design of heavy antibody’s heavy
chain, with Amino Acid Recovery (AAR), Contact Amino Acid Recovery (CAAR), and
Root Mean Square Deviation (RMSD) metrics calculated specifically for the target CDR.

decoder, asking the model to generate the sequence following this prompt. Our second
approach leverages a masking and unmasking technique where the target CDR is initially
masked to obscure its sequence from the model; subsequently, the model engages in a
prediction task, trying to accurately unmask and generate the sequence for the obscured
CDR.

Results As indicated in Table 4.1, the AbT5 model has shown its ability to perform
on par with other established methods in predicting antibody sequences. Notably, AbT5
achieves this without incorporating any structural information, relying solely on sequence-
based data. This achievement is significant, demonstrating the strength and potential
of our sequence-to-sequence model in computational antibody design. Additionally, our
CBALM model demonstrated remarkable proficiency in predicting the sequence of a single
CDR of the heavy chain, achieving this without relying on additional contextual informa-
tion. This success highlights CBALM’s ability to effectively use context from conserved
antibody regions and to integrate targeted antigen information through adapter modules,
enabling precise engineering of the variable CDR regions critical for antigen recognition and
binding. Notably, CBALM outshone models like DiffAb, AbODE, and dyMEAN in design-
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Model L1 AAR L2 AAR L3 AAR H1 AAR H2 AAR H3 AAR
Diffab 52.02% 56.03% 47.88% 68.97% 54.64% 39.82%

dyMEAN 75.89% 83.65% 52.66% 76.13% 68.48% 37.51%
CBALM 63.20% 75.40% 61.49% 79.76% 70.23% 44.98%

Overall
Model AAR CAAR RMSD
Diffab 51.26% 40.35% 1.95

dyMEAN 60.36% 50.30% 1.35
CBALM 63.00% 53.67% 1.01

Table 4.2: Results for multi-CDR design, where all six CDRs of the antibody sequence are
generated simultaneously, with RMSD calculated for the entire antibody structure.

ing CDR-H3, showcasing its advanced sequence prediction capabilities. This indicates the
benefits of focusing exclusively on sequence information. Impressively, CBALM exceeded
all state-of-the-art models in sequence-based metrics and most in structure-based metrics.
However, it is essential to consider that for structure-based metrics, the employment of
an external structure prediction tool might have introduced some inaccuracies. There-
fore, while CBALM’s performance in structure-based metrics is significant, it should be
evaluated with an understanding of the potential limitations associated with the structure
prediction method employed.

4.2 Multi CDR Design

In this experiment we tackled a more complex challenge: predicting the sequences of all six
CDRs simultaneously—three from the heavy chain and three from the light chain. This
task was executed given the antigen structure and the framework sequence of the antibody.
Our approach in this scenario demonstrates the CBALM model’s robustness in handling a
comprehensive design task, where multiple variable regions are predicted in concert. This
not only tests the model’s ability to integrate and process intricate antigen information
but also its capacity to simultaneously manage multiple CDRs.

Results In analyzing the results of Table 4.2 the multi CDR design experiment, the
CBALM model’s performance distinctly highlights its exceptional capability in handling
complex antibody design tasks. The model’s ability to predict all six CDRs simultaneously,
with less dependency on the known antibody sections than other methods, is particularly
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noteworthy. This indicates CBALM’s advanced proficiency in not only processing detailed
antigen information but also in effectively managing the intricate interactions of multiple
variable regions. The results from this experiment, showcasing higher AAR and CAAR
along with a significantly lower RMSD, clearly demonstrate CBALM’s superiority in com-
prehensive and accurate antibody sequence prediction

4.3 Whole Variable Region Prediction

In this critical phase of our research, we extended the scope of CBALM’s capabilities by
challenging it to predict the entire variable region of antibodies. This includes both the
heavy and light chains, encompassing all the CDRs and framework regions. Unlike the
previous tasks that focused on specific CDRs, this task requires the model to generate
a more extensive and complete sequence, reflecting the full complexity of an antibody’s
variable region. This comprehensive prediction task tests CBALM’s ability to synthesize
complex antigen information and apply it across a broader sequence range, embodying a
significant step towards practical applications in antibody design and development.

Model AAR CAAR
dyMEAN 70.35% 40.02%
AbT5 59.88% 30.41%

CBALM 72.07% 42.69%

Table 4.3: Results of whole Antibody Prediction

Results In the results of the whole variable region prediction experiment (Table 4.3),
our models were compared against dyMEAN, the only other method capable of addressing
this extensive task. Remarkably, CBALM surpassed dyMEAN in all metrics for predicting
the entire variable region of the antibody. This includes both heavy and light chains,
showcasing CBALM’s superior ability to synthesize and apply complex antigen information
across a broader sequence. However, AbT5 did not exhibit satisfactory performance due
to its inability to use antibody numbering information to guide the antibody generation.
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Chapter 5

Conclusion

Our study presents two approaches in the field of computational antibody design, each
addressing the intricate challenges of data scarcity and the complex nature of antibody
structures.

The first methodology, AbT5, is a sequence-to-sequence model that draws inspiration
from neural machine translation. Utilizing a transformer architecture and transfer learn-
ing, AbT5 demonstrates a unique approach to antibody sequence prediction. This model
particularly excels in leveraging unpaired data through back translation, enhancing its
performance and ability to handle the intricacies of antibody design.

The second methodology, CBALM, builds upon the strengths of pLMs, integrating
these with antigen-specific adapter modules. CBALM employs a GNN protein encoder
alongside a pLM architecture. This combination enables the effective use of both sequential
and structural antigen information, marking a significant step in the evolution of antibody
design methodologies.

Together, these two approaches provide a comprehensive framework for tackling the
challenges in computational antibody design. AbT5 offers a robust solution for sequence
prediction, while CBALM expands the frontier by incorporating structural data into the
prediction process. Both methodologies, with their distinct yet complementary capabili-
ties, pave the way for significant advancements in the field, enhancing the precision and
applicability of computational techniques in antibody design.
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5.1 Future Work

Our research has opened several promising pathways for future exploration and enhance-
ment in the field of computational antibody design. Building upon the foundations laid
by our two novel approaches, AbT5 and CBALM, we propose the following directions for
future work:

A significant area for future development in our first approach, AbT5, involves the
incorporation of structural data into the back translation process. Currently, AbT5 ex-
cels in sequence prediction but integrating structural information could further refine its
predictive capabilities. Research into methodologies that can seamlessly blend structural
insights with sequence data in the back translation process could lead to a more holistic
model, potentially improving the accuracy and applicability of antibody predictions.

The second approach, CBALM, is uniquely modular, allowing for the integration of
more advanced protein structure encoders. Future work could explore the use of cutting-
edge protein structure encoding techniques to enhance CBALM’s performance. By updat-
ing or replacing current encoders with more sophisticated alternatives, we can expect to
see improvements in the model’s ability to process and utilize structural data, leading to
more accurate antibody design predictions.

Both AbT5 and CBALM, while effective, highlight the need for better metrics in eval-
uating the generated antibodies. Current assessment methods may not fully capture the
nuances and complexities of antibody-antigen interactions. Future research should focus on
developing more refined and comprehensive metrics that can accurately assess the efficacy
and specificity of predicted antibodies.

In summary, the potential enhancements in incorporating structural data in AbT5, the
integration of advanced protein structure encoders in CBALM, and the development of
improved evaluation metrics represent crucial steps toward the evolution of computational
antibody design. These advancements could lead to more precise, effective, and clinically
relevant antibody therapies, ultimately contributing significantly to biomedical research
and healthcare.
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