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## Chapter 1

## Introduction

### 1.1 The AdS/CFT Correspondence

Perhaps the largest gap in our understanding of fundamental physics pertains to the reconciliation of quantum mechanics with the gravitational dynamics of general relativity. Attempting to treat gravity as just another quantum field theory may seem natural. However, due to the non-renormalizability of the observed gravitational interactions, this most straightforward approach to quantizing gravity fails beyond the low-energy regime. Many proposals have been made for how this problem might be resolved. The most promising candidate at the moment was discovered through careful study of the dynamics of relativistic strings.

Once quantized, the spectrum of relativistic strings was universally found to contain massless spin-2 particles. The behavior of these particles is guaranteed on general grounds to match that of a graviton. Beyond this, the consistency conditions for the propagation of quantum strings were found to imply that the spacetime on which they propagate satisfy the equations of motion of general relativity (or extensions thereof). Crucially, the behavior of quantum strings at high energy is much better than that of particles. It is believed that string theory is well-defined in the UV. Thus, it was found that string theory was really a theory of quantum gravity.

With these insights in hand, the non-perturbative aspects of string theory became a subject of great interest. Many interesting discoveries were made, including the existence of branes and the conjectured unification of all known consistent theories of strings. For the purposes of this thesis, the most important discovery was that of the AdS/CFT correspondence. The correspondence is a conjectured equivalence between the physics of quantum gravity in Anti-de Sitter (AdS) space with that of a conformal field theory (CFT) defined on the conformal boundary of AdS. The correspondence was originally discovered through explicit constructions in string theory [3]. It has since grown into a general proposal based on fundamental principles of gravity in AdS.

The AdS/CFT correspondence offers a window into both quantum gravity and the dynamics of strongly coupled conformal field theory. This is because it is a "weak/strong" duality. The weakly coupled regime of gravity in AdS is equivalent to the strongly coupled
regime of conformal field theory, and vice versa. So, when one theory is intractable due to it being strongly coupled, it is nevertheless possible to make statements about its behavior by leveraging the dual, weakly-coupled description. Thus, a better understanding of AdS/CFT promises to reveal insights into the structure of both strongly-coupled quantum field theory and quantum gravity.

### 1.1.1 CFT Correlation Functions and Holography

The basic observables in any quantum field theory are the correlation functions. By definition, every quantum field theory contains an algebra of local observables, and the correlation functions capture the expectation value of elements of this algebra in the vacuum state. These correlation functions can be packaged into generating function, the partition function with sources.

The AdS/CFT correspondence implies a large dictionary of equivalences between gravitational and conformal field theoretic observables. One family of such equivalences is the relationship between conformal field theory correlation functions and quantum gravitational scattering amplitudes in AdS. This relationship can be summarized as

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{AdS}}(\mathcal{J})=\mathcal{Z}_{\mathrm{CFT}}(J) \tag{1.1.0}
\end{equation*}
$$

where $\mathcal{Z}_{\text {AdS }}$ is the partition function of quantum gravity on AdS, with boundary conditions specified as $\mathcal{J}$, and $\mathcal{Z}_{\mathrm{CFT}}$ is the partition function of the dual conformal field theory in the presence of sources $J$. These act as generating functions for AdS scattering amplitudes and CFT correlation functions respectively. The exact relationship between the boundary conditions, $\mathcal{J}$, of the quantum gravitational theory and the sources, $J$, of the conformal field theory is not known in general. In fact, the left hand side of equation (1.1.1) isn't even defined in general. However, it is understood for some special cases. For example, the large central charge limit of the CFT corresponds to the semiclassical regime of the gravitational theory. In this regime, each field in the bulk effective field theory should correspond to an operator in the boundary CFT, see e.g. [4].

In this thesis, we will be concerned with a version of equation (1.1.1) that is less well understood. Namely, when the CFT operators involved have very large scaling dimension. These are what we call "heavy" operators, and by "very large" scaling dimension, we mean dimensions that scale with the central charge of the theory, in the large central charge limit. In this limit, heavy operator insertions correspond to heavy objects propagating through the bulk. Depending on how heavy the operators are, they could correspond to different types of objects. They could be heavy particles, strings, branes, or even black holes. The key results of this thesis will be how to properly treat the gravitational path integral involving such objects in order to reproduce the corresponding CFT correlation functions.

### 1.2 Wormholes and Ensemble Averages in Holography

The role of wormholes in the gravitational path integral has long been a topic of interest. In the 1980's it was understood by that the inclusion of small wormholes had the effect of introducing random couplings to the low energy effective field theory. It was difficult to make any assertions about whether such wormholes should be included, since a guiding principle for quantum gravity wasn't known which could resolve this question. The question was significantly sharpened once AdS/CFT came onto the scene. With the duality in hand, we can make non-perturbative predictions about how quantum gravity should behave in AdS, and compare this with predictions with and without wormholes.

### 1.2.1 Wormholes and Factorization

The inclusion of wormholes in the gravitational path integral seems to conflict with the basic structure of holography. To see this, consider the effect of including a wormhole contribution in the calculation of $\mathcal{Z}_{\mathrm{AdS}}\left(\mathcal{M}_{1} \sqcup \mathcal{M}_{2}\right)$-that is, the partition function of quantum gravity with two asymptotically AdS boundaries, with topologies and conformal metrics specified by $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$. According to the holographic principle, we should have

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{AdS}}\left(\mathcal{M}_{1} \sqcup \mathcal{M}_{2}\right)=\mathcal{Z}_{\mathrm{AdS}}\left(\mathcal{M}_{1}\right) \cdot \mathcal{Z}_{\mathrm{AdS}}\left(\mathcal{M}_{2}\right) \tag{1.2.0}
\end{equation*}
$$

since $\mathcal{Z}_{\text {AdS }}\left(\mathcal{M}_{1} \sqcup \mathcal{M}_{2}\right)$ should be equal to the partition function of the dual CFT on $\mathcal{M}_{1} \sqcup \mathcal{M}_{2}$, which is equal to the product of the CFT partition function on $\mathcal{M}_{1}$ and the CFT partition function on $\mathcal{M}_{2}$. This property is known as "factorization" of the partition function. The inclusion of wormhole contributions in the gravitational path integral can cause this property to fail. This is due to the presence of wormholes that connect the two asymptotic regions. These contributions are completely absent in the calculation of the single-sided partition functions, $\mathcal{Z}\left(\mathcal{M}_{1}\right)$ and $\mathcal{Z}\left(\mathcal{M}_{2}\right)$, so they cause equation (1.2.1) to fail.

There are many conceivable solutions to this apparent paradox. The most immediate is to simply declare the non-inclusion of wormholes in the gravitational path integral. To be consistent one would likely need to forbid most topologies from contributing to the gravitational path integral, not only the problematic wormholes that connect different asymptotic regions. Even with that in mind, it seems difficult to reconcile a condition of this sort with locality.

Another resolution, advocated in [5], is that wormhole solutions simply do not exist in the relevant theories of gravity with boundary conditions relevant to holography. There are, however, examples of theories that seem otherwise well-defined, that do feature such solutions. Two key examples are dilaton gravity in 2d and pure Einstein gravity in 3d, the latter of which is the focus of chapter 3 .

Finally, one could imagine that wormhole contributions are present, but that in fullyfledged, UV complete theories of quantum gravity, the resulting non-factorization is cancelled out by additional contributions to the partition function. In that case, the non-factorization would be an artifact of the semi-classical nature of the gravitational path integral. Such a scenario has been explored in, e.g. [6].

### 1.2.2 Ensembles in Holography

Having given several avenues to escape the problem of wormholes, we now turn to the alternative option. What if wormholes and non-factorization really are features of some theories? Can this be reconciled in some way with the principle of holography, albeit in a modified form? Amazingly, the answer is yes.

In the seminal work of [7], a new type of holographic duality was proposed. This is a duality between quantum gravity-specifically two-dimensional JT gravity-and, rather than a specific boundary theory, an ensemble of quantum mechanical systems. JT gravity is a specific theory of dilaton gravity in two dimensions. In Euclidean signature, it has action

$$
\begin{equation*}
S_{\mathrm{JT}}=-\frac{S_{0}}{2 \pi}\left(\frac{1}{2} \int_{\mathcal{M}} \sqrt{g} R+\int_{\partial \mathcal{M}} \sqrt{h} K\right)-\left(\frac{1}{2} \int_{\mathcal{M}} \sqrt{g} \phi(R+2)+\int_{\partial \mathcal{M}} \sqrt{h} \phi(K-1)\right) \tag{1.2.0}
\end{equation*}
$$

The partition function of JT gravity with $n$ asymptotic boundaries, including wormhole contributions, was found to be equal to the ensemble average of the product of $n$ quantummechanical partition functions.

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{JT}}\left(\beta_{1}, \ldots, \beta_{n}\right)=\int d \mu \operatorname{Tr}\left(e^{-\beta_{1} H}\right) \cdots \operatorname{Tr}\left(e^{-\beta_{n} H}\right) \tag{1.2.0}
\end{equation*}
$$

where $\beta_{i} / \epsilon$ is the regularized length of the $i$ th boundary, and $d \mu$ is a specific measure on the space of Hermitian operators ("Hamiltonians") $H$. The wormhole contributions now have a clear meaning as moments of the quantum mechanical observables over the ensemble. For example, the two boundary wormhole contribution is

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{JT}}\left(\beta_{1}, \beta_{2}\right)-\mathcal{Z}_{\mathrm{JT}}\left(\beta_{1}\right) \mathcal{Z}_{\mathrm{JT}}\left(\beta_{2}\right)=\operatorname{Cov}_{\mu}\left(\operatorname{Tr}\left(e^{-\beta_{1} H}\right), \operatorname{Tr}\left(e^{-\beta_{2} H}\right)\right), \tag{1.2.0}
\end{equation*}
$$

the covariance of the quantum mechanical partition function at inverse temperatures $\beta_{1}$ and $\beta_{2}$ over the ensemble.

This duality is wonderful because it means that while dilaton gravity is not able to reproduce the behavior of a particular unitary quantum mechanical model, it can reproduce the universal-or more precisely, the self-averaging-properties of such models.

A similar duality exists also in higher dimensions. Namely, the duality between "Narain CFT's"-i.e. two-dimensional CFT's with $U(1)^{c} \times U(1)^{c}$ symmetry-and a somewhat exotic Chern-Simons theory [8, 9]. The partition function of a Narain CFT on a particular twomanifold, $\mathcal{B}$, averaged over the moduli space of Narain CFT's, is equal to the Chern-Simons partition function, summed over handlebodies that "fill in" $\mathcal{B}$,

$$
\begin{equation*}
\int d \mu \mathcal{Z}_{\mathrm{CFT}_{2}}(\mathcal{B} ; \mu)=\sum_{\mathcal{M} \mid \partial \mathcal{M}=\mathcal{B}} \mathcal{Z}_{\mathrm{CS}}(\mathcal{M}) \tag{1.2.0}
\end{equation*}
$$

This duality also includes "wormholes" in the bulk, in that one needs to sum the ChernSimons theory calculations over background manifolds in order to match with the corresponding ensemble calculations. If the boundary is disconnected, one will need to include bulk manifolds that connect different boundary components in the sum. However, the bulk theory is very exotic. Is there a similar duality involving boundary theories with less symmetry? One that involves a much simpler gravitational theory?

### 1.3 Quantum Gravity in $\mathrm{AdS}_{3}$

Chapter 3 will focus on gravity in three spacetime dimensions. This is a setting in which quantum gravity is a bit more tame, due to the lack of propagating gravitons. A question which has been the center of a lot of research is: what are the limits of the space of quantum gravitational theories in $\mathrm{AdS}_{3}$ ? In view of the AdS/CFT correspondence, this can be seen as a question about the space of two-dimensional conformal field theories. For example, what is the largest possible gap between the scaling dimension of the vacuum and the next smallest scaling dimension?

An extreme version of this question is: does pure three-dimensional Einstein gravity exist as a quantum theory? This would be a theory whose lightest state above the vacuum is a black hole. This question was addressed in [10]. Therein, it was found that when computed as an expansion around classical saddlepoints, the partition function of pure gravity in $\mathrm{AdS}_{3}$ is given by

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{MWK}}(\tau, \bar{\tau})=\sum_{\gamma \in \Gamma_{0}} \chi_{\mathrm{vac}}(\gamma \cdot \tau) \bar{\chi}_{\mathrm{vac}}(\gamma \cdot \bar{\tau}) \tag{1.3.0}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{\mathrm{vac}}(\tau)=\frac{e^{-2 \pi i \tau \frac{c-1}{24}}}{\eta(\tau)}\left(1-e^{2 \pi i \tau}\right) \tag{1.3.0}
\end{equation*}
$$

is the vacuum Virasoro character, $\eta(\tau)$ is the Dedekind $\eta$ function, and $\gamma \in \mathrm{SL}_{2} \mathbb{Z}$ is an element of the modular group. The group $\Gamma_{0}$ is the subgroup of $\mathrm{SL}_{2} \mathbb{Z}$ that acts non-trivially on the vacuum character.

This result turns out to be inconsistent with the idea that pure gravity might have a dual CFT description. This is because if one extracts the density of states, $\rho(h, \bar{h})$, using

$$
\begin{equation*}
\mathcal{Z}_{\mathrm{MWK}}(\tau, \bar{\tau})=\int d h d \bar{h} \rho(h, \bar{h}) e^{2 \pi i \tau\left(h-\frac{c}{24}\right)-2 \pi i \bar{\tau}\left(\bar{h}-\frac{\bar{c}}{24}\right)}, \tag{1.3.0}
\end{equation*}
$$

one finds that the density of states is neither discrete nor positive. On the other hand, any compact, unitary CFT has a discrete, positive density of states, with a positive integer number of states at each $h, \bar{h}$.

There have since been many proposals for how to solve this problem. These generally involve adding new contributions to the calculation of [10], which cure some of the problems with the density of states. While some progress has been made curing the negativity problems presented by (1.3), the non-discreteness of the density of states remains a problem. However, with the development of the ensemble-averaged holographic dualities discussed in the previous section, the continuous density of states no longer seems as big of a concern. Perhaps the lack of a discrete spectrum is arising because the dual theory is actually an ensemble of $\mathrm{CFT}_{2}$ 's, rather than a specific one!

This idea has been explored in [11]. In particular, in [11] it was found that the EinsteinHilbert action of certain wormhole solutions in pure gravity with conical defects reproduced the universal formula for OPE coefficients of heavy operators in holographic $\mathrm{CFT}_{2}$ 's. In
chapter 3, we will see how this result can be extended to the regime where black holes, rather than conical defects, propagate across a wormhole. This is an important step towards a more complete understanding of how pure gravity in three dimensions relates to universal properties of two-dimensional conformal field theories.

## Chapter 2

## Geometries for Correlation Functions in General Dimensions

### 2.1 Introduction

The holographic dual of a CFT correlation function depends qualitatively on the dimensions of the operators involved. Holographic correlators might feature the insertion of light operators dual to particles, e.g. Kaluza-Klein modes on AdS, and/or heavier operators. In principle, all light correlators are computed by Witten diagrams. For heavier operators, the correct picture depends on some of the details of the operator. Strings, branes or bricks of branes can all be considered emerging from the insertion points, and each category might come with decorations thereof. Holographic correlators for strings and branes receive the leading order contribution from the action associated to an extended surface in the bulk anchored at the insertion points, as is well established. But when it comes to huge operators, such as large bricks of branes, the bulk geometry itself is deformed. This is a scenario in which much less has been explored. Hence the question we would like to investigate here is: "How do we compute correlators of huge operators from the bulk?"

As a first step, in this chapter we discuss the simplest case of two-point functions for scalar operators, and the construction of the corresponding two-point function geometries. In order to explain what these are we will use the AdS-Schwarzschild black hole in $D$ dimensions as a guiding example. ${ }^{1}$ Of course, our main motivation here is to establish a general formalism, which can be applied to more general solutions such as those that are dual to higher point correlation functions [12].

CFT two-point functions are very simple, i.e.

$$
\begin{equation*}
\left\langle O_{\Delta_{i}}\left(\vec{x}_{1}\right) O_{\Delta_{j}}\left(\vec{x}_{2}\right)\right\rangle \simeq \frac{\delta_{i j}}{\left|\vec{x}_{1}-\vec{x}_{2}\right|^{2 \Delta_{i}}} . \tag{2.1.0}
\end{equation*}
$$

Our goal, however, is to recover this result from a bulk calculation that involves huge operators. The information that we need to find is the dimension $\Delta_{i}$ of the scalar operators, and

[^0]

Figure 2.1: The banana foliation. (See also figure 2.3.)
the spacetime dependence with respect to their separation $\vec{x}_{12}$. Recall that the spectrum of dimensions of operators in a holographic CFT coincides (up to a shift by the Casimir energy) with the spectrum of energies with respect to global time $\tau$ in AdS. Therefore a way to read off $\Delta$ is to compute the energy $E$ of the dual operator in a frame where the geometry is asymptotically $\mathbb{R} \times S^{d-1}$. This is true for any operator: light, heavy or huge. Thus in global coordinates, a two-point function geometry is an asymptotically AdS geometry with a backreacted interior which depends on the operator. Using the natural cutoff in these coordinates corresponds to placing the operators at $\tau= \pm \infty$, and one might be satisfied with this.

However, the global AdS perspective is not the end of the story. In this chapter, we will present another computation that is intrinsically Euclidean and such that the operators are inserted at the boundary of AdS in Poincaré coordinates. A similar idea was explored already in the context of classical spinning strings in global AdS in [13]. The strategy there was to embed the surface of the string into Euclidean AdS with Poincaré slices. In these coordinates, the string looks like a fattened geodesic that connects the points at the boundary, where the dual operators are inserted, and its onshell action was shown to compute the corresponding two-point function.

For two-point function geometries, the relationship between global and Poincaré coordinates is a bit more subtle. The reason is that, unlike the case of embedded objects, the metric
itself transforms in a nontrivial way. Nevertheless, we will construct a change of coordinates that maps a geometry with global asymptotics to a geometry with Poincaré asymptotics. We will call this the Global-to-Poincaré (GtP) map. The spacetime we end up with has novel features which we will describe in detail. To start with, we can picture how it looks by visualising the foliation defined by mapping surfaces of constant $r$ in global coordinates into the Poincaré picture. This foliation is composed of "spacetime bananas" that originate from the marked points, e.g. see figure 2.1.

The induced metric on the spacetime bananas is what characterises the backreaction of the operators inserted. For gravitational solutions which have a smooth interior, we can follow the foliation to the point where it shrinks to the geodesic connecting the two boundary points. In a neighbourhood of that geodesic, the metric depends on the specifics of the operators inserted, and it will deviate strongly from empty AdS.

When the operator insertions have created a black hole connecting the two insertion points, we can follow the foliation in figure 2.1 only up to the innermost banana which is the GtP image of the black hole horizon at $r=r_{h}$. As is characteristic of a black hole horizon, the induced geometry on this innermost banana maintains a finite size in the transverse directions (i.e. the horizon area) but has zero length in the longitudinal direction (i.e. the analog of the $\tau$ direction). The latter results in a conical singularity on this surface. ${ }^{2}$ This zero-length direction goes between the insertion points, passing through the bulk. Therefore, we have to be careful when picturing the horizon as a banana (as in figure 2.1), since the proper length along this banana actually vanishes. For the purpose of visualization, it is useful to think instead of a "stretched horizon", a banana that is some small distance outside of the horizon. This perspective is also closely related to the membrane paradigm [16], which constructs a simplified model to describe the black hole by replacing it with a physical surface (or membrane) at a vanishingly close distance from the event horizon. ${ }^{3}$

At this point, it may beneficial for our reader if we step back to compare our approach to more traditional calculations with Euclidean black holes. First, a comment on nomenclature is that we continue to use "horizon", an intrinsically Lorentzian concept, to refer to the innermost surface in our Euclidean geometry. This is a codimension-two surface since the length along the (Euclidean) "time" direction vanishes, as noted above. Traditionally, one makes the Euclidean time direction periodic and fixes the periodicity to maintain a smooth geometry across this surface. Of course this is the starting point in using Euclidean black hole geometries to study black hole thermodynamics, e.g. [17]. In our approach, we are not enforcing any periodicity for the time coordinate. In this regard, our geometries are analogous to "fixed area" states $[18,19]$, which have recently appeared in discussions of quantum information aspects of holography. ${ }^{4}$ In either of these contexts, one is considering an en-

[^1]semble of high energy states in the boundary CFT while we wish to consider a single state, i.e. the state created by the insertion of our huge operator. The latter requires that our Euclidean action includes a boundary contribution, i.e. the Gibbons-Hawking-York (GHY) term [17,20], at a stretched horizon to fix the boundary conditions there - again, in contrast to the ensemble calculations.

The importance of the latter is also emphasized by the following holographic considerations: What we want for our geometry is that the onshell action computes a CFT two-point function, rather than say the Gibbs free energy at fixed temperature $\beta^{-1}$. Thus, our computation is closely related to a transition amplitude for two states separated by a Euclidean time translation, rather than a trace over an ensemble of states with a thermal circle. Schematically,

$$
\begin{equation*}
\langle\mathrm{BH}| e^{-H \delta \tau}|\mathrm{BH}\rangle=e^{-E \delta \tau} \quad \text { rather than } \quad Z=\operatorname{tr}\left(e^{-\beta \hat{H}}\right)=e^{-\beta E+S} \tag{2.1.0}
\end{equation*}
$$

In both cases, the right-hand side is computed by the onshell action of a gravitational background, and in the transition amplitude, we have roughly $\delta \tau \sim \log \left|x_{12}\right|^{2}$. But for a two-point function, there should be no entropy contribution! We will find that the GHY boundary term on the stretched horizon is crucial to remove the entropy appearing in the calculation of the thermal ensemble. This observation was made previously in [21], which discussed a Euclidean path integral derivation of the transition amplitude in eq. (2.1). Finally, let us also note that one can interpret this new boundary term as the "membrane action" [22] within the framework of the membrane paradigm.

Let us note that semiclassical gravity will not distinguish states that are very close in the spectrum of the boundary theory [23]. Therefore, we should think that our gravitational calculations yield the behaviour for generic scalar states with no charges (i.e. vanishing angular momenta and internal charges). However, we contrast this perspective with the recent discussions of averaging in holographic theories, e.g. see [11,24]. For the present purposes, the only relevant "erratic" behaviour in the boundary theory would be in the spectrum of conformal dimensions $\Delta$. But the form of the two-point function (2.1) is completely fixed by conformal invariance for a given $\Delta$. Hence averaging does not play a role here - see further discussion in [12] which examines gravitational calculations of higher point functions for huge operators.

The remainder of this chapter is organised as follows: In section 2.2, we describe the salient aspects of our construction. Specifically, we introduce the GtP change of coordinates and the bananas, then we discuss a version of the onshell action computation, whose immediate aim is to highlight the emergence of nontrivial spacetime dependence, and the crucial role played by the GHY boundary term at the stretched horizon. In section 2.3, we describe further aspects of the two-point function geometry. In particular, we verify the conformal Ward identity from the holographic stress tensor, and we revisit the onshell action computation by discussing the implications of the fact that the Fefferman-Graham coordinates only extend to a finite surface in the bulk, which we call "the wall". In section 2.4, we build on the idea of the horizon as a membrane by showing that - absent fine tuning - geodesics anchored
our discussion of the conformal dimensions and global coordinates, we allow the black holes to "propagate" for an infinite amount to Euclidean time.
at the boundary always remain outside the horizon banana. Then, we compute the action of such geodesics and show in examples that at leading order in the black hole mass, the result is simply the stress tensor conformal block. Finally, we conclude with a discussion of our results and future directions in section 2.5. There, we sketch an outline of our plan to extend our calculations to three- and higher-point geometries, which we will investigate in the future [12].

### 2.2 The Banana Geometry

In 1916, Schwarzschild discovered the first black hole solution of Einstein gravity. Here we will give it a new outfit, and show how it looks when we think of it as a two-point function geometry. As described in the introduction, from this new point of view, the black hole will look like a spacetime banana.

### 2.2.1 AdS-Schwarzschild

In global coordinates, the Euclidean metric of the $D=(d+1)$-dimensional AdS-Schwarzschild black hole reads

$$
\begin{equation*}
d s_{\text {global }}^{2}=f(r) d \tau^{2}+\frac{d r^{2}}{f(r)}+r^{2} d \Omega_{d-1}^{2} \tag{2.2.0}
\end{equation*}
$$

where the blackening factor is

$$
\begin{equation*}
f(r)=1+r^{2}-\frac{\alpha M}{r^{d-2}} \tag{2.2.0}
\end{equation*}
$$

Here $M$ is the black hole mass (= energy) if the parameter $\alpha$ takes the canonical value,

$$
\begin{equation*}
\alpha=\frac{16 \pi G_{\mathrm{N}}}{(d-1) \Omega_{d-1}}, \quad \text { where } \quad \Omega_{d-1}=\operatorname{Vol}(\text { unit } \quad(\mathrm{d}-1) \text {-sphere) })=\frac{2 \pi^{d / 2}}{\Gamma(d / 2)} \tag{2.2.0}
\end{equation*}
$$

and $G_{\mathrm{N}}$ is Newton's constant in the $(d+1)$-dimensional bulk. In practice, we will set $\alpha=1$ to avoid cluttering our computations, and spell it out only in the final formulae. Further, we have implicitly set the AdS curvature scale to $L_{A d S}=1$.

The signature of the black hole can be changed from Euclidean to Lorentzian by taking $\tau=-i t$. In either signature, the vector along the time direction is Killing and has norm square proportional to $f(r)$. This norm vanishes at the real value of $r=r_{h}$ where $f\left(r_{h}\right)=0$, i.e. the Killing vector becomes null in Lorentzian signature and vanishes in Euclidean signature. This value, $r=r_{h}$, sets the location of the horizon, and it depends on $M$. Very light black holes with $M \ll 1$ have a very small horizon radius $r_{h}$, i.e. they are effectively small excitations in the middle of AdS. Very heavy black holes with $M \gg 1$ have a horizon radius scaling with $M^{1 / d}$ and thus occupy most of the AdS spacetime.

Of course, in Lorentzian signature, the horizon $r=r_{h}$ is the locus where light accumulates from the point of view of an observer at infinity. Free falling observers nevertheless cross the horizon in a finite proper time. On the other hand, as discussed in the introduction,


Figure 2.2: Global (Left) and Poincaré (Right) are related by the map in eq. (2.2.1). The trajectory of a particle at rest in the middle of global AdS is mapped to a geodesic shooting from the origin to infinity in Poincaré AdS, and the $\mathbb{R} \times S^{d-1}$ boundary at $r=\infty$ is mapped to the Poincaré boundary at $\tilde{z}=0$. Cylinders of varying $r$ that interpolate between the center and the boundary of global AdS correspond to cones in Poincaré coordinates. For black holes, there is an horizon at $r=r_{h}$ which corresponds to a minimal cone at $R / \tilde{z}=r_{h}$.
in Euclidean signature, the spacetime ends at the horizon $r=r_{h}$. There will be a conical singularity at the horizon unless Euclidean time is compactified to a circle, $\tau \sim \tau+\beta$, where the periodicity is given by the inverse Hawking temperature

$$
\begin{equation*}
T_{\mathrm{H}} \equiv \beta^{-1}=\frac{f^{\prime}\left(r_{h}\right)}{4 \pi} . \tag{2.2.0}
\end{equation*}
$$

Then, the ( $\tau, r$ ) geometry is that of a "cigar" ending at $r=r_{h}$ (see [25] for a nice review). The horizon area is $A=r_{h}^{d-1} \Omega_{d-1}$, and it determines the black hole entropy $S=A / 4 G_{\mathrm{N}}$ in the thermodynamic interpretation of the black hole [17].

What we want for a Euclidean two-point function geometry is a black hole connecting the insertion points at the boundary of AdS in Poincaré coordinates. This picture would match with what we expect for very light black holes behaving as structureless point particles travelling through the AdS vacuum. In that case, the two-point function would be computed by a geodesics anchored at the insertion points.

To match with our expectation, we look for a change of coordinates such that the center
of global AdS, namely $r=0$ and $-\infty \leq \tau \leq \infty$, is mapped precisely to that geodesic in Poincaré AdS anchored at the insertion points of the two-point function. Further, we require that the $\mathbb{R} \times S^{d-1}$ boundary of global AdS is conformally mapped to the $\mathbb{R}^{d}$ boundary of Poincaré AdS. With the insertion points at 0 and $\infty$, we can use $S O(d-1)$ invariance to restrict ourselves to $\tau=\tau(z, R)$ and $r=r(z, R)$ where $R$ is the radial coordinate in the Poincaré boundary. Then, the two conditions above are enough to suggest the change of variables ${ }^{5}$

$$
\begin{equation*}
\tau=\frac{1}{2} \log \left(\tilde{z}^{2}+R^{2}\right) \quad ; \quad r=\frac{R}{\tilde{z}} \tag{2.2.0}
\end{equation*}
$$

Under this map, cylinders of constant radius in global coordinates are mapped to cones in Poincaré coordinates, and translations in global time are mapped to dilations preserving these cones - see Figure 2.2. We call this map the Global to Poincaré (GtP) map.

After the GtP mapping (2.2.1), the black hole metric takes the form

$$
\begin{equation*}
d s_{\text {cone }}^{2}=\frac{1}{\tilde{z}^{2}}\left[\frac{d \tilde{z}^{2}}{h\left(\frac{R}{\tilde{z}}\right)}+h\left(\frac{R}{\tilde{z}}\right)\left(d R+\frac{R}{\tilde{z}} v\left(\frac{R}{\tilde{z}}\right) d \tilde{z}\right)^{2}+R^{2} d \Omega_{d-1}^{2}\right], \tag{2.2.0}
\end{equation*}
$$

where

$$
\begin{equation*}
h(r)=\frac{1}{f(r)}+\frac{r^{2} f(r)}{\left(1+r^{2}\right)^{2}} \quad \text { and } \quad v(r)=\frac{1}{f(r) h(r)}\left[\frac{f(r)^{2}}{\left(1+r^{2}\right)^{2}}-1\right] . \tag{2.2.0}
\end{equation*}
$$

With $M=0$, we have $f=1+r^{2}$. As a result, one finds $h=1$ and $v=0$, and the above metric (2.2.1) reduces to exactly Poincaré AdS.

Finally, we can bring the insertion point at $\infty$ to a finite distance by a change of coordinates that acts as a special conformal transformation (SCT) on the boundary. Upon introducing Cartesian coordinates $\tilde{x}^{i}$ to replace the polar coordinates $R, \Omega_{i}$ on the boundary, desired change of coordinates in the bulk is

$$
\begin{align*}
& \tilde{x}^{i} \rightarrow x^{i}=\frac{\tilde{x}^{i}-b^{i}\left(\tilde{x}^{2}+\tilde{z}^{2}\right)}{\widetilde{\Theta}^{2}}  \tag{2.2.0}\\
& \tilde{z} \rightarrow z=\frac{\tilde{z}}{\widetilde{\Theta}^{2}}
\end{align*}
$$

$$
\text { with } \quad \widetilde{\Theta}^{2}=1-2 b \cdot \tilde{x}+b^{2}\left(\tilde{x}^{2}+\tilde{z}^{2}\right)
$$

We call the above transformation the SCT mapping. It is useful to recall that the inverse of the SCT mapping with shift parameter $b^{i}$ is simply another SCT map with shift $-b^{i}$.

We denote the points at which the operators are inserted as $\vec{x}_{\bullet 1}=0$ and $\vec{x}_{\bullet 2}=-\frac{b^{i}}{b^{2}}$. Without loss of generality, we can choose $\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}$ to lie along the $x^{1}$-axis, i.e. $b^{i}=b \delta^{i 1}$. Then the geometry maintains a rotational $S O(d-2)$ symmetry in the remaining Cartesian directions. If we denote the radius in these transverse directions as $\rho=\left(\sum_{i=2}^{d}\left(x^{i}\right)^{2}\right)^{1 / 2}$, then the metric takes the form

$$
\begin{equation*}
d s_{\text {banana }}^{2}=N_{z}^{2} d z^{2}+\sum_{a, b=x^{1}, \rho} h_{a b}\left(d y^{a}+N_{z}^{a} d z\right)\left(d y^{b}+N_{z}^{b} d z\right)+\frac{\rho^{2} d \Omega_{d-2}^{2}}{z^{2}} \tag{2.2.0}
\end{equation*}
$$
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Figure 2.3: Black hole in global AdS (left), as a cone (middle) and a banana (right). The red corresponds to the horizon at $r=r_{h}$, while the semi-transparent surface corresponds to some constant $r$ surface with $r>r_{h}$. There is a conical singularity at the horizon, since we did not make $\tau$ periodic.

The explicit form of the components is not very illuminating, and hence we omit them here. Of course, the symmetry is enhanced to $S O(d-1)$ with $b \rightarrow 0$, since the cone metric (2.2.1) is recovered in this limit.

In figure 2.3, we illustrate the various coordinate transformations. Upon performing the SCT map, the foliation by cones (with $b=0$ ) becomes a foliation by bananas (with $b \neq 0$ ). More precisely, each constant $r$ cylinder in global coordinates is mapped to the banana

$$
\begin{equation*}
r^{2}=\Theta^{2}\left(\frac{x^{2}}{z^{2}}+1\right)-1 \quad \text { with } \quad \Theta^{2}=1+2 b \cdot x+b^{2}\left(x^{2}+z^{2}\right) \tag{2.2.0}
\end{equation*}
$$

Solving this equation for $z$ gives two positive components $z_{ \pm}(r) \geq 0$, distinguished by the sign of a square root - see figure 2.4 and also eq. (2.2.2). The $z_{-}$component has the shape of a pair of pants, while the $z_{+}$component is a cap. In the limit $b \rightarrow 0$, the former transitions to the cone surfaces and $z_{+}$goes off to infinity.

Of course, the induced metric on each banana is the same as that of a surface of constant $r$ in global coordinates, even if the metric looks initially more complicated. For example, restricting to a cone $\tilde{z}=\frac{R}{r}$ with a fixed value $r \in \mathbb{R}$ in eq. (2.2.1), a direct computation yields

$$
\begin{equation*}
\left.d s_{\text {cone }}^{2}\right|_{\tilde{z}=\frac{R}{r}}=f(r) \frac{d R^{2}}{R^{2}}+r^{2} d \Omega_{d-1}^{2} . \tag{2.2.0}
\end{equation*}
$$

Further, eq. (2.2.1) yields $\frac{d R}{R}=d \tau$ with fixed $r$, and hence eq. (2.2.1) reduces to precisely the same induced metric as in global coordinates (2.2.1) with fixed $r$.

Although the induced metric on the bananas is the same as in global coordinates, the main purpose of the GtP map is to give us a Poincaré boundary, which allows us to study the backreaction of the operators along slices of constant $z$, i.e. the bulk evolution picture.

The surface $z=\epsilon$ is also a simple cut-off surface ${ }^{6}$ for computing the onshell action, which is ultimately what we want to compute to match with a CFT two-point function. The main novelty here is that the $z=\epsilon$ surface contains points which are both far and close to the operator insertions, i.e. far and close to the black hole horizon. Thus the pre-image of $z=\epsilon$ in global coordinates is a surface that explores the space from near the asymptotic boundary to deep into the bulk, and therefore the corresponding boundary conditions probes properties of the geometry that are usually viewed as distinct, i.e. near infinity and in the interior. While this distinction will be formalised in section 2.3 where we discuss the Fefferman-Graham patch, we first need to understand how to deal with the horizon.

As mentioned in the introduction, traditionally Euclidean black holes appear as the bulk saddle point describing an ensemble of high energy states in the boundary CFT. In contrast, we wish to consider a single unique state, i.e. the state created by the insertion of our huge operator. For this purpose, we introduce a stretched horizon at $r=r_{h}\left(1+\epsilon^{\prime}\right)$. away from the horizon. Then to fix the boundary conditions at the horizon, we introduce Gibbons-Hawking-York (GHY) term [17,20] on the stretched horizon and then take the limit $\epsilon^{\prime} \rightarrow 0 .{ }^{7}$

In sum, the total onshell action for our two-point function black hole is

$$
\begin{equation*}
I_{\bullet \cdot}=I_{b u l k}+I_{\text {boundary }}+I_{c t} \tag{2.2.0}
\end{equation*}
$$

where the first term is the Einstein-Hilbert bulk action (with a negative cosmological constant). The boundary action is comprised of two GHY terms, one on the asymptotic boundary and the other on the stretched horizon, i.e.

$$
\begin{equation*}
I_{\text {boundary }}=I_{G H Y}\left(\partial_{A d S}\right)+I_{G H Y}(\text { stretch }) . \tag{2.2.0}
\end{equation*}
$$

Finally, there are the boundary counterterms $I_{c t}$ which are evaluated on the asymptotic boundary, e.g. see [26-31]. In the next section, we discuss the precise definition of all of these terms $I_{\text {bulk }}, I_{\text {boundary }}$ and $I_{c t}$, and further we will compute their values.

### 2.2.2 CFT two-point function from gravity: the onshell action

The goal of this section is to evaluate the gravitational action $I_{\ldots}$ for the banana geometry and show that it reproduces a scalar two-point CFT correlator. Of course, given eq. (2.1), we know what to expect:

$$
\begin{equation*}
I_{\boxed{\bullet}}=\Delta \log \left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|^{2}+\text { distance-independent constant } \tag{2.2.0}
\end{equation*}
$$

so that

$$
\begin{equation*}
\left\langle O\left(\vec{x}_{\bullet 1}\right) O\left(\vec{x}_{\bullet 2}\right)\right\rangle=e^{-I I \cdot \cdot} \simeq \frac{1}{\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|^{2 \Delta}} \tag{2.2.0}
\end{equation*}
$$
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Figure 2.4: The two solutions $z_{ \pm}$of the banana equation (2.2.1). We denote the (boundary) distance between the insertion points as $\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|=y=\frac{1}{b}$. The $z_{-}$component has the shape of a pair of pants, while $z_{+}$is a cap. For $r=r_{h}$, we denote the inside and outside of the ellipse below the stretched horizon as $A$ and $B$, respectively.

We will focus first on reproducing the spacetime dependence as function of $\Delta$. We will also comment on the overall normalisation, which was omitted in eq. (2.2.2).

As pointed out already in (2.2.1), there are three contributions to the total action, which come from: bulk, boundaries and counterterms,

$$
\begin{equation*}
I_{\boxed{\bullet}}=I_{b u l k}+I_{G H Y}\left(\partial_{A d S}\right)+I_{G H Y}(\text { stretch })+I_{c t} \tag{2.2.0}
\end{equation*}
$$

We will analyse each of them in turn.

## The bulk action

The Einstein-Hilbert action is

$$
\begin{equation*}
I_{b u l k}=-\frac{1}{16 \pi G_{\mathrm{N}}} \int d^{d} x d z \sqrt{g}\left(R+\frac{d(d-1)}{L_{A d S}^{2}}\right) \tag{2.2.0}
\end{equation*}
$$

Here and below, we are implicitly working with the metric (2.2.1) using the coordinates introduced by the SCT mapping (2.2.1). Then upon using the Einstein equations ${ }^{8}$ and
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Figure 2.5: To regulate the onshell action, we introduce a cut-off surface at $z=\epsilon$ near the asymptotic boundary and a stretched horizon at $r=r_{h}\left(1+\epsilon^{\prime}\right)$. These two surfaces intersect and effectively excise a disk of radius $r_{h} \epsilon$ to leading order in $\epsilon$, close to the insertion points. To compute the boundary integrals, we will excise a larger disk of radius $a$, much smaller than the separation between the insertions $y=\frac{1}{b}$, but much larger than $\epsilon r_{h}$. We will show that this scheme reproduces the expected spacetime dependence $y^{-2 \Delta}$ of a two-point function, up to a distance-independent constant. .
carrying out the $d z$ integration for $z \geq \epsilon$, we find

$$
\begin{equation*}
I_{b u l k}=\frac{1}{8 \pi G_{\mathrm{N}}} \int_{A} d^{d} x\left[\frac{1}{z_{+}\left(r_{h}\right)^{d}}-\frac{1}{z_{-}\left(r_{h}\right)^{d}}\right]+\frac{1}{8 \pi G_{\mathrm{N}}} \int_{A \cup B} d^{d} x \frac{1}{\epsilon^{d}} \tag{2.2.0}
\end{equation*}
$$

where the domain of integration $A$ is the ellipse given by projecting the banana describing the horizon into the boundary coordinates - see figure 2.4 and eq. (2.2.2). $B$ is the domain outside this ellipse and hence, the second term, which is the usual divergence of the $A d S$ volume, is integrated over the entire AdS boundary.

The first term consists of the boundary contributions coming from where the $z$ integration reaches the banana at the (stretched) horizon, ${ }^{9}$ and $z_{ \pm}\left(r_{h}\right)$ are the two components of this

[^5]banana described below eq. (2.2.1). Substituting $r=r_{h}$ into eq. (2.2.1), we find
\[

$$
\begin{equation*}
z_{ \pm}\left(r_{h}\right)=\left[\frac{r_{h}^{2}}{2 b^{2}}-x^{1}\left(x^{1}+\frac{1}{b}\right)-\rho^{2} \pm \frac{r_{h}}{b} \sqrt{\frac{r_{h}^{2}}{4 b^{2}}-x^{1}\left(x^{1}+\frac{1}{b}\right)-\rho^{2}\left(1+\frac{1}{r_{h}^{2}}\right)}\right]^{\frac{1}{2}} \tag{2.2.0}
\end{equation*}
$$

\]

as depicted in figure 2.4. The ellipse dividing the domains $A$ and $B$ corresponds to the vanishing locus of the square root in the above expression. Hence A is given by the inequality, ${ }^{10}$

$$
\begin{equation*}
x^{1}\left(x^{1}+\frac{1}{b}\right)+\rho^{2}\left(1+\frac{1}{r_{h}^{2}}\right) \leq \frac{r_{h}^{2}}{4 b^{2}} \tag{2.2.0}
\end{equation*}
$$

where as discussed below eq. (2.2.1), we have placed the two insertion points on the $x^{1}$-axis at $x^{1}=0$ and $-1 / b$.

The bulk construction with the stretched horizon implies that we should also excise a small disk around each insertion point from the inner domain $A$ for the term involving $z_{-}\left(r_{h}\right)$ - see figure 2.5. As we shall see, this feature of the computation is precisely the reason why the first contribution in eq. (2.2.2) is nonstandard and interesting to evaluate.

Let us examine how the $z_{-}$component reaches the insertion points, by zooming there with a small $\delta$ expansion, $\left(x^{1}, \rho\right) \rightarrow \delta\left(x^{1}, \rho\right)$ and $\left(x^{1}, \rho\right) \rightarrow\left(-\frac{1}{b}, 0\right)+\delta\left(x^{1}, \rho\right)$. We find

$$
\begin{equation*}
\frac{1}{z_{-}\left(r_{h}\right)^{d}}=r_{h}^{d} \underbrace{\frac{1}{\left(\left(x^{1}\right)^{2}+\rho^{2}\right)^{d / 2}\left(\left(1+b x^{1}\right)^{2}+b^{2} \rho^{2}\right)^{d / 2}}}_{f_{2 p t}}+\mathcal{D}\left(x_{1}, x_{2}, r_{h} ; b\right) \tag{2.2.0}
\end{equation*}
$$

where the difference function $\mathcal{D}$ vanishes when $b=0$. The first term in its most general form is given by

$$
\begin{equation*}
f_{2 p t}=\frac{\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|^{d}}{\left|\vec{x}-\vec{x}_{\bullet 1}\right|^{d}\left|\vec{x}-\vec{x}_{\bullet \bullet}\right|^{d}} . \tag{2.2.0}
\end{equation*}
$$

i.e. a simple function of distances. The integral of $f_{2 p t}$ in $A$ diverges logarithmically, ${ }^{11}$ while instead the reminder $\mathcal{D}$ is integrable in $A$. On the other hand, $f_{2 p t}$ is integrable at infinity, and thus in $B$. Therefore, by adding and subtracting $f_{2 p t}$ in $B$, we can write the bulk action as

$$
I_{b u l k}=\frac{1}{8 \pi G_{\mathrm{N}}} \int_{A \cup B} d^{d} x\left[\frac{1}{\epsilon^{d}}-r_{h}^{d} f_{2 p t}(x)\right]+\mathcal{N}_{b u l k}
$$

where we defined the constant

$$
\begin{equation*}
\mathcal{N}_{\text {bulk }}=\frac{1}{8 \pi G_{\mathrm{N}}} \int_{B} d^{d} x r_{h}^{d} f_{2 p t}+\frac{1}{8 \pi G_{\mathrm{N}}} \int_{A} d^{d} x\left[\frac{1}{z_{+}\left(r_{h}\right)^{d}}-\mathcal{D}\right] \tag{2.2.0}
\end{equation*}
$$

We emphasize that $\mathcal{N}_{\text {bulk }}$ is a constant independent of the seperation $\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|=1 / b$. Indeed, if we rescale the coordinates, say $\left(x^{1}, \rho\right) \rightarrow\left(x^{1} / b, \rho / b\right)$, the dependence on the

[^6]separation factors out completely from $z_{ \pm}$in eq. (2.2.2) and from $f_{2 p t}$ and $\mathcal{D}$ in eq. (2.2.2). Further, this overall factor cancels precisely that coming from the measure $d^{d} x$ in the two integrals comprising $\mathcal{N}_{\text {bulk }}$ in eq. (2.2.2). Similarly, the $b$ dependence also scales out of the ellipse separating $A$ and $B$, e.g. see eq. (2.2.2). Finally, since there is no divergence in $\mathcal{D}$ near the insertion points, we can close the disks opened in $A$. Hence we conclude that $\mathcal{N}_{\text {bulk }}$ is completely independent of the separation between insertion points, and in fact eq. (2.2.2) yields a finite constant depending only on $r_{h}$ in the $\epsilon \rightarrow 0$ limit.

The contribution coming from the first term in eq. (2.2.2) is different because $f_{2 p t}$ yields a logarithmic divergence, and so it is really crucial to excise a disk of radius $a$ around each of the insertion points. Thus, although the dependence on $\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|$ can be scaled away between the integrand and the measure, as above, this rescaling changes the domain of integration. Hence the integral does depend on the distance.

## The asymptotic boundary action

The action has two contributions on the asymptotic AdS boundary. The first is the GHY term ${ }^{12}$

$$
\begin{equation*}
I_{G H Y}\left(\partial_{A d S}\right)=\frac{1}{8 \pi G_{\mathrm{N}}} \int_{\partial} d^{d} x \sqrt{h} K_{\partial_{A d S}} \quad \text { with } \quad K_{\partial_{A d S}}=-\nabla_{\mu} \frac{N_{z}^{\mu}}{\left|N_{z}\right|} \tag{2.2.0}
\end{equation*}
$$

and the second, the counterterm action ${ }^{13}$

$$
\begin{equation*}
I_{c t}=\frac{1}{8 \pi G_{\mathrm{N}}} \int_{\partial} d^{d} x \sqrt{h}\left((d-1)+\frac{1}{2(d-2)} \mathcal{R}[h]+\cdots\right) \tag{2.2.0}
\end{equation*}
$$

Here we are using the boundary metric $h_{i j}$ at $z=\epsilon$ and the outward-pointing unit normal vector $N_{z}^{\mu}=\left(-1, N_{z}^{i}\right)$ in the banana metric. The quantities $N_{z}^{i}$ here and $N_{z}$ in eq. (2.2.2) correspond to those appearing in the metric (2.2.1).

As already mentioned, we find points that are both far and close to the horizon on the $z=\epsilon$ cut-off. For example, in the cone coordinates (2.2.1), on the cut-off surface $z=\epsilon$, we can approach $R=r_{h} \epsilon$ where the blackening factor vanishes, or we can consider large $R$ where the metric is Poincaré AdS at leading order in $\epsilon$. The behavior of the metric $h_{i j}$ as $\epsilon \rightarrow 0$, as well as that of $N_{z}^{i}$, depends on this distinction. To properly disentangle these two regions, we introduce Fefferman-Graham coordinates in section 2.3, and here we adopt a simpler strategy instead. Our approach is to choose the radius $a$ of the disks that we excise from $A$ so that the expansion of $h_{i j}$ and $N_{z}^{i}$, in $z=\epsilon$ with $\vec{x}$ fixed, is valid. ${ }^{14}$ This is illustrated in figure 2.5.

[^7]Given the approximation $\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right| \gg a \gg \epsilon r_{h}$, the various quantities entering $I_{G H Y}$ and $I_{c t}$ automatically have an expansion in $z /\left|\vec{x}-\vec{x}_{\bullet}\right|\left|\vec{x}-\vec{x}_{\bullet 2}\right|$ because this is the expansion of the SCT map, when we go from the expansion in $z / R$ of the cone to the banana coordinates. For example, we find

$$
\begin{equation*}
d^{d} x \sqrt{h}=\frac{1}{z^{d}}\left[1-\frac{\alpha M}{2} \frac{z^{d}}{\left(\left(x^{1}\right)^{2}+\rho^{2}\right)^{\frac{d}{2}}\left(\left(1+b x^{1}\right)^{2}+b^{2} \rho^{2}\right)^{\frac{d}{2}}}+\ldots\right] d x^{1} \rho^{d-2} d \rho d \Omega_{d-2} \tag{2.2.0}
\end{equation*}
$$

Then, at leading order $K_{\partial_{A d S}}=-d+O\left(z^{d+1}\right)$ and the counterterms involving the boundary curvature are suppressed because of the flat metric on the asymptotic boundary. Combining the asymptotic boundary contributions with the bulk action (2.2.2), we find ${ }^{15}$

$$
\begin{equation*}
I_{b u l k}+I_{G H Y}\left(\partial_{A d S}\right)+I_{c t} \simeq \frac{\left(\alpha M-2 r_{h}^{d}\right)}{16 \pi G_{\mathrm{N}}} \int_{\bullet \cdot} d^{d} x f_{2 p t} \tag{2.2.0}
\end{equation*}
$$

up to the constant term $\mathcal{N}_{\text {bulk }}$. The domain of integration is the entire boundary minus the small disks around the insertion points, which we denote $\cdot \bullet=A \cup B$ - disks.

The integral of $f_{2 p t}$ can be performed by introducing bipolar coordinates. ${ }^{16}$ Let us simply quote the final result,

$$
\begin{equation*}
\int_{\bullet \cdot} d^{d} x f_{2 p t}=\Omega_{d-1} \log \frac{\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|^{2}}{a^{2}} \tag{2.2.0}
\end{equation*}
$$

The overall coefficient in eq. (2.2.2) then becomes

$$
\begin{equation*}
\frac{\Omega_{d-1}}{16 \pi G_{\mathrm{N}}}\left(\alpha M-2 r_{h}^{d}\right)=M-S T_{H}=F_{\mathrm{Gibbs}} \tag{2.2.0}
\end{equation*}
$$

where

$$
\begin{equation*}
E=\frac{\Omega_{d-1}(d-1) \alpha M}{16 \pi G_{\mathrm{N}}}=M, \quad S=\frac{\Omega_{d-1} r_{h}^{d-1}}{4 G_{\mathrm{N}}}, \quad T_{H}=\frac{f^{\prime}\left(r_{h}\right)}{4 \pi} \tag{2.2.0}
\end{equation*}
$$

with the blackening factor $f(r)$ and the coefficient $\alpha$ given in eqs. (2.2.1) and (2.2.1), respectively. ${ }^{17}$ Therefore,

$$
\begin{equation*}
I_{b u l k}+I_{G H Y}\left(\partial_{A d S}\right)+I_{c t}=\left(M-S T_{H}\right) \log \frac{\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet \bullet}\right|^{2}}{a^{2}}+\mathcal{N}_{b u l k} \tag{2.2.0}
\end{equation*}
$$

${ }^{15}$ At an intermediate step, we have
$I_{b u l k}+I_{G H Y}\left(\partial_{A d S}\right)+I_{c t} \simeq \frac{1}{8 \pi G_{\mathrm{N}}} \int d^{d} x[\underbrace{\frac{1}{\epsilon^{d}}-r_{h}^{d} f_{2 p t}(x)}_{I_{b u l k}}+\underbrace{\left(-\frac{d}{\epsilon^{d}}+\frac{d M}{2} f_{2 p t}\right)}_{I_{G H Y}}+\underbrace{\left(\frac{(d-1)}{\epsilon^{d}}-\frac{(d-1) M}{2} f_{2 p t}\right)}_{I_{c t}}]$
${ }^{16}$ Use

$$
x^{1}=\frac{T(1+T \cos \sigma)}{b\left(1+T^{2}+2 T \cos \sigma\right)} \quad \text { and } \quad \rho=\frac{T \sin \sigma}{b\left(1+T^{2}+2 T \cos \sigma\right)}
$$

where $\sigma \in[0, \pi]$ for $d>2$. For $T \rightarrow 0$, we encircle $\vec{x}_{\bullet 1}=0$, while for $T \rightarrow \infty$, we encircle $\vec{x}_{\bullet 2}=-\frac{1}{b} \hat{x}^{1}$.
${ }^{17}$ We will also find $E=M$ by evaluating the holographic stress tensor in section 2.3.1.

We have nearly reproduced the desired CFT spacetime dependence, since we have a logarithm coming from $f_{2 p t}$. However, the prefactor for this logarithm is the Gibbs free energy, similarly to what we would have expected had we done the computation in global AdS - but for a possible Casimir energy. However, as discussed in eq. (2.2.2), we expect the prefactor to the CFT dimension $\Delta=M$. That is, we would like to subtract the entropy contribution in eq. (2.2.2). In the following subsection, we will see that the GHY contribution on the stretched horizon does precisely this. This confirms that this surface term is precisely what is needed to fix the calculation to that of a single operator inserted at the asymptotic AdS boundary.

## The stretched horizon action

Recall that we introduced a final boundary at the stretched horizon $r=r_{h}\left(1+\epsilon^{\prime}\right)$ and supplemented the action with a GHY term there, namely

$$
\begin{equation*}
I_{G H Y}(\text { stretch })=\frac{1}{8 \pi G_{\mathrm{N}}} \int_{\partial} d^{d} x \lim _{\epsilon^{\prime} \rightarrow 0} \sqrt{\sigma} K_{\text {stretch }} \quad \text { with } \quad K_{\text {stretch }}=-\nabla_{\mu} \frac{V^{\mu}}{|V|} \tag{2.2.0}
\end{equation*}
$$

where the extrinsic curvature $K$ is now determined by the divergence of a vector $V^{\mu}$ orthogonal to the stretched horizon, and $\sigma$ is the determinant of the induced metric on the stretched horizon.

We can find $V^{\mu}$ by considering the image of $\partial_{r}$ through the GtP and SCT transformations. This gives

$$
\begin{equation*}
\frac{V_{\mu}}{|V|}=-\frac{1}{\sqrt{f(r)}} \partial_{\mu} r(\vec{x}, z) \tag{2.2.0}
\end{equation*}
$$

where $r(\vec{x}, z)$ in eq. (2.2.1). Simplifying the divergence as in footnote 12 , and further using $f\left(r_{h}\right)=0$ with $f^{\prime}\left(r_{h}\right)=4 \pi T_{H}$, we arrive at

$$
\begin{equation*}
K_{\mathrm{stretch}}=\frac{2 \pi T_{H}}{\sqrt{f(r)}} \tag{2.2.0}
\end{equation*}
$$

On the other hand, if we only had the banana metric (2.2.1) (i.e. we did not know the transformations from the global coordinates and the relation $r_{h}=r(z, \vec{x})$ ), we could obtain the same result by looking at the vector orthogonal to the Killing flow in $(\vec{x}, z)$ coordinates to construct $V^{\mu} .{ }^{18}$

To complete $I_{G H Y}$ (stretch), we need to compute the determinant of the induced metric, which we find takes the form

$$
\begin{equation*}
d^{d} x \sqrt{\sigma}=\frac{\rho^{d-2} d \Omega_{d-1}}{z^{d-2}} \frac{\sqrt{f(r)} d x^{1} d \rho}{z^{2} r_{h}} \times\left.\left(1+\tilde{\mathcal{D}}\left(x_{1}, x_{2}, r_{h} ; b\right)\right)\right|_{z=z_{ \pm}} \tag{2.2.0}
\end{equation*}
$$

[^8]where the difference function $\tilde{\mathcal{D}}$ vanishes exactly for $b=0$, and for $b \neq 0$ vanishes linearly when we expand around the insertion points. As we did before, we now specialize to the $z=$ $z_{-}$component of the stretched horizon, and extract the logarithmic form. This is again singled out by $z_{-}^{d}$ in the denominator of eq. (2.2.2), which similarly to eq. (2.2.2) leads to $r_{h}^{d} f_{2 p t}$ in the domain $A$. The overall power of $r_{h}$ is then $r_{h}^{d-1}=4 G_{\mathrm{N}} S / \Omega_{d-1}$. Finally, by adding and subtracting $f_{2 p t}$, we conclude that
\[

$$
\begin{equation*}
I_{G H Y}(\text { stretch })=S T_{H} \log \frac{\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|^{2}}{a^{2}}+\mathcal{N}_{\text {stretch }} \tag{2.2.0}
\end{equation*}
$$

\]

With the same argument as for $\mathcal{N}_{\text {bulk }}$. we can show that $\mathcal{N}_{\text {stretch }}$ is a constant that does not dependent on the separation between insertion points.

## CFT from gravity

Combining eqs. (2.2.2) and (2.2.2) for the total onshell action, our final result reads

$$
\begin{equation*}
I_{[\bullet \bullet}=M \log \frac{\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|^{2}}{a^{2}}+\mathcal{N} \tag{2.2.0}
\end{equation*}
$$

where $M=\Delta$ and $\mathcal{N}=\mathcal{N}_{\text {bulk }}+\mathcal{N}_{\text {stretch }}$. It follows that

$$
\begin{equation*}
\left\langle O\left(\vec{x}_{\bullet 1}\right) O\left(\vec{x}_{\bullet 2}\right)\right\rangle=e^{-I \cdot \cdot \cdot} \simeq \frac{1}{\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|^{2 \Delta}}, \tag{2.2.0}
\end{equation*}
$$

as promised. In sum, taking into account the backreaction from the insertion of two huge operators, the gravitational action, including a GHY term at the horizon, yields to the desired CFT two-point function (2.2.2).

A posteriori, we find that the onshell action in the two-point function geometry gives a result which is consistent with the following sequence of operations,

$$
\begin{equation*}
Z=\operatorname{tr}\left(e^{-\beta \hat{H}}\right)=e^{-\beta F_{\text {Gibbs }}} \rightarrow e^{-F_{\text {Gibbs }} \delta \tau} \rightarrow e^{-E \delta \tau} \rightarrow e^{-\Delta \delta \tau} \tag{2.2.0}
\end{equation*}
$$

Starting from the thermal partition function, which computes $F_{\text {Gibbs }}=E-S T_{H}$, we open up the thermal circle $\beta$ to an interval of length $\delta \tau$. This gives $e^{-F_{\text {Gibss }} \delta \tau}$ where now the endpoints play the role of the operator insertions, and induce a conical singularity in the bulk. To account for the latter, we include the GHY term at the stretched horizon, and this changes $F_{\text {Gibbs }}$ into $E$. Up to this point, the CFT has $S^{d-1}$ as its spacial slice and $E$ includes also Casimir energies in even $d$. By performing a Weyl transformation, we put the CFT on $\mathbb{R}^{d}$. This changes the AdS cut-off and yields the final "dilatation amplitude", $e^{-\Delta \delta \tau} .{ }^{19}$ The actual computation which we performed shows how the $\log \left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|$ dependence comes about and in particular the importance of excising small disks around the operators.

We also have the normalization $\mathcal{N}$. It can be written down by following carefully the various steps above. Still, on its own it can always be absorbed in the definition of the

[^9]operator. Physical quantities involve ratios, such as three-point couplings divided by twopoint function normalizations. Then it is crucial to make sure that once we attack higherpoint correlation functions, we compute them with the same scheme we are using for the two-point function. This is one of the motivations for the explorations that follow.

### 2.3 Fefferman-Graham Coordinates

In this section, we explore further aspects of the banana geometry. In particular, we will introduce Fefferman-Graham coordinates, verify that the holographic stress tensor satisfies the conformal Ward Identity, and discuss a nonperturbative feature of the Fefferman-Graham patch, which we call the wall. With these insights, we will then revisit the notion of the cutoff surface at the boundary of AdS with marked points, and the computation of the onshell action as a proper surface integral.

Let us begin by recalling that Fefferman-Graham (FG) coordinates are defined by $[33,34]$

$$
\begin{equation*}
d s_{F G}^{2}=\frac{d \mathbf{z}^{2}}{\mathbf{z}^{2}}+\mathbf{h}_{i j}(\mathbf{z}, \overrightarrow{\mathbf{x}}) d \mathbf{x}^{i} d \mathbf{x}^{j} \tag{2.3.0}
\end{equation*}
$$

The banana metric (2.2.1) is not in this gauge, but can be brought to this form by a change of variables $z=z(\mathbf{z}, \overrightarrow{\mathbf{x}}), x^{i}=x^{i}(\mathbf{z}, \overrightarrow{\mathbf{x}})$, which is uniquely specified by requiring absence of mixed terms $d \mathbf{z} d \overrightarrow{\mathbf{x}}$ and that $g_{\mathbf{z z}}=1 / \mathbf{z}^{2}$ is fixed. In this gauge, $\mathbf{h}_{i j}(\mathbf{z}, \overrightarrow{\mathbf{x}})$ provides neatly the holographic evolution of the boundary metric, where the latter is defined as the leading nonnormalisable mode in the small $\mathbf{z}$ expansion. In our case, since we are studying a vacuum solution with a flat Poincaré boundary, we will have

$$
\begin{equation*}
\mathbf{h}_{i j}=\frac{1}{\mathbf{z}^{2}}\left(\delta_{i j}+\frac{2}{d} \mathbf{t}_{i j} \mathbf{z}^{d}+\cdots\right) \tag{2.3.0}
\end{equation*}
$$

with $\mathbf{t}_{i j}$ traceless. Higher order terms are fixed once $\mathbf{t}_{i j}$ is given. Standard holographic renormalization methods, e.g. $[27,28]$ show that $\mathbf{t}_{i j}$ is the (expectation value of the) stress tensor in the boundary CFT.

In order to generate FG coordinates, we can start from the small $\mathbf{z}$ expansion. For the banana on the line (2.2.1), the FG gauge takes the form

$$
\begin{equation*}
d s_{F G}^{2}=\frac{d \mathbf{z}^{2}}{\mathbf{z}^{2}}+\sum_{a, b=\mathbf{x}^{1}, \boldsymbol{\rho}} \mathbf{h}_{a b} d \mathbf{y}^{a} d \mathbf{y}^{b}+\mathbf{h}_{\Omega \Omega} d \Omega_{d-2}^{2} \tag{2.3.0}
\end{equation*}
$$

with metric components depending on the three variables $\mathbf{z}, \mathbf{x}^{1}$ and $\boldsymbol{\rho}=\left(\sum_{i=2}^{d}\left(\mathbf{x}^{i}\right)^{2}\right)^{1 / 2}$, in addition to $M$ and $b$. Resumming in three-variables is a hard problem, in general. An exception is $A d S_{3}$ where the series truncates, and we rediscover a result from Bañados [35]

$$
\begin{gather*}
d s^{2}=d \mathrm{AdS}_{3}{ }^{2}+\left[\mathbf{t}\left(d \mathbf{y}^{1}+i d \mathbf{y}^{2}\right)^{2}+\text { c.c. }\right]+\mathbf{z}^{2}|\mathbf{t}|^{2}\left(\left(d \mathbf{y}^{1}\right)^{2}+\left(d \mathbf{y}^{2}\right)^{2}\right)  \tag{2.3.1}\\
\text { where } \quad \mathbf{t}=-\frac{M}{4\left(\mathbf{y}^{1}+i \mathbf{y}^{2}\right)\left(1+b\left(\mathbf{y}^{1}+i \mathbf{y}^{2}\right)\right)}
\end{gather*}
$$

In the special case of the cone, $b=0$, the coordinates $\mathbf{x}^{1}$ and $\rho$ combine together to restore $S O(d-1)$ symmetry, and this allows us to find

$$
\begin{equation*}
d s_{F G}^{2}=\frac{1}{\mathbf{z}^{2}}\left[d \mathbf{z}^{2}+\frac{\left(1-\frac{M \mathbf{z}^{d}}{4 \mathbf{R}^{d}}\right)^{2}}{\left(1+\frac{M \mathbf{z}^{d}}{4 \mathbf{R}^{d}}\right)^{\frac{2(d-2)}{d}}} d \mathbf{R}^{2}+\left(1+\frac{M \mathbf{z}^{d}}{4 \mathbf{R}^{d}}\right)^{\frac{4}{d}} \mathbf{R}^{2} d \Omega_{d-1}^{2}\right] \tag{2.3.0}
\end{equation*}
$$

with the change of variables from GtP cone to FG cone given by

$$
\begin{equation*}
\frac{R}{z}=\frac{\mathbf{R}}{\mathbf{z}}\left(1+\frac{M}{4} \frac{\mathbf{z}^{d}}{\mathbf{R}^{d}}\right)^{\frac{2}{d}} \quad ; \quad R^{2}+z^{2}=\mathbf{R}^{2} \exp \left[\int_{0}^{\frac{\mathbf{z}}{\mathbf{R}}} \frac{2 x d x}{k(x)}\right] \tag{2.3.0}
\end{equation*}
$$

where $k(x)=x^{2}+\left(1-\frac{M}{4} x^{d}\right)^{2} /\left(1+\frac{M}{4} x^{d}\right)^{\frac{2(d-2)}{d}} .{ }^{20}$
For the FG cone, $S O(d-1)$ symmetry implies that the image of a cylinder of radius $r=$ $R / z$ in global, is again a cone. However, the FG banana looks different. For example, in $\mathrm{AdS}_{3}$ and $\mathrm{AdS}_{5}$, we have ${ }^{21}$
$r_{A d S_{3}}^{2}=\frac{\tilde{\mathbf{R}}^{2}}{\mathbf{z}^{2}}+\frac{M}{2}+\frac{M}{4}\left[\frac{2 b\left(\mathbf{x}^{1}\left(1+b \mathbf{x}^{1}\right)-b \boldsymbol{\rho}^{2}\right) \mathbf{z}^{2}}{\mathbf{R}^{2} \mathbf{R}_{b}^{2}}+\frac{M \mathbf{z}^{2}}{4 \mathbf{R}^{2} \mathbf{R}_{b}^{2}}\right]$
$r_{A d S_{5}}^{2}=\frac{\tilde{\mathbf{R}}^{2}}{\mathbf{z}^{2}}+\frac{M \mathbf{z}^{2}}{4 \mathbf{R}^{2} \mathbf{R}_{b}^{2}}-\frac{M}{2}\left[1-\frac{b \mathbf{z}^{2}\left(\tilde{\mathbf{x}}^{1}-b \mathbf{z}^{2}\right)}{\mathbf{R}^{2} \mathbf{R}_{b}^{2}}-\frac{\left(\tilde{\mathbf{R}}^{2}-2 b \tilde{\mathbf{x}}^{1} \mathbf{z}^{2}\right)}{b \boldsymbol{\rho} \mathbf{z}^{2}} \tan ^{-1}\left[\frac{b \boldsymbol{\rho} \mathbf{z}^{2}}{\tilde{\mathbf{R}}^{2}-b \tilde{\mathbf{x}}^{1} \mathbf{z}^{2}}\right]\right]+O\left(M^{2}\right)$
where $\tilde{\mathbf{R}}^{2}=\left(\tilde{\mathbf{x}}^{1}\right)^{2}+\boldsymbol{\rho}^{2}$ with $\tilde{\mathbf{x}}^{1}=\mathbf{x}^{1}+b\left(\mathbf{R}^{2}+\mathbf{z}^{2}\right), \mathbf{R}^{2}=\left(\mathbf{x}^{1}\right)^{2}+\boldsymbol{\rho}^{2}$ and $\mathbf{R}_{b}^{2}=\left(1+b \mathbf{x}^{1}\right)^{2}+b^{2} \boldsymbol{\rho}^{2}$.
The functional differences between a FG banana and a GtP banana (2.2.1) have a simple explanation: The GtP transformation is designed to foliate empty AdS, and knows nothing about the actual black hole metric. For example, it is $M$ independent. On the other hand, FG coordinates by construction are sensitive to the black hole geometry, thus foliate the space accordingly. There is however a limitation: the FG patch is not expected to cover the entire black hole geometry. This statement is simple to understand: since the small $\mathbf{z}$ expansion is fully determined by the knowledge of the boundary metric and boundary stress tensor $\mathbf{t}_{i j}$, there is no freedom left to impose other boundary conditions, such as regularity conditions at the horizon. This means that the FG patch must breakdown at some surface where the Jacobian of the coordinate transformation from global to FG vanishes. We will refer to this surface as the wall. In practise, the wall encloses the horizon at a finite distance, and there is no way to access the horizon from the FG patch (on a real slice). ${ }^{22}$

In $\mathbf{x}, \mathbf{z}$ coordinates, the wall coincides with the surface where $\operatorname{det} \mathbf{h}_{a b}=0$. This can be seen by examining the measure for the FG metric (2.3),

$$
\begin{equation*}
\frac{\sqrt{\mathbf{h}}}{\mathbf{z}}=\sqrt{g(\overrightarrow{\mathbf{x}}, \mathbf{z}) \mathrm{Jac}^{2}(\overrightarrow{\mathbf{x}}, \mathbf{z})} \tag{2.3.-1}
\end{equation*}
$$

[^10]and further we have $g(\overrightarrow{\mathbf{x}}, \mathbf{z})=\sqrt{g(r)}=r^{d-1}>0$ for the black hole metric (2.2.1). In the FG cone coordinates, the wall is itself a cone given by
\[

$$
\begin{equation*}
\mathbf{R}=\left(\frac{M}{4}\right)^{\frac{1}{d}} \mathbf{z} \tag{2.3.-1}
\end{equation*}
$$

\]

corresponding to $r_{\text {wall }}=M^{\frac{1}{d}}$. As expected, $r_{\text {wall }}>r_{h}$. Note however that in general, the wall does not have to be a FG banana, nor the minimum in $\mathbf{z}$ of $r(\overrightarrow{\mathbf{x}}, \mathbf{z})$ for fixed $\overrightarrow{\mathbf{x}}$. For example in $\mathrm{AdS}_{3}$, the wall is given by

$$
\begin{equation*}
\left(\left(\mathbf{x}^{1}\right)^{2}+\boldsymbol{\rho}^{2}\right)\left(\left(1+b \mathbf{x}^{1}\right)^{2}+\boldsymbol{\rho}^{2}\right)=\frac{M}{4} \mathbf{z}^{2} \tag{2.3.-1}
\end{equation*}
$$

which is not comparable with eq. (2.3).
Even so, the wall and GtP bananas both originate from the insertion points at the AdS boundary, where $\mathbf{z}=z=0$ and $\overrightarrow{\mathbf{x}}=\vec{x}$. The novelty is what happens with respect to the cut-off, $\mathbf{z}=\boldsymbol{\epsilon}$ versus $z=\epsilon$. In fact, when we look at $\mathbf{z}=\boldsymbol{\epsilon}$ in the two-point function geometry with coordinates $z, \vec{x}$, this surface cannot get arbitrarily close to the horizon, but intersects and stops at the preimage of the wall. This intersection is well defined and brings us to an important consideration: Imagine we want to construct a black hole numerically, in global coordinates. We are used to specify a boundary condition at infinity and a boundary condition in the interior. However, in the two-point function geometry, all of the boundary conditions are specified on $z=\epsilon$, and of course, they are distinct depending on whether we stay far or close to the operators. This distinction is quantified by the wall between the FG patch and the rest of the geometry. In this sense, the usual notion of bulk evolution is modified in an interesting way.

### 2.3.1 Holographic stress tensor

To compute expectation values in the holographic CFT, the small $\mathbf{z}$ expansion of the FG metric is all we need, and this is straightforward to obtain even in the banana geometry. The computation of the holographic stress tensors that follows is an example. Nicely enough, for the cone coordinates, we can check all the various steps directly with pencil and paper.

Using the definition of the holographic stress tensor given in [27, 28], we have

$$
\begin{equation*}
\left\langle T_{i j}(\overrightarrow{\mathbf{x}})\right\rangle_{\bullet \cdot \boldsymbol{\bullet}}=\frac{1}{8 \pi G_{\mathrm{N}}} \lim _{\boldsymbol{\epsilon} \rightarrow 0} \frac{1}{\boldsymbol{\epsilon}^{d-2}}\left[\mathcal{K}_{i j}-\mathcal{K} \mathbf{h}_{i j}+\frac{2}{\sqrt{\mathbf{h}}} \frac{\delta I_{c t}}{\delta \mathbf{h}^{i j}}\right]_{\mathbf{z}=\boldsymbol{\epsilon}} \quad \text { with } \quad \mathcal{K}_{i j}=\frac{1}{2} \mathbf{z} \partial_{\mathbf{z}} \mathbf{h}_{i j} \tag{2.3.-1}
\end{equation*}
$$

and where, as in (2.2.2), the counterterm action is

$$
\begin{equation*}
I_{c t}=\int_{\mathbf{z}=\epsilon} d^{d} \mathbf{x} \sqrt{\mathbf{h}}\left((d-1)+\frac{1}{2(d-2)} \mathcal{R}[\mathbf{h}]+\cdots\right) . \tag{2.3.-1}
\end{equation*}
$$

Individual contributions in $\left\langle T_{i j}\right\rangle_{\ldots}$ are divergent, but the combined sum in eq. (2.3.1) is finite. For a flat boundary, only the first term in eq. (2.2.2) is needed to resolve the divergence. Note
that had we done the computation in global coordinates, using FG coordinates with $\mathbb{R} \times S^{d-1}$ asymptotics, all counterterms would have contributed to the final result, e.g. see [26,30]. So even though we started from the very same AdS-Schwarzschild black hole, the details of the $\left\langle T_{i j}\right\rangle_{\ldots}$ computation are quite different. For example, we will not be sensitive to Casimir energies of the $S^{d-1}$, and moreover, the spacetime dependence of $\left\langle T_{i j}\right\rangle_{\bullet \bullet}$ is quite more interesting.

With the insertion points $\overrightarrow{\mathbf{x}}_{\mathbf{\bullet}}$ and $\overrightarrow{\mathbf{x}}_{\bullet 2}$, the final result is

$$
\begin{equation*}
\left\langle T_{i j}(\overrightarrow{\mathbf{x}})\right\rangle_{\bullet \cdot}=\mathbf{t}_{i j}(\overrightarrow{\mathbf{x}})=\frac{d M}{(d-1) \Omega_{d-1}} \frac{\left|\overrightarrow{\mathbf{x}}_{\bullet 1}-\overrightarrow{\mathbf{x}}_{\bullet}\right|^{d}}{\left|\overrightarrow{\mathbf{x}}-\overrightarrow{\mathbf{x}}_{\bullet 1}\right|^{d}\left|\overrightarrow{\mathbf{x}}-\overrightarrow{\mathbf{x}}_{\bullet 2}\right|^{d}} \lambda_{i j}\left(\overrightarrow{\mathbf{x}} ; \overrightarrow{\mathbf{x}}_{\bullet 1}, \overrightarrow{\mathbf{x}}_{\bullet 2}\right) \tag{2.3.-1}
\end{equation*}
$$

where again $\Omega_{d-1}=2 \pi^{\frac{d}{2}} / \Gamma\left[\frac{d}{2}\right]$, and the traceless tensor $\lambda_{i j}$ is given by

$$
\lambda_{i j}\left(\overrightarrow{\mathbf{x}} ; \overrightarrow{\mathbf{x}}_{\bullet 1}, \overrightarrow{\mathrm{x}}_{\bullet 2}\right)=-u_{i} u_{j}+\frac{\delta_{i j}}{d} \quad \text { with } u_{i}=\frac{\left|\overrightarrow{\mathbf{x}}-\overrightarrow{\mathbf{x}}_{\bullet 1}\right|\left|\overrightarrow{\mathbf{x}}-\overrightarrow{\mathbf{x}}_{\bullet 2}\right|}{\left|\overrightarrow{\mathrm{x}}_{\bullet 1}-\overrightarrow{\mathbf{x}}_{\bullet 2}\right|}\left[\frac{\left(\overrightarrow{\mathbf{x}}-\overrightarrow{\mathbf{x}}_{\bullet 1}\right)_{i}}{\left|\overrightarrow{\mathrm{x}}-\overrightarrow{\mathbf{x}}_{\bullet 1}\right|^{2}}-\frac{\left(\overrightarrow{\mathbf{x}}-\overrightarrow{\mathrm{x}}_{\bullet 2}\right)_{i}}{\left|\overrightarrow{\mathbf{x}}-\overrightarrow{\mathrm{x}}_{\bullet 2}\right|^{2}}\right] .
$$

Now interpreting eq. (2.3.1) as

$$
\begin{equation*}
\left\langle T_{i j}(\overrightarrow{\mathbf{x}})\right\rangle_{\bullet \cdot}=\frac{\left\langle T_{i j}(\overrightarrow{\mathbf{x}}) O\left(\vec{x}_{\bullet 1}\right) O\left(\vec{x}_{\bullet}\right)\right\rangle}{\left\langle O\left(\vec{x}_{\bullet 1}\right) O\left(\vec{x}_{\bullet 2}\right)\right\rangle} \tag{2.3.-1}
\end{equation*}
$$

we see that this expression precisely reproduces the conformally invariant three-point function of the energy momentum tensor and two scalar operators [39-42] with

$$
\begin{equation*}
\Delta=M \tag{2.3.-1}
\end{equation*}
$$

This is a simple yet very important consistency check for our two-point function geometries! Moreover, it gives us an independent derivation of the relation between the conformal dimension and the mass of the black hole, which we used in the onshell action computation.

### 2.3.2 The bulk, the total derivative and the cut-off

We now want to comment on the onshell action. The idea is to divide the geometry into a FG patch where the cut-off surface lives, and a global patch close to the horizon where the stretched horizon lives. This organization is conceptually helpful because, as we saw in section 2.2.2, both contributions are crucial in order to obtain the expected CFT dependence on the dimension $\Delta=M$. The approach described in the following sections is not restricted to the Schwarzschild black hole but also generalizes to charged black holes in AdS [12].

Our starting point is the observation that when the bulk action in global coordinates can be written onshell as a total derivative, we can apply the GtP transformation directly on the integrand. So let us assume that the onshell action in global reads

$$
\begin{equation*}
I \theta=\int d \Omega_{d-1} \int d \tau \int d r \times \frac{d}{d r} \mathcal{A}(r) \tag{2.3.-1}
\end{equation*}
$$

for some function $\mathcal{A}(r)$. For the AdS-Schwarzschild geometry, this is [30] ${ }^{23}$

$$
\begin{equation*}
\mathcal{A}(r)=-2 r^{d-2}+2 r^{d-2} f(r)=2 r^{d}-2 M \tag{2.3.-1}
\end{equation*}
$$

Going through the GtP map (2.2.1) and the SCT map (2.2.1) to reach the banana geometry (2.2.1) with the insertion points on a line, we find:

$$
\begin{aligned}
I \stackrel{\bullet}{\bullet} & =\int d \Omega_{d-1} \int d R d \tilde{z} \times\left[-\frac{R}{R^{2}+\tilde{z}^{2}} \partial_{\tilde{z}}+\frac{\tilde{z}}{R^{2}+\tilde{z}^{2}} \partial_{R}\right] \mathcal{A}\left(r=\frac{R}{\tilde{z}}\right) \\
& =\int d \Omega_{d-2} \int d \rho d x^{1} d z \times \sum_{i=z, x^{1}, \rho} u_{i} \partial_{i} \mathcal{A}(r(z, \vec{x})) \quad \text { with } u_{i}=-\frac{1}{d-2} \frac{\rho^{d-2}}{z^{d+1}} \frac{\partial_{i} r^{2-d}}{\left(\frac{x^{2}}{z^{2}}+1\right) \frac{\Theta^{2}}{z^{2}}}
\end{aligned}
$$

where $r(z, \vec{x})=\sqrt{\Theta^{2}\left(\frac{x^{2}}{z^{2}}+1\right)-1}$ and $\Theta^{2}=1+2 b \cdot x+b^{2}\left(x^{2}+z^{2}\right)$ with $x^{2}=\left(x^{1}\right)^{2}+\rho^{2}$, as given in eq. (2.2.1). Note that the dot product here is taken using $\delta_{i j}$. Of course, the second expression reduces to the first one when $b=0$. Then, it is simple to check, and perhaps expected, that the vector $u^{i}$ is divergence free. ${ }^{24}$ Thus we can evaluate the onshell action by using the divergence theorem, reducing it to a surface integral, namely

$$
\begin{equation*}
I_{\ddot{\bullet}}=\int d \sigma \frac{\vec{u} \cdot \vec{n}}{|\vec{n}|} \mathcal{A}(r(z, \vec{x})) \tag{2.3.-2}
\end{equation*}
$$

where $\vec{n}$ is an outward-pointing normal to the integration surface $\sigma$. For the cone, this is just a line integral in the ( $\tilde{z}, R$ ) plane.

The choice of integration surface is crucial. For example, in the cone we could pick the union of the two cones corresponding to $\frac{R}{z}=r_{\infty}$ with a large $r_{\infty} \rightarrow \infty$ for the asymptotic AdS cut-off, and $\frac{R}{z}=r_{h}\left(1+\epsilon^{\prime}\right)$, for the stretched horizon. By computing the onshell action between these surfaces, we would actually be repeating the same computation as in global coordinates. ${ }^{25}$ This is not the computation which we want for the two-point function. Rather, we want to compute the onshell action with a cut-off at $\mathbf{z}=\boldsymbol{\epsilon}$ in the FG patch.

In the following, we describe the computation of $I_{\ldots}$.. with the appropriate boundary surface $\sigma$. We will distinguish the three boundary components as: the asymptotic cut-off surface described by coordinates $\vec{c}=\left(x^{1}(\mathbf{z}=\boldsymbol{\epsilon}, \overrightarrow{\mathbf{x}}), \rho(\mathbf{z}=\boldsymbol{\epsilon}, \overrightarrow{\mathbf{x}}), z(\mathbf{z}=\boldsymbol{\epsilon}, \overrightarrow{\mathbf{x}})\right)$; the banana corresponding to the stretched horizon; and two pieces of connecting tissue between the previous components, one for each of the insertion points.

## The asymptotic cut-off

The asymptotic cut-off surface $\mathbf{z}=\boldsymbol{\epsilon}$ is described by $\vec{c}=\left(x^{1}(\boldsymbol{\epsilon}, \overrightarrow{\mathbf{x}}), \rho(\boldsymbol{\epsilon}, \overrightarrow{\mathbf{x}}), z(\boldsymbol{\epsilon}, \overrightarrow{\mathbf{x}})\right)$, in terms of FG coordinates. From our discussion about the FG patch in the previous section, we know

[^11]

Figure 2.6: A section of the banana geometry to illustrate the integration surface $\sigma$. The cutoff surface $z=(\mathbf{z}, \mathbf{x}), x=(\mathbf{z}, \mathbf{x})$ can be extended up to the preimage of the wall, the choice of connecting tissues from there to the stretched horizon results in a choice of normalisation.
that the integration over $\overrightarrow{\mathbf{x}}$ can be extended at most up to the intersection of $\mathbf{z}=\boldsymbol{\epsilon}$ and the wall - see figure 2.6. This observation explains more precisely what happened in section 2.2.2 when we introduced a large enough radius $a$ for the disks encircling the insertion points in figure 2.5. We understand now that the minimum value that $a$ can take is the preimage of $\overrightarrow{\mathbf{x}}$ on the wall at $\mathbf{z}=\boldsymbol{\epsilon}$.

In the cone, the surface integral on $\vec{c}=(R(\boldsymbol{\epsilon}, \mathbf{R}), z(\boldsymbol{\epsilon}, \mathbf{R}))$ is very explicit, since we know the change of variables (2.3). We find

$$
\begin{equation*}
\mathcal{A}_{\text {cone }}(\boldsymbol{\epsilon}, \mathbf{R})=\frac{2 \mathbf{R}^{d}}{\boldsymbol{\epsilon}^{d}}-M+\frac{M^{2}}{4^{2}} \frac{\boldsymbol{\epsilon}^{d}}{\mathbf{R}^{d}} \tag{2.3.-2}
\end{equation*}
$$

Then, the normal vector $\vec{n}$ is a rotation of $\partial_{\mathbf{R}} \vec{c}$, and the very definition of the surface integral cancels $|\vec{n}|$, so the measure of the integral becomes

$$
\begin{equation*}
\int_{\mathbf{z}=\epsilon} d \sigma \frac{\vec{u} \cdot \vec{n}}{|\vec{n}|}=\int \frac{d \mathbf{R}}{\mathbf{R}}\left(1-\frac{\epsilon^{2}}{\mathbf{R}^{2}} \frac{1}{k\left(\frac{\epsilon}{\mathbf{R}}\right)}\right)=\int \frac{d \mathbf{R}}{\mathbf{R}}\left(\frac{1}{\left(1+\frac{\epsilon^{2}}{\mathbf{R}^{2}}\right)}-\frac{d-1}{d} M \frac{\epsilon^{d+2}}{\mathbf{R}^{d+2}}+\ldots\right) \tag{2.3.-2}
\end{equation*}
$$

The whole $k(x)$ is given in eq. (2.3). When taking the $\boldsymbol{\epsilon} \rightarrow 0$ limit, we have to be careful in isolating the $\operatorname{AdS}$ contribution in $\vec{u} \cdot \vec{n}$ from the rest because $\mathcal{A}_{\text {cone }}$ itself comes with a Laurent series in $\boldsymbol{\epsilon}$. What we want to ensure is that the corrections to AdS proportional to $M$ do not interfere with the structure of $\mathcal{A}_{\text {cone }}$ as a series in $\boldsymbol{\epsilon}$. This implies that we have
to resum the AdS contribution in $\boldsymbol{\epsilon}$ before taking the limit to zero. This is what we made explicit on the right-hand side of eq. (2.3.2).

The GHY and counterterm contributions at the asymptotic boundary can by definition be evaluated in the FG patch directly. Putting all of these together cancels the usual UV divergence from AdS and a finite result remains,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \frac{1}{16 \pi G_{\mathrm{N}}} \int_{\mathbf{z}=\boldsymbol{\epsilon}} d \sigma \frac{\vec{u} \cdot \vec{n}}{|\vec{n}|} \mathcal{A}(r)+I_{G H Y}\left(\partial_{A d S}\right)+I_{c t}=-\frac{M}{16 \pi G_{\mathrm{N}}} \int_{\mathbf{R}_{\star}}^{1 / \mathbf{R}_{\star}} \frac{d \mathbf{R}}{\mathbf{R}} . \tag{2.3.-2}
\end{equation*}
$$

We can take any $\mathbf{R}_{\star} \geq\left[\frac{M}{4}\right]^{\frac{1}{d}} \boldsymbol{\epsilon}$, where the limit is the value fixed by the wall. It is worth mentioning that in the cone coordinates, we can compute the onshell action directly by evaluating $\sqrt{\operatorname{det} g_{F G}}$, from $\mathbf{z}=\boldsymbol{\epsilon}$ to the $\mathbf{z}=$ wall. Since we know the preimage, i.e. $r_{\text {wall }}=$ $M^{\frac{1}{d}}$, we can then check this result against the surface integral done with $\mathcal{A}$. We find perfect agreement, as it should. In passing, we also notice that $\mathcal{A}\left(r_{\text {wall }}\right)=0$.

We now repeat the cut-off surface integration for the banana. This time we do not have the full change of variables, however, we can proceed by using the series expansion in $\mathbf{z}$. The measure factor can be found to generalize the right-hand side of eq. (2.3.2) into ${ }^{26}$

$$
\begin{equation*}
\left.\vec{u} \cdot \vec{n}\right|_{\mathbf{z}=\boldsymbol{\epsilon}}=\frac{\boldsymbol{\rho}^{d-2}}{\tilde{\mathbf{R}}^{\frac{d}{2}}} \frac{\boldsymbol{\rho}^{2}+\tilde{\mathbf{x}}^{1}\left(\tilde{\mathbf{x}}^{1}-2 b \boldsymbol{\epsilon}^{2}\right)}{\left(\mathbf{R}^{2}+\boldsymbol{\epsilon}^{2}\right) \Theta^{2}\left(\mathbf{x}^{1}, \boldsymbol{\rho}, \boldsymbol{\epsilon}\right)}+M O\left(\boldsymbol{\epsilon}^{d+1}\right) \tag{2.3.-2}
\end{equation*}
$$

where $\mathbf{R}^{2}=\boldsymbol{\rho}^{2}+\left(\mathbf{x}^{1}\right)^{2}, \tilde{\mathbf{R}}^{2}=\boldsymbol{\rho}^{2}+\left(\tilde{\mathbf{x}}^{1}\right)^{2}$, and $\tilde{\mathbf{x}}^{1}=\mathbf{x}^{1}+b\left(\mathbf{R}^{2}+\mathbf{z}^{2}\right)$. Then $\mathcal{A}_{\text {banana }}=$ $\frac{2 \tilde{\mathbf{R}}^{d}}{\boldsymbol{\epsilon}^{d}}-M+O\left(M b \boldsymbol{\epsilon}^{d}, M^{2} \boldsymbol{\epsilon}^{d}\right)$. It follows again that

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0} \frac{1}{16 \pi G_{\mathrm{N}}} \int_{\mathbf{z}=\boldsymbol{\epsilon}} d \sigma & \frac{\vec{u} \cdot \vec{n}}{|\vec{n}|} \mathcal{A}(r)+I_{G H Y}\left(\partial_{A d S}\right)+I_{c t}  \tag{2.3.-1}\\
& =-\frac{M}{16 \pi G_{\mathrm{N}}} \int_{\ldots\left(\mathbf{x}^{1}\right.} \frac{\boldsymbol{\rho}^{d-2} d \boldsymbol{\rho} d \mathbf{x}^{1} d \Omega_{d-2}}{\left(\left(\mathbf{x}^{1}\right)^{2}+\boldsymbol{\rho}^{2}\right)^{d / 2}\left(\left(1+b \mathbf{x}^{1}\right)^{2}+\boldsymbol{\rho}^{2}\right)^{d / 2}},
\end{align*}
$$

where in the remaining integral, we recognise the expression for $f_{2 p t}$ familiar from section 2.2.2, e.g. compare with eq. (2.2.2).

## From cut-off to stretched horizon

At this point, we must consider the two components of the integration surface $\sigma$ comprising connecting tissue extending between the asymptotic cut-off surface and the stretched horizon - see figure 2.6. The simplest choice is to go straight into the bulk. Other choices are possible, for example, we can use them to match the $z=\epsilon$ surface close to the insertion points. Compared to computations usually done for probe objects, the freedom in cutting the geometry passed the FG wall is something new. To see why consider a geodesic connecting the insertion points. The length of such a geodesic, i.e. $(\mathbf{z}(s), \mathbf{x}(s))=\ell(\sin s, \cos s)$ with $s \in(0, \pi)$, computes the two-point function. The ambient space is just empty AdS and

[^12]the cut-off is $\mathbf{z}=\boldsymbol{\epsilon}$, to be understood physically as a UV cut-off or lattice spacing. The range of integration is read off from the equation $\mathbf{z}(s)=\boldsymbol{\epsilon}$. Equally, we can parametrise the integration with respect to the $\mathbf{x}$ coordinate. Note at this point, the obvious fact that empty AdS is already in the FG gauge. In particular, there is no extra space which corresponds to integrating over the two connecting tissues between the cut-off and the horizon. It is also clear now that the role of the connecting tissues is simply to change the normalization of the operators, since different tissues yield different normalization constants to the final action.

## Stretched horizon

Finally, the stretched horizon contribution is the surface integral on $\vec{c}=\left(x^{1}, \rho, z=z\left(x^{1}, \rho\right)\right)$, where $z=z\left(x^{1}, \rho\right)$ solves the equation $r(z, \vec{x})=r_{h}\left(1+\epsilon^{\prime}\right)$ as we did in (2.2.2). The normal vector $\vec{n}$ is the cross product $\partial_{x^{1}} \vec{c} \times \partial_{\rho} \vec{c}$, and of course, it becomes proportional to $\partial_{i} r(z, \vec{x})$. Then, similarly to what we did in section 2.2 .2 , we look at $z=z_{-}\left(x^{1}, \rho\right)$, and we extract the logarithmic form close to the insertion points. The relevant integral is

$$
\begin{equation*}
I_{\text {hor }}=-\frac{1}{16 \pi G_{\mathrm{N}}} \int_{A} \frac{\rho^{d-2} d \rho d x^{1} d \Omega_{d-2}}{\tilde{R}_{-}^{d-1}} \frac{b^{2}\left(1+r_{h}^{2}\right) \mathcal{A}\left(r_{h}\right)}{\left(z_{+}^{2}-z_{-}^{2}\right)\left(R^{2}+z_{-}^{2}\right)\left(\left(1+b x^{1}\right)^{2}+b^{2} \rho^{2}+b^{2} z_{-}^{2}\right)} \tag{2.3.-2}
\end{equation*}
$$

where $\tilde{R}_{-}=\tilde{R}\left(x^{1}, \rho, z=z_{-}\left(x^{1}, \rho\right)\right)$. Close to the insertion points, the logarithmic form in eq. (2.3.2) is

$$
\begin{equation*}
I_{h o r}=-\frac{\mathcal{A}\left(r_{h}\right)}{16 \pi G_{\mathrm{N}}} \int_{A} \frac{\rho^{d-2} d \rho d x^{1} d \Omega_{d-2}}{\left(\left(x^{1}\right)^{2}+\rho^{2}\right)^{d / 2}\left(\left(1+b x^{1}\right)^{2}+b^{2} \rho^{2}\right)^{d / 2}}+\cdots, \tag{2.3.-2}
\end{equation*}
$$

where again we recognize appearance of $f_{2 p t}$. The rest of the terms denoted by the ellipsis are again free of divergences and will only contribute to the normalization.

## The onshell action revisited

At this point, we can assemble again the total onshell action,

$$
\begin{equation*}
I_{\boxed{\bullet}}=I_{b u l k}+I_{G H Y}\left(\partial_{A d S}\right)+I_{G H Y}(\text { stretch })+I_{c t} \tag{2.3.-2}
\end{equation*}
$$

where the contribution in $I_{\text {bulk }}$ coming from the asymptotic boundary (i.e. $\left.\mathbf{z}=\boldsymbol{\epsilon}\right)$ is given in eq. (2.3.-1), and the contribution from the stretched horizon is given in eqs. (2.3.2) and (2.3.2). Moreover, we have argued that the boundary components connecting the cut-off surface at the asymptotic boundary and at the stretched horizon only contribute to the overall normalization of the two-point function. To finalize, we need to include the GHY term at the stretched horizon, but this is the same as (2.2.2). Therefore, by mechanically substituting in all of the contributions, we establish the same result which we found in section 2.2.2 for the CFT two-point function,

$$
\begin{equation*}
I_{\boxed{\bullet}}=\Delta \int_{\ddot{-}} d^{d} x f_{2 p t}+\mathcal{N} . \tag{2.3.-2}
\end{equation*}
$$

where $\Delta=M$ for the operators, and as we understood the normalization depends on the choice of connecting tissues.

A bonus of our discussion here, compared to that of section 2.2.2, is that by rewriting the bulk contribution to the onshell action as a manifest surface integral (i.e. the integrand became a total derivative), we could make precise the FG renormalization scheme for the cut-off. Another great advantage of working with a total derivative will be the following observation, or "how to compute the total action without really trying".

Given an ansatz for a gravitational background in global coordinates, we can recast Einstein's equation as the equation of motion from an effective Lagrangian. With the latter, we look for a conserved (and finite) Noether charge $\mathcal{Q}(r)$ corresponding to a scaling symmetry $[43,44]$ in this effective Lagrangian. Since this Noether charge is conserved, it must be a constant satisfying $\partial_{r} \mathcal{Q}(r)=0$. For the AdS-Schwarzschild in (2.2.1), this procedure yields

$$
\begin{equation*}
\mathcal{Q}(r)=-\frac{1}{2} r^{d-1} f^{\prime}(r)+r^{d-2} f(r)-r^{d-2}=-\frac{d}{2} M \tag{2.3.-2}
\end{equation*}
$$

We note that the middle expression above applies for a general ansatz of the form given in eq. (2.2.1) (i.e. without specifying the specific solution for $f(r)$ ), while the final constant proportional to $M$ comes from substituting in eq. (2.2.1).

The utility of the Noether charge is to relate the boundary contributions to the onshell action and the stretched horizon contribution. To see this, we first replace $r^{d-1} f^{\prime}(r)$ term (i.e. the first contribution in the middle expression above) with the GHY term on a surface of constant $r$ in global coordinates, namely

$$
\begin{equation*}
\mathcal{G} \equiv 2 \sqrt{f(r)} r^{d-2} K=r^{d-1} f^{\prime}(r)+2(d-1) r^{d-2} f(r) \tag{2.3.-2}
\end{equation*}
$$

where the extrinsic curvature is $K=r^{-d+2} \partial_{r}\left(r^{d-2} \sqrt{f(r)}\right)$. Similarly, we replace the $r^{d-2}$ term (i.e. the third contribution in the middle expression in eq. (2.3.2)) using $\mathcal{A}(r)$ in eq. (2.3.2). Thus we arrive at the following expression for the Noether charge

$$
\begin{equation*}
\mathcal{Q}(r)=-\frac{1}{2} \mathcal{G}(r)+\frac{1}{2} \mathcal{A}(r)+(d-1) r^{d-2} f(r) . \tag{2.3.-2}
\end{equation*}
$$

As our notation indicates, we may evaluate the Noether charge at any radius and so it is interesting to evaluate the above at the horizon $r=r_{h}$. There the last term vanishes since $f\left(r_{h}\right)=0$, and we are left with the first two. In this form, we don't have to know the exact gravity solution, but only read off how the constant Noether charge is related to quantities which we need to evaluate at the horizon. In particular, we have the surface term coming from the radial integral in bulk action and the GHY term on the stretched horizon. That is, we may use eq. (2.3.2) to re-express the surface term in eq. (2.3.2) along with the GHY term on the stretched horizon in terms of the Noether charge, as desired. Hence combining these contributions with the expression in eq. (2.3.-1), the onshell action becomes

$$
\begin{aligned}
I_{\bullet \bullet} & =I_{b u l k}+I_{G H Y}\left(\partial_{A d S}\right)+I_{G H Y}(\text { stretch })+I_{c t} \\
& =\frac{1}{16 \pi G_{\mathrm{N}}}\left[-M-2 \lim _{r \rightarrow \infty} \mathcal{Q}(r)\right] \int_{\bullet \cdot} d^{d} x f_{2 p t}+\mathcal{N} .
\end{aligned}
$$

Then the integral can be evaluated as in eq. (2.2.2), and after restoring the mass normalization $\alpha$ given by eq. (2.2.1), we recover

$$
\begin{equation*}
I_{\bullet \bullet}=\Delta \log \frac{\left|\vec{x}_{\bullet 1}-\vec{x}_{\bullet 2}\right|^{2}}{a^{2}}+\mathcal{N} \tag{2.3.-2}
\end{equation*}
$$

using $\Delta=M$. Hence we have again demonstrated our claim of deriving the two-point function correlator for huge operators from gravity.

### 2.4 Geodesics in the black hole two-point function geometry

As we have been discussing, the insertion of huge operators results in backreaction on the AdS geometry, and we found that our two-point function geometry simply corresponds to a Euclidean black hole presented in a somewhat unusual way. In this section, we study both qualitatively and quantitatively how the motion of geodesics that shoot in from the asymptotic boundary of AdS is affected by the presence on the Euclidean black hole. These geodesics would correspond to the insertion of additional light operators and so this is a first step towards investigating higher point functions with our geometric approach. We note that heavy-light four-point correlators were studied previously with geodesics propagating in a global black hole background by [45]- [46].

Figure 2.7 illustrates a variety of geodesics originating from points on the asymptotic boundary, with a given velocity. A prominent feature of the plot is that the geodesics shown there do not reach the horizon. In fact, the only geodesics that collide with the horizon are finely tuned. The latter is clearly understood by considering the metric (2.2.1) in global coordinates. In this setting, it is straightforward to show that the only geodesics reaching $r=r_{h}$ must have a vanishing velocity in the $\tau$ direction. Further, the angular momentum can not be very large (i.e. $|\mathcal{J}| \leq r_{h}$ ).

We can also use geodesics to provide probes for a four-point function of two light particles of dimension $m$ in the presence of two maximally heavy operators of dimension $M$, i.e. the black hole banana. This correlator is obtained by evaluating

$$
\begin{equation*}
S(M)=m \int d s \sqrt{g_{\mu \nu}[M] \dot{x}^{\mu}(s) \dot{x}^{\nu}(s)} \tag{2.4.0}
\end{equation*}
$$

where now the geodesic $x^{\mu}(s)$, differently from what we did above, has boundary conditions such that it approaches the two insertions points at the regulated boundary, namely $z=\epsilon$ for $\vec{x}_{\bullet 1}$ and $\vec{x}_{\bullet 2}$. By conformal invariance we can arrange the external points as in figure 2.8. Thus, the correlator is more precisely given by

$$
\begin{equation*}
\left\langle\phi_{H}(0) \phi_{L}(1) \phi_{L}(x) \phi_{H}(\infty)\right\rangle=e^{-(S(M)-S(0))} \tag{2.4.0}
\end{equation*}
$$

where the right-hand side is finite in $\epsilon$ after subtracting the AdS value.
The computation of $x^{\mu}(s)$ and the action $S$ are described in appendix A.2. In the $M \rightarrow 0$ limit, the result simplifies significantly. For example, in $\mathrm{AdS}_{5} / \mathrm{CFT}_{4}$, we find

$$
\begin{equation*}
S(M)-S(0)=\frac{1}{4} m M \times(x-1)(\bar{x}-1) \times \frac{h(x)-h(\bar{x})}{x-\bar{x}}+O\left(M^{2}\right), \tag{2.4.0}
\end{equation*}
$$

Geodesics repelled by the cone (for one point at 0 and another at infinity):


Geodesics repelled by the banana (for one point at $x$ and another at $y$ ):


Figure 2.7: Geodesics moving in the black hole background when the stretched horizon is a cone (left) and when it is a banana (right). Unless finely tuned, geodesics do not collide with the horizon.
where

$$
\begin{equation*}
h(x)=\frac{6}{x-1}-\frac{\left(x^{2}+4 x+1\right) \log (x)}{(x-1)^{2}} \tag{2.4.0}
\end{equation*}
$$

Quite nicely, the right hand side of (2.4) coincides precisely with the t-channel conformal block for dimension $\Delta=4$ and spin $J=2$ in four spacetime dimensions, ${ }^{27}$

$$
\begin{equation*}
\log \frac{\left\langle\phi_{H}(0) \phi_{L}(1) \phi_{L}(x) \phi_{H}(\infty)\right\rangle}{\left\langle\phi_{H}(\infty) \phi_{H}(0)\right\rangle\left\langle\phi_{L}(x) \phi_{L}(1)\right\rangle}=\frac{m M}{120} \mathcal{F}(4,2,1-x, 1-\bar{x})+O\left(M^{2}\right) \tag{2.4.1}
\end{equation*}
$$

This is the expected result for a graviton exchange dual to the stress-tensor! In the $\mathrm{AdS}_{3}$, the action can be computed without expanding at small $M$ and the result reads

$$
\begin{equation*}
S(M)-S(0)=-m \log \left((1-M) \frac{z(1-w)^{\frac{1}{2}-\frac{1}{2 \sqrt{1-M}} \bar{z}(1-\bar{w})^{\frac{1}{2}-\frac{1}{2 \sqrt{1-M}}}}}{w \bar{w}}\right) \tag{2.4.1}
\end{equation*}
$$

where $1-w=(1-z)^{\sqrt{1-M}}$. This is nothing but the (logarithm of) the semiclassical heavylight limit of the Virasoro block, as discussed in [47].

Similar conclusions can be obtained in other dimensions. In appendix A. 2 we also discuss aspects of the conformal block decomposition, and how it depends on $M$. Our computation
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Figure 2.8: Geodesic slightly deformed by a small black hole cone. The reduced four point function is the difference between the length of the geodesic without the cone (in blue) and the geodesic deformed by the cone (in orange). Here for concreteness we plotted a case where $(x, \bar{x})=(7 / 6+7 i / 2,7 / 6-7 i / 2)$ and $M=1 / 5$.
fits very well with the known results about the block expansion of HHLL correlators with respect to properties of OPE coefficients, e.g. see [45]- [48], and of geodesic Witten diagrams [49].

### 2.5 Discussion

Euclidean correlation functions of very heavy operators have so far been largely unexplored in AdS/CFT. These are dual to full-fledged backreacted geometries with disturbances of the metric running all the way to marked points on the Poincaré boundary of AdS. Each one of such points corresponds to the insertion of a huge operator which spreads out in the bulk and changes the AdS geometry in some way.

In this chapter, we studied two-point function geometries, and showed that the geometry is nicely understood in terms of a banana foliation, with the tips of the bananas anchored at the insertion points. For smooth geometries, we can shrink the bananas to the geodesic connecting the insertion points. For black holes instead, we can follow the bananas but only up to the location of the stretched horizon. When the black hole is super light, this stretched horizon is approximately occupying the space of a geodesic, on the other hand, when the black hole is very massive it occupies a lot of the AdS space. In all cases, we demonstrated that the onshell action of these two-point black holes reproduces the CFT result for two-point functions (2.1). In particular, the renormalized onshell action has nontrivial


Figure 2.9: Thin bananas are effectively geodesics. Fat bananas occupy a lot of space.
spacetime dependence, coming from a logarithmic form at the marked points, and matches the dependence on the dimension $\Delta=M$ as a consequence of a crucial interplay between the boundary contribution at the AdS cut-off, and the boundary term at the stretched horizon.

For holographic two-point functions in AdS, we believe we have unveiled a pretty complete picture. The bananas are a special foliation of global AdS, which we obtained from the GtP map, and therefore this map provides a solution generating technique from global AdS geometries to two-point function geometries. It applies to all consistent truncations ansatz in string theory [12], thus AdS bubbles [50,51], charged clouds [52], and more generally, electric solutions of $\mathcal{N}=2$ gauged SUGRA with spherically symmetric matter distributions. But there are also gravity solutions which are not consistent truncation ansatz, with interesting topology changes. A well known example are the Lin-Lunin-Maldacena geometries [53] describing all maximally heavy half-BPS operators in $\mathcal{N}=4$ super Yang-Mills. It would be interesting to generalize our results to this case too, especially in the light of the crucial interplay between bulk and boundary contributions that yield in the end the correct two-point function.

Our main motivation for this work, though, was to set up the formalism in general, and apply it to higher point correlation functions. Something preliminary we can say about these is the following. We can always solve the FG form of a given multipoint geometry in a series expansion, once we know the expectation value of the stress-tensor. For example, for three-operators we would find,

$$
\begin{equation*}
\left.d s^{2}\right|_{F G}=\frac{d \mathbf{z}^{2}+d \overrightarrow{\mathbf{x}}^{2}}{\mathbf{z}^{2}}+\ldots+\mathbf{z}^{d} \frac{\left\langle T_{i j}(\mathbf{x}) O_{\Delta}\left(\mathbf{x}_{1}\right) O_{\Delta}\left(\mathbf{x}_{2}\right) O_{\Delta}\left(\mathbf{x}_{3}\right)\right\rangle}{\left\langle O_{\Delta}\left(\mathbf{x}_{1}\right) O_{\Delta}\left(\mathbf{x}_{2}\right) O_{\Delta}\left(\mathbf{x}_{3}\right)\right\rangle}+\ldots \tag{2.5.0}
\end{equation*}
$$

with the higher order contributions (in $\mathbf{z}$ ) determined by Einstein's equations. However, as we showed in this chapter, already for the two points the black hole geometry is a completion of the FG patch, and in particular the horizon lies beyond the wall where $\operatorname{det} g_{F G}=0$. Once again, the information from the stretched horizon was crucial in order to recover the CFT result as function of $\Delta=M$. So, here comes the question. For three- and higher point functions, what lies behind this wall?


Figure 2.10: The $\operatorname{det}\left(g_{\text {Banados }}\right)=0$ surface in the three point function case, with $d=2$. The horizons (depicted in RGB), begin as cones. What fate awaits them far beyond the wall?

Do Euclidean three- and higher point functions of huge operators have anything to do with physics of black holes merging? How sensitive are these geometries to the microscopic details of the operators? How would firewalls or fuzzballs manifest themselves? Do averages play any role in these correlators in lower dimensions? What about in higher dimensions?

This would be a good point to stop, but we cannot resist ourselves from adding two more small comments.

### 2.5.1 Comment 1: Three Dimensions

Three dimensions is a great laboratory for developing intuition. In fact, in three dimensions, the exact FG metric was found by Bañados [35] and simply reads

$$
\begin{equation*}
d s^{2}=d A d S_{3}+T(\mathbf{x}) d \mathbf{x}^{2}+\bar{T}(\overline{\mathbf{x}}) d \overline{\mathbf{x}}^{2}+\mathbf{z}^{2} T(\mathbf{x}) \bar{T}(\overline{\mathbf{x}}) d \mathbf{x} d \overline{\mathbf{x}} \tag{2.5.0}
\end{equation*}
$$

where $T(\bar{T})$ are the (anti)holomorphic boundary stress tensor. For example, for a scalar three-point function, we have

$$
\begin{equation*}
T(\mathbf{x})=-\frac{1}{\left(\mathbf{x}-x_{1}\right)\left(\mathbf{x}-x_{2}\right)\left(\mathbf{x}-x_{3}\right)} \sum_{i \neq j \neq k} \frac{M_{i} x_{i j} x_{i k}}{4\left(\mathbf{x}-x_{i}\right)} \quad ; \quad \bar{T}(\overline{\mathbf{x}})=T(\overline{\mathbf{x}}) \tag{2.5.0}
\end{equation*}
$$

With this assignment, $d s^{2}$ in eq. (2.5.1) describes the three-point function geometry for three black holes in $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$ of masses $M_{1}, M_{2}, M_{3}$ inserted at locations $x_{1}, x_{2}, x_{3}$. As in the two-point function case, this metric has a wall beyond which we need better coordinates to figure out what the geometry does. This wall is much richer than in the two-point function


Figure 2.11: A suggestive explanation for a result like (2.5.2), where the geometry is foliated by conifolds shooting out of the insertion points like pairwise two-point function geometries.
case - see figure 2.10. What lies behind this wall? What is the full three-point function geometry and what is the corresponding structure constant in the dual field theory? This challenge is the subject of the next chapter.

### 2.5.2 Comment 2: LLM Three-Point Functions

What about higher dimensions? What about three-point function geometries in $\mathcal{N}=4$ SYM? - or other maximally symmetric theories in various dimensions?

In global $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$ the most general half-BPS geometries are LLM geometries [53] (see also [54] for a nice review and for the holographic renormalization aspects of these geometries). In $\mathcal{N}=4$ SYM, they correspond to operators in the Schur basis [55] of the form

$$
\begin{equation*}
\mathcal{O} \propto \chi_{\underline{\lambda}}(y \cdot \phi) \tag{2.5.0}
\end{equation*}
$$

with Young diagram $\underline{\lambda}$ of $O\left(N^{2}\right)$ boxes. The vector $y$ is a six dimensional null vector picking up a particular combination of the six scalars $\phi^{I}$ of the gauge theory. While it would be fascinating to construct general three-point functions of the operators (2.5.2) from group theory alone, one might start wondering if are there any hints or expectations that would help our intuition? Well, as we discuss below, there are some.

A three-point function,

$$
\begin{equation*}
\left\langle\mathcal{O}_{1} \mathcal{O}_{2} \mathcal{O}_{3}\right\rangle=\prod_{i<j}\left(\frac{y_{i} \cdot y_{j}}{\left(x_{i}-x_{j}\right)^{2}}\right)^{J_{i j}} C_{{\underline{\lambda_{1}}, \underline{\lambda}_{2}, \underline{\lambda}_{3}}} \tag{2.5.0}
\end{equation*}
$$



Figure 2.12: Another scenario where operators in the bulk merge, but the dominant contribution to the action is effectively pairwise because the geometry change is huge.
depends on a fixed kinematical factor, built out of the $J_{i j}$, i.e. the number of propagators between operators $i$ and $j$,

$$
\begin{equation*}
J_{12}=\frac{J_{1}+J_{2}-J_{3}}{2}, \quad J_{13}=\frac{J_{1}+J_{3}-J_{2}}{2}, \quad J_{23}=\frac{J_{3}+J_{2}-J_{1}}{2}, \tag{2.5.0}
\end{equation*}
$$

and by the structure constant $C$, which here is coupling independent, and therefore it can be computed in free $\mathcal{N}=4$ SYM by Wick contractions. Computing $C$ is thus a well-posed but not trivial combinatorial problem for any triplet $\underline{\lambda}_{i=1,2,3}$.

It would be great to solve this problem completely, or at least for operators with very large Young diagrams. ${ }^{28}$ In a simple instance, i.e. when the operators are fully symmetric labelled by a Young diagram with a single row of $J$ boxes, we did manage to find the solution (see appendix A. 3 for details)

The $\tilde{C}$ is normalised by two-point functions, and the hypergeomtric function ${ }_{3} F_{2}$ accounts for genuine interactions among the three operators; when the $J_{i=1,2,3} \in \mathbb{N}$ it evaluates to a non trivial polynomial of $N$. In the limit when $J_{i}=N^{2} j_{i}$ the result simplifies to:

$$
\begin{equation*}
\log \tilde{C}_{J_{1} J_{2} J_{3}}^{\text {symmetric }} \simeq-N^{2}\left[\sum_{i j} \operatorname{tube}\left(j_{i j}\right)-\frac{1}{2} \sum_{i} \operatorname{tube}\left(j_{i}\right)\right] \quad \text { with } \quad \operatorname{tube}(j)=j \log j \tag{2.5.0}
\end{equation*}
$$

[^14]Even though $\tilde{C}_{J_{1} J_{2} J_{3}}^{\text {symmetric }}$ is telling us something only about the limit of a regular geometry, where each individual operator is dual to a thin ring that is taken off to infinity with respect to the $\mathrm{AdS}_{5} \times \mathrm{S}^{5}$ droplet [54], the expression we got is quite suggestive.

In fact, we can rewrite the asymptotics as

$$
\begin{equation*}
\lim _{N \gg 1} \underbrace{\frac{J_{1}!J_{2}!J_{3}!}{\left(\frac{J_{1}+J_{2}-J_{3}}{2}\right)!\left(\frac{J_{1}+J_{3}-J_{2}}{2}\right)!\left(\frac{J_{2}+J_{3}-J_{1}}{2}\right)!} \times \frac{1}{\sqrt{J_{1}!J_{2}!J_{3}!}}}_{\text {\# Wick contractions at 3pt } \times 2 \text { pt normalisation }} \simeq e^{\left.N^{2}\left[\frac{1}{2} \sum_{i} j_{i} \log j_{i}-\sum_{i j} j_{i j} \log j_{i j}\right)\right]} \tag{2.5.0}
\end{equation*}
$$

showing that it coincides with the leading asymptotics of the number of Wick contractions for three-points, when $J_{i}=N^{2} j_{i}$, divided by two-point normalizations. In other words, we get a purely combinatorial result. Note now that a LLM operator generically involves multiparticle states and that the tube function is the building block for the two-point function normalization. So what if when $J \gg N$ the operator $\mathcal{O}$ breaks apart and the bulk geometry is foliated as in figure 2.11? with conifold geometries emerging from the insertion points?

Another scenario, which was inspired to us by a beautiful talk of David Simmons-Duffin at KITP in January 2023, is represented in figure 2.12 - see [59]. There we imagine that each operator shoots from the boundary a huge geometry change, like the fat bananas in the figure, so that interactions among the three operators are effectively pairwise. This scenario could also reproduce something like eq. (2.5.2).

We look forward to continuing to explore huge correlators, from the boundary, as well as from the bulk.

## Chapter 3

## Correlations Functions of Heavy Operators in $\mathbf{A d S}_{3} / \mathbf{C F T}_{2}$

### 3.1 Introduction

In chapter 2, we initiated the study of holographic correlation functions in $\mathrm{AdS}_{d+1} / \mathrm{CFT}_{d}$ that involve huge operators at the insertion points. By "huge", we mean operators of very large conformal dimension, such that their dual description is heavy enough to backreact and change the bulk geometry (i.e. $\Delta \sim L_{\text {AdS }}^{d-1} / G_{\mathrm{N}}$ ). For two-point functions, the new backreacted geometries were referred to as "spacetime bananas", and to illustrate their features, we discussed heavy scalar operators that create an AdS-Schwarzschild black hole in the bulk. Inspired by this two-point function construction, one of the goals we envisioned in [1] was to understand what geometries describe three- and higher point functions for huge operators. In this chapter, we address this program for asymptotically $\mathrm{AdS}_{3}$ spacetimes. By taking advantage of the simplicity of pure three-dimensional Einstein gravity, we will construct the geometries dual to huge three-point functions and establish a general formalism of "domes and doors" which could be applied in the future to higher multipoint correlators.

As discussed in chapter 2, the backreaction of the dual operators on the bulk geometry induces an expectation value for the boundary stress tensor [60], which is interpreted as

$$
\begin{equation*}
\left\langle T_{i j}(\overrightarrow{\mathbf{x}})\right\rangle=\frac{\left\langle T_{i j}(\overrightarrow{\mathbf{x}}) \prod_{k=1}^{n} O_{\Delta_{k}}\left(\vec{x}_{k}\right)\right\rangle}{\left\langle\prod_{i=k}^{n} O_{\Delta_{k}}\left(\vec{x}_{k}\right)\right\rangle} \tag{3.1.0}
\end{equation*}
$$

That is, the boundary expectation value corresponds to the stress tensor induced by the insertion of the various huge operators in the correlation function. We make use of this general result with two simplifications in the present work: First, we set the boundary dimension $d=2$, i.e. we examine holographic correlations functions for asymptotically $\mathrm{AdS}_{3}$ geometries. Second, we examine the correlation function of three huge scalar operators, i.e. $n=3$. Let us add that for the most part, our calculations are done in Euclidean signature. ${ }^{1}$

[^15]It will be convenient to parameterize the conformal dimensions of the three heavy scalar primary operators as $\Delta_{j}=\frac{c}{12} M_{j}$, where $c=3 L_{\mathrm{AdS}} / 2 G_{\mathrm{N}}$ is the central charge in the boundary $\mathrm{CFT}_{2}$. Now taking the two-dimensional boundary geometry to be the plane, ${ }^{2}$ we insert these operators at locations $z_{j}$ and eq. (3.1) yields

$$
\begin{equation*}
\left\langle T_{z z}(z)\right\rangle=\frac{c}{24} \frac{1}{\left(z-z_{1}\right)\left(z-z_{2}\right)\left(z-z_{3}\right)} \sum_{i} \frac{M_{i} \prod_{j \neq i}\left(z_{i}-z_{j}\right)}{z-z_{i}} \tag{3.1.0}
\end{equation*}
$$

for the holomorphic component of the stress tensor. Of course, the anti-holomorphic stress tensor has an identical expectation value with $z \rightarrow \bar{z}$.

In passing, we note that for any (order one) value of the $M_{j}$, the insertion of these boundary operators will result in a deformed bulk geometry. However, there are two distinct regimes: for $M_{j}>1$, the operators are dual to black holes while for $M_{j}<1$, they describe conical defects in the bulk. For the most part, we focus on the black hole regime. However, we return to consider defect geometries in section 3.6.

Now combining data of the flat metric for the $\mathrm{CFT}_{2}$ background and the expectation value of the stress tensor, we have sufficient boundary conditions to solve for the bulk geometry in a Fefferman-Graham (FG) expansion [61]. A remarkable fact about three-dimensional gravity is that the FG expansion of the metric sourced by (3.1) truncates at a finite order. The resulting metric was studied by Bañados [35],

$$
\begin{equation*}
d s^{2}=\frac{d y^{2}+d z d \bar{z}}{y^{2}}+L(z) d z^{2}+\bar{L}(\bar{z}) d \bar{z}^{2}+y^{2} L(z) \bar{L}(\bar{z}) d z d \bar{z} \tag{3.1.0}
\end{equation*}
$$

where $\left\langle T_{z z}(z)\right\rangle=-\frac{c}{6} L(z)$ and $\left\langle T_{\mathbf{z z}}(\mathbf{z})\right\rangle=-\frac{c}{6} \bar{L}(\mathbf{z})$. This metric is a solution to Einstein's equations for any $L$ and $\bar{L}$. The simplicity of the FG expansion, which truncates at order $y^{2}$, can be seen as a reflection of the lack of propagating degrees of freedom in three-dimensional Einstein gravity.

Simple as it may appear, the Bañados metric (3.1) with stress tensor (3.1) contains a great deal of interesting physics. First of all, the coordinates in this metric do not cover the full space: there is a coordinate singularity where $\operatorname{det}(g)=0$, which we call the "wall", and is depicted in figure 3.1. The presence of a wall is a generic feature of the Bañados metric (3.1). For example, there is also a wall for the two-point function geometry, as noted in chapter 2. However, as we saw in that chapter, for the two-point correlator the geometry beyond the wall is easily revealed by a coordinate transformation to the more familiar AdS-Schwarzschild black hole. For the three-point correlator (3.1), the extension is not immediate and needs to be constructed. This will be one of the main goals of this chapter.

One approach of constructing the complete three-point function geometry is to exploit the fact that all solutions in three-dimensional Einstein gravity with negative cosmological constant are locally isometric to $\mathrm{AdS}_{3}$. That is, all solutions can be cast as $\mathrm{AdS}_{3}$ with identifications. To find the required identifications, we will start from the beautiful analysis done by Roberts [62] - see Appendix B. 1 for a review - where it was shown that the change

[^16]

Figure 3.1: The $\operatorname{det}(g)=0$ wall for the three-point geometry, with the horizons hidden within.
of coordinates

$$
\begin{equation*}
(Y, Z, \bar{Z})=(0, f, \bar{f})+\frac{y}{f^{\prime} \bar{f}^{\prime}+y^{2} f^{\prime \prime} \bar{f}^{\prime \prime} / 4}\left(\left(f^{\prime} \bar{f}^{\prime}\right)^{3 / 2},-y\left(f^{\prime}\right)^{2} \bar{f}^{\prime \prime} / 2,-y\left(\bar{f}^{\prime}\right)^{2} f^{\prime \prime} / 2\right) \tag{3.1.0}
\end{equation*}
$$

maps the solution with the Bañados metric (3.1) into Euclidean $\mathrm{AdS}_{3}$ in Poincaré coordinates,

$$
\begin{equation*}
d s_{\mathrm{AdS}_{3}}^{2}=\frac{d Y^{2}+d Z d \bar{Z}}{Y^{2}} \tag{3.1.0}
\end{equation*}
$$

This map is determined in terms of two boundary functions $f(z)$ and $\bar{f}(\bar{z})$, and the Schwarzian derivatives of these determine $L(z)$ and $\bar{L}(\bar{z})$,

$$
\begin{equation*}
L(z)=-\frac{1}{2}\{f, z\} \quad ; \quad \bar{L}(\bar{z})=-\frac{1}{2}\{\bar{f}, \bar{z}\} . \tag{3.1.0}
\end{equation*}
$$

Thus, from (3.1), we will be able to understand what identifications of $\mathrm{AdS}_{3}$ are needed in order to construct the three-point geometry, and in particular, the extension beyond the wall.

Considering the two-point function geometry as an example, one can represent the Euclidean BTZ black hole in terms of $\mathrm{AdS}_{3}$ with identifications - see figure 3.2. On the boundary, one finds a torus described by identifying (up to a Weyl rescaling) a pair of circles in the $(Z, \bar{Z})$-plane. Extending the identification into the bulk, these circles become the asymptotic boundaries of two domes, which are identified in the $\mathrm{AdS}_{3}$ bulk. Now, the angular direction in the $(Z, \bar{Z})$-plane represents the Euclidean time direction. In the standard approach of black hole thermodynamics, an angular periodicity of $2 \pi$ is imposed, which results in a smooth geometry in the bulk, i.e. the usual hyperbolic solid torus considered in e.g. [10, 63, 64]. However, for the two-point correlator, as argued in chapter 2, we need to decompactify the Euclidean time direction and introduce instead a branch cut in the ( $Z, \bar{Z}$ )-plane - the purple line in figure 3.2(a). The figure then represents one sheet of an infinite cylindrical covering geometry. In the bulk, this cut extends to a two-dimensional surface, which we denote as the "door" - the purple surface in figure 3.2(b). The door reaches up to the conical singularity at the horizon (the vertical, dashed line). As on the boundary, there is now an infinite sequence


Figure 3.2: Representing the Euclidean BTZ black hole in terms of $\mathrm{AdS}_{3}$ with identifications. On the boundary shown in panel (a), one finds a torus where the two circles are identified. Extending the identification into the bulk, these circles become the asymptotic boundaries of the domes shown in panel (b).
of identical sheets in the bulk. Approaching one of the black hole operator insertions means circling around the geometry and going through the door infinitely many times.

Explaining the corresponding picture for the three-point function is the first key result of this chapter. The second will be reproducing the universal formula for the OPE structure constant in the regime of huge operators, as predicted in [65] (see also [66-68]). This universal OPE formula is related to the structure constants of Liouville theory, expressed by the DOZZ formula [69-71] (see also [72]). As we will see, the holographic renormalization of the geometries dual to correlation functions of heavy operators involves classical solutions of the Liouville equations. It is through this connection that we find the anticipated universal expression for the OPE coefficients.

The remainder of the chapter is organized as follows: In section 3.2 we examine description of the two-point function geometry in terms of "domes and doors", in more detail. Of course, this is simply a new perspective of the same geometry that we discussed in chapter 2. This discussion is a warm up to familiarize the reader with this new description, which we then apply to describe the the three point function geometry in section 3.3. For three black hole operators, we will see that the extension of the Bañados metric involves a single room with three doors, and six infinite sequences of rooms with one door each. In section 3.4, we explain a connection between these three-dimensional solutions and classical solutions in Liouville theory. Then, in section 3.5, we exploit this connection to evaluate the onshell action of these geometries. In agreement with predictions from the modular bootstrap [65], we will reproduce the expected classical limit of the Liouville three-point function. As noted above, there are two regimes for the conformal dimensions, producing either black holes or conical defects in the bulk. In section 3.6, we discuss the latter. Although the defect geometries are considerably different, e.g. see figure 3.17, we show that the domes-and-doors

(a)

(b)

Figure 3.3: The map $z \rightarrow Z=z^{i R_{h}}$ swaps dilatations and rotations in the two planes. The identification $z=e^{2 \pi i} z$ restricts the region of interest in the $(Z, \bar{Z})$-plane to an annulus. Moving along an arbitrary ray in the ( $z, \mathbf{z}$ )-plane, from 0 and $\infty$, translates into the need for an infinite covering of this annulus in the ( $Z, \bar{Z}$ )-plane. Hence, we introduce a branch cut represented by the purple line on the right. Passing through this cut infinitely many times in the clockwise/anti-clockwise direction means asymptotically approaching the origin/infinity in the ( $z, \mathbf{z}$ )-plane, where the two insertions lie.
framework smoothly interpolates from black holes to the defect geometries studied in [11, 73]. We conclude by listing some open problems and musing about some higher dimensional speculations in section 3.7.

### 3.2 Two-point Function. The Banana is a Door.

The two-point function case is given by the Bañados metric (3.1) with ${ }^{3}$

$$
\begin{equation*}
L(z)=-\frac{M\left(z_{1}-z_{2}\right)^{2}}{4\left(z-z_{1}\right)^{2}\left(z-z_{2}\right)^{2}} . \tag{3.2.0}
\end{equation*}
$$

Here (and henceforth in this chapter) we are setting $\bar{L}=L$ as is the case for spinless objects. This geometry also arises in the study of the entanglement properties of the state prepared by one of the heavy operators acting on the vacuum, see [74].

As already highlighted in chapter 2, the Bañados metric only describes the two-point geometry in a coordinate patch which extends from the asymptotic AdS boundary (at small

[^17]

Figure 3.4: In the bottom panel, the two-point function geometry is shown as an infinite branched cover of the solid torus usually used to describe the Euclidean BTZ black hole. To represent the covering space, we introduce a branch cut or "door", shown in purple. Passing through the door, leads to an identical copy of the solid torus. The top three panels show the geometry adapted to three different coordinate systems considered in chapter 2 The far left panel shows the directions for the Euclidean time (yellow), radius (red) and angle (green) in global coordinates. The corresponding directions are shown in the other panels for other coordinate systems. In the dome-and-door illustration, the Euclidean time direction corresponds to angular rotations in the ( $Z, \bar{Z}$ )-plane. Hence, approaching one of the operator insertions corresponds to rotating infinitely many times in one direction or the other. The axis of this rotation is the horizon (the vertical yellow dashed line).
$y)$ up to where $\operatorname{det}(g)=0$, i.e. the surface

$$
\begin{equation*}
y^{4} L(z) \bar{L}(\bar{z})=1 . \tag{3.2.0}
\end{equation*}
$$

Note that when the boundary stress tensor has poles, as it always does when there are local operator insertions in the $\mathrm{CFT}_{2}$, this surface will extend all the way to the conformal boundary at $y=0$.

As noted in the introduction, we can extend beyond the wall by finding the identifications needed to construct the full geometry as a quotient of Euclidean $\mathrm{AdS}_{3}$. These identifications can be read off from the Roberts map (3.1) by noting that the boundary $y=0$ and $(z, \bar{z})$ is mapped into the boundary $Y=0$ with $(Z, \bar{Z})=(f(z), \bar{f}(\bar{z}))$. Hence these two functions have a clean geometrical interpretation as describing how the two boundary geometries map into one another. Similar considerations can be drawn for a neighbourhood of the boundary, where the Roberts map is well-defined.

For a two-point function in the black hole regime (i.e. with $M>1$ ), with the insertion


Figure 3.5: In the Bañados patch, the horizon is hidden behind the $\operatorname{det}(g)$ wall (in green). In global coordinates in panel (a), the horizon is at $r=R_{h}=\sqrt{M-1}$ while the wall sits at $r=\sqrt{M}>R_{h}$. Under the Roberts map, the $\operatorname{det}(g)$ wall is mapped to a cone shown in panel (b).
points at zero and infinity, eq. (3.2) reduces to $L(z)=-\frac{M}{4 z^{2}}$ and $\bar{L}(\bar{z})=-\frac{M}{4 \mathbf{z}^{2}}$, and we find

$$
\begin{equation*}
f_{\mathrm{BH}}(z)=z^{i R_{h}} \quad ; \quad \bar{f}_{\mathrm{BH}}(\bar{z})=\bar{z}^{-i R_{h}} \quad ; \quad R_{h}=\sqrt{M-1} \in \mathbb{R}^{+} \tag{3.2.0}
\end{equation*}
$$

Recall that $R_{h}=\sqrt{M-1}$ would correspond to the horizon radius of the black hole in global coordinates. Note that $f_{\mathrm{BH}}$ and $\bar{f}_{\mathrm{BH}}$ are conjugates of each other, and so the Roberts map sends the Bañados patch into the real Euclidean $\mathrm{AdS}_{3}$. Because the exponents are purely imaginary, we see that travelling along a ray from the origin to infinity in the $z$ plane will correspond to rotating infinitely many times in the ( $Z, \bar{Z}$ )-plane around the origin. That is, on the boundary, eq. (3.2) yields

$$
\begin{equation*}
z=e^{\tau+i \phi} \quad \longrightarrow \quad Z=e^{i R_{h} \tau-R_{h} \phi} \tag{3.2.0}
\end{equation*}
$$

Hence going to $z=0$ at fixed $\phi$ corresponds to $\tau \rightarrow-\infty$, which corresponds to an infinite number of clockwise rotations at fixed radius in the the ( $Z, \bar{Z}$ )-plane, and similarly for $z \rightarrow \infty$. In order to cover the two-point function geometry we need to cover the ( $Z, \bar{Z}$ )-plane infinitely many times as we go around the origin. To connect all these infinitely many (in this case) identical sheets, we add a branch cut anchored at the origin and extending out along the negative real axis (i.e. $\phi=\pi$ ). Crossing the cut allows one to move from one sheet to another on the boundary.

Conversely, rotating around the $(z, \bar{z})=(0,0)$ point corresponds to travelling along a ray in the $(Z, \bar{Z})$-plane. Under a $2 \pi$ rotation in the $z$ plane, we find $\sqrt{Z \bar{Z}} \rightarrow \sqrt{Z \bar{Z}} e^{2 \pi R_{h}}$. Hence we can restrict region of interest in the $(Z, \bar{Z})$ plane to an annulus between two radii, $R_{1}$ and $R_{2}=R_{1} e^{2 \pi R_{h}}$, which are identified. Any choice of $R_{1}$ is as good as any other since this is just a choice of origin for the polar angle in the $(z, \bar{z})$-plane. All in all, we end up with the geometry described in figure 3.3.

The boundary identifications and branch cuts in the ( $Z, \bar{Z}$ )-plane extend into the bulk, as shown in the bottom panel of figure 3.4. Extending the cut to a two-dimensional surface in
the bulk leads to our notion of a "door" (shown in purple). Note that in the bulk, the branch cut is also bounded by the axis of rotation, i.e. the vertical line $Z=0=\bar{Z}$. In passing through the door, one moves from one sheet to another in the bulk. Similarly, the boundary annulus is promoted to the bulk region between a pair of concentric domes. These domes are identified and so upon passing through the outer dome, one emerges again into the same region from the inner dome. The black hole horizon is the geodesic line $(Z, \bar{Z})=0$ that travels vertically between the domes, and as noted above, it serves as part of the doorframe.

As emphasized in figure 3.4, the dome-and-door construction is simply an alternative description of the geometry studied in chapter 2 . In particular, we can write the change of variables from empty $\mathrm{AdS}_{3}$ in eq. (3.1) to the "cone" metric, by composing the known change of variables to the BTZ black hole [75], namely

$$
\begin{equation*}
Y=\frac{R_{h}}{r} e^{R_{h} \phi} \quad ; \quad Z=\sqrt{1-\frac{R_{h}^{2}}{r^{2}}} e^{R_{h}(\phi+i \tau)} \quad ; \quad \bar{Z}=\sqrt{1-\frac{R_{h}^{2}}{r^{2}}} e^{R_{h}(\phi-i \tau)} \tag{3.2.0}
\end{equation*}
$$

with the Global-to-Poincare map introduced in chapter 2. The "banana" geometry is then obtained by a change of coordinates that acts as a special conformal transformation on the boundary.

Let us add that in the dome-and-door construction, we could use isometries of $\mathrm{AdS}_{3}$ to obtain an infinite family of equivalent pictures where the boundary circles are no longer concentric - see details in appendix B.1. In this case, the horizon becomes a semicircular geodesic between the domes. The door again extends between the domes, and from the asymptotic boundary to the horizon. These different realizations of the two-point function geometry will make an appearance in the following section.

To summarize, we note that the Bañados coordinates break down at the wall (3.2). For the two-point geometry, this becomes the cone shown in green in figure 3.5(b). This cone corresponds to a cylinder in the global coordinates describing the BTZ black hole, which hides the horizon behind it, as depicted in figure 3.5(a). By mapping the Bañados patch isometrically into Euclidean $\mathrm{AdS}_{3}$, we found a simple construction of the solution using identifications along spherical domes plus a door extending between them. This geometry can be readily extended beyond the wall (i.e. the green cone) to get the complete geometry depicted in figure $3.5(\mathrm{~b})$. In this complete geometry, the horizon is the vertical geodesic going from the tip of the inner dome to the tip of the outer dome. As discussed in the introduction, were it not for the door, this geometry would be the well-known story for how to construct Euclidean AdS-Schwarzschild in three dimensions as a quotient of Euclidean $\mathrm{AdS}_{3}$.

### 3.3 The 3pt Function Wormhole. A Room with Three Doors.

Having reviewed the two-point function geometry as $\mathrm{AdS}_{3}$ with identifications, we are ready to discuss the three-point function geometry. Recall that the corresponding expectation value of the stress tensor is given by (3.1), namely

$$
\begin{equation*}
L(z)=-\frac{1}{\left(z-z_{1}\right)\left(z-z_{2}\right)\left(z-z_{3}\right)} \sum_{i} \frac{M_{i} \prod_{j \neq i} z_{i j}}{4\left(z-z_{i}\right)} \tag{3.3.0}
\end{equation*}
$$



Figure 3.6: The identifications (solid lines) at the boundary of the three-point function geometry. Gluing the circles that share a color creates a genus-two surface. The boundary of the three-point function geometry involves a covering of this surface with infinitely many sheets. To pass between these sheets we introduced a series of branch cuts along the real axis (dashed lines).
with $z_{i j}=z_{i}-z_{j}$. Assuming the operators are inserted at $z_{1}=0, z_{2}=\infty$ and $z_{3}=1$ for convenience, a particular $f(z)$ that solves the Schwarzian equation (3.1) for $L(z)$ in (3.3), and determines the Roberts map (3.1), is ${ }^{4}$

$$
\begin{equation*}
f_{3 \mathrm{pt}}(z)=i \mathcal{N} z^{i R_{1}} \frac{{ }_{2} F_{1}\left(\frac{1}{2}+i \frac{R_{1}-R_{2}-R_{3}}{2}, \frac{1}{2}+i \frac{R_{1}+R_{2}-R_{3}}{2} ; 1+i R_{1} ; z\right)}{{ }_{2} F_{1}\left(\frac{1}{2}-i \frac{R_{1}-R_{2}+R_{3}}{2}, \frac{1}{2}-i \frac{R_{1}+R_{2}+R_{3}}{2} ; 1-i R_{1} ; z\right)} . \tag{3.3.0}
\end{equation*}
$$

Then, we pick $\bar{f}_{3 p t}$ to be the complex conjugate of $f_{3 p t}$, so that eq. (3.1) is real. We have introduced $R_{i}=\sqrt{M_{i}-1} \in \mathbb{R}^{+}$, which correspond to the horizon radii for the dual black holes.

The function $f_{3 \mathrm{ptt}}(z)$, also known as the Schwarz triangle function, has branch points at the locations of the operator insertions. We can choose the branch cuts to run from 0 to $\infty$ along the negative real $z$ axis, and from 1 to $\infty$ along the positive real axis. With this choice, we can then investigate the images of each side of these branch cuts, which is a pair of circles, and start building up our three-point function geometry.

In order to describe our geometry in a simple way, we will consider the setup of figure 3.6. For this figure we have used the isometries of Euclidean $\mathrm{AdS}_{3}$ to put the circles defining the identifications on the boundary into a standard configuration, where they are aligned symmetrically along the real axis. ${ }^{5}$ The color code indicates which circles are to be glued to one another. Performing these identifications produces a genus-2 surface. However, just
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Figure 3.7: The three-point function geometry consists of a central room with all of the domes present and three doors anchored to the three horizons. Passing through any of these leads to an infinite sequence of rooms with fewer domes. One of the doors (shown in purple) is split into two pieces that are glued together by the domes. This splitting continues as we travel down the corresponding infinite sequence of rooms.
as in the two-point function geometry, approaching one of the operator insertions translates into rotating infinitely many times around these circles. The corresponding branch cuts are drawn as dashed lines along the real axis in the figure. ${ }^{6}$ To have a concrete realization in mind, let us say that crossing the red cut infinitely many times leads to the operator at $z_{1}$, while crossing the purple door leads to the operator at $z_{2}$, and crossing the blue door leads to the operator at $z_{3}$. Recall that passing through each branch cut leads to a new sheet on the boundary. The crucial novelty compared to the two-point function case is to realize that on each of these other sheets, we encounter only a subset of circles. This can be understood by noting that only one of the branch cuts is visible in a domain close to a given operator. Further, let us note that since the cuts cover the entire real axis (between the circles), it is impossible to find a path (in the boundary) which would take us from the bottom of the figure to the top side.

When we extend the boundary identifications into the bulk, each pair of boundary circles extends to a pair of domes which are identified in the bulk. Further, there are three (closed) geodesics connecting the domes, which we refer to as the three horizons. The three boundary cuts now extend to three doors in the bulk, each of which stretch from the asymptotic boundary to the corresponding horizon. If it were not for the doors, this would be the familiar genus-2 handlebody solution, encountered in e.g. [63, 77, 78].

[^19]
### 3.3.1 Appearance of a Wormhole

From our discussion so far, we have found that the three-point function geometry consists of a junction of "chambers" - see figure 3.7. There is a single central chamber, which is special because all of the domes and doors appear there. For each of the three horizons, there is a door and passing from the central chamber through one of the doors leads to a "leg", which is sequence of new chambers, each of which is isometric to the two-point function geometry. That is, in each of the leg chambers, we see only a subset of the domes and a single door, exactly what is needed to construct the two-point geometry discussed in the previous section. So the most surprising aspect of our dome-and-door construction is that when we take into account that we can leave the central chamber through either side of the door, there are in total six "legs". But the two-point function discussion suggests that each leg corresponds to an operator insertion, so we would have expected only three!

The resolution to this "puzzle" is found by reconsidering the boundary of the geometry. As we pointed out above, the presence of the branch cuts along the real axis (in figure 3.6) splits the boundary of the central chamber into two disconnected pieces. That is, if we start near the bottom of the figure we can only access three of the legs since we can only pass through the cuts from below. However, as shown in figure 3.7, we can start from one side of the boundary and reach the other by following a path through the bulk that passes through the gap between the three horizons. Any curve going from one side of a given door to the other necessarily leaves the boundary and crosses through the bulk. So we see that the threepoint function geometry is not a single sided geometry but rather a Euclidean wormhole with two asymptotic regions!

Hence the central chamber plays a special role in connecting the two asymptotic boundaries of the wormhole. In this context, the "convex hull" bounded by the three horizons on the surface $Z=\bar{Z}$ becomes the mouth of the wormhole, i.e. the extremal surface at the center of the wormhole. A convenient set of coordinates to describe the wormhole metric is given the following "book page" ansatz [26, 79],

$$
\begin{equation*}
d s^{2}=d \rho^{2}+\cosh ^{2} \rho d \Sigma^{2} \tag{3.3.0}
\end{equation*}
$$

where the metric $d \Sigma^{2}(w, \bar{w})$ has constant negative curvature. The two asymptotic $\mathrm{AdS}_{3}$ boundaries are reached with $\rho \rightarrow \pm \infty$. As we explained above, they are separated by the doors. It will be the purpose of section 3.4 to describe $d \Sigma^{2}$ for the three-point function geometry.

It should be noted at this point that semiclassical gravity will not distinguish CFT states whose dimensions are very close in the spectrum [23]. As a result, in the limit of large central charge, we should expect holographic CFT observables to show an "erratic" behaviour coming from averaging over states in a narrow band of the conformal dimensions $\Delta_{j}=\frac{c}{12} M_{j}$. While for the two-point function geometry averaging does not play a role, for the threepoint function geometry that we just constructed, the appearance of a wormhole connecting two asymptotic AdS boundaries suggests a different conclusion. Multi-boundary Euclidean geometries have recently been the subject of many interesting developments, see e.g. [7,11, 24, 79-82], and at least in some cases can be understood holographically as contributing to the moments of CFT observables averaged over appropriately defined ensembles of CFT's.


Figure 3.8: A Lorentzian cap is obtained by Wick rotating $\rho \rightarrow i t$. The domes in the Euclidean part of the geometry, become hyperboloids in Lorentzian signature. The black hole singularities are the result of the intersections of the hyperboloids, which we represent here as a white dashed lines. Note that there is another singularity 'at infinity' where the two red hyperboloids intersect. Further, there is a single asymptotic region between the red and blue hyperboloids, which is split into two pieces in the diagram. (This is analogous to the splitting of the purple door in figure 3.7.)

This suggests that rather than calculating the value of a specific three-point function, the geometry we have constructed here should be interpreted as a contribution to the variance of the three-point function over some ensemble of $\mathrm{CFT}_{2}$ 's.

### 3.3.2 A Lorentzian Alternative

We would like to note that there is another approach to extending our dome-and-door construction away from the boundary that results in a single-sided solution. This requires us to continue the geometry to Lorentzian signature at the mouth of the wormhole, and the effect is to remove one of the two asymptotic boundaries. ${ }^{7}$ This can be achieved by Wick rotating the book-page metric (3.3.1) at $\rho=0$. With $\rho \rightarrow i t$, the metric takes a cosmological Friedmann-Robertson-Walker form,

$$
\begin{equation*}
d s^{2}=-d t^{2}+\cos ^{2} t d \Sigma^{2} \tag{3.3.0}
\end{equation*}
$$

If we continue the entire geometry beyond $t=0$, the Lorentzian geometry corresponds to (the future half of) a three-sided black hole geometry, e.g. see [78,83-85]. The Euclidean domes that define the identification are analytically continued into hyperboloids in the Lorentzian geometry. There are three exterior regions, each of which is isometric to the BTZ black hole exterior, and there is non-trivial spacetime region hidden behind the horizons. For our purposes, we only perform the Wick rotation at the mouth of the wormhole, and so

[^20]the Lorentzian geometry only includes a portion of this region hidden behind the horizons. While this leaves our construction with some ambiguity (see further discussion in section 3.5 ), this is sufficient to remove access to the second asymptotic boundary.

Let us foreshadow the result of computing the action of these geometries in section 3.5, to understand better the relationship between the wormhole and the single-sided, partially Lorentzian solutions. Since we are dividing the Euclidean wormhole geometry in half, the contribution of the Euclidean portion of the single-sided geometry is exactly half the action of the wormhole. Further, the action of the Lorentzian region is imaginary and so just contributes a phase to the three-point function. Overall, we will find

$$
\begin{equation*}
I_{\text {single-sided }}=\frac{1}{2} I_{\text {wormhole }}+i \sum_{i} f(i), \tag{3.3.0}
\end{equation*}
$$

where it is a nontrivial result that the imaginary term takes the form of the sum shown above. This form allows the corresponding phases to be absorbed into the definition of the operators.

### 3.4 Relationship with Liouville Theory

We have described the three-point geometry with a variety of different coordinate systems and metrics. In particular, we first considered the Bañados form (3.1), then we used identifications within Poincaré coordinates (3.1) to construct the full bulk geometry, and we connected these two descriptions. Above, we also introduced the "book page" ansatz (3.3.1). The primary motivation for the latter there was that it facilitates the Lorentzian construction described in section 3.3.2. Here, we reconsider the book-page metric and introduce a description of the three-point geometry in terms of a Liouville field [63, 86], which will be convenient to compute the on-shell action in the next section 3.5, since as it will turn out, the on-shell action reproduces a universal formula [65] for the OPE structure constants expressed as the classical limit of the DOZZ formula [69-71].

Recall the book-page metric (3.3.1) takes the form [26, 79]

$$
\begin{equation*}
d s^{2}=d \rho^{2}+\cosh ^{2} \rho d \Sigma^{2} \tag{3.4.0}
\end{equation*}
$$

where $d \Sigma^{2}$ describes a slice of the geometry with constant negative curvature, i.e. the book page. Irrespective of the details of these slices, the metric (3.4) is a solution of the threedimensional Einstein equations with a negative cosmological constant.

It is useful to see the book-page description of empty $\mathrm{AdS}_{3}$, which is simply an $\mathrm{AdS}_{2}$ foliation. Consider $\mathrm{AdS}_{3}$ described by Bañados metric (3.1) with $L(z)=0=\bar{L}(\bar{z})$ or the Poincaré metric (3.1), the change of variables to eq. (3.4) is

$$
\begin{equation*}
y=Y=\frac{w_{1}}{\cosh \rho} \quad \text { and } \quad z=Z=w_{1} \tanh (\rho)+i w_{2} \tag{3.4.0}
\end{equation*}
$$

with $w=w_{1}+i w_{2}$. Eq. (3.4) then yields

$$
\begin{equation*}
d s^{2}=d \rho^{2}+\cosh ^{2} \rho \frac{4 d w d \bar{w}}{(w+\bar{w})^{2}} \tag{3.4.0}
\end{equation*}
$$

Note that fixing $w_{1}$ and $w_{2}$ to be constants, the paths described by $\rho$ running over its full range are semicircular geodesics anchored at the boundary at $z=Z= \pm w_{1}+i w_{2}$. As noted previously, we reach the asymptotic boundary (i.e. $y=0=Y$ ) with $\rho \rightarrow \pm \infty$. However, we can also reach the boundary on any fixed- $\rho$ slice by taking $w_{1}=\operatorname{Re}(w) \rightarrow 0$. That is, all of the book pages (i.e. two-dimensional slices) meet the asymptotic boundary along the imaginary axis, $\operatorname{Re}(z)=0=\operatorname{Re}(Z) .{ }^{8}$

Clearly in the above example, where $\Sigma$ is noncompact, the corresponding solution (3.4) has a single asymptotic region. More generally, the solutions (3.4) have two separate boundaries at $\rho \rightarrow \pm \infty$. This is clear when $\Sigma$ is a compact (negatively-curved) surface, which yields a two-sided wormhole where the two asymptotic regions have the topology of $\Sigma$ [79].

While it is straightforward to extend the ansatz (3.4) to any number of dimensions [26,79], there is a particular result which is special to three bulk dimensions. In particular with $d=2$, we observe that the line element $d \Sigma^{2}$ can be described by a field $\varphi(w, \bar{w})$ that satisfies the classical Liouville equation with a negative cosmological constant. That is,

$$
\begin{equation*}
d \Sigma^{2}=e^{\varphi(w, \bar{w})} d w d \bar{w} \quad \text { where } \quad \partial \bar{\partial} \varphi(w, \bar{w})=\frac{1}{2} e^{\varphi(w, \bar{w})} \tag{3.4.0}
\end{equation*}
$$

This allows us to describe our multi-point geometries for huge operators in terms of solutions of the Liouville equation. To proceed, we only need to determine the appropriate Liouville solution. This can be done by working out locally the change of coordinates to the asymptotic FG patch. This change of coordinates involves the three functions $\rho=\rho(y, z, \bar{z}), w=$ $w(y, z, \bar{z})$ and $\bar{w}=\bar{w}(y, z, \bar{z})$, such that in a small $y$ expansion the book page metric is brought into the Bañados form with given $L(z), \bar{L}(\bar{z})$. This then yields the relation between the Liouville field $\varphi(z, \bar{z})$ and the profile of the stress tensor $L(z), \bar{L}(\bar{z})$. The first few terms of the FG expansion are

$$
\begin{aligned}
& \rho=-\log (y / 2)+\frac{1}{2} \varphi(z, \bar{z})+\frac{y^{2}}{4} \partial \varphi(z, \bar{z}) \bar{\partial} \varphi(z, \bar{z})+\cdots, \\
& w=z-\frac{y^{2}}{2} \partial \varphi(z, \bar{z})+\cdots, \quad \bar{w}=\bar{z}-\frac{y^{2}}{2} \bar{\partial} \varphi(z, \bar{z})+\cdots .
\end{aligned}
$$

Note that the above change of variables is an infinite expansion in $y$, but once we substitute into the metric, the metric truncates at order $y^{2}$ giving the Bañados metric. Then, the relation between the Liouville field $\varphi(z, \bar{z})$ and the stress tensor $L(z), \bar{L}(\bar{z})$ is ${ }^{9}$

$$
\begin{align*}
L(z) & =\frac{1}{4}(\partial \varphi(z, \bar{z}))^{2}-\frac{1}{2} \partial^{2} \varphi(z, \bar{z}),  \tag{3.4.1}\\
\bar{L}(\mathbf{z}) & =\frac{1}{4}(\bar{\partial} \varphi(z, \bar{z}))^{2}-\frac{1}{2} \bar{\partial}^{2} \varphi(z, \bar{z}) .
\end{align*}
$$
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(a) A quotient of the upper half plane defining a

(b) The corresponding hyperbolic 3-manifold, constructed using the Maldacena-Maoz ansatz.

Figure 3.9: The hyperbolic genus-two handlebody as a Maldacena-Maoz wormhole

The general solution to the Liouville equation (3.4) can be parameterized by a holomorphic and an anti-holomorphic function, $f$ and $\bar{f}$, with

$$
\begin{equation*}
\varphi(z, \bar{z})=\ln \left(\frac{4 \partial f \bar{\partial} \bar{f}}{(f+\bar{f})^{2}}\right) \tag{3.4.0}
\end{equation*}
$$

Substituting this expression into eq. (3.4.1), we find

$$
\begin{equation*}
L(z)=-\frac{1}{2}\{f, z\} \quad ; \quad \bar{L}(\bar{z})=-\frac{1}{2}\{\bar{f}, \bar{z}\} \tag{3.4.0}
\end{equation*}
$$

Hence, we have recovered the Schwarzian equations (3.1) appearing in the discussion of the Roberts map. That is, $f(z)$ and $\bar{f}(\bar{z})$ in eq. (3.4) are the same functions appearing in the Roberts change of variables (3.1) from Euclidean $\mathrm{AdS}_{3}$ to the Bañados metric - see also Appendix B.1.

Next, we describe features of the Liouville field for the two- and three-point functions in detail.

## The Black Hole Two-Point Function

The Liouville field for the two-point function with black hole insertions at 0 and $\infty$ follows straightforwardly by substituting $f_{\mathrm{BH}}$ and $\bar{f}_{\mathrm{BH}}$ from eq. (2.3.-1) into eq. (3.4). This yields

$$
\begin{equation*}
e^{\varphi_{2 p t}}=\frac{R_{h}^{2}}{w \bar{w} \cos ^{2}\left(R_{h} \ln (\sqrt{w \bar{w}})\right)} \tag{3.4.0}
\end{equation*}
$$

where $R_{h}=\sqrt{M-1}$ and recall that $M \geq 1$ for the black hole operators.
Note that $e^{\varphi_{2 p t}}$ diverges at concentric rings where the denominator vanishes, i.e. $w \bar{w}=$ $e^{n \pi / R_{h}}$ where $n$ is an integer. Scaling $w \rightarrow e^{\pi / R_{h}} w$ leaves the metric (3.4) invariant. Hence book pages are equally well described by allowing $w, \bar{w}$ to run over any one of the anuli between consecutive divergences. Further, following the discussion of the $\mathrm{AdS}_{3}$ metric (3.4), the divergences correspond to locations where the book pages reach the asymptotic boundary.

(a) The Liouville solution related to the black hole 2pt function.

(b) The Liouville solution related to the black hole 3pt function.

Figure 3.10: $e^{\varphi(z, \bar{z})}$ for the Liouville solutions relevant to (a) the black hole two-point function and (b) the black hole three-point function. Around each operator insertion there is an infinite sequence of singularities along closed contours (shown in purple). These singularities correspond to the location of the doors in the full three-dimensional geometries. Between each of these singularities is a closed geodesic, corresponding to the black hole horizon. In the three-point function, there is a single special region which is bounded by three singularity contours rather than only two. This special chamber also contains three closed geodesics rather than just one.

Hence the book pages reach infinity on two periodically identified intervals, see figure 3.9 (b).

At the boundary, we find from (3.4) that $w=z$ so we can borrow our discussion around (3.2) to infer what the singularities of $\varphi_{2 p t}(w, \bar{w})$ represent in the dome-and-door construction. In fact, it follows from that discussion that as move from one operator insertion at $w=0$ to the other operator insertion at $w=\infty$, we should cross the base of a door infinitely many times, thus the singularities represent precisely the base of the door.

## The Liouville Solution with Three Operator Insertions

For the black hole three-point function with insertion points at 0,1 and $\infty$, a solution to the relevant Schwarzian equation (3.1) is the Schwarz triangle function given in eq. (3.3). We can simply plug this Schwarzian solution into eq. (3.4) to read off the Liouville solution.

The result was described in [76]. It has three sets of concentric singularities, each of which accumulates towards one of the operator insertions. The annuli between the singular rings correspond to book pages describing the leg regions, discussed in section 3.3. These book pages are analogous to those found above for the two-point function, and each has two independent boundary regions, corresponding to the singularities in the Liouville field defining the boundaries of the annulus. As with the two-point function solution above, there is a scaling symmetry which ensures that all of these annuli describe the same book-page
geometry.
There is also a special region that is bounded by three singular contours, one from each of the three families accumulating toward the operator insertions - see figure 3.10(b). Of course, this special region describes the book page for the central chamber appearing in the dome-and-door construction.

### 3.5 The Action

We now proceed to evaluate the action for the three-point function geometry discussed in the previous section.

The gravitational action is given by

$$
\begin{equation*}
I=-\frac{1}{16 \pi G_{\mathrm{N}}} \int_{\mathcal{M}} d \rho d^{2} z \sqrt{g}(R-\Lambda)+\frac{1}{8 \pi G_{\mathrm{N}}} \int_{\partial \mathcal{M}} d^{2} z \sqrt{h} K+\frac{1}{8 \pi G_{\mathrm{N}}} \int_{\partial \mathcal{M}} d^{2} z \sqrt{h} \tag{3.5.0}
\end{equation*}
$$

where the last term is the counterterm on the asymptotic boundary. Recall we set $L_{\text {AdS }}=1$ and hence $\Lambda=-2$. Then, using Einstein's equations, we have $R=-6$. Furthermore, the extrinsic curvature of the asymptotic cutoff surface is given by $K=-2+O\left(\epsilon^{3}\right)$. Therefore, combining the bulk term with the asymptotic boundary contributions in the above action, we find

$$
\begin{equation*}
I=\frac{1}{4 \pi G_{\mathrm{N}}} \int_{\mathcal{M}} d \rho d^{2} z \sqrt{g}-\frac{1}{8 \pi G_{\mathrm{N}}} \int_{\partial \mathcal{M}} d^{2} z \sqrt{h}=\frac{1}{4 \pi G_{\mathrm{N}}}\left(V-\frac{1}{2} A\right) \tag{3.5.0}
\end{equation*}
$$

where $V$ and $A$ are the bulk volume and asymptotic boundary area, respectively. In addition to the contributions (3.5), the action (3.5) includes a Gibbons-Hawking-York (GHY) term on the stretched horizons. So the total action is simply given by

$$
\begin{equation*}
I=\frac{1}{4 \pi G_{\mathrm{N}}}\left(V-\frac{1}{2} A\right)+\frac{1}{8 \pi G_{\mathrm{N}}} \int_{\text {horizon }} \sqrt{h} K \tag{3.5.0}
\end{equation*}
$$

We will need to regulate the volume of the wormhole geometry in order to obtain a finite value for the action. The correct cutoff is determined by first introducing a "naïve" cutoff at surfaces of constant $\rho= \pm \ln (2 / \epsilon)$, and then shifting the cutoff to its correct location. Since we are hoping to obtain a result consistent with a three-point function in a $\mathrm{CFT}_{2}$ in flat space, we would like the metric on the cutoff surface to have the form

$$
\begin{equation*}
d s_{\mathrm{physical}}^{2}=\frac{d z d \bar{z}}{\epsilon^{2}}+O\left(\epsilon^{0}\right) \tag{3.5.0}
\end{equation*}
$$

Note that the naïve surface of constant $\rho$ is not the physical cutoff we are interested in. For instance, it is negatively curved, since the metric on the surface is

$$
\begin{equation*}
d s_{\text {naïve }}^{2}=\frac{\left(1+\frac{1}{4} \epsilon^{2}\right)^{2}}{\epsilon^{2}} e^{\varphi(z, \bar{z})} d z d \bar{z} \tag{3.5.0}
\end{equation*}
$$



Figure 3.11: The central region $\mathcal{W}$ is defined by first considering the region in $z, \bar{z}$ between the three horizons, shown as dashed yellow lines, on the vertical $\rho=0$ plane. The extension of this region for all $\rho$ is shown here in purple. Passing out of this region through any of the purple walls allows one to approach one of the doors.

The correct boundary metric can be obtained by shifting the cutoff by an amount proportional to $\varphi(z, \bar{z})$,

$$
\begin{equation*}
\rho_{*}= \pm \ln \left(\frac{2}{\epsilon}\right) \mp \frac{\varphi(z, \bar{z})}{2} \tag{3.5.0}
\end{equation*}
$$

This cutoff cannot be used everywhere, because as explained above the corresponding classical Liouville solution $\varphi(z, \bar{z})$ is singular. This corresponds directly to the fact that the surface of constant $\rho$ fails to serve as a cutoff at all in cases involving black hole operators, since in such a case all of the constant $\rho$ surfaces reach all the way to the conformal boundary. Hence, we will need to modify the regularization scheme in the region near where these singularities occur.

In $[76,87]$, a prescription for calculating the Liouville action in the presence of three hyperbolic singularities was introduced. That prescription involves splitting the $z$ plane into a central region, where the Liouville solution is regular, and several "leg" regions, where the Liouville solution has singularities. In the leg regions, the Liouville solution is then replaced by a carefully chosen solution to the Laplace equation. Inspired by this calculation, we will divide our three-dimensional geometry into a central region and several legs. In the central region, we will find the physical cutoff using the same method that works for the cases involving only conical defects - see section 3.6 below. In each of the legs, we will need to find a new regularization procedure with different "naïve" cutoffs and shifts to obtain the full physical cutoff.

To describe the regions more precisely, recall the structure of the metric $e^{\varphi} d z d \bar{z}$ - see figure 3.10 (b). This metric is singular at concentric rings surrounding each operator. Between each pair of singularities, there is a closed geodesic corresponding to the horizon of the black hole created by the operator. In the three point function case, there are three series of concentric rings where the metric is singular (one for each operator). The three series of concentric singularities are joined by a special "central chamber", which is the unique domain in $z, \bar{z}$ that is bounded by three singularities rather than only two. In this central chamber, there are three closed geodesics (one for each operator), instead of just one. This corresponds directly
to the central chamber in the three-dimensional geometry discussed previously, where one can see all three of the horizons (and all three doors). The central region $\mathcal{W}$ is the region in the $(z, \mathbf{z})$-plane that lies between these three closed geodesics, $i . e$. the three horizons.

Recall from section 3.3.2 that if we continue to Lorentzian signature with $\rho=i t$, we get a spacetime with three asymptotically AdS boundaries, e.g. see [78, 83-85]. An observer near any of the three asymptotic boundaries sees a geometry identical to the exterior of a BTZ black hole. All three of these black holes share a common interior, and the central region $\mathcal{W}$ on the $t=0$ slice is exactly this shared interior.

Returning to Euclidean signature, note that removing the region $\mathcal{W}$ from the $(z, \mathbf{z})$-plane for all $\rho$ leaves behind six disconnected pieces of the geometry. These are the six "leg" regions, $\mathcal{L}_{i}$. It is inside these leg regions where the $\rho=\rho_{*}$ cutoff given in eq. (3.5) fails, since each leg contains one of the concentric series of singularities. So we will need a new prescription to regulate the action in the leg regions.

The naïve cutoff which we will use in each of the leg regions is given by a surface which is isometric to a cone in the $\{Y, Z, \bar{Z}\}$ coordinates. That is, by performing an isometry, we can choose the naïve cutoffs for each of the legs to be cones in coordinates in which the metric takes the form (3.1) - see figure 3.12. So, they are most easily described by introducing another system of coordinates on Euclidean $\mathrm{AdS}_{3}$,

$$
\begin{array}{r}
Y=e^{\tau} \operatorname{sech} \tilde{\rho}, \\
Z=e^{\tau+i \theta} \tanh \tilde{\rho}, \\
\bar{Z}=e^{\tau-i \theta} \tanh \tilde{\rho} .
\end{array}
$$

In these coordinates, the metric takes the form

$$
\begin{equation*}
d s^{2}=d \tilde{\rho}^{2}+\cosh ^{2} \tilde{\rho} d \tau^{2}+\sinh ^{2} \tilde{\rho} d \theta^{2} \tag{3.5.0}
\end{equation*}
$$

In these coordinates, the naïve cutoff for each of the leg regions is then a surface of constant $\tilde{\rho}$, which is a cone in the Poincaré coordinates (3.1). The coordinates $\tau$ and $\theta$ will be related to the physical coordinates in the CFT with

$$
\begin{equation*}
\tau=\frac{1}{2}\left(\tilde{f}_{i}(z)+\overline{\tilde{f}}_{i}(\bar{z})\right), \quad \theta=\frac{1}{2 i}\left(\tilde{f}_{i}(z)-\overline{\tilde{f}}_{i}(\bar{z})\right) \tag{3.5.0}
\end{equation*}
$$

where $i$ labels the six leg regions.
Similarly to what we saw in the central region, the naïve cutoff has the wrong metric. So we will use a cutoff related to this naïve one by a similar shift

$$
\begin{equation*}
\tilde{\rho}_{*}=\ln \left(\frac{2}{\epsilon}\right)-\frac{\tilde{\varphi}_{i}(z, \bar{z})}{2} \tag{3.5.0}
\end{equation*}
$$

where $\tilde{\varphi}_{i}(z, \bar{z})$ are each solutions to the Laplace equation, given by

$$
\begin{equation*}
\tilde{\varphi}_{i}(z, \bar{z})=\ln \left(\partial \tilde{f}_{i} \bar{\partial} \overline{\tilde{f}}_{i}\right) . \tag{3.5.0}
\end{equation*}
$$



Figure 3.12: We use different "naïve" cutoffs in the central region and the leg regions. Each of these are then shifted to obtain a cutoff with the correct metric. These shifts are controlled by solutions to the Liouville and Laplace equations in the central and leg regions, respectively.

With these choices, the metric on the cutoff surface is the desired flat metric

$$
\begin{equation*}
d s_{\mathrm{cutoff}}^{2}=\frac{d z d \bar{z}}{\epsilon^{2}}+O\left(\epsilon^{0}\right) . \tag{3.5.0}
\end{equation*}
$$

Finally, in order for the full cutoff to be smooth, we need to impose gluing conditions at each of the boundaries $\Gamma_{i}$ between the central and leg regions:

$$
\begin{array}{r}
\left.\varphi(z, \bar{z})\right|_{\Gamma_{i}}=\left.\tilde{\varphi}_{i}(z, \bar{z})\right|_{\Gamma_{i}}, \\
\left.\partial \varphi(z, \bar{z})\right|_{\Gamma_{i}}=\left.\partial \tilde{\varphi}_{i}(z, \bar{z})\right|_{\Gamma_{i}}, \\
\left.\bar{\partial} \varphi(z, \bar{z})\right|_{\Gamma_{i}}=\left.\bar{\partial} \tilde{\varphi}_{i}(z, \bar{z})\right|_{\Gamma_{i}} .
\end{array}
$$

To summarize, we have split the geometry into several regions - see figure 3.11. In each region, we have a natural way to describe the physical cutoff as the shift of a "naïve" cutoff - see figure 3.12. In the central region, corresponding to the $\mathcal{W}$ in the $(z, \bar{z})$-plane, we will use the cutoff $\rho=\rho_{*}$ in eq. (3.5). This cutoff has a shift by the Liouville field of a constant $\rho$ "bookpage". In the leg regions $\mathcal{L}_{i}$, we use the cutoff $\tilde{\rho}=\tilde{\rho}_{*}$ given in eq. (3.5). There, the shift is made by a solution to the Laplace equation of the constant $\tilde{\rho}$ cone. Although we are describing these cutoffs in different coordinates, the gluing conditions on the Liouville and Laplace solutions guarantee that we are actually describing a single continuous cutoff surface.

## Central Region Action

We start by considering the "central" region corresponding to $\mathcal{W}$ defined above. Using the expression for the book page metric (3.4)-(3.4) and integrating over $\rho$, we find that the volume of the central region is

$$
V=\int d^{2} z\left(\frac{1}{\epsilon^{2}}+\ln (2 / \epsilon) e^{\varphi}-\bar{\partial}(\varphi \partial \varphi)+\partial \varphi \bar{\partial} \varphi\right)
$$

where we used the equations of motion, $\partial \bar{\partial} \varphi=\frac{1}{2} e^{\varphi}$. Plugging in the induced metric on the asymptotic cutoff surfaces, $\rho= \pm \rho_{*}$ gives

$$
\begin{equation*}
A=\int d^{2} z\left(\frac{2}{\epsilon^{2}}+e^{\varphi}+\partial \varphi \bar{\partial} \varphi\right) \tag{3.5.0}
\end{equation*}
$$

Combining these expressions as in eq. (3.5), the action for the central region is given by

$$
I_{\mathcal{W}}=\frac{1}{8 \pi G_{\mathrm{N}}} \int_{\mathcal{W}} d^{2} z\left(\partial \varphi \bar{\partial} \varphi+e^{\varphi}\right)-\frac{i}{8 \pi G_{\mathrm{N}}} \oint_{\partial \mathcal{W}} d z \varphi \partial \varphi-\frac{1}{2 G}(1-\ln (2 / \epsilon)) .
$$

In the last term, we used the fact that the area of the wormhole region is ${ }^{10}$

$$
\begin{equation*}
\int_{\mathcal{W}} d^{2} z e^{\varphi(z, \bar{z})}=2 \pi \tag{3.5.0}
\end{equation*}
$$

We see that, up to the final term, which will be cancelled by counterterms, the action of the central region is the Liouville action for $\varphi(z, \bar{z})$ in the corresponding subregion of the $(z, \bar{z})$-plane, $\mathcal{W}$. This is very similar to what happens in the conical defect case, as discussed in [11].

## Leg Region Action

Now consider the contribution to the action of one of the "leg" regions, where the metric takes the form (3.5). Integrating over $\tilde{\rho}$, we find that the total volume is

$$
V=\int d^{2} z\left(\frac{1}{2 \epsilon^{2}}-\frac{1}{4} e^{\tilde{\varphi}_{i}}\right)
$$

For the boundary contribution, we need the area of the surface $\tilde{\rho}=\tilde{\rho}_{*}$ as defined in eq. (3.5). Then $A$ is given by

$$
\begin{equation*}
A=\int d^{2} z\left(\frac{1}{\epsilon^{2}}+\frac{1}{2} \partial \tilde{\varphi}_{i} \bar{\partial} \tilde{\varphi}_{i}\right) \tag{3.5.0}
\end{equation*}
$$

Combining the bulk and boundary terms together as in eq. (3.5), we find

$$
\begin{equation*}
I_{\mathcal{L}_{i}}=\frac{1}{16 \pi G_{\mathrm{N}}} \int_{\mathcal{L}_{i}} d^{2} z\left(\partial \tilde{\varphi}_{i} \bar{\partial} \tilde{\varphi}_{i}-e^{\tilde{\varphi}_{i}}\right)-\frac{i}{8 \pi G_{\mathrm{N}}} \oint_{\partial \mathcal{L}_{i}} d z \tilde{\varphi}_{i} \partial \tilde{\varphi}_{i} . \tag{3.5.0}
\end{equation*}
$$

where we used the equations of motion $\partial \bar{\partial} \tilde{\varphi}=0$, and integrated by parts to extract a boundary term that will combine nicely with the one which we found in the central region.

We see that the action in the each leg region is given by the Liouville action evaluated on a solution to the Laplace equation $\tilde{\varphi}_{i}(z, \bar{z})$ and with the opposite sign for the Liouville

[^22]

Figure 3.13: The stretched horizon (green cone) crashes into the true horizon (yellow, dashed line) before it goes through the door and enters the central chamber.
cosmological constant (the minus sign in front of $e^{\tilde{\varphi}_{i}}$ in the first integral above). It may seem strange at first that we are evaluating the Liouville action of a solution to the Laplace equation, but in fact it matches perfectly with the proposal in [76,87], except for the wrongsign cosmological constant. Having the correct sign for the Liouville cosmological constant is crucial for reproducing the expected dependence of the three point function (squared) on the location of the operator insertions. Thankfully, eqs. (3.5) and (3.5) are not the only contributions, since as we argued in chapter 2, we must also include a GHY term on the stretched horizons, as we have already indicated in eq. (3.5). The inclusion of this boundary term makes the geometries we are considering analogous to the fixed area states of $[18,19]$ (see also [88]), since it allows us to fix the metric on the horizon. We will see soon that the inclusion of the Gibbons-Hawking-York term on the stretched horizons exactly flips the sign of the Liouville cosmological constant!

## Gibbons-Hawking-York Term on the Horizons

We need to include a GHY terms on each of the stretched horizons. The stretched horizons are simply the surfaces with $\tilde{\rho}=\epsilon$. Computing the induced metric on these surfaces, we find that the volume form is

$$
\begin{equation*}
\sqrt{h} d \tau d \theta=\epsilon e^{\tilde{\varphi}_{i}} d z d \bar{z}+O\left(\epsilon^{3}\right) \tag{3.5.0}
\end{equation*}
$$

while the extrinsic curvature is given by simply $K=\frac{1}{\epsilon}+O(\epsilon)$.
The stretched horizons extend along each of the six legs. We also need to decide what to do with the stretched horizon in the central region $\mathcal{W}$. We will make what we consider a "minimal" choice. That is, we will have the stretched horizon crash into the true horizon just before it enters the central chamber - see figure 3.13. ${ }^{11}$

With this choice, the GHY terms at the horizons give a contribution only in the leg regions, and we find

$$
\begin{equation*}
I_{\mathrm{GHY}, \mathrm{hor}}=\frac{1}{8 \pi G_{\mathrm{N}}} \sum_{i} \int \sqrt{h} K=\frac{1}{8 \pi G_{\mathrm{N}}} \sum_{i} \int_{\mathcal{L}_{i}} d^{2} z e^{\tilde{\varphi}_{i}} . \tag{3.5.0}
\end{equation*}
$$

[^23]Combining this to the previous leg contributions in eq. (3.5), we see that the sign of the Liouville potential in the leg region is flipped.

Combining eqs. (3.5), (3.5) and (3.5), we have

$$
\begin{aligned}
I= & I_{\mathcal{W}}+\sum_{i}\left(I_{\mathcal{L}_{i}}+I_{\mathrm{GHY}, \text { hor }}\right) \\
= & \frac{1}{8 \pi G_{\mathrm{N}}} \int_{\mathcal{W}} d^{2} z\left(\partial \varphi \bar{\partial} \varphi+e^{\varphi}\right)+\frac{1}{16 \pi G_{\mathrm{N}}} \sum_{i} \int_{\mathcal{L}_{i}} d^{2} z\left(\partial \tilde{\varphi}_{i} \bar{\partial} \tilde{\varphi}_{i}+e^{\tilde{\varphi}_{i}}\right) \\
& \quad-\frac{i}{8 \pi G_{\mathrm{N}}} \sum_{i} \oint_{\left|z-z_{i}\right|=\epsilon} d z \varphi_{i} \partial \varphi_{i}-\frac{i}{8 \pi G_{\mathrm{N}}} \oint_{|z|=1 / \epsilon} d z \varphi \partial \varphi-\frac{1}{2 G_{\mathrm{N}}}(1-\ln (2 / \epsilon)) .
\end{aligned}
$$

Notice that the boundary terms from (3.5) have nicely cancelled with the ones in (3.5), since they lie along the common boundary of $\mathcal{W}$ and the $\mathcal{L}_{i}$ 's. This is the importance of the gluing conditions (3.5).

As mentioned before, a procedure for calculating the action of the Liouville solution with three hyperbolic singularities was introduced in [76,87]. Their result has the correct dependence on the locations of the operator insertions, and the position independent term in their result matches with the semiclassical limit of the DOZZ formula. Their calculation involves the introduction of solutions to the Laplace equation, which can be identified with our $\tilde{\varphi}_{i}(z, \bar{z})$. They define the regularized Liouville action as

$$
\begin{aligned}
I_{L}= & \frac{1}{2 \pi} \int_{\mathcal{W}} d^{2} z\left(\partial \varphi \bar{\partial} \varphi+e^{\varphi}\right)+\frac{1}{2 \pi} \sum_{i=1}^{3}\left(\int_{\mathcal{L}_{i}} d^{2} z\left(\partial \tilde{\varphi}_{i} \bar{\partial} \tilde{\varphi}_{i}+e^{\tilde{\varphi}_{i}}\right)\right) \\
& -\frac{i}{\pi} \oint_{|z|=1 / \epsilon} d z \varphi \partial \varphi-\frac{i}{\pi} \sum_{i=1}^{3} \oint_{\left|z-z_{i}\right|=\epsilon} d z \tilde{\varphi}_{i} \partial \tilde{\varphi}_{i}-\left(4+\sum_{i=1}^{3}\left(1-R_{i}^{2}\right)\right) \ln (\epsilon) .
\end{aligned}
$$

Comparing with our result (3.5), we see

$$
\begin{equation*}
I=\frac{c}{6} I_{L}-\frac{c}{3}(1-\ln (2))+\frac{c}{6} \sum_{i=1}^{3}\left(1-R_{i}^{2}\right) \ln (\epsilon) \tag{3.5.0}
\end{equation*}
$$

where we used the relation $c=\frac{3}{2 G_{\mathrm{N}}}$.
The remaining dependence on the cutoff is canceled when we add the required counterterms, which can be found by examining the two point function - see Appendix B.2. Hence in the end, we have

$$
\begin{equation*}
I=\frac{c}{6} I_{L}-\frac{c}{3}(1-\ln (2)) \tag{3.5.0}
\end{equation*}
$$

As discussed in [11], the second term arises from the dependence of the DOZZ formula on the Liouville cosmological constant $\mu$ when one scales it as $\mu=\frac{1}{4 \pi b^{2}}$ in the semiclassical limit, $b \rightarrow 0$. Hence we find

$$
\begin{equation*}
e^{-I} \approx\left|G_{L}\left(z_{1}, z_{2}, z_{3}\right)\right|^{2} \tag{3.5.0}
\end{equation*}
$$



Figure 3.14: Top: Boundary picture. As we decrease the mass of the operator insertions, a transition occurs in which the black hole becomes a conical defect. The defect angle for a given mass, $M$, is $2 \pi(1-\sqrt{1-M})$. Eventually, as we continue to decrease $M$, the defect disappears. Bottom: Full picture. When the transition between black hole and conical defect is made, the door closes. In the left figure, the yellow dashed line is the black hole horizon, around which the geometry branches infinitely many times, as represented by the purple door. In the right figure, the yellow dashed line represents the conical defect, which appears at the intersection of the domes defining the identification.
where $G_{L}\left(z_{1}, z_{2}, z_{3}\right)$ is the semiclassical Liouville three-point function with a specific normalization related by analytic continuation to the one used in [11], and we have checked the agreement at the classical level. Of course, this result (3.5) with the square of the threepoint function is aligned with our discussion in section 3.3.1, where the appearance of the wormhole suggested that the geometric calculation yields a contribution to the variance of the three-point function.

Now we turn to discussion of the relationship between the black hole three-point function geometry and geometries involving defect operators. We will then return to the discussion of the Lorentzian cap, and consider its contribution to the action in more detail.

### 3.6 Geometric Transitions. Doors and Defects.

Since we are discussing gravity in three dimensions, there is a gap in energy between the vacuum and the first black hole state. For an operator to be dual to a black hole, we need

(a) The boundary of the three point function geometry for one choice of identifications
(b) A different choice of identifications
that gives the same boundary manifold

Figure 3.15: Two different choices of branch cuts for the boundary of the three-point function geometry with three black hole operator insertions. Circles with the same color are identified, creating the same genus-two surface in both cases.
that its mass to be $M>1$. So far we have been considering only such black hole operators. However, it is straightforward and illuminating to extend the constructions above to the case where some of the operators have mass $0<M<1$, which are dual to conical defects in the bulk.

Consider the two-point function geometry. As we decrease the mass of the operators, the domes used to represent the corresponding identification of hyperbolic space approach each other. As we pass below $M=1$, the identification used to construct the geometry goes from being a hyperbolic isometry to an elliptic one. In terms of the dome pictures, the transition occurs as the domes collide - see figure 3.14. The resulting intersection of the two domes is the trajectory of a conical defect.

In terms of the Schwarzian solutions, the transition is also apparent. Recall for the black hole case (with $M>1$ ), we had

$$
\begin{equation*}
f_{\mathrm{BH}}(z)=z^{i \sqrt{M-1}} . \tag{3.6.0}
\end{equation*}
$$

The fact that the image of the $z$ plane under this function covers the $(Z, \bar{Z})$-plane many times is what necessitated the introduction of the door. On the other hand, with $M<1$, the exponent is real, i.e.

$$
\begin{equation*}
f_{\text {defect }}(z)=z^{\sqrt{1-M}} \tag{3.6.0}
\end{equation*}
$$

The image covers only a portion of the $Z$ plane once, and the door has disappeared.
This story continues naturally to the three-point function case. Here, it is easier to understand the transitions by considering a different choice of fundamental domain - see figure 3.15. The two panels correspond to different choices for the branch cuts of the Schwarzian


M > 1: The boundary is a genus-2 surface with doors leading to genus-1 surfaces.

$8 / 9<\mathrm{M}<1$ : The boundary is a disconnected union of two spheres, each with 3 conical defects.

$\mathrm{M}<8 / 9$ : The boundary is a single sphere with 3 conical defects.

Figure 3.16: The three-point function geometry for three equal-mass operators, seen from above. When $\mathrm{M}>1$, the identifications create a genus-two surface, which has three doors (thick lines). These divide the asymptotic boundary into two regions (i.e. we have a wormhole). As we decrease the mass so that $M<1$, the black holes are replaced by defects (dashed lines). The doors collapse and close, but the boundary is still divided into two pieces. If we decrease the mass even more, so that $M<8 / 9$, the wormhole itself disappears, and the defects join at a vertex (the black dot in the center of the right figure) in the bulk instead. Although they appear flat here, the dashed lines are actually semicircular arcs shooting through the bulk.
solution $f_{3 p \mathrm{t}}$. With the choice of identifications shown in figure $3.15(\mathrm{~b})$, we can follow what happens as we decrease the masses of all three operators - see figure 3.16. We see that first, the circles corresponding to a given identification collide, the doors disappear and they are replaced by conical defects at the intersections of the corresponding domes - see figure 3.15(b). These conical defects shoot into the bulk, and travel to another point on "the" asymptotic boundary. However, just as in the black hole case, the boundary is actually divided into two disconnected components, in this case without the need for doors. Thus, we see that we have conical defects flying from one side of a two-sided Euclidean wormhole to the other. This geometry was studied in [11], and its gravitational action was found to reproduce the square of the expected universal HHH three-point function.

As we decrease the masses even more, a second transition occurs when

$$
\begin{equation*}
\sum_{i} \sqrt{1-M_{i}}=1 \tag{3.6.0}
\end{equation*}
$$

At this point, the area of the throat of the wormhole $\mathcal{W}$ goes to zero. The wormhole closes up, and instead of travelling from one asymptotic boundary to another, the defects meet at a point in the bulk - see figure 3.16(c). Here we have the single-sided solution studied in [73], where they also found the universal result for the boundary structure constant.

It is also straightforward to consider mixed cases of defect-BH-BH or defect-defect-BH geometries. In these cases, the calculation of the action proceeds with a mixture of what


DOZZ formula
Collier, Maloney, Maxfield, Tsiares, 2019

Figure 3.17: Heavy operator correlators in $A d S_{3} / C F T_{2}$ are universally given by the DOZZ formula [65]. Nonetheless, their bulk geometrical description varies quite a bit. Very light defects can be well described by geodesics meeting at an optimal point which minimizes their lengths; as the defects become heavier they interact further from the boundary; these solutions were studied by Chang and Lin in [73]. Eventually they cross a threshold where they would interact at infinity; beyond this point the solution forms a wormhole and becomes double sided, becoming the solution studied by Chandra, Collier, Hartman and Maloney [11]. For even heavier masses, they become black holes and we get a geometry with black holes traversing a wormhole studied in this chapter. The dome picture described herein unifies all these geometries and their interpolations.
we have just done for the three black hole case and what was done in [11] for three defects. We introduce a stretched horizon with GHY term for each black hole operator, and we can choose whether to consider a two-sided geometry or a single-sided one with a Lorentzian cap. The result again has the universal form of the HHH three-point function.

The complete story is summarized in figure 3.17.

## Lorentzian Caps and Single-sided Geometries

Now we would like to consider the proposal in section 3.3.2 where continuing the mouth of the wormhole to a Lorentzian cap turns our two-sided Euclidean solution into a single-sided solution. Since the cap is Lorentzian, the corresponding action $I_{\text {cap }}$ will contribute to the


Figure 3.18: Here we show the Lorentzian cap for the 3pt geometry. The domain of dependence of $\mathcal{W}$ is the region between the green surfaces, while the rest of the upper half space lies outside of it. We see that removing the domain of dependence splits the spacetime into three disconnected regions. We associate the three disconnected regions each to one of the operators, and absorb the corresponding phase factor into the definition of the operator.
three-point function as a phase

$$
\begin{equation*}
G_{3}\left(z_{1}, z_{2}, z_{3}\right)=e^{-I_{\text {Euclidean }}+i I_{\text {cap }}} \tag{3.6.0}
\end{equation*}
$$

The key result is that the contribution of the Lorentzian geometry to the action, $I_{\text {cap }}$ is a sum of separate contributions from each of the three operators.

The Lorentzian cap has a metric obtained by performing a Wick rotation as in eq. 3.3.2 on the wormhole metric (3.4),

$$
\begin{equation*}
-d t^{2}+\cos ^{2} t e^{\varphi(z, \bar{z})} d z d \bar{z} \tag{3.6.0}
\end{equation*}
$$

We glue this Lorentzian geometry with $t>0$ onto the $\mathcal{W}$ region (i.e. the region between to three horizons) at $\rho=0$.

The area of the throat of the wormhole (i.e. the region $\mathcal{W}$ ) at time $t=0$ is

$$
\begin{equation*}
\int_{\mathcal{W}} d^{2} z e^{\varphi(z, \bar{z})}=4 \pi \sum_{i=1}^{3} \operatorname{Re}\left(\eta_{i}\right)-4 \pi . \tag{3.6.0}
\end{equation*}
$$

where $\eta_{i}=\frac{1}{2}-\frac{1}{2} \sqrt{1-M_{i}}$. Note that if $\eta_{i}$ corresponds to a conical defect (with $M_{i}<1$ ), then $\operatorname{Re}\left(\eta_{i}\right)=\eta_{i}$, while if $\eta_{i}$ corresponds to a black hole (with $M_{i}>1$ ), then $\operatorname{Re}\left(\eta_{i}\right)=\frac{1}{2}$. One contribution to the volume of the Lorentzian cap is given by the volume of the region $\mathcal{W}$ for $0<t<\pi / 2$. This contribution is given by

$$
\begin{equation*}
V_{\mathcal{W}}=\int_{0}^{\frac{\pi}{2}} d t \cos ^{2}(t) \int_{\mathcal{W}} d^{2} z e^{\varphi(z, \bar{z})}=\pi^{2} \sum_{i=1}^{3}\left(\operatorname{Re}\left(\eta_{i}\right)-\frac{1}{3}\right) . \tag{3.6.0}
\end{equation*}
$$

The crucial property of this result is that it is a sum of three separate contributions that each depend only on the properties of a single operator.

In the conical defect case, this is the full cap. However, if the geometry contains a black hole, the region $\mathcal{W}$ for $0<t<\pi / 2$ does not cover the full cap. It contains only the domain of dependence of $\{z \in \mathcal{W}, t=0\}$. However, the geometry at the surface at $t=\pi / 2$ is smooth, i.e. it is only a coordinate singularity, and so we may choose to include further portions of the Lorentzian geometry beyond this surface. For example, we choose to include the entire interior region of the black hole(s). Again it is crucial to note that the additional geometry will be comprised of a disconnected component for each black hole operator - see figure 3.18. Since these regions lie outside of the domain of dependence of $\mathcal{W}$, their geometry (e.g. whether they contain shockwaves or any other disturbances) are not determined by the boundary condition we have supplied. If we simply analytically continue the given solution, the geometry of these regions is identical to the Einstein-Rosen bridge in a two-sided BTZ geometry with the same mass as the corresponding operator. We will take the interpretation that the details of what appears outside the domain of dependence of $\mathcal{W}$ is part of the definition of the operator associated to that region. So in sum, the action of the Lorentzian cap is

$$
\begin{equation*}
I_{\text {cap }}=\frac{1}{4 \pi G_{\mathrm{N}}} V_{\mathcal{W}}+\sum_{i=\mathrm{BH}} I_{i}=\frac{\pi}{4 G_{\mathrm{N}}} \sum_{i}\left(\operatorname{Re}\left(\eta_{i}\right)-\frac{1}{3}\right)+\sum_{i=\mathrm{BH}} I_{i} \tag{3.6.0}
\end{equation*}
$$

Hence we see that it is the sum of three contributions that each depend only on one of the three operators. Thus, we can absorb the corresponding phase generated by the action of the Lorentzian geometry into the definition of the operators, and we will arrive at a real result for the three-point function.

Hence we arrive at the total action for the single-sided geometry,

$$
\begin{equation*}
I_{\text {single-sided }}=\frac{1}{2} I_{\text {wormhole }}+i \sum_{i} f(i) \tag{3.6.0}
\end{equation*}
$$

Again, it is a nontrivial result that the imaginary term is given by the sum shown above since this allows us to absorb the corresponding phases into the definition of the operators. After eliminating these phases, we recover the three-point function from the single-sided bulk geometry, i.e.

$$
\begin{equation*}
e^{-I} \approx G_{L}\left(z_{1}, z_{2}, z_{3}\right) \tag{3.6.0}
\end{equation*}
$$

where $G_{L}\left(z_{1}, z_{2}, z_{3}\right)$ is the semiclassical Liouville three-point correlator in [11].

### 3.7 Discussion

In this chapter we discussed three-dimensional asymptotically $\mathrm{AdS}_{3}$ geometries that are sourced by the insertion of boundary operators whose scaling dimensions is heavy as the central charge of the holographic $\mathrm{CFT}_{2}$. The presence of any such operators deforms the AdS geometry by inducing a non vanishing expectation value for the holographic stress tensor, close to the boundary. This is true perturbatively in general dimensions, but in threedimensions there is an exact solution, due to Bañados [35], that describes such deformation. However, this metric does not describe the full bulk spacetime. When only two black hole operators are inserted, we showed that the full geometry is simply an infinite covering of
the Euclidean BTZ black hole, but when three or more operators are inserted, we found that the completion of the Bañados metric into the bulk is a wormhole geometry involving multiple asymptotic boundaries. To understand this rather non trivial fact we rephrased the construction of the bulk geometry as a quotient of $\mathrm{AdS}_{3}$ realized by domes and doors. The dome construction is a well know characterization of hyperbolic geometries with an asymptotically $\mathrm{AdS}_{3}$ metric, and more familiar from the study of black hole thermodynamics, see e.g. [89], but the addition of the doors is new as far as we can tell.

As in the description of a Euclidean two-point function geometry in section 3.2, i.e. as empty $\mathrm{AdS}_{3}$ with identifications, the doors are needed to describe the insertion of boundary operators. In particular, approaching a black hole operator insertions means circling around a dome and thus going through the door infinitely many times. When a third operator is inserted, as we discussed in section 3.3, the presence of the doors splits the $\mathrm{AdS}_{3}$ boundary into multiple asymptotic boundaries and a wormhole appears. An interesting alternative to the Euclidean wormhole ${ }^{12}$ is to cut the geometry at the wormhole mouth and glue there a Lorentian cap. In this way the bulk on-shell action can be understood to compute a holographic three-point function, up to phases. We expect that geometries with $n$-black holes operator insertions are again Euclidean wormholes, since it is straightforward to extend our dome-and-door construction to examine the case with more than three insertions. It would be interesting to understand how these geometries, constructed here using domes and doors, would be described in the language of the recently proposed "Virasoro TQFT" of [90].

For discussion, it is instructive to consider some simplifying regimes. For example, things simplify when the operators are either very light or very heavy. In the first case, three black holes should behave as pointlike probes moving along geodesics meeting at an optimal point in the bulk. Then the correlator should be approximated by minus the mass times length of these geodesics so that [91]

$$
\begin{align*}
\log C_{123} & \simeq \sum_{i \neq j \neq k} \frac{\Delta_{i}}{2} \log \left(\frac{\left(\Delta_{i}-\Delta_{j}+\Delta_{k}\right)\left(\Delta_{i}+\Delta_{j}-\Delta_{k}\right)\left(\Delta_{i}+\Delta_{j}+\Delta_{k}\right)}{4 \Delta_{i}^{2}\left(\Delta_{j}+\Delta_{k}-\Delta_{i}\right)}\right) \\
& =-\frac{3}{2} \Delta \log (4 / 3)<0 \quad \text { for equal masses } \tag{3.7.0}
\end{align*}
$$

For very heavy operators, we also expect things to simplify and indeed we observe that the DOZZ formula as function of insertions points, and at very large conformal dimensions $\Delta_{i}$, can be nicely captured by the simple integral

$$
\begin{equation*}
\log \left|G_{L}\left(z_{1}, z_{2}, z_{3}\right)\right|^{2} \simeq \frac{c}{3 \pi} \int d^{2} z \sqrt{L \bar{L}} \tag{3.7.0}
\end{equation*}
$$

This integral can be evaluated straightforwardly and matched with the well known asymptotics of DOZZ; it would be great to understand how to derive it directly from a simple gravitational argument (something we partially achieve below where we mention the analytic continutation to negative masses). For $\Delta_{i}=\Delta$, the above (3.7) gives [66]

$$
\begin{equation*}
\log C_{\mathrm{BH} \text { вH вн }} \simeq \frac{3 \Delta}{2} \log (27 / 16)>0 \tag{3.7.0}
\end{equation*}
$$

[^24]Note that $C_{\mathrm{BH} \text { вн вн }}$ is exponentially large, while $C_{123}$ for geodesics is exponentially small. The interpolation is drawn schematically in figure 3.19. Perhaps there is a simple CFT explanation for such a drastic change in the scaling of the three-point coupling. ${ }^{13}$

Collecting the results from sections $3.2,3.3$ and 3.6 we provided a uniform geometric picture for interpolating between these extreme regimes. In particular we discussed the geometry as we vary from the regime in which the geometry sourced by the operator insertions matches the result for the geodesic computation, and it grows into finite defect operators, until the regime where the geometry describes black hole operators, for which we have found a wormhole.

A more general consideration that our three-dimensional explorations are strongly demanding is the following: What will happen in higher dimensions when we try to extend a three-point geometry beyond the Fefferman-Graham patch, all the way into the bulk? and what geometric picture underlies the interpolation between geodesics and huge operator insertions? Will we find a wormhole, or will we rather find a single horizon with the topology obtained by fattening three geodesics meeting at a point into a three-legged sphere? Perhaps neither is true and something even more exotic will arise. In [1], we also advocated the possibility of a conifold-like solution with three spacetime bananas. It would be fascinating to develop new analytical or numerical techniques for finding the three-point function geometry in higher dimensions.

Relatedly, in [59], the authors predict that the typical structure constant of three very heavy global primary operators, with equal dimensions $\Delta_{i}=\Delta$, is at leading order independent from the spacetime dimensions, and reads

$$
\begin{equation*}
\log C_{\text {Heavy Heavy Heavy }} \simeq \frac{3 \Delta}{2} \log (36 / 16) \tag{3.7.0}
\end{equation*}
$$

What is the holographic counterpart of this very unusual universality? We do not know of any other example where a physical quantity computed by a gravitational action is independent from the spacetime dimensions.

Another observation highlighted in [59] is that by reconsidering (3.7) in two dimensions, it follows that the leading order result for the structure constants of huge primaries is much larger than (3.7), which is valid for huge Virasoro primaries, and that we obtain holographically as explained in this chapter. Indeed, the fact that we are reproducing (3.7) and not (3.7) makes sense since the stress-tensor expectation (3.1) we start with is the expectation of $T$ in the presence of three Virasoro primaries. It would be very interesting to construct the typical stress tensor expectation value (3.1) when $O_{\Delta}$ are global primaries corresponding to descendants of Virasoro primaries with a level comparable to the dimension and redo the analysis of this chapter with that effective $L(z)$ as starting point. ${ }^{14}$ Will that reproduce (3.7)? Can that be translated to a boundary graviton computation as discussed in [59]?

[^25]

Figure 3.19: As we go from small to large masses (i.e. conformal dimensions), $\log C$ changes sign. The structure constant is thus exponentially small for "small" masses and exponentially large for "large" masses.

Will that computation better hint at the higher $d$ generalization for which we only have the preliminary ideas alluded to in chapter 2 ?

Perhaps some intuition can be obtained from the following observation. The large dimension prediction of [59] can be cast as the statement that the structure constant of three huge operators of dimension $\Delta_{i}$ should be approximately given by a very simple ratio of factorials

$$
\begin{equation*}
C_{\text {Heavy }_{1} \text { Heavy }_{2} \text { Heavy }_{3}} \simeq \frac{\left(\Delta_{1}+\Delta_{2}+\Delta_{3}\right)!}{2^{\Delta_{1}}\left(\Delta_{1}\right)!\times 2^{\Delta_{2}}\left(\Delta_{2}\right)!\times 2^{\Delta_{3}}\left(\Delta_{3}\right)!} \tag{3.7.0}
\end{equation*}
$$

as can be checked by comparing the Stirling approximation of the square of this expression to the leading expectation value for three heavy operators contained in the second line of eq. (7.51) in [59]. Clearly, (3.7) is begging for a combinatorial interpretation! If we interpret the denominator as coming from the normalization of the operators and the numerator as coming from the genuine interaction the task is to figure out how to generate $\left(\Delta_{1}+\Delta_{2}+\Delta_{3}\right)$ !. Is there any (set of) Feynman diagrams that could produce such simple dependence in a large $N$ gauge theory for instance? ${ }^{15}$ Can the topology of such diagrams hint at a dual gravity picture? Since the main interaction factor only depends on the sum of all dimensions, this naively would suggest that the three operators merge into some big object in the bulk, akin to

[^26]the interaction meeting point of three light geodesics, in contradistinction with the wormhole picture we encountered for Virasoro primaries. ${ }^{16}$

Another regime where things could simplify and help our intuition is the Heavy-HeavyLight correlators when the light operator is not neutral, implying that the two heavy operators can not be the same by charge conservation [92,93]. Then the light operator is most probably not just a probe geodesics. It would interesting to understand the implications of this statement on the gravity side.

Finally, let us add an intriguing observation concerning negative masses as a way to explore the physics of huge mass operators, at least holographically. The idea is to explore this unphysical regime as a trick to study the analytic continuation of the on-shell action for potisive and large masses. We shall see now that this idea allows for a shortcut derivation of the asymptotics (3.7). The key observation is that when black holes have negative mass, most, if not all of the geometry can be reached by staying below the wall (the surface where the Bañados metric has zero determinant). We explain this in detail in appendix B.3. The simplest scenario to discuss is the two-point function with insertions at zero and infinity. There the $\operatorname{det}(g)=0$ wall is a cone which when mapped back to global coordinates is located at some finite $r>r_{h}$ when $M$ is positive, e.g. see discussion around eq. (3.9) in chapter 2 and appendix B.3. But when $M<0$ the wall actually corresponds to $r=0$, which is the location of the naked singularity. Thus, the Bañados patch covers the full geometry in this case! A naïve estimate of the bulk geometry in this case then reads

$$
\begin{equation*}
-I=\frac{c}{6 \pi} \int_{\epsilon / x<|z|<x / \epsilon} d^{2} z \sqrt{L(z) \bar{L}(\bar{z})}=\frac{c|M|}{12} \int_{\epsilon / x}^{x / \epsilon} \frac{d R}{R} \frac{1}{R}=-2 \Delta \log (x / \epsilon) \tag{3.7.0}
\end{equation*}
$$

This contribution alone gives $e^{-S}=|x / \epsilon|^{|c| M \mid / 6}=|x / \epsilon|^{-2 \Delta}$ which is the expected growth when $M<0$. Importantly, it gives precisely the analytic continuation of the full $M>0$ result derived in chapter 2 .

For the Bañados banana with two fixed insertions at $z_{1}$ and $z_{2}$ - instead of zero and infinity - the picture is a bit more subtle, but the geometry there is still almost all outside the wall. In particular, when $M \rightarrow-\infty$ the volume of the region inside the wall is subleading, as explained in Appendix B.3. Thus we reproduce again the expected result.

The negative mass two-point function discussion immediately leads to the plausible picture that perhaps the same will happen for the three-legged geometry: As $M_{i} \rightarrow-\infty$, the geometry outside the wall is almost the full geometry. Then it is straightforward to compute the bulk action from the Bañados patch and one obtains that the action on-shell is related to the integral of $\sqrt{L \bar{L}}$. For three points we immediately reproduce (3.7) and thus (3.7) for large negative mass. If we assume no essential singularity at infinity, the large positive mass result follows by analytic continuation. This is a much simpler derivation than the one from the Liouville field in section 3.5! Does a similar shortcut yield the asymptotic large mass behaviour

[^27]of higher point functions as well in terms of the integral of the corresponding $\sqrt{L \bar{L}}$ 's? ${ }^{17}$
Also, is there a counterpart of this picture for large negative mass in higher dimensions? Should it lead to (3.7)?

Maybe not; perhaps for global primaries things are more subtle (not only for large masses but for any masses). Maybe the typical three point function of huge CFT operators corresponds to a gravitational picture of three black holes dressed by a complicated cloud of matter and gravitons as speculated in [59]. Conversely, according to that scenario - which we are not necessarily endorsing or finding any sort of evidence for in our explorations the holographic dual of the three huge black holes geometry is not just a typical three point function of very heavy operators in the dual CFT. What would it be?

[^28]
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## APPENDICES

## Appendix A

## Appendix for Chapter 2

## A. 1 Euclidean Rotation

In this section we describe the GtP map with marked points 0 and $\infty$ as a certain rotation in embedding coordinates. This rotation is precisely the one used in [13] to map spinning strings in global AdS to Euclidean strings in Poincaré AdS with two-point function boundary conditions. Here we will promote it to a local change of coordinates.

In embedding coordinates, ${ }^{1}$ AdS admits the following standard parametrisations

| global Lorentzian | Euclidean Poincare |  |
| :---: | ---: | :--- |
| $X_{i}=r \Omega_{i}, \quad i \geq 1$ | $X_{i+1}$ | $=x^{i} / \tilde{z}, \quad i \geq 1$ |
| $\vdots$ | $X_{1}$ | $=\frac{1}{2 \tilde{z}}\left(1-R^{2}-\tilde{z}^{2}\right)$ |
| $X_{0}=\sqrt{1+r^{2}} \sin t$ | $X_{0}=x^{0} / \tilde{z}$ |  |
| $X_{-1}=\sqrt{1+r^{2}} \cos t$ | $X_{-1}=\frac{1}{2 \tilde{z}}\left(1+R^{2}+\tilde{z}^{2}\right)$ |  |

where $\Omega_{i}$ are spherical coordinates, and $R^{2}=\sum_{i=0}^{d-1}\left(x^{i}\right)^{2}$. Black holes will live in $D=d+1$ dimensions, with $d$ being the spacetime dimension of the AdS boundary.

Recall the Schwarzschild black hole solution in global with Lorentzian signature is,

$$
\begin{equation*}
\text { global } \quad ; \quad d s_{D}^{2}=\frac{d r^{2}}{g_{\tau \tau}(r)}-g_{\tau \tau}(r) d t^{2}+r^{2} d \Omega_{D-2}^{2} \tag{A.1.0}
\end{equation*}
$$

We will change signature by considering $\tau=-i t$. Our starting point is then the following relations

$$
\begin{align*}
& d t=\frac{X_{-1} d X_{0}-X_{0} d X_{-1}}{1+r^{2}} \\
& d r=\frac{X_{0} d X_{0}+X_{-1} d X_{-1}}{r}  \tag{A.1.0}\\
& d \Omega_{D-2}^{2}=-\frac{d r^{2}}{r^{2}}+\frac{1}{r^{2}} \sum_{i \geq 1} d X_{i}^{2}
\end{align*}
$$

[^29]

Figure A.1: Schematic for the sequence of transformations from global AdS with Lorentzian signature to the euclidean Poincaré patch. Starting with a tubular object in the middle of AdS, we end up with a banana shape with two insertion points at the boundary of AdS. The direct transformation from the top left to the bottom right pictures is eq. (2.2.1).
which we can use to rewrite eq. (A.1). Then, the rotation of [13] into Euclidean AdS is $X_{0} \rightarrow i X_{1}$ and $X_{1} \rightarrow X_{0}$. Once we perform this rotation on eq. (A.1), we will rewrite the result by the using Euclidean Poincaré patch, i.e. the second column of table (A.1). This gives the change of coordinates in the differential form,

$$
\left[\begin{array}{c}
d \tau  \tag{A.1.0}\\
d r
\end{array}\right]=\frac{1}{\tilde{z}}\left[\begin{array}{cc}
\frac{R \tilde{z}}{\tilde{z}^{2}+R^{2}} & \frac{\tilde{z}^{2}}{\tilde{z}^{2}+R^{2}} \\
1 & -\frac{R}{\tilde{z}}
\end{array}\right]\left[\begin{array}{c}
d R \\
d \tilde{z}
\end{array}\right]
$$

where $R, \Omega_{i}$ are polar coordinates in Poincaré AdS. As it turns our the $d \Omega$ are invariant, since in fact we are preserving rotational symmetry. Upon integration, we find

$$
\begin{equation*}
\tau=\frac{1}{2} \log \left(\tilde{z}^{2}+R^{2}\right) \quad \text { and } \quad r=\frac{R}{\tilde{z}}, \tag{A.1.0}
\end{equation*}
$$

which is precisely the AdS-unitary transformation in eq. (2.2.1).

## A. 2 Geodesics in the banana background

In this appendix, we show how to solve the problem of a geodesic the background of a twopoint function black hole, and for concreteness we will specialize to $\mathrm{AdS}_{5}$ and $\mathrm{AdS}_{3}$. Other odd bulk dimensions (i.e. even boundary dimensions) can be analyzed with the same tools that we provide, but expressions become more complicated. We are working with the cone metric eq. (2.2.1).

## A.2.1 AdS $_{5}$ geodesics

We can always put the four external points on a two-dimensional plane, through a conformal transformation, therefore the geodesic can be restricted to explore a three-dimensional space, the plane plus the holographic direction. We have $\tilde{z}(s), R(s)$ and $\phi(s)$ or equivalently $\eta \equiv \tilde{z} / R, \rho \equiv \log (R)$ and $\phi$. The latter will simplify the problem since they are essentially the same as in global coordinates (2.2.1).

Now, the cone geometry (2.2.1) is invariant under dilations $(R, \tilde{z}) \rightarrow \lambda(R, \tilde{z})$ and $S O(d-1)$ rotations. For the three-dimensional problem, we have two conserved charges for geodesics which we denote as $\mathcal{E}$ and $\mathcal{J}$. By using these charges, we obtain first order equations

$$
\begin{align*}
& \phi^{\prime}= \pm \frac{\mathcal{J} \eta \eta^{\prime}}{\sqrt{\mathcal{J}^{2} M \eta^{6}-\left(\mathcal{J}^{2}+M\right) \eta^{4}-\eta^{2}\left(\mathcal{J}^{2}+\mathcal{E}^{2}-1\right)+1}}  \tag{A.2.1}\\
& \rho^{\prime}= \pm \frac{\mathcal{E} \eta \eta^{\prime}}{\left(1+\eta^{2}-M \eta^{4}\right) \sqrt{\mathcal{J}^{2} M \eta^{6}-\left(\mathcal{J}^{2}+M\right) \eta^{4}-\eta^{2}\left(\mathcal{J}^{2}+\mathcal{E}^{2}-1\right)+1}}-\frac{\eta \eta^{\prime}}{\eta^{2}+1}(\mathrm{~A} .2 .2)
\end{align*}
$$

In total the solution is parametrized by four integration constants, $\mathcal{E}, \mathcal{J}$ and $C_{\rho}, C_{\phi}$ from these first order equations.

It is straightforward to solve eq. (A.2.2) for empty $\operatorname{AdS}$ with $\mathcal{J}=0$. This gives the semicircle in the form,

$$
\left[R(\eta)-R_{0}\right]^{2}+[\tilde{z}=\eta R(\eta)]^{2}=L^{2} \quad ; \quad \begin{gather*}
R=\frac{C}{\mathcal{E} \pm \sqrt{1-\left(\mathcal{E}^{2}-1\right) \eta^{2}}}  \tag{A.2.2}\\
\mathcal{E}=\frac{R_{0}}{L} ; C=\frac{R_{0}^{2}-L^{2}}{L}
\end{gather*}
$$

The signs $\pm$ provide a parametrization for the two branches of the semicircle, each one going from one insertion point at $z=0 \rightarrow \eta=0$ up to the turning point $\eta_{\star}$, where the derivatives blow up. This is given by the solution of $1-\left(\mathcal{E}^{2}-1\right) \eta_{\star}^{2}=0$. Note that since $\eta \geq 0$, in our conventions $\mathcal{E} \geq 1$. The limit where the insertion points are close to each other is the limit $\mathcal{E} \rightarrow \infty$, since $\eta_{\star}$ and thus $\tilde{z}_{\star}$ goes to zero. Note also the connection with global coordinates, since we can rewrite

$$
\begin{equation*}
\rho^{\prime}+\frac{\eta \eta^{\prime}}{\eta^{2}+1}=\frac{d}{d s} \frac{\log \left(z(s)^{2}+R(s)^{2}\right)}{2}=\tau^{\prime}(s) \tag{A.2.2}
\end{equation*}
$$

Of course, $\phi$ in the cone is the same as in global coordinates.

## $\log (x)$



Figure A.2: We plot the right hand side of eq. (A.2.1) on the line $x=\bar{x} \geq 1$. The result can be written through elementary functions, and it reads
$\log (x)=H_{+}+H_{-} \quad ; \quad H_{ \pm}=\mp \frac{\mathcal{E}}{\sqrt{1+4 M}} \frac{1}{\sqrt{1-\left(\mathcal{E}^{2}-1\right) \eta_{\mp}^{2}-M \eta_{\mp}^{4}}} \times\left(\operatorname{coth}^{-1}\left[\frac{\sqrt{1-\left(\mathcal{E}^{2}-1\right) \eta_{\mp}^{2}-M \eta_{\mp}^{4}}}{2-\left(\mathcal{E}^{2}-1\right) \eta_{\mp}^{2}}\right] \pm \frac{i}{2}\right)$
with $\eta_{ \pm}^{2}=(1 \pm \sqrt{1+4 M}) /(2 M)$. For empty $\operatorname{AdS}, \log (x)$ blows up at $\mathcal{E}=1$, which implies that there is a geodesic for any two insertion points, with no limits on their separation. For the black hole, $M>0$, the range of $\log (x)$ is bounded, thus real geodesics connect insertion points only up to some distance.

In the black hole case, the polynomial in the square root is a cubic in $\eta^{2}$ and has three zeros. One (and only one of them) of them is finite for $M \rightarrow 0$ and $\mathcal{J} \rightarrow 0$. This one defines the turning point $\eta_{*}>0$. By construction this turning point has a good limit to empty AdS.

Eqs. (A.2.1) and (A.2.2) can be integrated to obtain the shifts. For the right-hand side, we sum the integrals from $0 \leq \eta \leq \eta_{\star}$ for the first branch and the $\eta_{\star} \leq \eta \leq 0$ for the second branch. For the left-hand side, we then consider the external points as described in figure 2.8. In sum we find

$$
\begin{aligned}
\underbrace{-i \log \sqrt{x / \bar{x}}}_{\Delta \phi} & =2 \int_{0}^{\eta_{*}} d \eta \frac{\mathcal{J} \eta}{\sqrt{\mathcal{J}^{2} M \eta^{6}-\left(\mathcal{J}^{2}+M\right) \eta^{4}-\eta^{2}\left(\mathcal{J}^{2}+\mathcal{E}^{2}-1\right)+1}} \\
\underbrace{\log \sqrt{x \bar{x}}}_{\Delta \rho} & =2 \int_{0}^{\eta_{*}} d \eta \frac{\mathcal{E} \eta}{\left(1+\eta^{2}-M \eta^{4}\right) \sqrt{\mathcal{J}^{2} M \eta^{6}-\left(\mathcal{J}^{2}+M\right) \eta^{4}-\eta^{2}\left(\mathcal{J}^{2}+\mathcal{E}^{2}-1\right)+1}}
\end{aligned}
$$

These integrals express the physical insertion points $x, \bar{x}$ in terms of $\mathcal{E}$ and $\mathcal{J}$. They can be
computed but the result is written terms of elliptic functions so not very illuminating, and so we omit it.

A somewhat subtle point in the computation is that for some $x, \bar{x}$, a real solution to these equations will not exist, see figure A.2. Implicitly, we invert the relation (A.2.1) in a finite domain where this inverse exists (with a real solution) and analytically continue from there to access the result for any $x, \bar{x}$.

To obtain the action we can directly substitute eqs. (A.2.1) and (A.2.2) into the action to find

$$
\begin{equation*}
S(M)=m\left(\int_{\epsilon}^{\eta_{*}}+\int_{\frac{\epsilon}{\sqrt{x \bar{x}}}}^{\eta_{*}}\right) \frac{d \eta}{\eta} \frac{1}{\sqrt{\mathcal{J}^{2} M \eta^{6}-\eta^{4}\left(\mathcal{J}^{2}+M\right)-\eta^{2}\left(\mathcal{J}^{2}+\mathcal{E}^{2}-1\right)+1}} \tag{A.2.2}
\end{equation*}
$$

Note that when computing $S(M)-S(0)$ the $\epsilon$ divergent terms coming from the lower integration limit drop out nicely and we can simply take $\epsilon \rightarrow 0$ there. This combination is what gives us the relevant four point function with stripped off two-point function prefactors.

We will now make progress analytically in the result by taking some limits.

## Small black holes $M \rightarrow 0$

If we expand the equations above at small $M$ all integrals become trivial to compute in terms of functions like log and arctan. We then easily find

$$
\begin{align*}
& S(M)-S(0)=M\left(-\frac{\left(z^{2}+4 z+1\right)(\bar{z}-1) \log (z)}{4(z-1)(z-\bar{z})}+\frac{(z-1)\left(\bar{z}^{2}+4 \bar{z}+1\right) \log (\bar{z})}{4(z-\bar{z})(\bar{z}-1)}-\frac{3}{2}\right)  \tag{A.2.3}\\
& +M^{2}\left(\frac{8 z^{2} \bar{z}^{2}+z^{2} \bar{z}+z \bar{z}^{2}-106 z \bar{z}+43 \bar{z}^{2}+\bar{z}+43 z^{2}+z+8}{16(z-\bar{z})^{2}}\right. \\
& -\frac{(z-1)\left(z^{2} \bar{z}^{4}-2 z^{2} \bar{z}^{3}+6 z^{2} \bar{z}^{2}+24 z^{2} \bar{z}+5 \bar{z}^{4}-10 z \bar{z}^{3}+24 \bar{z}^{3}-48 z \bar{z}^{2}+6 \bar{z}^{2}-10 z \bar{z}-2 \bar{z}+5 z^{2}+1\right) \log \bar{z}}{16(z-\bar{z})^{3}(\bar{z}-1)} \\
& +\frac{(\bar{z}-1)\left(z^{4} \bar{z}^{2}-2 z^{3} \bar{z}^{2}-10 z^{3} \bar{z}+6 z^{2} \bar{z}^{2}-48 z^{2} \bar{z}+24 z \bar{z}^{2}-10 z \bar{z}+5 \bar{z}^{2}+5 z^{4}+24 z^{3}+6 z^{2}-2 z+1\right) \log z}{16(z-1)(z-\bar{z})^{3}} \\
& +\frac{\left(z^{4} \bar{z}^{3}-2 z^{4} \bar{z}^{2}-5 z^{4} \bar{z}+z^{3} \bar{z}^{4}+16 z^{3} \bar{z}^{3}+8 z^{3} \bar{z}^{2}-32 z^{3} \bar{z}-2 z^{2} \bar{z}^{4}+8 z^{2} \bar{z}^{3}+24 z^{2} \bar{z}^{2}+8 z^{2} \bar{z}-5 z \bar{z}^{4}-32 z \bar{z}^{3}+8 z \bar{z}^{2}+16 z \bar{z}-5 \bar{z}^{3}-2 \bar{z}^{2}+\bar{z}-5 z^{3}-2 z^{2}+z\right) \log z \log \bar{z}}{16(z-\bar{z})^{4}} \\
& -\frac{(\bar{z}-1)^{2}\left(z^{6} \bar{z}+z^{5} \bar{z}^{2}+16 z^{5} \bar{z}-4 z^{4} \bar{z}^{2}-13 z^{4} \bar{z}-6 z^{3} \bar{z}^{2}-80 z^{3} \bar{z}+20 z^{2} \bar{z}^{2}-13 z^{2} \bar{z}+25 z \bar{z}^{2}+16 z \bar{z}+\bar{z}+25 z^{5}+20 z^{4}-6 z^{3}-4 z^{2}+z\right) \log ^{2} z}{32(z-1)^{2}(z-\bar{z})^{4}} \\
& \left.-\frac{(z-1)^{2}\left(z^{2} \bar{z}^{5}-4 z^{2} \bar{z}^{4}-6 z^{2} \bar{z}^{3}+20 z^{2} \bar{z}^{2}+25 z^{2} \bar{z}+z \bar{z}^{6}+16 z z^{5}+25 \bar{z}^{5}-13 z \bar{z}^{4}+20 \bar{z}^{4}-80 z \bar{z}^{3}-6 \bar{z}^{3}-13 z \bar{z}^{2}-4 \bar{z}^{2}+16 z \bar{z}+\bar{z}+z\right) \log ^{2} \bar{z}}{32\left(z-\overline{)^{4}}(\bar{z}-1)^{2}\right.}\right)+O\left(M^{3}\right)
\end{align*}
$$

The first line is just the conformal block for the graviton exchange as we saw in the main text. The second line should correspond to an exchange of two gravitons. Indeed we find an infinite sum precisely compatible with that interpretation (it is infinite since the two massless
gravitons can easily form states of any spin and twist)

$$
\begin{align*}
\text { blue } & =c_{4,2}^{(1)} \times \mathcal{F}_{4,2}(w, \bar{w}) \quad, \quad(w, \bar{w})=(1-z, 1-\bar{z})  \tag{A.2.-2}\\
\text { magenta } & =\sum_{J=0}^{\infty} \sum_{\Delta=\max (8,4+J)}^{\infty} c_{\Delta, J}^{(2)} \mathcal{F}_{\Delta, J}(w, \bar{w}) \tag{A.2.-1}
\end{align*}
$$

where $c^{(1)}=-1 / 120$. We could find several trajectories for $c^{(2)}$ but not a closed expression. For example

$$
\begin{gathered}
c_{4+J, J}^{(2)}=-\frac{\sqrt{\pi} 2^{-2 J-5}(J-2) J\left(J^{4}+6 J^{3}+35 J^{2}+78 J-72\right) \Gamma(J-3)}{(J+2)(J+4)(J+6) \Gamma\left(J+\frac{3}{2}\right)}, \quad J=4,6,8, \ldots \\
c_{\Delta, 0}^{(2)}=-\frac{\pi 4^{-\Delta-4}\left(32 \Delta^{6}-429 \Delta^{5}+1410 \Delta^{4}+1660 \Delta^{3}-10472 \Delta^{2}+2144 \Delta+7680\right) \Gamma\left(\frac{\Delta}{2}-1\right)^{2}}{5(\Delta-5) \Gamma\left(\frac{\Delta-1}{2}\right) \Gamma\left(\frac{\Delta+3}{2}\right)}, \\
\Delta=8,10,12, \ldots
\end{gathered}
$$

And so on.
It would be interesting to see what changes in higher curvature gravity. In particular, it would be interesting if some structure constants would become negative for swampland values of these curvature coefficients.

## Radial Geodesics and OPE

Another regime where we get remarkable simplifications is when we put the four points on a line. Then $x=\bar{x}$, and therefore $\mathcal{J}=0$. All formulae in section (A.2.1) simplifies and for example the action simply reads

$$
\begin{equation*}
S(M)-S(0)=-\frac{m}{2} \log \left(1+4 M-2 \mathcal{E}^{2}+\mathcal{E}^{4}\right)-(M \rightarrow 0) \tag{A.2.-4}
\end{equation*}
$$

which is thus parametrically a function of $x$. It is nice to consider the OPE expansion for $x \rightarrow 1$ so that the geodesic stays close to the boundary. This limit is the limit of large energy $\mathcal{E} \gg 1$, and we can expand all expressions in that limit trivially to any desired OPE order and for any mass $M$. Using $w=1-x$ we find

$$
\begin{align*}
S(M)-S(0) & =-\frac{M}{40} w^{4}-\frac{M}{20} w^{5}-\frac{M}{14} w^{6}-\frac{5 M}{56} w^{7}+\left(-\frac{5 M}{48}-\frac{11 M^{2}}{14400}\right) w^{8}  \tag{A.2.-3}\\
& +\left(-\frac{7 M}{60}-\frac{11 M^{2}}{3600}\right) w^{9}+\left(-\frac{7 M}{55}-\frac{37 M^{2}}{4928}\right) w^{10}+\left(-\frac{3 M}{22}-\frac{1081 M^{2}}{73920}\right) w^{11} \\
& +\left(-\frac{15 M}{104}-\frac{1011 M^{2}}{40768} w-\frac{89 M^{3}}{1872000}\right) w^{12}+\left(-\frac{55 M}{364}-\frac{39083 M^{2}}{1019200}-\frac{89 M^{3}}{312000}\right) w^{13} \\
& +\left(-\frac{11 M}{70}-\frac{82079 M^{2}}{1478400}-\frac{21991 M^{3}}{22176000}\right) w^{14}+\left(-\frac{13 M}{80}-\frac{4525 M^{2}}{59136}-\frac{1657 M^{3}}{633600}\right) w^{15} \\
& +O\left(w^{16}\right)
\end{align*}
$$

Note that although this is not a small $M$ expansion, it is automatically organized as one as expected physically. Namely, the more subleading the OPE is, the more primary gravitons are being exchanged and thus more powers of $M$ appear. The linear and quadractic terms in $M$ agree with general limit of the previous section when taken the line.

## A.2.2 AdS $_{3}$ geodesics

In this case the problem is simpler, since the blackening factor $f(r)=r^{2}+1-M$ is polynomial. We will introduce the quantity $r_{h}^{2}=M-1$. Note that there are two regimes: the black hole regime where $M>1$ and $r_{h} \geq 0$ is real, the defect regime where $0 \leq M \leq 1$ and $r_{h}$ is imaginary. We will be careful in the following in finding expressions for the geodesic where the transitions is smooth.

The $\mathrm{AdS}_{3}$ equations of motions are

$$
\begin{aligned}
& \phi^{\prime}= \pm \frac{\mathcal{J} \eta \eta^{\prime}}{\sqrt{r_{h}^{2} \mathcal{J}^{2} \eta^{4}-\left(\mathcal{E}^{2}+\mathcal{J}^{2}+r_{h}^{2}\right) \eta^{2}+1}} \\
& r^{\prime}= \pm \frac{\mathcal{E} \eta \eta^{\prime}}{\left(1-r_{h}^{2} \eta^{2}\right) \sqrt{r_{h}^{2} \mathcal{J}^{2} \eta^{4}-\left(\mathcal{E}^{2}+\mathcal{J}^{2}+r_{h}^{2}\right) \eta^{2}+1}}-\frac{\eta \eta^{\prime}}{\eta^{2}+1}
\end{aligned}
$$

The square root contains only a quadratic expression in $\eta^{2}$, so there are only two roots.

$$
\begin{equation*}
\eta_{ \pm}^{2}=\frac{\mathcal{J}^{2}+r_{h}^{2}+\mathcal{E}^{2} \pm \sqrt{\left(\mathcal{J}^{2}+r_{h}^{2}+\mathcal{E}^{2}\right)^{2}-4 \mathcal{J}^{2} r_{h}^{2}}}{2 \mathcal{J}^{2} r_{h}^{2}} \tag{A.2.-7}
\end{equation*}
$$

The turning point corresponds to $\eta_{\star}=\eta_{-}$, since this is the one that can go to the boundary $\eta=0=z$. As in $\mathrm{AdS}_{5}$ - see eqs. (A.2.1) and (A.2.1) - we can integrate these expressions to find the shifts in $\phi$ and $r$. One might notice that the square root in $\eta_{ \pm}$is simply,

$$
\begin{equation*}
\left(\mathcal{J}^{2}+r_{h}^{2}+\mathcal{E}^{2}\right)^{2}-4 \mathcal{J}^{2} r_{h}^{2}=\prod_{\substack{s_{1}= \pm s_{2}= \pm}}\left(\mathcal{J}+s_{1} r_{h}+i s_{2} \mathcal{E}\right) \tag{A.2.-7}
\end{equation*}
$$

Then, the combinations that appear after doing the integrals are such that the result can be written as

$$
\underbrace{-i \log \sqrt{x / \bar{x}}}_{\Delta \phi}=\frac{\log \frac{\left(\mathcal{J}+r_{h}+i \mathcal{E}\right)\left(\mathcal{J}+r_{h}-i \mathcal{E}\right)}{\left(\mathcal{J}-r_{h}-i \mathcal{E}\right)\left(\mathcal{J}-r_{h}+i \mathcal{E}\right)}}{2 r_{h}} \quad ; \quad \underbrace{\log \sqrt{x \bar{x}}}_{\Delta \rho}=\frac{\log \frac{\left(\mathcal{J}-r_{h}+i \mathcal{E}\right)\left(\mathcal{J}+r_{h}-i \mathcal{E}\right)}{\left(\mathcal{J}-r_{h}-i \mathcal{E}\right)\left(\mathcal{J}+r_{h}+i \mathcal{E}\right)}}{2 i r_{h}}
$$

These function have a smooth transition from the defect to the black hole regime. It is also interesting to see how both remain real. In the defect regime, $r_{h}$ is imaginary. By checking the argument of the $\log$ on the r.h.s. of $\Delta \phi$, this is a phase, and so $\Delta \phi$ is real, similarly, by checking the argument of the log on the r.h.s. of $\Delta \rho$, this is a radius, so $\Delta \rho$ is again real. In the black hole regime $r_{h}$ is real, and the opposite happens.

We can now compute the action for the geodesic, by substituting $\phi^{\prime}$ and $r^{\prime}$,

$$
S(M)=m\left(\int_{\frac{\epsilon}{1}}^{\eta_{*}}+\int_{\frac{\epsilon}{\sqrt{z \bar{z}}}}^{\eta_{*}}\right) \frac{d \eta}{\eta} \frac{1}{\sqrt{(M-1) \mathcal{J}^{2} \eta^{4}-\left(\mathcal{E}^{2}+\mathcal{J}^{2}+M-1\right) \eta^{2}+1}}
$$

This integral receives no contribution from $\eta_{\star}$, and it is $\log$ divergent,

$$
S(M)=-\frac{m}{2} \log \left[\frac{\epsilon^{4}}{16 x \bar{x}} \prod_{s_{1}= \pm, s_{2}= \pm}\left(\mathcal{J}+s_{1} r_{h}+i s_{2} \mathcal{E}\right)\right]
$$

The next step is to invert $\mathcal{E}, \mathcal{J}$ in terms of $\Delta \rho, \Delta \phi$, thus $x, \bar{x}$. For real values of $\mathcal{E}, \mathcal{J}$ the range of $x, \bar{x}$ is restricted on a certain domain, which is less than the whole boundary of AdS. With this understanding we find,

$$
\begin{aligned}
S(M) & =-\frac{m}{2} \log \left[\frac{\epsilon^{4} r_{h}^{4}}{4 x \bar{x}} \frac{1}{\left(\cosh \left(i r_{h} \Delta \rho\right)-\cosh \left(r_{h} \Delta \phi\right)\right)^{2}}\right] \\
& =-\frac{m}{2} \log \left[\frac{\epsilon^{4} r_{h}^{4} x^{-i r_{h}-1} \bar{x}^{-i r_{h}-1}}{\left(1-x^{-i r_{h}}\right)^{2}\left(1-\bar{x}^{-i r_{h}}\right)^{2}}\right]
\end{aligned}
$$

For $r_{h}=i$, i.e. empty AdS, the result becomes $S(0)=-\frac{m}{2} \log \left[\frac{\epsilon^{4}}{(1-x)^{2}(1-\bar{x})^{2}}\right]$. The geodesic 4 pt correlator in the BTZ background is

$$
\begin{aligned}
\frac{\left\langle\phi_{H}(0) \phi_{L}(1) \phi_{L}(x) \phi_{H}(\infty)\right\rangle}{\left\langle\phi_{H}(\infty) \phi_{H}(0)\right\rangle\left\langle\phi_{L}(x) \phi_{L}(1)\right\rangle} & =e^{-(S(M)-S(0))}= \\
& =\left[(1-M) \frac{(1-x) x^{\frac{\sqrt{1-M-1}}{2}}(1-\bar{x}) \bar{x}^{\frac{\sqrt{1-M-1}}{2}}}{\left(x^{\sqrt{1-M}}-1\right)\left(\bar{x}^{\sqrt{1-M}}-1\right)}\right]^{m}
\end{aligned}
$$

Note this is invariant under $x \rightarrow 1 / x$ and $\bar{x} \rightarrow 1 / \bar{x}$, as it should. Quite nicely, the result is simply the Virasoro block in the t-channel orientation. In the defect regime, we can expand at small $M$ to get,

$$
\begin{equation*}
\frac{\left\langle\phi_{H}(0) \phi_{L}(1) \phi_{L}(x) \phi_{H}(\infty)\right\rangle}{\left\langle\phi_{H}(\infty) \phi_{H}(0)\right\rangle\left\langle\phi_{L}(x) \phi_{L}(1)\right\rangle}=1+\frac{m M}{24}\left((1-x)^{2}{ }_{2} F_{1}(2,2,4 ; 1-x)+c . c .\right)+O\left(M^{2}\right) \tag{A.2.-8}
\end{equation*}
$$

which at leading order is just the stress tensor global conformal block.

## A. 3 Schur 3-pt functions: a new exact and non-extremal result

In this appendix we will derive a new exact formula for three-point function of half-BPS operators given by fully symmetric (or anti-symmetric) characters. As will any three-point
function of half-BPS correlators, this correlation function can be computed at tree level, by working out the combinatoric of Wick contractions.

There are plenty of exact three-point correlators of half-BPS operators computed in this way in the the literature but most of them - if not all - were computed for extremal correlators where the length of one operator is equal to the sum of the other two and thus there are no propagators between those two smaller operators. The main novelty of this appendix is that we will consider a maximally non-extremal correlator where all fields are connected to all fields.

The starting point reads

$$
\begin{align*}
& \left\langle\prod_{i=1}^{3} \operatorname{det}\left[1+t_{i} Y_{i} \cdot \Phi_{i}\left(x_{i}\right)\right]^{ \pm 1}\right\rangle=  \tag{A.3.1}\\
& \quad=C \int \prod_{i \neq j} d \rho_{i j} e^{\frac{2 N}{g^{2}} \sum_{i<j} \rho_{i j} \rho_{j i}}\left(1-\hat{\rho}_{12} \hat{\rho}_{12}-\hat{\rho}_{13} \hat{\rho}_{31}-\hat{\rho}_{23} \hat{\rho}_{32}+\hat{\rho}_{12} \hat{\rho}_{23} \hat{\rho}_{31}+\hat{\rho}_{13} \hat{\rho}_{32} \hat{\rho}_{21}\right)^{ \pm N}
\end{align*}
$$

This formula is derived following [93, 94]: One (1) introduces a set of auxiliary fields $\chi$ to cast the determinants as Gaussian integrals ${ }^{2}$; (2) integrates out the scalars $\Phi$ to obtain a quartic action in the auxiliary field; (3) introduce a second set of auxiliary fields $\rho$ to render that quartic interation quadractic using the usual Hubbard-Stratonovich trick; (4) integrate out the now quadractic fields $\chi$ to arrive at (A.3.1).

The dependence on the generating function variables $t_{j}$ and on the positions and polarizations on the right hand side of (A.3.1) is hidden inside the hatted variables

$$
\begin{equation*}
\hat{\rho}_{i j} \equiv \rho_{i j} \times \sqrt{4 t_{i} t_{j} \frac{Y_{i} \cdot Y_{j}}{x_{i j}^{2}}} . \tag{A.3.0}
\end{equation*}
$$

Each determinant is a generating function of characters of fully anti-symmetric ( + sign ) or symmetric ( - sign ) characters so to get the correlation function of the desired characters we simply need to pick up the corresponding powers of $t_{j}$ on the right hand side by using the usual Binomial expansion to expand out

$$
\begin{equation*}
\left(1-\hat{\rho}_{12} \hat{\rho}_{12}-\hat{\rho}_{13} \hat{\rho}_{31}-\hat{\rho}_{23} \hat{\rho}_{32}+\hat{\rho}_{12} \hat{\rho}_{23} \hat{\rho}_{31}+\hat{\rho}_{13} \hat{\rho}_{32} \hat{\rho}_{21}\right)^{ \pm N} \tag{A.3.0}
\end{equation*}
$$

Because there are six terms in this expression we can cast it as a five-fold binomial sum where each of the six terms is raised to an integer power. The power of the last and next-to the last terms needs to be the same to get a non-trivial result and this kills one of the five sums. Since we are interested in fixed powers of $t_{1}, t_{2}$ and $t_{3}$ we set three extra constraints on the powers arising in these four sums killing three of them. So we are left with a single sum for the desired character three-point function (here specializing to the anti-symmetric

[^30]case for simplicity):
\[

$$
\begin{align*}
& \left\langle\mathcal{O}_{\chi_{j_{1}}^{\text {anti }}} \mathcal{O}_{\chi_{j_{2}}^{\text {anti }}} \mathcal{O}_{\chi_{j_{3}}^{\text {anti }}}\right\rangle=C\left(\frac{Y_{1} \cdot Y_{2}}{x_{12}^{2}}\right)^{\left(j_{1}+j_{2}-j_{3}\right) / 2}\left(\frac{Y_{2} \cdot Y_{3}}{x_{23}^{2}}\right)^{\left(j_{2}+j_{3}-j_{1}\right) / 2}\left(\frac{Y_{1} \cdot Y_{3}}{x_{13}^{2}}\right)^{\left(j_{1}+j_{3}-j_{2}\right) / 2} \\
& \times \sum_{n=0}^{N / 2}\binom{N}{2 n, \frac{j_{1}+j_{2}+j_{3}}{2}-3 n}\binom{\frac{j_{1}+j_{2}+j_{3}}{2}-3 n}{\frac{j_{1}+j_{2}-j_{3}}{2}-n, \frac{j_{1}+j_{3}+-j_{2}}{2}-n}\binom{2 n}{n}(-1)^{\frac{j_{1}+j_{2}+j_{3}}{2}} \\
& \times\left\langle\left(\rho_{12} \rho_{21}\right)^{\frac{j_{1}+j_{2}-j_{3}}{2}}\right\rangle\left\langle\left(\rho_{13} \rho_{31}\right)^{\frac{j_{1}+j_{3}-j_{2}}{2}}\right\rangle\left\langle\left(\rho_{23} \rho_{32}\right)^{\frac{j_{2}+j_{3}-j_{1}}{2}}\right\rangle
\end{align*}
$$
\]

where the averages in the last line are with respect to to the Gaussian measure in eq. (A.3.1) so they can be trivially evaluated. (For symmetric characters we get a similar expression with $N \rightarrow-N$ and the sum running up to infinity.) Once we evaluate the integrals we can simply preform the sum: We get an hypergeometric function. We should also normalize properly the two-point function to get a properly defined three-point function. Keeping track of all those simple normalization factors, we obtain eq. (2.5.2). ${ }^{3}$
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## Appendix B

## Appendix for Chapter 3

## B. 1 Solutions of $\mathrm{AdS}_{3}$ Einstein Gravity

A striking consequence of the simplicity of gravity in three dimensions is that the general asymptotically $\mathrm{AdS}_{3}$ solution can be written in closed Bañados form given in eq. (3.1). That is,

$$
\begin{equation*}
d s^{2}=\frac{d y^{2}+d z d \bar{z}}{y^{2}}+L(z) d z^{2}+\bar{L}(\bar{z}) d \bar{z}^{2}+y^{2} L(z) \bar{L}(\bar{z}) d z d \bar{z} . \tag{B.1.0}
\end{equation*}
$$

This solution is determined in terms of a holomorphic function $L(z)$ and an anti-holomorphic function $\bar{L}(\bar{z})$, which are proportional to the holomorphic and anti-holomorphic components of the boundary stress tensor. The problem of finding solutions corresponding to configurations in the boundary $\mathrm{CFT}_{2}$ therefore reduces to finding the boundary stress tensor (3.1). Such an expansion is available in higher-dimensional Einstein gravity as well, but uniquely in three dimensions, the expansion truncates for the general solution.

## B.1.1 The $\operatorname{det}(g)$ Wall

While it is possible to construct a solution corresponding to any boundary stress tensor as an expansion near the conformal boundary, this expression will typically only describe the solution in a coordinate patch. To see this, consider the determinant of the metric, which yields

$$
\begin{equation*}
\operatorname{det}(g)=\frac{\left(1-y^{4} L(z) \bar{L}(\bar{z})\right)^{2}}{4 y^{6}} \tag{B.1.0}
\end{equation*}
$$

So we see that the metric degenerates when the numerator vanishes, which happens at

$$
\begin{equation*}
y=(L(z) \bar{L}(\bar{z}))^{-1 / 4} \tag{B.1.0}
\end{equation*}
$$

Note that when the boundary stress tensor has poles, as it does when there are local operator insertions in the $\mathrm{CFT}_{2}$, this surface will extend all the way to the conformal boundary at $y=0$. In order to calculate the bulk action, we first need to extend the geometry past this surface.

## B.1.2 Extending the Solution

Since every solution to Einstein gravity is locally isometric, there exists a change of variables that puts the metric of the general solution (B.1) into the form of the standard Poincaré upper half plane metric on Euclidean $\mathrm{AdS}_{3}$,

$$
\begin{equation*}
d s^{2}=\frac{d Y^{2}+d Z d \bar{Z}}{Y^{2}} \tag{B.1.0}
\end{equation*}
$$

The task of extending the solution can be informed by considering the explicit form of this map from the general solution to Euclidean $\mathrm{AdS}_{3}$. Remarkably, the explicit expression for this map is known [62]. The map is given explicitly by

$$
\begin{aligned}
Y & =y \frac{4(\partial f \bar{\partial} \bar{f})^{3 / 2}}{4 \partial f \bar{\partial} \bar{f}+y^{2} \partial^{2} f \bar{\partial}^{2} \bar{f}}, \\
Z & =f(z)-\frac{2 y^{2}(\partial f)^{2} \bar{\partial}^{2} \bar{f}}{4 \partial f \bar{\partial} \bar{f}+y^{2} \partial^{2} f \bar{\partial}^{2} \bar{f}}, \\
\bar{Z} & =\bar{f}(\bar{z})-\frac{2 y^{2}(\bar{\partial} \bar{f})^{2} \partial^{2} f}{4 \partial f \bar{\partial} \bar{f}+y^{2} \partial^{2} f \bar{\partial}^{2} \bar{f}} .
\end{aligned}
$$

Here the functions $f(z)$ and $\bar{f}(\bar{z})$ are related to the boundary stress tensor through the Schwarzian equations

$$
\begin{aligned}
& \{f, z\} \equiv \frac{f^{\prime \prime \prime}(z)}{f^{\prime}(z)}-\frac{3}{2}\left(\frac{f^{\prime \prime}(z)}{f^{\prime}(z)}\right)^{2}=-2 L(z) \\
& \{\bar{f}, \bar{z}\}=-2 \bar{L}(\bar{z}) .
\end{aligned}
$$

At the conformal boundary $y=0$, we have

$$
\begin{equation*}
Z=f(z) \quad ; \quad \bar{Z}=\bar{f}(\bar{z}) . \tag{B.1.0}
\end{equation*}
$$

The functions $f$ and $\bar{f}$ will generically have branch points, and the image under the map (B.1.2) will be a region in Euclidean $\mathrm{AdS}_{3}$ bounded by surfaces that are the images of surfaces on either side of the branch cuts. These surfaces are identified with each other to produce the solution (B.1). To find the completion of this solution, we need to extend the identification surfaces into the rest of $\mathrm{AdS}_{3}$. The map into $\mathrm{AdS}_{3}$ is not necessarily injective. So the completion of the solution (B.1) can be thought of as a subregion of a covering space of Euclidean $\mathrm{AdS}_{3}$ with its boundary glued together in a way that can be "read off" from the functions $f$ and $\bar{f}$.

Note that the functions $f$ and $\bar{f}$ are only unique up to isometries of Euclidean $\mathrm{AdS}_{3}$. Given solutions, $f_{0}$ and $\bar{f}_{0}$, to the Schwarzian equations (B.1.2), we can construct a family of solutions

$$
\begin{aligned}
& f(z)=\frac{a f_{0}(z)+b}{c f_{0}(z)+d} \\
& \bar{f}(\bar{z})=\frac{\bar{a} \bar{f}_{0}(\bar{z})+\bar{b}}{\bar{c} \bar{f}_{0}(\bar{z})+\bar{d}}
\end{aligned}
$$



Figure B.1: Replacing $f \rightarrow \frac{a f+b}{c f+d}$ acts on the domes-and-doors pictures as an isometry of Euclidean $\mathrm{AdS}_{3}$. For example, here we show the effect of such a change on the representation of the two-point function geometry. Since we have only changed things by an isometry, the resulting geometry is the same.

When we perform such a Möbius transformation on $f$, the Roberts map (B.1.2) extends this change into the bulk.

The Roberts map with the new $f$ is the same as the old Roberts map, composed with an isometry of Euclidean $\mathrm{AdS}_{3}$. For example we can perform such an isometry by replacing $f_{2 \text { pt }}$ with a new $f$ related by a Möbius transformation in order to change the domes-and-doors picture from figure B.1(a) to figure B.1(b). The freedom to perform such Möbius transformations can be useful for putting the domes-and-doors constructions into nice standard configurations, such as the one in figure 3.6.

## B. 2 Black Hole Two-Point Function in AdS $_{3}$

The black hole two-point function was treated in chapter 2. Here, we perform the same calculation, in $\mathrm{AdS}_{3}$, in a language similar to that which we used to treat the three-point function. This allows us to determine the correct counterterms to add in the case of the three-point function.

## B.2.1 Geometric Setup

We consider the black hole two-point function geometry, which can be described using the metric

$$
\begin{equation*}
d s^{2}=d \tilde{\rho}^{2}+\cosh ^{2} \tilde{\rho} d \tau^{2}+\sinh ^{2} \tilde{\rho} d \theta^{2} \tag{B.2.0}
\end{equation*}
$$

where the coordinates range over

$$
\begin{gathered}
0<\tilde{\rho}<\infty \\
0<\tau<2 \pi R_{h} \\
-\infty<\theta<\infty
\end{gathered}
$$

We will calculate the Einstein-Hilbert action of this geometry by cutting off the radial coordinate at

$$
\begin{equation*}
\tilde{\rho}_{\text {cutoff }}=\ln \left(\frac{2}{\epsilon}\right)-\frac{\tilde{\varphi}(z, \bar{z})}{2}, \tag{B.2.0}
\end{equation*}
$$

as described in section 3.5. As in eq. (3.5), the coordinates $z, \bar{z}$ are related to the coordinates $\tau, \theta$ with

$$
\begin{equation*}
\tau=\frac{1}{2}(\tilde{f}(z)+\overline{\tilde{f}}(\bar{z})) \quad ; \quad \theta=\frac{1}{2 i}(\tilde{f}(z)-\tilde{\tilde{f}}(\bar{z})) \tag{B.2.0}
\end{equation*}
$$

Further, the solution to the Laplace equation is given by

$$
\begin{equation*}
\tilde{\varphi}(z, \bar{z})=\ln (\partial \tilde{f} \bar{\partial} \overline{\tilde{f}}) . \tag{B.2.0}
\end{equation*}
$$

With these choices, we have that the metric on the cutoff surface is

$$
\begin{equation*}
d s_{\text {cutoff }}^{2}=\frac{d z d \bar{z}}{\epsilon^{2}}+O\left(\epsilon^{0}\right) \tag{B.2.0}
\end{equation*}
$$

## B.2.2 Calculating the Action

The contributions to the action coming from the bulk and the asymptotic boundary for our solution are given by

$$
\begin{equation*}
I_{0}=\frac{1}{4 \pi G_{\mathrm{N}}} \int_{\mathcal{M}} d \tilde{\rho} d^{2} z \sqrt{g}-\frac{1}{8 \pi G_{\mathrm{N}}} \int_{\partial \mathcal{M}} d^{2} z \sqrt{h}=\frac{1}{4 \pi G_{\mathrm{N}}}\left(V-\frac{1}{2} A\right) \tag{B.2.0}
\end{equation*}
$$

Now, we have

$$
\begin{align*}
\frac{1}{4 \pi G_{\mathrm{N}}} \int_{0}^{\tilde{\rho}_{\text {cutoff }}} d \tilde{\rho} \sqrt{g} & =\frac{1}{8 \pi G_{\mathrm{N}} \epsilon^{2}}-\frac{e^{\tilde{\varphi}(z, \bar{z})}}{16 \pi G_{\mathrm{N}}}+O\left(\epsilon^{2}\right)  \tag{B.2.1}\\
-\frac{1}{8 \pi G_{\mathrm{N}}} \sqrt{h} & =-\frac{1}{8 \pi G_{\mathrm{N}} \epsilon^{2}}-\frac{\partial \tilde{\varphi} \tilde{\partial} \tilde{\varphi}}{16 \pi G_{\mathrm{N}}}+O\left(\epsilon^{2}\right)
\end{align*}
$$

Combining these results, we find

$$
\begin{equation*}
I_{0}=\frac{1}{16 \pi G_{\mathrm{N}}} \int d^{2} z\left(-\partial \tilde{\varphi} \tilde{\partial} \tilde{\varphi}-e^{\tilde{\varphi}(z, \bar{z})}\right) \tag{B.2.0}
\end{equation*}
$$

As discussed in chapter 2, we must also add a Gibbons-Hawking-York boundary term on the stretched horizon $\tilde{\rho}=\epsilon$, which yields

$$
\begin{equation*}
I_{\mathrm{GHY}, \text { hor }}=\frac{1}{8 \pi G_{\mathrm{N}}} \int d^{2} z e^{\tilde{\varphi}(z, \bar{z})} . \tag{B.2.0}
\end{equation*}
$$

Finally, we get

$$
\begin{equation*}
I=I_{0}+I_{\mathrm{GH}, \mathrm{hor}}=\frac{1}{16 \pi G_{\mathrm{N}}} \int_{\partial \mathcal{M}} d^{2} z\left(-\partial \tilde{\varphi} \tilde{\partial} \tilde{\varphi}+e^{\tilde{\varphi}(z, \bar{z})}\right) \tag{B.2.0}
\end{equation*}
$$

Note that using the equations of motion, we have $\partial \tilde{\varphi} \bar{\partial} \tilde{\varphi}=\bar{\partial}(\tilde{\varphi} \partial \tilde{\varphi})$. So we see that

$$
\begin{equation*}
\int d^{2} z \partial \tilde{\varphi} \bar{\partial} \tilde{\varphi}=\int d^{2} z \bar{\partial}(\tilde{\varphi} \partial \tilde{\varphi})=i \oint d z \tilde{\varphi} \partial \tilde{\varphi} \tag{B.2.0}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
I=\frac{1}{16 \pi G_{\mathrm{N}}} \int d^{2} z\left(\partial \tilde{\varphi} \bar{\partial} \tilde{\varphi}+e^{\tilde{\varphi}(z, \bar{z})}\right)+\frac{i}{8 \pi G} \oint d z \tilde{\varphi} \partial \tilde{\varphi} \tag{B.2.0}
\end{equation*}
$$

## B.2.3 Counterterms

The Laplace solution corresponding to two hyperbolic singularities located at $z= \pm 1$ is given by

$$
\begin{equation*}
\tilde{\varphi}_{2 p t}(z, \bar{z})=\ln \left(\frac{4 R_{h}^{2}}{\left|z^{2}-1\right|^{2}}\right) \tag{B.2.0}
\end{equation*}
$$

Inserting this into the action above, we find

$$
\begin{equation*}
I=\frac{1}{4 \pi G_{\mathrm{N}}} \int d^{2} z\left(-\frac{|z|^{2}}{\left|z^{2}-1\right|^{2}}+\frac{R_{h}^{2}}{\left|z^{2}-1\right|^{2}}\right) \tag{B.2.0}
\end{equation*}
$$

where we cut out a region of size $\epsilon$ around each of the insertions. The $R_{h}$ dependent term gives

$$
\begin{equation*}
\frac{1}{4 \pi G_{\mathrm{N}}} \int d^{2} z \frac{R_{h}^{2}}{\left|z^{2}-1\right|^{2}}=-\frac{1}{4 G_{\mathrm{N}}} R_{h}^{2} \ln (\epsilon) . \tag{B.2.0}
\end{equation*}
$$

So we see that

$$
\begin{equation*}
I=-\frac{1}{4 G_{\mathrm{N}}} R_{h}^{2} \ln (\epsilon)+C \tag{B.2.0}
\end{equation*}
$$

where the constant $C$ does not depend on $R_{h}$.
To fix $C$, we note that when $R_{h}^{2}=-1$, we should have the vacuum. The vacuum partition function can be calculated from the conformal anomaly [11], and the result is

$$
\begin{equation*}
-\ln \left(Z\left(S^{2}\right)\right)=-\frac{1}{2 G_{\mathrm{N}}} \ln \left(\frac{R}{\epsilon}\right) . \tag{B.2.0}
\end{equation*}
$$

So we have

$$
\begin{equation*}
\left.I\right|_{R_{h} \rightarrow-1}=\frac{1}{4 G_{\mathrm{N}}} \ln \epsilon+C=-\frac{1}{2 G_{\mathrm{N}}} \ln \left(\frac{R}{\epsilon}\right) \tag{B.2.0}
\end{equation*}
$$

which allows us to read off the value of the constant $C$,

$$
\begin{equation*}
C=-\frac{1}{2 G_{\mathrm{N}}} \ln R+\frac{1}{4 G_{\mathrm{N}}} \ln \epsilon \tag{B.2.0}
\end{equation*}
$$

Finally, we find the action (B.2.3) becomes

$$
\begin{equation*}
I=\frac{1}{4 G_{\mathrm{N}}}\left(1-R_{h}^{2}\right) \ln \epsilon-\frac{1}{2 G_{\mathrm{N}}} \ln R . \tag{B.2.0}
\end{equation*}
$$

Hence, to leading order, the action is given by

$$
\begin{equation*}
I \simeq \frac{1}{4 G_{\mathrm{N}}}\left(1-R_{h}^{2}\right) \ln \epsilon, \tag{B.2.0}
\end{equation*}
$$

and so for each operator, we must add a counterterm of the form

$$
\begin{equation*}
I_{c t}\left(R_{h}\right)=-\frac{1}{8 G_{\mathrm{N}}}\left(1-R_{h}^{2}\right) \ln \epsilon . \tag{B.2.0}
\end{equation*}
$$



Figure B.2: Here we show the image of the $\operatorname{det}(g)=0$ surface in empty $\operatorname{AdS}_{3}$. We show the surface for $M=-100$ (green), -1000 (blue), and $-10,000$ (red). As the figure suggests, the wall shrinks towards the conical excess at $\tilde{\rho}=0$ (the dashed yellow line in the figure) as we increase $|M|$. This shrinking is enough to compensate for the fact that the range of the angular coordinate $\theta$ is growing as $O(\sqrt{|M|})$, resulting in a volume that is only $O\left(M^{0}\right)$.

## B. 3 Negative Mass

It is interesting to consider analytically continuing the two- and three-point geometries to include insertions with negative masses. Consider first the two-point case, with operators of mass $M$ placed at 0 and $\infty$ for convenience. Recall that when the mass is positive, we encountered a "wall" at

$$
\begin{equation*}
y=\frac{1}{(L \bar{L})^{1 / 4}}=2 \sqrt{\frac{z \bar{z}}{|M|}} \tag{B.3.0}
\end{equation*}
$$

where $\operatorname{det}(g)=0$. Some of the geometry was hidden behind this wall, and we needed to extend beyond this point to evaluated the two-point function. In the case where the mass is negative, we still have that the determinant of the metric vanishes at $y=2 \sqrt{z \bar{z} /|M|}$. However, when $M<0$, the coordinate patch below this value of $y$ actually represents the complete geometry. To see this, one need only use the Roberts map (3.1) to check where the $\operatorname{det}(g)=0$ wall is mapped to in the "domes-and-doors" picture. We find that the wall is mapped into the line $Z=\bar{Z}=0$. So in the negative mass case, there is no region hidden behind the wall. In fact, the wall is the location of the conical excess sourced by the operator insertions!

In order to calculate the two-point function with negative mass, we would like to consider the Bañados metric (3.1) with the operators at finite points. In this case, the situation is slightly more complicated. The Bañados patch no longer covers everything. However, if we consider the surface where $\operatorname{det}(g)=0$, and use the map (3.1) to identify it with a surface in empty $\mathrm{AdS}_{3}$, we find that the resulting surface closes up towards the singularity as we
increase the mass - see figure B.2. Indeed, we find

$$
\begin{equation*}
\tilde{\rho}_{\text {wall }}(\theta)=O\left(\frac{1}{(-M)^{1 / 4}}\right) \tag{B.3.0}
\end{equation*}
$$

where $\tilde{\rho}$ and $\theta$ are the coordinates introduced in eq. (3.5). The range of $\theta$ in these coordinates is $0<\theta<2 \pi \sqrt{1-M}$. So for large negative $M$, it is growing like $\sqrt{-M}$. Hence we find that the volume of the region behind the $\operatorname{det}(g)=0$ wall is, to leading order at large negative $M$,

$$
\begin{equation*}
V_{\text {hidden }}=\int d \tilde{\rho} d \tau d \theta \cosh \tilde{\rho} \sinh \tilde{\rho} \sim \int \tilde{\rho} d \tilde{\rho} d \tau d \theta \sim \pi \sqrt{1-M} \tilde{\rho}_{\text {wall }}^{2} \int d \tau=O\left(M^{0}\right) \tag{B.3.0}
\end{equation*}
$$

On the other hand, consider the contribution from outside the $\operatorname{det}(g)=0$ wall in a solution described by the metric (3.1) for arbitrary $L, \bar{L}$. It is given by

$$
\begin{equation*}
I_{\text {outside }}=\frac{c}{6 \pi}\left(V_{\text {outside }}-\frac{1}{2} A\right) \tag{B.3.0}
\end{equation*}
$$

where $V_{\text {outside }}$ is the bulk volume outside the $\operatorname{det}(g)=0$ surface,

$$
\begin{equation*}
V_{\text {outside }}=\int_{y=\epsilon}^{y=1 /(L \bar{L})^{1 / 4}} d y d^{2} z \frac{1-y^{4} L(z) \bar{L}(\bar{z})}{y^{3}}=\int d^{2} z\left(\frac{1}{2 \epsilon^{2}}-\sqrt{L \bar{L}}\right)+O\left(\epsilon^{2}\right) \tag{B.3.0}
\end{equation*}
$$

and $A$ is the area of the cutoff surface at $y=\epsilon$,

$$
\begin{equation*}
A=\int d^{2} z \frac{1}{\epsilon^{2}}+O\left(\epsilon^{2}\right) \tag{B.3.0}
\end{equation*}
$$

So we see that the contribution to the action from the patch covered by the expansion near the asymptotic boundary is given by

$$
\begin{equation*}
I_{\mathrm{outside}}=-\frac{c}{6 \pi} \int d^{2} z \sqrt{L(z) \bar{L}(\bar{z})} . \tag{B.3.0}
\end{equation*}
$$

Now, returning to the specific case of the two-point function, we see that the action outside the $\operatorname{det}(g)=0$ wall is order $O\left(M^{1}\right)$. So at large negative $M$, the leading contribution comes from outside the wall, and is given by simply (B.3). We expect that a similar statement is true for the three-point function, since in that case, we find that the contribution outside the wall matches with the expected universal result at leading order in large negative mass.


[^0]:    ${ }^{1}$ The generalisation to include electric charge and matter will be presented elsewhere [12].

[^1]:    ${ }^{2}$ Singularities appearing on a purported horizon while not common are known to arise in a variety of contexts in string theory, e.g. see $[14,15]$. We adopt the pragmatic point of view of regarding the singularity in our solutions as harmless since they still yield a finite result for the on-shell action, as we will show below.
    ${ }^{3}$ While this approach is traditionally employed to model the dynamical behaviour of black holes in the context of Lorentzian signature, we may also employ the membrane paradigm in our Euclidean calculations here - see footnote 7 .
    ${ }^{4}$ We note, however, that generally one expects fixed-area states to have a finite conical deficit at the horizon, while in our geometries, the horizon develops an infinite angular excess. That is, in keeping with

[^2]:    ${ }^{5}$ It is also possible to deduce this transformation by generalising the argument of [13], in particular, by passing from $(\tau, r)$ coordinates to embedding coordinates, and from embedding coordinates to $(\tilde{z}, R)$ in the Poincaré patch. We give the details in appendix A.1.

[^3]:    ${ }^{6}$ This is a slightly unconventional choice here since the metric (2.2.1) is not in the standard FeffermanGraham gauge - see eq. (2.3) below.
    ${ }^{7}$ As noted above, we might alternatively consider our calculation within the framework of the membrane paradigm [16], where the stretched horizon corresponds to a physical membrane. In order to describe this membrane, one needs introduce an action as described in [22]. The interested reader is referred there for its derivation but here, we simply note that onshell, this membrane action reduces to a GHY term.

[^4]:    ${ }^{8} \mathrm{We}$ use $R_{\mu \nu}=-d g_{\mu \nu}$ after setting $L_{A d S}=1$. Further, with the coordinates introduced by the SCT map (2.2.1), we have $\sqrt{g} d z d^{d} x=\frac{1}{z^{d+1}} d z d^{d} x$, just as in empty AdS.

[^5]:    ${ }^{9}$ Here and for some quantities below, the distinction between horizon and stretched horizon does not matter. That is, we do not encounter any divergences if we evaluate these quantities on the stretched horizon and take then the limit $\epsilon^{\prime} \rightarrow 0$. Hence we can evaluate them directly at $r=r_{h}$.

[^6]:    ${ }^{10}$ Recall that $\rho^{2}=\sum_{i=2}^{d}\left(x^{i}\right)^{2}$.
    ${ }^{11}$ For example, in the cone coordinates (with $b=0$ ), we have $\int d^{d} x f_{2 p t}=\int \frac{d R}{R} d \Omega_{d-1}$ and the radial integral over $R$ would yield a logarithmic divergence.

[^7]:    ${ }^{12}$ Recall that for any vector $V^{\mu}$, the divergence $\nabla_{\mu} V^{\mu}=\frac{1}{\sqrt{g}} \partial_{\mu}\left(\sqrt{g} V^{\mu}\right)$. Further, $\sqrt{g}$ coincides with that in empty AdS space, as noted in footnote 8.
    ${ }^{13}$ The "..." contain terms whose number and form depend on the number of bulk dimensions. Note that we are following the approach of [26] where the counterterms are expressed in terms of the induced metric on the asymptotic boundary.
    ${ }^{14}$ Our strategy will work here because we are studying a solution of the vacuum Einstein equations, and the powers of the $z$ expansion have the same gap as the FG expansion.

[^8]:    ${ }^{18}$ In the cone coordinates, this is again very straightforward since $S O(d-1)$ symmetry reduces the problem to the $(z, R)$ plane with Killing vector $\nabla_{\{\mu} \mathscr{K}_{\nu\}}=0$ given by $\mathscr{K}=z \partial_{z}+R \partial_{R}$. In this case, we can also appreciate a nontrivial features of the cut-off surface $z=\epsilon$, by noting from our expressions in eqs. (2.2.1)(2.2.1) that as we approach the horizon the other vector $N_{z}^{\mu}=\left(-1, N_{z}^{i}\right)$ becomes aligned with the Killing vector.

[^9]:    ${ }^{19}$ Time-like amplitudes of CFT states in holography can also be investigate using the formalism of [32]. It would be interesting to relate this with our approach.

[^10]:    ${ }^{20}$ See also $[36,37]$ where similar metrics appear.
    ${ }^{21}$ Note that when $M=0$, we recover the SCT map in the first term. On the other hand, with the limit $b \rightarrow 0$, we recover our previous formula (2.3).
    ${ }^{22}$ See [38] for a discussion about the radius of convergence in asymptotically AdS black holes in global coordinates.

[^11]:    ${ }^{23}$ In fact, for all $S O(d-1)$ symmetric and static backgrounds, which solve for Einstein gravity coupled to a general (two-derivative) action of scalar and vector fields, one can cast $\mathcal{A}(r)$ as a particular functional of the (time and radius) components of the metric [30].
    ${ }^{24}$ Note also that $\sum_{i} \partial_{i} r \partial_{i} r=\left(\frac{R^{2}}{z^{2}}+1\right) \frac{\Theta^{2}}{z^{2}}$.
    ${ }^{25}$ The way terms combine together is slightly different, but we checked that we do get the same result as in global coordinates. In particular, we find a Casimir energy contribution for even $d$.

[^12]:    ${ }^{26}$ To compute $\vec{u} \cdot \vec{n}$, we observe that $\vec{n}=-\partial_{\mathbf{z}}+M O\left(\mathbf{z}^{d+1}\right)$, thus we replace the coordinate dependence of $u^{z}$ with bold font variables, and check that the actual FG expansion only modifies this by terms $M O\left(\mathbf{z}^{d+1}\right)$.

[^13]:    ${ }^{27}$ The four-dimensional blocks read

    $$
    \begin{equation*}
    \mathcal{F}(\Delta, J, x, \bar{x})=\frac{x \bar{x}}{x-\bar{x}}\left(h_{\frac{\Delta+l}{2}}(x) h_{\frac{\Delta-l-2}{2}}(\bar{x})-(x \leftrightarrow \bar{x})\right), \quad h_{\lambda}(x)=x^{\lambda}{ }_{2} F_{1}(\lambda, \lambda, 2 \lambda, x) . \tag{2.4.1}
    \end{equation*}
    $$

[^14]:    ${ }^{28}$ Everything we discuss in this section should have a nice embedding in twisted holography [56-58] which would be fascinating to work out.

[^15]:    ${ }^{1}$ We will consider adding a Lorentzian component to the geometry in section 3.3.2.

[^16]:    ${ }^{2}$ Here $z$ is the usual complex coordinate on the plane.

[^17]:    ${ }^{3}$ The resulting Bañados metric coincides with the cone metric considered in chapter 2 for three dimensions, namely

    $$
    d s^{2}=\frac{1}{\mathbf{y}^{2}}\left[d \mathbf{y}^{2}+\left(1-\frac{M \mathbf{y}^{2}}{4 \mathbf{R}^{2}}\right)^{2} d \mathbf{R}^{2}+\left(1+\frac{M \mathbf{y}^{2}}{4 \mathbf{R}^{2}}\right)^{2} \mathbf{R}^{2} d \theta^{2}\right]
    $$

    where we introduced polar coordinates on the $z$ plane, $z=\mathbf{R} e^{i \theta}$.

[^18]:    ${ }^{4}$ Here $\mathcal{N}^{2}=\frac{\Gamma^{2}\left(-i R_{1}\right)}{\Gamma^{2}\left(+i R_{1}\right)} \frac{\gamma\left(\frac{1+i\left(R_{1}+R_{2}+R_{3}\right)}{2}\right) \gamma\left(\frac{1+i\left(R_{1}-R_{2}+R_{3}\right)}{2}\right)}{\gamma\left(\frac{1-i\left(R_{1}+R_{2}-R_{3}\right)}{2}\right) \gamma\left(\frac{1-i\left(R_{1}-R_{2}-R_{3}\right)}{2}\right)}$, where $\gamma(x)=\Gamma(1-x) / \Gamma(x)$. Different solutions to the Schwarzian equation are related to each other by Möbius transformations of $f$, as described in appendix B.1. We have made a specific choice here (particularly, for the phase described by $\mathcal{N}$ ), so that the monodromy of $f_{3 p t}$ around the operator insertion at $\mathrm{z}=1$ acts as an isometry of the hyperbolic plane, e.g. see [76]. This choice will ensure that it yields a smooth, single-valued solution to the Liouville equation in section 3.4.
    ${ }^{5}$ This requires composing $f_{3 p t}(z)$ with a Möbius transformation of the $\mathrm{AdS}_{3}$ boundary - see appendix B.1.

[^19]:    ${ }^{6}$ Note that the purple cut which extends between the red and blue circles has two components that are glued into a single cut by the quotient.

[^20]:    ${ }^{7}$ We thank Juan Maldacena for bringing this possibility to our attention.

[^21]:    ${ }^{8}$ Hence, we see the complete "book" of the book-page ansatz (3.4). The front and back covers of the book lie flat on the asymptotic boundary $y=0$, and are reached with $\rho \rightarrow \pm \infty$, respectively. Of course, the two-dimensional $\mathrm{AdS}_{2}$ slices foliating the bulk geometry correspond to the book pages. Lastly, these pages all meet at the spine of the book at $y=0, \Re(z)=0$, which is reached with $w_{1} \rightarrow 0$.
    ${ }^{9}$ It is straightforward to confirm that these expression yield $\bar{\partial} L=0=\partial \bar{L}$, as desired, using the Liouville equation of motion (3.4).

[^22]:    ${ }^{10}$ This can be seen by remembering the realization of $\mathcal{W}$ as a quotient of the hyperbolic upper half-plane. Then we see that $\mathcal{W}$ is a hyperbolic octagon with all right angles (with some edges identified). Then the result (3.5) can be derived using the general formula for the area of a hyperbolic polygon: $A=(n-2) \pi-\sum_{i} \alpha_{i}$ where $n$ is the number of sides and $\alpha_{i}$ are the interior angles of the polygon.

[^23]:    ${ }^{11}$ This choice may seem unusual and our primary justification will be the agreement of our results with the semiclassical Liouville three-point function. However, see further discussion in section 3.6.

[^24]:    ${ }^{12}$ We thank Juan Maldacena for bringing this possibility to our attention.

[^25]:    ${ }^{13}$ Note that if we consider a correlation function of very large operators in a gauge theory, we often get exponentially large results precisely indicating that the number of contractions (i.e. the entropy) is huge. For example, see the discussion of $C_{123}$ for three operators dual to LLM geometries in chapter 2 There the result is exponentially large for any R-charges $J_{i} \sim N^{2}$.
    ${ }^{14}$ If the level is $O(1)$ the expectation value will lead to the very same (3.1) as can be checked by a straightforward 2d CFT computation in the semiclassical limit where $c, \Delta$ scale together to infinity.

[^26]:    ${ }^{15}$ One naive suggestion would be to have one big bulk vertex with $\Delta_{1}+\Delta_{2}+\Delta_{3}$ fields connected to the three boundary operators, each with $\Delta_{i}$ fields. The number of ways to pick constituents from this bulk vertex to connect to the boundary would then easily produce such factorials. This is naive because vertices with $n$ indistinguishable legs would naturally come with a $1 / n$ ! prefactor thus cancelling this factorial.

[^27]:    ${ }^{16}$ This is also quite different from the combinatoric result arising from the interaction of three fully symmetric LLM large operators as computed in chapter 2. There the combinatorics final result took the form of a product of terms depending on effective dimensions $\Delta_{i j}=\left(\Delta_{i}+\Delta_{j}-\Delta_{k}\right) / 2$ hinting as a sort of splitting of each external LLM geometry into two effective geometries of dimension $\Delta_{i j}$ with pairwise interactions between these effective geometries taking place.

[^28]:    ${ }^{17}$ Of course, the result for higher point functions would not be as universal. For a four-point function, for instance, we have

    $$
    L(z)=-\frac{1}{\left(z-z_{1}\right)\left(z-z_{2}\right)\left(z-z_{3}\right)\left(z-z_{4}\right)}\left(\sum_{i} \frac{M_{i} \prod_{j \neq i} z_{i j}}{4\left(z-z_{i}\right)}+U\right)
    $$

    where the constant $U$ is a theory dependent constant which is not a simple function of the dimensions and central charge.

[^29]:    ${ }^{1}$ We use $-X_{-1}^{2}-X_{0}^{2}+\sum_{i} X_{i}^{2}=-1$ for Lorentzian and $-X_{-1}+X_{0}^{2}+\sum_{i} X_{i}^{2}=-1$ for Euclidean.

[^30]:    ${ }^{2}$ Depending on what sign we want on the left hand side we use fermions or bosons.

[^31]:    ${ }^{3}$ Formula (2.5.2) is for symmetric characters. For anti-symmetric simply replace $N \rightarrow-N$ there.

