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Abstract

This thesis explores deep learning methods for protein identification and property pre-
diction, encompassing two primary areas: mass spectrometry-based protein sequence iden-
tification and protein property prediction. We introduce a method that enhances the
identification rate of MHC-I peptides and facilitates the discovery of novel mutated MHC-
I peptides. In the domain of property prediction, we present three novel approaches for the
early diagnosis of amyloidosis, the discovery of anticancer peptides and the classification
of anticancer peptide functional type.

NeoMS: Identification of Novel MHC-1I Peptides with Tandem Mass Spec-
trometry [142]. The study of immunopeptidomics requires the identification of both
regular and mutated MHC-I peptides from mass spectrometry data. For the efficient iden-
tification of MHC-I peptides with either one or no mutation from a sequence database, we
propose a novel workflow: NeoMS. It employs three main modules: generating an expanded
sequence database with a tagging algorithm, a machine learning-based scoring function to
maximize the search sensitivity, and a careful target-decoy implementation to control the
false discovery rates (FDR) of both the regular and mutated peptides. Experimental re-
sults demonstrate that NeoMS both improved the identification rate of the regular peptides
over other database search methods and identified hundreds of mutated peptides that have
not been identified by any current methods. Further study shows the validity of these new
novel peptides.

Deep learning boosted amyloidosis diagnosis [140]. Amyloid light chain (AL)
amyloidosis is a disorder characterized by the deposition of antibody light chains in organs.
The importance of early and accurate diagnosis in AL amyloidosis cannot be overstated,
as it enables timely implementation of appropriate treatment strategies and improves pa-
tient outcomes. Therefore, developing a highly accurate method using antibody sequencing
and computational techniques is crucial to address this urgent need. While several com-
putational methods have been developed to predict AL amyloidosis, they heavily depend
on manually extracted features, and their performance falls short of satisfactory levels.
We present DeepAL, a deep learning-based approach to predict AL amyloidosis with high
precision. DeepAL utilizes a pre-trained model to extract light chain features and then
trained with AL amyloidosis knowledge. In evaluations conducted on two benchmark
datasets, DeepAL surpasses the performance of previous approaches. Additional experi-
ments demonstrate that features extracted from the pre-trained model have significantly
enhanced overall performance.

Anti-cancer peptides identification and activity type classification with pro-
tein sequence pre-training [141]. Cancer remains a significant global health challenge,
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responsible for millions of deaths annually. Addressing this issue necessitates the discovery
of novel anti-cancer drugs. Anti-cancer peptides (ACPs), with their unique ability to se-
lectively target cancer cells, offer new hope in discovering low side-effect anti-cancer drugs.
We introduce DUO-ACP, a model serving dual roles in ACP prediction: identification
and functional type classification. DUO-ACP employs two embedding modules to acquire
knowledge about global protein features and local ACP characteristics, complemented by a
prediction module. When assessed on two publicly available datasets for each task, DUO-
ACP surpasses all existing methods, achieving outstanding results. We further interpret
the contribution of each part of our model, including the two types of embeddings as
well as ensemble learning. On a new curated dataset, the prediction results of DUO-ACP
closely match existing literature, highlighting DUO-ACP’s generalization capabilities on
previously unseen data and displaying the potential capability of discovering novel ACP.

Novel fine-tuning strategy on pre-trained protein model enhances ACP func-
tional type classification. Cancer remains one of the most formidable health challenges
globally. ACPs have recently emerged as a promising new therapeutic strategy, recognized
for their targeted and efficient anti-cancer properties. To fully leverage the potential of
ACPs, computational methods that can accurately discover and predict their functional
types are indispensable. We present ACP-FT, a deep learning model that is fine-tuned
from a pre-trained protein model specifically for predicting the functional types of ACPs.
Employing a novel fine-tuning approach alongside an adversarial model training technique,
our model surpasses existing methods in classification performance on two public datasets.
Additionally, we provide a thorough analysis of our training strategy’s effectiveness. The
experimental results demonstrate that our two-step fine-tuning approach effectively pre-
vents catastrophic forgetting in the pre-trained model, while adversarial training enhances
the model’s robustness. Together, these techniques significantly increase the accuracy of
ACP functional type predictions.
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Chapter 1

Introduction

1.1 Motivations

Proteins are large, complex molecules that play an indispensable role in biological processes,
composed of smaller units known as amino acids. These amino acids are linked by peptide
bonds into long chains, forming the protein’s primary structure [30]. In nature, there
primarily exist 20 different amino acids that can combine in nearly limitless sequences to
create a vast diversity of proteins. Once synthesized, these amino acid chains fold, coil,
and arrange themselves into specific three-dimensional configurations. The unique shapes
and compositions of proteins enable them to perform a variety of biological functions.
For instance, enzymes, a specialized class of proteins, significantly accelerate biochemical
reactions while remaining unchanged themselves, a critical process in metabolism and other
biological activities. Additionally, hemoglobin plays a crucial role in oxygen transport
within the bloodstream. Antibodies, another type of protein, are essential for immune
responses, acting both as defensive agents and signal receptors.

Proteins are essential for biological processes in cells and tissues. It is crucial to deepen
our understanding of their roles through research. This is especially important as many
diseases are result from protein malfunctions, including mutations, misfoldings, or aber-
rant expressions, which are central to uncovering the molecular mechanisms of various
conditions [53]. Understanding these disease mechanisms provides a critical pathway to
developing targeted treatments. Research that focuses on modulating protein functions
through drugs aims to discover more effective medications with fewer side effects. Addi-
tionally, protein research is fundamental in understanding the functioning of antibodies



within the immune system. This knowledge is crucial for vaccine development and for
understanding autoimmune diseases, allergies, and immune deficiencies [75].

The emergence of bioinformatics has fundamentally transformed protein research, arm-
ing scientists with advanced tools and methods to decode the mysteries of amino acid se-
quences, and their structures and functions. This involves comparing amino acid sequences
across different proteins, understanding their evolutionary relationships, pinpointing con-
served sequences, and predicting proteins’ functions and active sites. The development of
computational methods has marked significant breakthroughs in accurately determining
protein functions and structures [73]. Moreover, the study of protein interactions and net-
works shedding light on how proteins collectively contribute to various biological processes
within cells. This includes identifying interaction partners, constructing interaction net-
works, and analyzing the dynamics of these networks. In addition to facilitating the study
of protein dynamics, analytical tools have streamlined the process of annotating protein
functions and led to the creation of large protein databases with annotations, for example,
protein structure [7], homology [25], protein-drug interaction [117].

Aside from understanding the fundamental biological process, bioinformatics is also
pivotal for transforming protein research into practical clinical uses. Through the analysis
of genetic and proteomic information, it is possible to identify biomarkers that assist in
diagnosing diseases and prognosing patient responses to specific therapies [92]. Addition-
ally, in the area of pharmaceutical research, computational techniques aids in screening for
drug candidates and understanding the molecular basis of drug resistance [101].

The advanced machine learning and deep learning technologies has markedly improved
the accuracy of protein studies. These highly accurate and robust computational methods
make them feasible in supporting medical applications including peptide identification,
disease diagnose and drug discovery. The extensive amount of annotated experimental data
facilitates the development of machine learning models. For example, by combining the
computational methods for homology modeling, fold identification and de novo prediction
methods, AlphaFold [61] has marked significant breakthroughs in accurately determining
protein structures.

Even though much achievements have been made in bioinformatics area, there are still
lots of challenges. Initially, contemporary mass spectrometry-based peptide identification
techniques are heavily dependent on protein database searches. This approach encounters
significant challenges when attempting to identify peptides with mutations, such as those
found in human leukocyte antigens (HLA), which often cannot be matched in the protein
database. Additionally, mutations within peptides can alter their structures and functions.
Such alterations, especially when occurring in human antibodies, can impact the immune



system’s functionality, potentially leading to disease. Given the variability in antibodies,
predicting the functional outcomes of these changes is complex. Lastly, with the advance-
ment of biotechnological methods, protein drugs have emerged as promising candidates
for cancer treatment, primarily due to their minimal side effects. However, the current
screening processes for these protein drugs are both time-intensive and labor-intensive,
presenting significant hurdles to their rapid development and deployment.

In this thesis, we address significant challenges in peptide identification, disease di-
agnosis, and drug discovery by providing computational solutions. Acknowledging the
urgent need for enhanced methods in these fields, we delve into a comprehensive explo-
ration of advanced machine learning and deep learning techniques within protein research.
Our primary goal is to develop practical, highly accurate methods suitable for biological
and medical applications. Through extensive experimentation across diverse domains, we
demonstrate the effectiveness and practicality of our approaches. Our research is aimed
at advancing the fields of protein sequence identification and function prediction, thereby
offering valuable insights and tools for improved disease diagnosis and drug discovery strate-
gies.

1.2 Thesis overview

This thesis explores the deep learning methods for protein identification and function
prediction with various approaches to enhance performance and robustness.

In Chapter 2, we provide a comprehensive introduction to the fundamental concepts of
protein identification and function. We first introduce the protein sequence identification
tool LC-MS/MS and discuss computational methods for interpreting mass spectra, includ-
ing peptide database search, de novo peptide sequencing and sequence based spectrum
prediction. Additionally, we cover peptide function prediction techniques, ranging from
traditional handcrafted methods to more advanced machine learning and deep learning
approaches. We also explore the development of protein language models (pLMs) and
their application in downstream tasks. This foundation is crucial for understanding the
advanced topics discussed in subsequent chapters.

In Chapter 3, our research concentrates on improving LC-MS/MS-based peptide iden-
tification, particularly in the field of immunopeptidomics, which involves identifying both
standard and mutated MHC-I peptides. We observed that current database search meth-
ods struggle with non-tryptic peptides. By leveraging peptide sequence-based spectrum
prediction and retention time prediction, we enhance to distinguish between real peptide



spectrum matches and decoy matches. We propose utilizing the disparity between predicted
and experimental spectra as key features for a machine learning classifier. Additionally,
recognizing the lack of methods for statistically validating mutated peptides’ identification,
we explored de nmovo sequencing to create personalized peptide sequences, facilitating the
identification of mutated peptides through a personalized database search. This compre-
hensive approach enables an end-to-end workflow for identifying regular MHC-I peptides
and those with mutations.

In Chapter 4, we investigate methods for diagnosing diseases based on protein se-
quences, specifically focusing on accurately diagnosing AL amyloidosis from antibody light
chains. We address the challenge posed by the limited size of datasets and acknowledge that
existing sequence-based and structural-based methods for diagnosis show limited promise,
with a high risk of overfitting. To overcome these issues, we leverage pre-trained protein
models to generate sequence features, significantly reducing the overfitting problem. Fur-
thermore, we explore the use of ensemble learning to fully utilize the training data and
introduce a novel loss function to mitigate the imbalance between positive and negative
labels. Through these approaches, we propose a highly accurate method for identifying
AL amyloidosis from light chain sequences.

In Chapter 5, we expand our exploration into anticancer drug discovery, focusing on
Anticancer Peptide (ACP) identification and functional type classification. We critique
current methods for their lack of accuracy and depth in addressing ACP’s functional clas-
sification. Utilizing pre-trained pLMs has shown promise in ACP identification, yet there
is potential for enhancement. We introduce a novel approach that captures both global
protein features and specific local features relevant to anticancer peptides. Additionally,
we tackle the issue of integrating pre-trained and randomly initiated modules within a sin-
gle system, proposing a two-stage training strategy to harmonize these components. This
method enables our model to not only accurately identify ACPs but also classify their
functional cancer types effectively.

In Chapter 6, we build upon our anticancer type classification work by enhancing the
utilization of pLMs. We discovered that fine-tuning the pLM, rather than keeping it static,
significantly improves predictions. Yet, aligning the pre-trained model with a newly ini-
tiated projection head poses challenges, often leading to underdeveloped projection heads
and distorted features. Meanwhile, with limited sequence data for ACP prediction, we
find introducing slight noise to the input enhances model robustness. We propose a novel
approach that includes direct fine-tuning of the pre-trained model with adversarial training
to boost robustness and a two-step training strategy to address inconsistencies between the
pre-trained model and the projection head.



In Chapter 7, we conclude this thesis by summarizing our main contributions and
achievements in advancing peptide identification, disease diagnosis, and drug discovery
through machine learning and deep learning techniques. We reflect on the successful ap-
plication of these methods to address complex biological problems, highlighting our in-
novative approaches in protein sequence analysis and anticancer drug discovery. Looking
forward, we discuss potential research avenues that could further explore the integration
of advanced computational models with biotechnology, aiming to unlock new insights and
methodologies in the field of bioinformatics and personalized medicine.

1.3 Contributions

This thesis makes several important contributions in peptide identification, disease diag-
nosis, and drug discovery.

Identification of Novel MHC-I Peptides with Tandem Mass Spectrometry

This section contributes an end-to-end peptide identification workflow that can identify
both regular MHC-I peptide and MHC-I peptide with one amino acid mutation.

e The proposed workflow, NeoMS, outperforms current database search and post-
processing methods in identifying a greater number of regular peptides.

e NeoMS demonstrates the ability to identify MHC-I peptides with single amino acid
mutations, validated statistically.

e Experimental results indicate that these mutated peptides have a high likelihood of
binding with MHC-I and exhibit a distribution similar to that of regular MHC-I
peptides.

Deep Learning Boosted Amyloidosis Diagnosis

This section contributes a deep learning based model for early diagnosing AL amloidosis
with human antibody light chain.

e This work introduces DeepAL, the first initiative to leverage a light chain pre-trained
model for improving the accuracy of AL amyloidosis identification.

e The proposed DeepAL method surpasses other existing sequence-based identification
approaches in performance.



e By integrating a structure-based method, DeepAL demonstrates superior perfor-
mance, particularly in high scoring regions.

Anti-Cancer Peptides Identification and Activity Type Classification with
Protein Sequence Pre-training

This section contributes an protein pre-trained model-based method that can both
identify anticancer peptides and classify its functional cancer type.

e The proposed method, DUO-ACP, excels beyond previous methods in both ACP
identification and ACP type classification.

e A novel two-step training strategy effectively bridges the gap between the pre-trained
module and the randomly initiated module.

e Experimental results indicate that the ensemble learning method effectively mitigates
issues arising from insufficient training data.

Novel Fine-tuning Strategy on Pre-trained Protein Model Enhances ACP
functional Type Classfication

This section contributes a novel fine-tuning strategy that increases the accuracy of ACP
functional type classification.

e We demonstrate that fine-tuning the pre-trained model results in superior perfor-
mance compared to linear probing.

e Our innovative two-step fine-tuning approach further enhances the model’s perfor-
mance.

e Adversarial training, which introduces perturbations into the feature embedding,
increases model robustness.



Chapter 2

Background

In this chapter, we introduce the basic background of this thesis. There are four sec-
tions: LC-MS/MS for protein sequencing; Protein sequence based function and property
prediction; Protein sequence-based spectrum prediction and pre-trained protein language
model.

e In the first section, we lay out the fundamentals of Liquid Chromatography-Tandem
Mass Spectrometry (LC-MS/MS) and explore some traditional computational tech-
niques employed to decode spectra into peptide sequences. This exploration not
only underscores the importance of LC-MS/MS in proteomics but also highlights the
computational challenges and solutions in interpreting spectral data.

e In the second section, we explore computational strategies that derive insights from
protein sequences, aiming to predict their respective functions and properties. These
foundational approaches set the stage for understanding the complex interplay be-
tween sequence characteristics and biological roles.

e In the third section, our focus shifts to deep learning-based methods that have signifi-
cantly enhanced the accuracy and efficiency of sequence identification. By examining
these modern approaches, we illustrate the transformative impact of deep learning on
proteomic analysis, offering insights into how these methods outperform traditional
computational strategies.

e Finally, the fourth section is dedicated to the construction and application of pre-
trained protein language models. We discuss the intricacies of building these models
and how they can be effectively utilized. This discussion aims to illuminate the
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promising intersection of artificial intelligence and proteomics, showcasing the poten-
tial of pre-trained models in advancing our understanding of proteins.

2.1 LC-MS/MS for protein sequencing
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Figure 2.1: (a) The workflow of shotgun proteomics workflow illustrating how to identify
protein sequence using LC/MS-MS. (b) An example of a peptide comprising four amino
acids, labeled from R1 to R4. Each of which can represent any of the 20 standard amino
acid side chains. The blue symbols denote the products resulting from the breakages of
main chain bonds. From the N-terminus, a-, b-, ¢-, three types of fragmentated ions can be
produced; From the C-terminus, x-, y-, z-, three types of fragmentad ions can be produces.
(c) An example shows a spectrum whose peaks are annotated by the fragmentation of a
peptide.

In the field of bottom-up proteomics, commonly referred to as shotgun proteomics, the
technique of liquid chromatography tandem mass spectrometry (LC-MS/MS; also known
as LC-MS2) stands as the principal method for both identifying and quantifying peptides



and proteins. This approach combines the capabilities of high-performance liquid chro-
matography (HPLC) with tandem mass spectrometry (MS/MS), facilitating the detection
of peptides within intricate mixtures of proteins.

The preparatory stage of LC-MS/MS involves the enzymatic digestion using a protease,
usually trypsin, of protein mixtures into smaller peptide fragments. Following this, the LC-
MS/MS process in three primary stages. Initially, during the liquid chromatography (LC)
phase, peptides are separated within a liquid mobile phase against a solid stationary phase.
This separation is based on their distinct retention times (RTs) as they move through the
LC column. Subsequently, the peptide samples are ionized, accelerated, and subjected
to a first round of mass spectrometric analysis (MS1). In data-dependent acquisition
(DDA), peptide precursors are selected in narrow isolation windows in order to select single
molecular species. Isolated ions from the MS1 spectrum are then fragmented and further
analyzed in a secondary mass spectrometry stage (MS2), producing a detailed spectrum
of the ion fragments. The workflow is illustrated in Figure 2.1(a).

The choice of fragmentation techniques, such as collision-induced dissociation (CID),
higher-energy collisional dissociation (HCD), or electron transfer dissociation (ETD), plays
a pivotal role in MS2 analysis. The fragmentation of ionized peptides can theoretically
generate three pairs of ions: a- and x- ions; b- and y- ions; ¢- and z- ions, as depicted in
Figure 2.1(b). These fragmentation techniques produce these ions with varying frequen-
cies [H8].

With the knowledge of the physical method of fragmentation, the masses of the pep-
tide fragment can be easily computed from the sequence. An illustrative spectrum with
annotation is depicted in Figure 2.1(c). Subsequently, computational methods can analyze
the signal intensity of ions across different mass-to-charge (m/z) ratios in the spectrum to
deduce the corresponding peptide sequence. The identification of peptides can be seen as
two main types: database search, which find the best matching peptided from a given the
database, and de novo sequencing, where the peptide is directly derived from the spectra
without using an existing database. The differences of these two methods are illustrated
in Figure 2.2.

2.1.1 Database Searching

Database searching in proteomics typically involves finding the best-matched peptides for
a given spectrum. This process encompasses several key steps:

e Protein Database Creation: The first step is establishing a protein database,
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Figure 2.2: The differences between database search and de novo sequencing.

which provides a defined search space. This database contains known protein se-
quences against which the experimental spectra can be compared.

Quality Filtering: The second step involves filtering to remove low-quality peptide
candidates while retaining high-quality ones. This selective process is crucial for
identifying potential Peptide-Spectrum Matches (PSMs), where candidate peptides
are paired with the corresponding spectrum.

Scoring Function: The third step requires an effective scoring function or a scorer.
This function assigns scores to the PSMs, effectively ranking them based on how well
the peptide candidates match the experimental spectrum. The scoring can be based
on various criteria, including the intensity of the spectral peaks, the completeness of
the peptide fragmentation, and the accuracy of the mass measurements.

Ranking and Output: The final step is to rank all the PSMs according to their
scores. The PSMs that surpass a predefined threshold are then outputted. This
threshold is often determined based on the desired level of confidence or the accept-
able false discovery rate. High-ranking PSMs are considered to be the most accurate
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matches between the spectra and the peptides in the database, thereby providing the
most likely identification of the peptides present in the sample.

By following these steps, database search tools in proteomics facilitate the identification of
peptides from complex mixtures, contributing significantly to the understanding of protein
function and interaction in biological research.

In the field of proteomics, particularly in peptide database searches, the absence of
ground truth labels complicates the direct evaluation of search results’ quality. To in-
crease confidence in large-scale protein identifications, the target-decoy search strategy is
commonly utilized [39]. In this approach, decoy proteins—generated by reversing [96] or
shuffling [69] sequences from the original proteins—are incorporated into the database at
the initial search step. As the decoy database is intentionally unrelated to the actual
protein database, the identification of a decoy PSM represents a scenario where the null
hypothesis is validated. Following the search against a combined target-decoy database,
calculating the p-value becomes a straightforward method for estimating significance. p-
value for a given score s is defined as the proportion of decoy PSMs achieving score s or
higher.

However, employing a p-value as a solitary threshold is insufficient due to the extensive
number of statistical tests conducted [64]. A correction for multiple testing, such as the
False Discovery Rate (FDR), becomes essential. As illustrated in Figure 2.3, given a score
threshold s, the decoy samples with score above s is considered as false positive. Due to the
null hypothesis, there are the same amount of false positive samples in the identified target
samples. The FDR computes the ratio of the false samples in the identified samples. The
simplest method for calculating FDR is analogous to determining p-values: for a selected
threshold, d denotes the number of decoy PSMs surpassing this threshold, and ¢ denotes
the count of target PSMs above the same threshold. The FDR at this threshold is then

calculated as follows: y
FDR = n (2.1)

Similarly, when calculating the FDR for peptides, PSMs are deduplicated based on their
spectrum. Since the FDR curve has the issue that two different scores can lead to the
same FDR, a correction of FDR known as g-value is introduced to address this issue.
The g-value is defined as the minimum FDR threshold at which a given PSM is accepted.
After this correction, the score threshold is determined: target PSMs with FDR below
this limit are considered valid. For instance, at a FDR threshold of 1%, if 500 PSMs are
accepted, we expect that approximately five of these matches may be incorrect. Under
the same threshold, PSMs that accepted by any database search tool are considered to be
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of same quality. Consequently, the FDR becomes essential for assessing the precision of
peptide identification tools: With a consistent FDR threshold—commonly set at 0.01 or
0.05—the tool that identifies a greater number of PSMs is regarded as more effective in
distinguishing between target and decoy PSMs. This approach offers a reliable metric for
evaluating identification accuracy in the absence of a ground truth.
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Figure 2.3: The score distribution curve. The green curve is the overall score distribution.
The blue curve is the score distribution of decoy sequences and the red curve is it of target
sequences.

The development of database search tools for proteomics has significantly evolved since
the introduction of Sequest software [12] in 1994, which uses a correlation-based scoring sys-
tem to match experimental mass spectra against theoretical spectra generated from known
protein sequences. Mascot [105] uses a probabilistic scoring model compares experimental
data to known protein sequences in a database. It can handle data from various types of
mass spectrometers and supports a wide range of data formats. MaxQuant [28] is a com-
putational platform specifically designed for the analysis of large-scale mass-spectrometric
data. MaxQuant incorporates advanced algorithms Andromeda [29] for can handling mass
spectrum data with arbitrarily high fragment mass accuracy. PeaksDB [159] improves
the identification rate by incorporating the de novo sequencing results into the database
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search. Comet [11] is valued for its speed and efficiency in processing mass spectrometry
data. MSGF+ [68] has become notable for its accuracy and statistical models in identifying
peptides with unusual modifications or in unexpected charge states. Together, these tools
have transformed our ability to identify and quantify proteins, propelling advancements in
biological and medical research.

2.1.2 De novo Sequencing

De novo sequencing direcly interpret peptide sequence from the given spectrum. It is com-
paratively a more difficult problem since it does not have a limited searching range. The
aim of de novo sequencing is to generate same sequences as it searched from database.
Since 1997, many computational methods have developed for this task: Lutefisk [126] that
use a graph theory approach was the pioneering software to generate peptides through
tandem mass spectrometry using de novo methods. PEAKS [87] uses a new model for
noise filtering and peak centering and a new dynamic programming algorithm to efficiently
compute the best peptide sequences whose fragment ions can best interpret the peaks in
the MS/MS spectrum. PepNovo [17] uses a probabilistic network modeling method that
obtains higher accuracy. It reflects the chemical and physical rules that govern the peptide
fragmentation. With the development of fragmentation technology in mass spectrometer,
HCD produces high mass accuracy MS2 spectra without the low-mass cutoff associated
with CID in ion trap instruments, providing the avenue for more accurate de novo sequenc-
ing method. pNovo [23] designs a method that have favorable features to help overcome the
obstacles in high resolution de novo peptide sequencing. pNovo+ [21] notice the missing
fragmentation information in one spectrum may be found in the other, so the antisymme-
try restriction is removed and an efficient algorithm pDAG to find the k longest paths is
proposed that significantly improves the speed. More mass spectrum data are produced
and available on website like ProteomeXchange [341]. This opens a avenue for machine
learning based methods that learns from large amount of data. Novor [36] employs prob-
abilistic machine learning models to deduce amino acids and their corresponding quality
scores. pNovo3 [150] implement a learning-to-rank framework to distinguish similar pep-
tide candidates for each spectrum. Deepnovo [130] integrates CNN and LSTM network: a
spectrum-CNN to learn features of tandem mass spectra, an ion-CNN to learn fragment
ions, and a LSTM for learning sequence patterns and predicting peptides. PointNovo [109]
is a instrument resolution independent de novo peptide sequencing method. It uses a dif-
ferent spectrum representation method with T-Net for feature learning. Casanovo employs
a transformer encoder-decoder model that directly translates the spectrum into a peptide
sequence [154]. In this model, the spectrum serves as the input for the encoder, while the
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precursor and prefix sequence are fed into the decoder. ContraNovo, on the other hand,
shares a similar model architecture with Casanovo but includes an additional peptide en-
coder [59]. Tts training involves multi-task learning aimed at minimizing both the sequence
difference between the predicted sequence and the actual sequence and the contrastive loss
of the sequence representation and spectrum representation.

2.2 Protein sequence-based function and property pre-
diction

Advancements in analytical instruments have rendered protein sequencing more accessible
and cost-effective. Concurrently, extensive research efforts have been dedicated to unravel-
ing the structure, properties, and functions of these sequenced proteins. This has led to the
development of comprehensive protein databases enriched with specific annotations, facili-
tating a deeper understanding of the relationship between a protein and its characteristics.
Uniprot [25], for instance, is recognized as one of the largest gene-protein databases, no-
table for its expert-reviewed content. Large language models can leverage such databases,
like Uniprot, to construct specialized protein language models by building a corpus based
on this data. The Protein Data Bank (PDB) [7] is renowned for housing the largest col-
lection of experimentally-determined 3D structures of proteins. Advanced computational
methods, such as Alphafold [61], which was previously considered a state-of-the-art method

for protein secondary structure prediction, have been trained on sequence-structure data
from the PDB.

Despite the diverse types of proteins (like enzymes and antibodies) and the range of
annotations (such as secondary structure, solubility, and binding affinities), the task in
bioinformatics can be generally formulated as y = f(x). where x represents the input
sequences and y denotes the specific annotations. The primary goal in bioinformatics is
to develop models f that accurately describe the relationship between x and y. These
models serve multiple purposes, including gaining insights into the intrinsic mechanisms of
proteins and predicting annotations for unseen data.

Significant progress has been made in developing computational approaches for predict-
ing protein functions. These methods can be roughly seen as two parts: protein sequence
representation and label prediction. The early methods usually use handcrafted features for
sequence representation and machine learning methods for label prediction, while the more
recent methods use deep learning for both representation learning and label prediction.
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2.2.1 Handcrafted feature-based methods

Handcrafted features in protein sequence analysis are specific attributes or characteristics
extracted from protein sequences to aid in various bioinformatics tasks like regression,
classification, and clustering. These features are designed to capture important biological
properties of proteins. Some of the most famous and widely used handcrafted features in
protein sequence analysis include:

e Sequence alignment: Protein sequence alignment is a fundamental tool in molecular
biology, used to predict the function of proteins. This process involves comparing
the amino acid sequences of proteins to identify regions of similarity that may indi-
cate functional, structural, or evolutionary relationships between them. Well known
alignment tools includes BLAST (Basic Local Alignment Search Tool) [3] and Clustal
Omega [122]. By aligning protein sequences, scientists can identify these conserved
domains, providing clues about the protein’s function.

e Sequence Motifs and Patterns: Specific short sequences known as motifs, which are
often associated with particular functions or structural properties, can be used as
features. These motifs are identified through sequence pattern analysis.

e Biochemical and Biophysical Properties: Features based on biochemical properties
(e.g., isoelectric point, aromaticity) and biophysical properties (e.g., solvent accessi-
bility) of the protein.

e Position-Specific Scoring Matrix (PSSM): PSSMs [60], generated from multiple se-
quence alignments, provide a score for each amino acid at each position in the se-
quence, reflecting its conservation and likelihood of substitution. This is particularly
useful for capturing evolutionary information.

e BLOSUM [57] and PAM Matrices: These matrices are used to score substitutions
between different amino acids and can be used to generate features that reflect the
evolutionary changes in a protein sequence.

With handcrafted features, sequences are transformed into numerical values. These nu-
merical representations allow machine learning models to be trained with corresponding
labels for various tasks.

For tasks involving classification and regression, several common machine learning
methods are utilized. For classification tasks that involves predicting the category or class
of an object, popular algorithms include logistic regression, K-Nearest Neighbors (K-NN),
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decision trees, and Support Vector Machines (SVM). In the context of regression tasks
that predicts a continuous quantity, commonly employed methods are linear regression,
Support Vector Regression (SVR).Certain algorithms can be applied to both classification
and regression tasks like Decision trees and random forests. For clustering tasks, which
aim to group data points based on similarity measures without prior labeling, common
methods include K-means and Hierarchical Clustering. These algorithms are instrumental
in uncovering the inherent structure within data sets.

2.2.2 Neural network-based methods

With the advent and evolution of neural networks, deep learning-based methods have
demonstrated superior performance in interpreting the representation of sequences. These
methods leverage the power of neural networks to automatically learn complex features
from protein sequences, bypassing the need for manual feature extraction. As a result, deep
learning approaches have increasingly become the state-of-the-art in many protein predic-
tion tasks, outperforming traditional machine learning techniques. Neural network-based
sequence models have become increasingly popular and powerful tools in bioinformatics.
These models are designed to capture complex patterns and dependencies from protein
sequences.

e Recurrent Neural Networks (RNNs): RNNs are designed to process sequences by hav-
ing a loop within them, allowing information to persist. In the context of sequences,
RNNSs can use their internal state (memory) to process variable length sequences of
inputs. However, standard RNNs often face challenges with long sequences due to
problems like vanishing or exploding gradients. Meanwhile, there are special kinds
RNN include Long Short-Term Memory (LSTM), Gated Recurrent Units (GRUs).

e Convolutional Neural Networks (CNNs) for Sequences: While CNNs are predomi-
nantly known for image processing, they can also be applied to sequence data. The
convolutional layers can identify and learn patterns or motifs within sequences, mak-
ing them useful for tasks like sequence classification or feature extraction.

e Transformer Models: Originally developed for natural language processing tasks,
transformers have revolutionized the field due to their effectiveness in handling long-
range dependencies. They rely on self-attention mechanisms to weigh the influence
of different parts of the input data. The self-attention module in transformer is:

Attention (Q, K, V) = softmax (QKT) Vv (2.2)
) Y - \/d—k .
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where (), K, and V represent queries, keys, and values. dy is the first dimension of
matrix K. The multi-head self-attention is computed as

MultiHead (Q, K, V) = Concat (hy, ..., hy) W° (2.3)

where h; = Attention (QWiQ, KWK, VI/VZV>.

2.3 Protein sequence-based spectrum prediction

In developing database search methods, the accuracy largely hinges on the design of the
scoring function. This function assesses the compatibility of a peptide with an experimental
spectrum. A proficient scoring function, capable of effectively distinguishing between tar-
get and decoy peptides, is essential for identifying peptides with high confidence in PSMs.
Traditional database search strategies primarily concentrate on the analysis of predeter-
mined ion series types, such as y- and b-type ions, the masses of which can be directly
deduced from the peptide sequence. The development of the scoring function involves
calculating the discrepancies between the theoretical and experimental spectra.

Recent advancements in machine learning and deep learning have introduced methods
that enhance the accuracy of theoretical spectrum predictions. These advanced techniques
go beyond mere mass prediction of ions; they are capable of forecasting the intensity of
spectral peaks. Furthermore, some approaches are designed to predict retention times in
liquid chromatography (LC), thereby refining the precision of the scoring function. This
evolution in methodology not only improves the accuracy of peptide identification but also
enriches the overall performance of database search processes.

2.3.1 Peak intensities prediction

The prediction of peak intensities takes the peptide sequence as the input. Aside from
the sequence, there are some metadata including charge, Normalized Collision Energy
(NCE) and instrument. Peak intensities in mass spectrometry can be predicted through
two primary approaches: focusing on pre-defined ion series types or predicting the entire
spectrum without relying on ion series annotations.

For the prediction of annotated ions, conventional machine learning methods have been
developed, with MS2PIP [32] being a notable example. MS2PIP employs a random forest
regression approach to predict the intensities of specific ion types. On the other hand,

17



advancements in deep learning have led to the development of several innovative methods
for this task, including wiNNer [128], pDeep [163] [L57], Prosit [51], DeepMass:Prism [128],
AlphaPeptDeep [156]. These methods differ in their underlying neural network architec-
tures: wiNNer, pDeep, and DeepMass:Prism utilize LSTM networks; Prosit is built upon
a GRU network; and AlphaPeptDeep incorporates Transformer layers, highlighting the
diversity in approaches to tackle the challenge of intensity prediction.

When it comes to predicting the full spectrum, PredFull [22] stands out as a unique
method employing a Convolutional Neural Network (CNN)-based architecture. This ap-
proach models the entire mass spectrum by segmenting the m/z range up to 2,000 Da into
bins of 0.1 Da, resulting in a 20,000-dimensional vector to represent the target intensities.

2.3.2 Retention time prediction

The process of predicting retention times (RT) in liquid chromatography utilizes the same
input data as intensity prediction, but the output is a single numerical value representing
the RT. Due to this similarity in input data, the architectures developed for intensity
predictions can be adapted for RT prediction. For instance, Prosit [51], originally designed
for intensity prediction, can also be employed for RT prediction, illustrating the versatility
of these models.

Additionally, several methods have been specifically devised for the prediction of re-

tention times. DeepL.C [13] employs a CNN as its core architecture, leveraging the spatial
pattern recognition capabilities of CNNs to predict RT. Conversely, DeepDIA [152] and
autoRT [115] utilize a hybrid approach that combines LSTM networks and CNNs. This

combination harnesses LSTM’s ability to process sequential data and CNN’s proficiency
in handling spatial features, making these models particularly effective for RT prediction.

2.3.3 PSM rescoring

Database search methods, tailored for large-scale data analysis, aim to strike a balance
between speed and precision. To enhance the reliability of peptide identifications, post-
processing techniques have been developed to re-rank PSMs. A pioneering tool in this
domain is Percolator [63], a semi-supervised learning method that significantly improves
the accuracy of PSM identification. Percolator analyzes the output from database search
results, computing 20 distinct features for each PSM. It employs half of these PSMs to train
a Support Vector Machine (SVM) model. This model is designed to distinguish between
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target PSMs and decoy PSMs, subsequently applying the learned distinctions to re-rank
all PSMs in the dataset.

Building upon the foundation laid by Percolator, recent years have seen the introduction
of several advanced methods, including DeepRescore [79], MS2Rescore [31], AlphaPept-
Deep [156], and MSBooster[151]. These innovative approaches extend the capabilities
of traditional post-processing by incorporating additional features derived from trained
models for intensity prediction and retention time prediction. By integrating these new
dimensions of data, these methods further refine the re-ranking process, enhancing the
overall precision of peptide identification in proteomic research.

2.4 Pre-train and fine-tune on protein language model

2.4.1 Pre-trained protein language model

In recent years, the field of Natural Language Processing (NLP) has experienced signif-
icant advancements, primarily driven by the development of large pre-trained models.
These models, known as pre-trained language models (LMs), are built upon extensive
datasets comprising long sequences of text data. Central to the concept of pre-training
are two main paradigms: causal language modeling (CLM) and masked language modeling
(MLM), exemplified by the Generative Pre-trained Transformer (GPT) [110] and Bidirec-
tional Encoder Representations from Transformers (BERT) [67] models, respectively. A
crucial distinction between CLM and MLM lies in their predictive focus: MLM is designed
to predict only the masked words within a sequence, whereas CLM aims to predict the next
word based on the preceding context. This difference necessitates a masking schema for
MLM, where tokens are randomly selected and masked from the input sequence, typically
replaced with a special token (e.g., [MASK] in BERT). In the case of BERT’s pre-training,
the sequence length is set at 512 tokens with a masking rate of 15%, meaning that 15% of
the tokens are randomly masked for the model to predict, given the unmasked parts of the
sequence.

The evolution of CLM from RNNs to Transformer-based architectures marks a signifi-
cant transition in the field of NLP. Initially, RNNs were the go-to architecture for modeling
the probability of a word given the previous words in a sequence. However, the introduc-
tion of the Transformer architecture has shifted the paradigm. In the domain of CLM,
the Transformer decoder architecture has become the preferred choice, with GPT stand-
ing out as the pioneering model for predicting the next token in a sequence. This shift

19



is attributed to the Transformer’s superior handling of long-range dependencies and its
efficiency in training over large datasets. Conversely, for MLM, the Transformer encoder
architecture has taken precedence. BERT emerged as the trailblazer in employing a bidi-
rectional Transformer encoder for pre-training an MLM. In this framework, the entire input
sequence is encoded, and the prediction of masked tokens is performed by the encoder’s
final layer. This bidirectional approach allows BERT to understand the context from both
directions, enhancing its ability to predict the masked words accurately. Following BERT,
several variants have expanded on the concept of MLM by introducing additional com-
plexities. For example, T5 [112] employs both a bidirectional Transformer encoder and
a unidirectional Transformer decoder, using a span masking schema for a more sophis-
ticated prediction of masked tokens. Similarly, BART [78] utilizes an encoder-decoder
model but is distinct in its training with a denoising objective, aiming to reconstruct the
original text from a corrupted version. It’s important to note that these LMs does not
represent a standard NLP task with set datasets and evaluation metrics; instead, it’s an
unsupervised pre-training task utilizing vast text corpora. An example of such a corpus is
WikiText-103 [94], which contains 28,475 articles and over 103 million tokens, serving as
a foundational dataset for training models like BERT.

Transformative advancements in natural language processing (NLP) have revolutionized
the field. By learning from vast collections of text data, large pre-trained models have
significantly enhanced the ability of machines to understand and generate human language.
Inspired by these achievements in NLP, the concept of large pre-trained models has been
extended to the bioinformatics. By replacing human language with protein sequences, these
models, known as protein language models (pLMs), provide novel insights and capabilities
in the comprehension and generation of proteins. Trained on extensive datasets of protein
sequences, pLMs learn comprehensive representations of protein structure, functions, and
interactions. When utilized for feature generation, these models can be fine-tuned for a
wide range of specific bioinformatics applications.

Generally, pLMs can be categorized into three types based on their architectural design:
encoder-only, decoder-only, and encoder-decoder models. Each type is uniquely suited to
different applications in protein research.

Encoder only model

Encoder-only pLMs encode protein sequences and structures into fixed-length vector em-
beddings. Among the forefront of these advancements are several prominent pre-trained

protein sequence encoders, including ESM-1b [117], ESM-1v [93], and ESM-2 [31], Pro-
teinBert [11], ProtTrans [10]. These models leverage the power of Transformer encoder
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architectures, akin to those found in BERT [67] and RoBERTa [33], to predict protein
structure and function by harnessing the vast sequence information available in protein
databases, eliminating the need for manual sequence annotations.

The ESM series focus on utilizing the Transformer’s encoder to analyze extensive pro-
tein sequence data, aiming to uncover intricate patterns related to protein structure and
functionality. ProteinBert [I1] introduces an innovative approach to the BERT archi-
tecture by incorporating a novel pretraining task specifically designed for protein func-
tionality prediction. This model distinguishes between local (character-level) and global
(sequence-level) representations, facilitating multitask learning in a structured manner.
ProtTrans [10] takes a different approach by training several auto-encoder models on a
vast corpus of sequence data, highlighting the diversity of methods aimed at improving
encoder architectures.

The role of Multiple Sequence Alignment (MSA) extends beyond traditional sequence
analysis, serving as a computational method to expose common features and variation
patterns among sequences. By aligning multiple sequences, MSAs can reveal shared evo-
lutionary relationships, aiding in the identification of functional regions and structural
domains. This technique has seen widespread application in protein modeling, exemplified
by the MSA Transformer [1 15]. This model adapts the self-attention mechanism for MSAs,
interleaving attention across rows and columns to capture dependencies both within amino
acid sequences and across different sequences. Notably, the MSA Transformer has been
integrated into the groundbreaking AlphaFold2 [(1], underscoring its significance.

For some specific types of protein, for example, antibody protein sequences, its cor-
reponding language model is developed to tackle domain-specific downstream challenges.
Several studies have trained models either fine-tuned from protein language models (includ-
ing AntiBERTa[77], AntiBERTYy[!18]) or directly train on antibody datasets (AbLang[100]).
These models have been designed to capitalize on the distinct characteristics and features
exhibited by antibody sequences.

Decoder only model

Inspired by the GPT architecture, decoder-based pLMs have emerged as pivotal tools in
the novel proteins generation, protein engineering and drug design. These models, through
their capacity for autoregressive sequence generation, have opened new avenues for the
controlled synthesis of protein sequences, offering promising prospects for protein design
and therapeutic development.
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A notable example of this approach is ProGen [88], which leverages the GPT archi-
tecture for controllable protein generation. Trained on an extensive dataset of 280 million
protein sequences, ProGen incorporates conditioning tags to incorporate a wide range of
annotations, including taxonomic, functional, and locational information. This allows for
the generation of protein sequences that are not only novel but also tailored to specific
biological contexts and functions. Building on this foundation, ProGen2 [97] represents a
significant advancement, expanding the model to 6.4 billion parameters. It benefits from an
even more diverse training dataset, extracted from over one billion proteins across genomic,
metagenomic, and immune repertoire databases. This extensive training enables ProGen2
to produce highly varied and functionally relevant protein sequences. ProtGPT2 [10], an-
other GPT-based model, further demonstrates the potential of decoder-based pLMs in
protein sequence generation. It is specifically designed to generate protein sequences with
amino acid compositions and disorder propensities that mirror those found in natural pro-
teins, showcasing the model’s ability to replicate complex biological characteristics.

The application of decoder-based protein language models extends to targeted protein
design. For example, POET [131] focuses on the distribution over protein families, enabling
the generation of sets of related proteins with specified characteristics. IgLM [120] employs
autoregressive sequence generation techniques for the specific purpose of antibody design,
illustrating the model’s utility in creating highly specialized protein sequences.

Encoder-decoder model

The encoder-decoder architecture was originally designed for translation tasks, excelling
in scenarios that necessitate the transformation between two distinct data types. This
makes it particularly well-suited for bioinformatics applications that require translating
between different types of biological sequences or structures. This architecture’s versa-
tility underscores its utility in bridging various biological data domains. Inspired by the
T5 architecture [112], ProtT5 [10] is a protein language model specifically developed to
bridge the gap between protein sequences and their properties. In this model, the encoder
processes input protein sequences, translating them into a high-dimensional representation
that encapsulates the sequences’ inherent properties and patterns. The decoder, in turn,
utilizes this encoded data to make predictions regarding the protein’s structure, function,
or other pertinent features. This approach enables ProtT5 to not only learn sequence
motifs effectively through the encoder but also to extrapolate protein functions via the
decoder, thus providing deeper insights into the its protein representations.
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2.4.2 Fine-tune techniques on pre-trained model

Fine-tuning is a crucial technique in leveraging pre-trained models, particularly for de-
veloping domain-specific models. There are three main methods of fine-tuning for task
prediction: linear probing, full fine-tuning, and parameter-efficient fine-tuning (PEFT).

Linear probing involves using the output of a pre-trained model as a representation
at the amino acid or protein level. This is done by freezing the bakcbone model and
replacing the last layer with a new output model. During training, the parameters of the
pre-trained model remain unchanged. This approach is comparatively faster as features
for each sequence only need to be computed once before training. Additionally, since
the pre-trained part is frozen, there’s less risk of the model overfitting specific tasks and
experiencing catastrophic forgetting.

Full fine-tuning involves replacing the last layer with a task-specific model architecture
and applying transfer learning on the whole model. Its advantage lies in the adaptability
of the representation during training, which can lead to better performance. However this
approach is generally slower and more memory-intensive, as it involves training the large
model.

PEFT emerges as a solution to the limitations of the first two methods: the challenge
in achieving good performance with feature embedding and the high computational re-
sources and risk of catastrophic forgetting with full fine-tuning. PEFT is a more balanced
approach that aims to fine-tune models efficiently. It involves updating only a small subset
parameters within the model or a small amount of extra parameters, thereby reducing
computational requirements while still allowing for model adaptation and learning. This
makes PEFT a viable option for tasks requiring the flexibility of fine-tuning without the
extensive resource demands of full model training.
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Chapter 3

Identification of Novel MHC-I
Peptides with Tandem Mass
Spectrometry

3.1 Introduction

In adaptive immunity, the major histocompatibility complex (MHC) presents a class of
short peptides (also known as MHC peptides or HLA peptides) on the cell surface for T-cell
surveillance. The systematic study of the MHC peptides is also referred to as immunopep-
tidomics. Two major classes of MHC exist: MHC-I and MHC-II. MHC-I molecules are
expressed on all nucleated cells and MHC-II molecules are expressed on antigen-presenting
cells. Normally, peptides presented by MHC-I are derived from endogenous proteins which
are neglected by the cytotoxic T lymphocytes. However, the MHC-I of infected or tu-
mor cells may present exogenous or mutated peptides (neoantigens) derived from either
the viral proteome or cancer-related mutations, leading to the activation of specific cyto-
toxic T lymphocytes to eliminate the neoantigen-presenting cells. These abnormal MHC-I
peptides also serve as excellent targets for immunotherapy, such as TCR-T [55] and can-
cer vaccines [104]. For these reasons, a method that can systematically determine all
the MHC-I peptides becomes extremely useful for studying infectious diseases, develop-
ing novel cancer immunotherapy, and choosing the right immunotherapy for individual
patients. Currently there are two main approaches to identifying abnormal MHC-I pep-
tides: genomics and proteogenomics. In genomics, the identification of somatic mutations
on neoepitopes is often performed using whole exome sequencing (WES) or transcriptome
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sequencing data [65]. On the other hand, the proteogenomics approach involves analyzing
tissue samples using liquid chromatography tandem mass spectrometry (LC-MS/MS) and
searching the obtained spectra against a personalized protein database constructed from
exome sequencing or RNA sequencing data [5]. However, DNA- or RNA-based methods
often require predicting which mutations will generate neoantigens. Protein sequencing
allows direct identification of actual peptides produced by mutations, reducing uncertainty
based on predictions. Besides, since there’s no evidence or statistical validation, the false
positives of both methods can be high.

Proteomic approaches that rely exclusively on MS spectra for peptide identification
provide direct experimental validation, which helps reduce false positives and enables sta-
tistical verification of the False Discovery Rate (FDR). Traditional database search meth-
ods, such as Peaks [159], Comet [11], and MaxQuant [28], are prevalently employed for
identifying peptides, particularly those generated from tryptic digestion. Tryptic digestion
involves the cleavage of proteins at the C-terminal ends of lysine (K) and arginine (R)
residues. However, these methods often fall short in analyzing complex MHC peptides,
which undergo non-tryptic digestion. Non-tryptic digestion results in protein cleavage at
various sites, not limited to K and R residues, significantly expanding the search space and
complicating the identification process.

To enhance the identification rates for non-tryptic peptides, current efforts focus on
rescoring the database search results. Percolator [127] is a widely used tool that employs
an SVM-based semi-supervised machine learning approach to rescore Peptide-Spectrum
Matches (PSMs), thereby enhancing sensitivity in peptide identification. MHCquant [9]
integrates Percolator into an immunopeptidomics data analysis workflow for MHC pep-
tide identification, benefiting from improved sensitivity and accuracy. Recent advances
in peptide property prediction, such as retention time (RT), MS/MS spectrum, and colli-
sional cross sections, have enabled innovative workflows like DeepRescore [79], Prosit [116],
MS2Rescore [31], and AlphaPeptDeep [156]. These workflows utilize prediction tools to
generate PSM features and leverage Percolator for re-rank the identified PSMs.

Much experiments have shown these methods help improve the identification rate, but
a significant limitation of these tools is their inability to identify mutated peptides not
present in the sequence database, which are the key of finding targets for immunother-
apy. This hinders their applicability in detecting novel peptides with mutations. Current
sequencing methods that can identify mutated peptides include de novo sequencing and
open-search sequencing. De novo sequencing methods, for example Deepnovo [129] [109]
can identify novel peptides as they do not rely on a reference database. However, since it
completely has no constraint from the reference, it suffer from a higher error rate and the
lack of a universally accepted result validation method, which undermines confidence in
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the identified sequences. Open-search methods such as MSFragger [70], Open-pFind [22],
TagGraph [35], and PROMISE [62] provide tag-based techniques for identifying peptides
with unexpected post-translational modifications (PTMs), semi- and nonspecific digestion,
in-source fragmentation, and cofragmentation of coeluting peptides. Still, they do not sup-
port to find peptide with mutations.

To confidently identify MHC peptides, we have developed a novel workflow called
NeoMS that combines de novo sequencing and PSM rescoring techniques. NeoMS gen-
erates a candidate neoepitope database using de novo sequencing and k-mer tagging. To
enhance peptide identification, we employ a trained lightGBM model instead of using
semi-supervised learning to avoid overfitting. To ensure the accuracy of identified mutated
peptides, NeoMS implements rigorous FDR control measures. The performance of NeoMS
is evaluated using publicly available mass spectrometry data for MHC peptides. In compar-
ison to other tested methods, NeoMS outperforms them by identifying a greater number of
peptides. Importantly, NeoMS confidently identifies hundreds of mutated MHC-I peptides,
providing high-confidence results. By combining de novo sequencing, PSM rescoring, and
stringent FDR control, NeoMS offers a powerful and accurate approach for MHC peptide
identification, including the detection of mutated peptides. This workflow has the potential
to advance research in immunopeptidomics and facilitate the development of personalized
cancer immunotherapy.

3.2 Methods

The input of the workflow is the peptide MS/MS spectra and a reference protein sequence
database. The raw MS file is converted to the mgf format file using msConvert [1] before
the analysis. There are four main steps of the analysis:

1. Expanded database generation: Generate an expanded sequence database that con-
sists of both the original sequences and possibly mutated sequences. To generate the
mutated sequences, de novo sequence is used to locate the possible point mutations.

2. Database search: Conduct database search analysis by using the input spectra and
the expanded sequence database.

3. PSM Rescoring: Rescore the PSMs found by the database search with newly com-
puted scoring features and a machine-learning scoring function.

4. Result analysis: Control the FDR of the identified regular and mutated peptides.
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These steps are further elaborated on Figure 3.1. In the following sections, we describe
the details of each step. In the implementation of NeoMS, each module is dockerized,
and the whole workflow is compiled in Nextflow [30]. The code is available on GitHub
(https://github.com/waterlooms/NeoMS).
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Figure 3.1: The overall workflow of NeoMS.

3.2.1 Generation of expanded database

The MS/MS spectra are de novo sequenced by Novor [36]. Novor is machine learning based
de novo sequencing method. For each spectrum, Novor computes a peptide sequence and
a positional confidence score for each amino acid of the peptide.

Within the de novo sequences, a confident sequence tag is defined as a length-£ substring
(continuous subsequence) where each amino acid has a confidence score above a threshold
t. By default, NeoMS sets £k = 7 and t = 60, which were selected empirically. These
tags are searched in a target/decoy database to find approximate matches. This target
sequence database is human protein database downloaded from uniprot [20]. Considering
the non-tryptic manner of searching, the decoy is generated by random shuffling target
protein sequences. Hence, the target/decoy database is the concatenation of these two
database.
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A hit to a tag is a length-k£ substring in the database that approximately matches the
tag with exactly one amino acid mutation. For each hit, a mutated sequence is constructed
by concatenating the at-most n amino acids immediately before the hit, the mutated amino
acids, and the at-most n amino acids immediately after the hit. By default, NeoMS sets
n = 12. Since MHC-I peptides have lengths up to 13, this choice of n allows the inclusion
of every mutated MHC-I peptide that has a confident de novo tag covering the point
mutation.

The newly generated mutated sequences are appended to the target/decoy database
to form an expanded database. Note that a hit can be either from a target or a decoy
sequence. The target and decoy hits are treated equally throughout the analysis until
the FDR control step. In the end, the resulting expanded database contains the target
sequences and the decoy sequences, as well as the mutated sequences generated from the
target and decoy sequences. The process of generating personalized database is shown in
Figure 3.2.

............................................................................................
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Figure 3.2: An example of personalized database generation. In this example, a high quality
tag of length 7 MGSSSAR is generated. This de novo tag is matched to a subsequence
MGSSPAR in the protein database with one amino acid mutation. This protein is mutated
an extended to a new protein sequence and appended to the original database.
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3.2.2 Database search in the expanded database

Comet [11] is used for the database search analysis due to its ability to search multiple can-
didate peptides for each spectrum. By using the input MS/MS spectra and the expanded
sequence database, it finds the best k£ peptides for each spectrum. In our workflow, We
used the default Comet high-high parameter and made three adjustments:

1. Set num_output_lines to 10. Up to 10 candidate peptides are computed for each spec-
trum. These candidate peptides are further evaluated in the downstream rescoring
analysis to choose the optimal one for each spectrum. For a certain spectrum, some
true peptides with lower Comet scores could have higher rankings after rescoring.
Meanwhile, the statistical relations of peptides for one spectrum produce important
features for rescoring. It is noticed that in practice, any other database search tool
that allows the output of multiple candidates per spectrum can be used in lieu of
Comet as the base engine of NeoMS.

2. Set enzyme to cut_everywhere. By default, Comet searches peptides in tryptic di-
gestion that only cut cleaves the C-terminal to lysine (K) and arginine (R). We set
it as cut_everywhere to search in a non-tryptic manner.

3. Set mass_tolerance to 0.02 Dalton. To narrow down the search space and filters out
the incorrect PSMs.

3.2.3 Rescoring

For each spectrum S, the top 10 peptide candidates Py, Ps, ..., P,. Five comet computed
values: xcorr, delta_cn, sp_score, mass_error, and e_value are taken as features. Here the
e_value score is converted to log(e_value) before using it in machine learning. Besides, the
following set of peptide features is computed for each P;:

1. The absolute difference between predicted RT for P;(RT ) cdictea) and the experimental
RT of the spectrum S(RT.xperimental) can be denoted as RT'—ABS. In our NeoMS,
AutoRT [115] was used to make the prediction. It can be formulated as:

RTfABS(RTpredictedy RTempe'rimental) - |RTpredicted - RTempe'rimental| (31)

2. The similarity between S and the MS/MS spectrum predicted for P by pDeep2 [157].
The feature is computed by the Pearson correlation coefficient between the predicted
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b and y-ion intensities and their experimental intensities, denoted as PCC. The b-
and y-ions of spectrum P and S are denoted as P; and .5;, respectively. PCC can be

formulated as: _ _
pee(p,s) = — 2Lz IS = 5) (3.2)

VI - PS5 - 5)

3. The similarity between S and the MS/MS spectrum predicted for P by PredFull [32].
PredFull predicts a sparse vector of length 20,000, where each dimension represents
the maximum peak intensity in an m/z bin of width 0.1 mass units. The experimental
spectrum is also converted to such a sparse vector. The intensity of each bin in P
and S are denoted as P; and S;. The feature is the Cosine Similarity of two vectors,
denoted as CS, can be formulated as :

CS(P,S) = bP-5 _ RS (3.3)

PSP s?

This list comprises eight peptide features. In addition, for the log(e_value) and the 3
peptide features above, three spectrum features are computed: maximum, mean, and
variance of the feature’s values on the top 10 peptides for the spectrum. In total, there are
4 x 3 = 12 features, consisting of 8 peptide features and 12 spectrum features. A machine
learning model based on Light GBM is used to calculate a numeric score based on the 20
features.

3.2.4 FDR control

The target-decoy approach [39] is adapted for controlling the FDR. The target and decoy
databases are combined and analyzed together. After the NeoMS search, the regular
and mutated peptides are separated, and their FDRs are also controlled separately. The
score thresholds of the regular and mutated peptides are usually different because of their
different distributions. In addition, a user can choose to use different FDR thresholds
for the regular and mutated peptides, respectively. In our experiment, due to the higher
complexity of identifying mutated peptides compared to regular peptides, we established
distinct thresholds for each category: 1% for regular peptides and 5% for mutated peptides.

3.2.5 Training of the scoring function

The training of the scoring function is conducted as a distinct phase, separate from the
scoring process itself. Unlike Percolator’s semi-supervised learning method, our approach

30



involves supervised learning, which eliminates the risk of overfitting by avoiding training
on test data. The training is carried out only once using a designated set of training data
and is kept constant for subsequent analyses. We utilize the Light GBM [66] package for
the training process, with specific parameters set: max_depth to 9 and num_leaves to 51.

The training proceeds iteratively across multiple iterations to enhance the model’s
performance optimally. Before initiating our training, we lacked precise labels for positive
and negative PSMs. In the initial iteration, target peptides identified by Comet’s search
results at a 1% FDR formed the preliminary positive set, while an equivalent quantity of
top-ranked decoy peptides established the initial negative set. LightGBM was employed
to construct the initial Gradient Boosting Machine (GBM) model. In each subsequent
iteration, the GBM model from the previous round was applied to perform the search.
Subsequently, target peptides identified at 1% FDR were added to the existing positive set
after removing duplicates, and a similar quantity of top-ranked decoy peptides were added
to the ongoing negative set, also with deduplication. The model was then updated using
the expanded sets of positive and negative instances. This iterative process was repeated
several times until there was no further improvement in performance.

3.3 Results

3.3.1 Datasets

Two LC-MS/MS datasets of human HLA I peptides: PXD000394 and PXD004894 were
downloaded from the proteomeXchange [34] repository. The first dataset is used for train-
ing our light GBM model and the second dataset is used for testing. The two datasets are
derived from separate experiments, resulting in no overlap between them.

Pride PXD000394 was acquired from a Thermo Q-Exactive instrument and contained
41 MS raw files [0]. It is a collection of six cell lines: JY, SupB15WT, HCC1143, HCC1937,
Fib, and HCT116. All 41 MS raw files (12.6 million MS/MS spectra) were used for training
our machine learning model. The detail of this dataset is in Table 3.1.

Pride PXD004894 was acquired from a Thermo Q-Exactive HF instrument [5]. Thisis a
survey conducted on tissue samples associated with melanoma-associated tumors. A total
of 25 melanoma patients were included in the study, and we specifically focused on three
patients: Melb, Mel8, and Mell5. To test our software, we utilized 24 MS raw files, which
consisted of 1.12 million MS/MS spectra associated with these three patients. Among
these files, 16 were associated with Mellb, containing 720,557 spectra. There were 4 raw
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Cell line Tissue origin Number of raw files | Total number of spectra
JY B-cells EBV transformed 5 164,844
SupB15 B-cell leukemia 8 257,775
HCC1143 | Basal like breast cancer 4 116,148
HCC1937 | Basal like breast cancer 5 161,211
HCT116 Colon carcinoma 6 203,290
Fibroblast | Primary fibroblast cells 13 546,519

Table 3.1: Information about the six cell lines for dataset PXD000394.

files associated with Mel5, comprising 118,003 spectra, and another 4 raw files associated
with Mel8, comprising 132,297 spectra. The detail of this dataset is in Table 3.2.

Patient | Number of raw files | Total number of spectra
Mel-15 16 720,557
Mel-5 4 118,003
Mel-8 4 132,297

Table 3.2: Information about the three patients’ datasets selected for this study from
PXD004894.

3.3.2 Regular peptide identification

The performance of NeoMS was compared against four other database search methods:
Comet [11], MaxQuant [28], PeaksX [159], and DeepRescore [79]. The datasets from three
patients (Mel 5, Mel 8, and Mel 15) within PXD004894 and the human sequence database
(UniProt UPID: UP000005640) were utilized to evaluate performance. For the Comet and
DeepRescore analyses, we executed the software using our test dataset. Specifically, Comet
was run with the default parameter settings, albeit with three modifications previously
mentioned. DeepRescore was configured to utilize Comet’s default parameters. For PeaksX
and MaxQuant, we leveraged results from prior studies: PeaksX’s database search results
provided from the database searching part of an individual immunopeptidomes [129] on
the same datasets were used. MaxQuant’s results provided by dataset paper [5] were used.
As the other software does not search for mutated peptides, the mutation finding function
was turned off in NeoMS here for a fair comparison. The number of PSMs and the number
of peptides identified at 1% FDR by each software are plotted in Figure 3.3 and Figure 3.4,
respectively.
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Figure 3.3: Comparing the number of identified MHC-I PSMs without mutations of three
patients’ samples (Mel5, Mel8, Mell5). X-axis indicates the number of PSM identifications
at 1% FDR. NeoMS is compared with three methods: Comet, PeaksX, and DeepRescore.

Number of identified peptides

> %3
Mel5 12998

0 10000 20000 30000 40000
MaxQuant mComet mPeaksX mDeepRescore mNeoMS

Figure 3.4: Comparing the number of identified MHC-I peptides without mutations of three
patients’ samples (Mel5, Mel8, Mell5). X-axis indicates the number of unique peptide
identifications at 1% FDR. NeoMS is compared with four methods: Comet, MaxQuant,
PeaksX, and DeepRescore.
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Figure 3.5: Venn diagram of the unique peptides identified at 1% FDR on Mel 15(a),
Mel 5(b), and Mel 8(c) by the three search engines: NeoMS, DeepRescore, and Comet,
respectively. The number in each area indicates the number of identified peptides.

From the results, it is evident that the methods designed for identifying MHC-I pep-
tides—mnamely DeepRescore, PeaksX, and NeoMS—significantly enhance the identification
rate compared to the baseline method. Specifically, for the three samples, our NeoMS
method has improved the identification count by two to three times compared to our base
method, Comet. Regarding the number of peptides, PeaksX and DeepRescore exhibit
comparable performances: PeaksX identifies more peptides in the Mel 5 samples, while
DeepRescore is more effective in identifying peptides in the Mel 8 and Mel 15 samples.
Nevertheless, across these three samples, NeoMS surpasses all other methods in terms of
both peptide and PSM numbers. When compared to other rescoring methods, NeoMS
achieves a 5% to 10% higher identification rate than the second-best methods.

We compare the peptides identified by NeoMS, DeepRescore, and Comet across three
patient datasets. The Venn diagram illustrating the overlap of identified peptides by
the three methods is presented in Figure 3.5. Across all datasets, NeoMS identifies the
highest number of peptides and uniquely discovers novel peptides not detected by the other
methods. Specifically, NeoMS identifies 2,316, 2,103, and 1,799 novel peptides in the three
datasets, respectively.

We next look into the detailed identification results for each raw file, as depicted in
Figure 3.6. Due to the absence of individual raw file results in previous studies by PeaksX
and MaxQuant, our analysis specifically contrasts our NeoMS method with Comet and
DeepRescore. NeoMS consistently outperforms the other methods in identifying a greater
number of peptides across all individual raw files: 16 for Mel 15, and four each for Mel
5 and Mel 8. Specifically, in comparison to DeepRescore, NeoMS increases the peptide
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Figure 3.6: The number of identified peptides from NeoMS on each raw files. (a) The
number of peptides identified by NeoMS for the 16 raw files in Mel 15. (b) The number
of peptides identified by NeoMS for the 4 raw files in Mel 5. (¢) The number of peptides
identified by NeoMS for the 4 raw files in Mel 8.
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identification numbers by 4.7% for the Mel 15 dataset, and significantly more for Mel 5 and
Mel 8 datasets, by 16.8% and 11.4%, respectively. This improvement can be attributed to
the underlying mechanisms of DeepRescore, which is based on Percolator, a semi-supervised
machine learning method that requires half of the input data for training. The Mel 5 and
Mel 8 datasets, with an average of 29,500 and 33,074 spectra per raw file respectively,
provide fewer spectra than the Mel 15 dataset, which has 45,035 spectra. This discrepancy
results in a less effectively trained machine learning model due to the insufficient number
of spectra. In contrast, NeoMS utilizes a supervised learning approach, ensuring robust
performance across different input files.

To assess the validity of these identified peptides as MHC-bound, MHCflurry [102],
a deep learning-based tool for predicting peptide-MHC-I binding affinity is employed.
MHCAlurry evaluates the binding affinity for a given peptide sequence and allele, assigning
an affinity score and ranking the peptide within the top percentile of binding strength.
Following established benchmarks [79], peptides ranked in the top 2% for any allele in the
sample are deemed capable of binding to MHC-I. In the Mel 15 dataset, out of 37,135
peptides identified by NeoMS, 33,810 (91.05%) were predicted to bind to MHC-I. In com-
parison, DeepRescore identified only 32,600 peptides as MHC-bound. Notably, while there
is a significant overlap between the peptides identified by NeoMS and DeepRescore, each
method also pinpoints a substantial number of unique peptides. Among the 2,316 NeoMS-
exclusive peptides, 1,955 (84.41%) were predicted to be MHC-bound, underscoring the ef-
ficacy of NeoMS in accurately identifying MHC-associated peptides. In other two dataset,
it has similar result: for all the NeoMS identified peptides, 80.28% and 92.03% are bound
to MHC, respectively; for the NeoMS-exclusive peptide, 78.32% and 84.41% are bound to
MHC, respectively.

3.3.3 Mutated MHC-I peptides identification

NeoMS demonstrates the capability to identify both MHC-I peptides with and without mu-
tations in a unified search. In Figure 3.7 and Figure 3.8, the number of mutated peptides
and PSMs identified by NeoMS on the Mell5 dataset (from PXD004894) is presented,
respectively. The search was conducted on 16 MS files, comprising a total of 164,844
spectra, using the Uniprot human sequence database. The identification of mutated and
unmutated peptides was performed independently, with separate FDR controls. NeoMS
identified 37,042 peptides (393,871 PSMs) without any mutations at 1% FDR and 544 mu-
tated peptides (4,028 PSMs) with exactly one amino acid mutation at a 5% FDR. The other
two samples, Melb and Mel8, yielded the identification of 191 and 86 mutated peptides,
respectively, at a 5% FDR. These results highlight NeoMS’s ability to efficiently identify
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Figure 3.7: The number of mutated peptides identified by NeoMS from the Mell5 sample
in dataset PXD004894. X-axis is the FDR threshold and y-axis is the number of peptides.
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Figure 3.8: The number of mutated PSMs identified by NeoMS from the Mel15 sample in
dataset PXD004894. X-axis is the FDR threshold and y-axis is the number of PSMs.
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MHC-I peptides, both with and without mutations, in large-scale datasets. The accurate
and comprehensive identification of mutated peptides opens up new avenues for investi-
gating their associations with tumor cells and their potential as targets for T lymphocytes
in cancer immunology research.

For each mutated peptide identified with a 5% FDR threshold by NeoMS, we retrieved
its corresponding original peptide in the sequence database. The pair of peptides differ by
only one amino acid. Their MHC-I binding affinities were predicted by MHCflurry, using
the six alleles provided together with the dataset in the paper [5]. The maximum affinity of
a peptide from the six alleles was used as the affinity for the peptide. Figure 3.9 shows the
scatter plot of the predicted affinity scores of the identified peptide pairs. Among these,
there were 81 mutated target peptides with binding affinity scores increased by at least
0.1. In contrast, only 8 have binding affinity scores decreased by at least 0.1. These clearly
show that the single amino acid mutation in these mutated peptides generally improved
the binding affinity.
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Figure 3.9: This analysis involves comparing the affinities between mutated peptides and
their corresponding original peptides found in the sequence database. Each data point
on the plot represents a pair consisting of a mutated peptide and its original counterpart.
Y-axis and x-axis display their respective predicted affinity scores. The peptides located in
the upper left quadrant are of particular interest, as they exhibit both high affinity scores
and a significant increase in score due to the single amino acid mutation.
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3.3.4 Case study

In the dataset PXD004894, a proteogenomics approach was utilized to identify mutated
peptides [5]. Exome sequencing was conducted on the DNA from tumor samples of three
patients, followed by somatic nucleotide variant (SNV) calling. This process led to the
creation of a customized personalized reference database incorporating all protein isoforms
affected by amino acid sequence alterations due to detected SNVs. The MaxQuant search
tool was then applied to this personalized database, resulting in the identification of 11
mutated peptides.

In our study, we also build a personalized database, but not utilizing genomic data.
We conduct the same FDR control as theirs and the comparative results between the
proteogenomics approach and NeoMS are presented in Table 3.3. NeoMS successfully
identified 6 out of the 11 peptides. Of the remaining 5 peptides, 4 were not within the 1%
FDR threshold in the original study, suggesting weak spectrum signals. The weak signals
make our de novo sequencing method fail to generate correct mutated tags, leading to their
absence in our identification result.

Sequence Mutation | FDR(proteogenomics) | FDR(NeoMS) | Patient
GRIAFFLKY S-F 0.01 0.01 Mel 15
RLFKGYEGSLIK P-L 0.01 0.01 Mel 15
LPIQYEPVL P-L 0.01 N/A Mel 15
RIKQTARK T-1 0.05 N/A Mel 15
KLILWRGLK P-L 0.01 0.05 Mel 15
KLKLPIIMK M-I 0.01 0.01 Mel 15
ASWVVPIDIK E-K 0.05 N/A Mel 15
GRTGAGKSFL S-F 0.05 N/A Mel 15
SPGPVKLEL P-L 0.05 0.01 Mel 8
ETSKQVTRW E-K 0.05 0.01 Mel 5
YIDERFERY Q-R 0.05 N/A Mel 5

Table 3.3: The mutated peptide identified by proteogenomics method and its FDR in the
search result of NeoMS.

3.3.5 Ablation study

In this section, we conduct two ablation study for studying our NeoMS model. We first
evaluate the capability of rescue low-ranked peptides. Then we perform how the iterative
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training helps to construct a large and high quality labeled dataset and trains a robust
machine learning model.

NeoMS identifies low-ranked peptide

In conventional rescoring methods, database search tools are configured to identify a single
peptide for each spectrum. However, when identifying MHC peptides, these methods may
not always detect the most suitable peptides for a given spectrum. In our experiments,
we contend that certain peptides, despite not being highly ranked by the database search
tool, exhibit a strong match to the spectrum.

In the NeoMS workflow, we configure Comet to identify the top k£ candidate peptides for
each spectrum. We conducted an experiment to investigate the peptides identified by our
method and assess their original rankings within Comet. We deply a 10-fold validation on
the training set. Applying a 1% FDR cutoff, there are totally 542,682 PSMs are identified
in the 10 rounds. The numbers of identified peptides of each ranking were shown in
Figure 3.10. It is observed that a majority of the peptides (93.5%) are ranked at the top
by the database search tool. However, if only these top-ranked peptides were considered
for rescoring, the remaining 6.5% would not be rescued. While considering more candidate
PSMs for feature computing does increase the runtime, it notably improves the overall
performance.

507377

5 6
Rank in Comet

Figure 3.10: The original ranking of identified peptides. X-axis is the ranking and y-axis
is the logarithm of number of peptides to the base 10 for better comprehension.
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Iterative training

The training of machine learning models necessitates labels. However, due to the absence
of ground truth labels in our training set, it is necessary to select high-confidence samples
and assign labels before initiating the training process. One straightforward approach is
to use Comet to search the dataset, considering PSMs that fall within the top 1% FDR
as true labels, and selecting an equal number of decoy PSMs as negative labels. However,
this initial labeled set, derived solely from Comet’s differentiation, is suboptimal due to
insufficient label quantity and compromised data quality.
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54000

53000

52000

51000+

50000

Figure 3.11: The graph depicts the number of peptides identified following iterative learn-
ing processes on cross validation. On x-axis, we display the number of training rounds
completed. Y-axis shows the number of peptides identified by the model after completing
x rounds of training.

To address these issues, we propose an iterative training approach, initially leveraging
Comet’s results for the first round of training and subsequently using the outcomes of our
model for further refinement and training. To demonstrate the effectiveness of iterative
training, we documented the model’s performance after ten rounds of training. Similar
to previous experiment, we conduct a 10 fold validation on the training set. The count
of identified peptides (applying a 1% FDR cutoff) on the validation set for each round is
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depicted in Figure 3.11. We noted progressive enhancements in the model’s performance
with each training round. Significantly, the most pronounced improvements were observed
during the initial rounds, highlighting the importance of our refined dataset construction in
boosting model accuracy. A comparative analysis between the outcomes after one round
of training and after ten rounds reveals that the median number of identified peptides
increased by approximately 5.96%, underscoring the effectiveness of our iterative training
approach.

3.4 Discussion

Immunopeptidomics studies require the identification of MHC-I peptides containing amino
acid mutations with high confidence from a sequence database and MS data. The lack of
protease specificity with the consideration of mutations together increased the search space
as well as the spectrum complexity. Both a better scoring function and rigorous result val-
idation are required. In this work, we proposed a novel computational workflow, NeoMS
to meet the needs for MHC-I peptide identification. Based on a de novo-based approach
to detect mutations and to expand the sequence database, NeoMS could identify both
the regular peptides that do not contain mutations and the mutated peptides containing
exactly one amino acid mutation in a unified and efficient search workflow. For the identi-
fication of regular peptides, NeoMS outperformed all other search engines: under the same
FDR constraints, NeoMS identifies most PSMs and peptides. These peptides are further
examined by MHC-Flurry and more than 90% of our peptides are bound to MHC. A dis-
tinct advantage of NeoMS is that it can identify MHC-I peptides with a single amino acid
mutation. In our melanoma dataset, NeoMS identifies 544 mutated peptides. We examine
the binding affinities of these peptides before mutation and after mutation. Most of the
peptides binding affinity are increased by the mutation.
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Chapter 4

Deep learning boosted amyloidosis
diagnosis

4.1 Introduction

Amyloidosis is a rare and progressive systemic disorder characterized by the accumulation
of abnormal protein fibrils in various body tissues. It includes several types, such as AL,
AA, ALECT?2, and ATTR amyloidosis [106], among which AL is the most clinically sig-
nificant form. AL amyloidosis is specifically associated with the production of monoclonal
antibody-free light chains (LCs) by an abnormal clone of plasma cells. These free LCs
aggregate into insoluble fibrils, which then deposit in different organs, causing dysfunction
and ultimately leading to organ failure. AL amyloidosis can impact multiple organ sys-
tems, including the heart, kidneys, liver, and nervous system, resulting in a broad spectrum
of clinical symptoms that severely affect the quality of life of patients [119]. Specifically,
cardiac involvement in AL amyloidosis often leads to the most severe outcomes, including
patient mortality.

Diagnosing AL amyloidosis can be challenging due to its nonspecific symptoms and
only occurs after irreversible organ damage. Pre-symptomatic early diagnosis is crucial for
implementing appropriate management strategies and improving patient outcomes [99] [54].
AL symptoms are always preceded by the circulation of the monoclonal LC in patient
blood [103], and the amino acid sequence of the LC is a dominating factor in determining
whether and where the LC deposit [108]. AL is primarily influenced by the sequence
alterations on the V-domain of light chain (V) because it leads to abnormal folding and
aggregation of the LC, resulting in the formation of amyloid deposits [10]. Mutations or
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abnormalities in the V7, region sequence can contribute to the occurrence and progression
of AL. As such, Vj, peptide sequencing combined with computational prediction gives
a potential solution for early diagnosis. In specific, there are two main types of LCs:
lambda(A) LC and kappa(x) LC. In normal human body, the lambda/kappa ratio in AL
patients is approximately 3:1, whereas in healthy individuals the ratio is around 1:2 [50].

LCs in immunoglobulins are highly diverse due to the unique sequences produced by
plasma cells and the occurrence of somatic mutations during clonal expansion. This diver-
sity contributes to the complexity of diagnosing, prognosis, and treating light chain amy-
loidosis, as it results in various clinical outcomes and treatment responses. There has been
extensive work for predicting protein aggregation, particularly in the context of amyloidosis.
Early efforts involved the development of algorithms like Tango [15], which is a statisti-
cal mechanics algorithm for predicting protein aggregation. Researchers later discovered
that assessing the aggregation propensity of individual amino acids can enhance the accu-
racy of aggregation prediction. Several algorithms, including Aggrescan [24], Waltz [91],
FoldAmyloid [19], PASTA 2.0 [136], have been developed to identify amyloidogenic regions
in protein sequences and predict aggregation. The integration of machine learning meth-
ods further improved prediction accuracy. For example, APPNN [13] utilized a recursive
feature selection method and employed a shallow neural network to predict aggregation.
AmyloGram [16] and RFAmy [98] both employ a random forest classifier for the classifi-
cation task with different feature extraction methods. IAMY-SCM [17] adopted a scor-
ing card-based method for prediction. Subsequently, methods were developed to predict
the amyloidogenic nature of the entire protein using sequence or structural information.
VLAmY-Pred [116] incorporated 70 single amino acid features from the AAIndex database
and literature, employing a decision tree algorithm called PART, for classification. LIC-
TOR [50] extracted three types of structural features and utilized various machine learning
classifiers for amyloidosis prediction. AB-Amy [164] employed the MRMD2.0 feature se-
lection algorithm to select the most relevant features and utilized an SVM-based model for
predicting amyloidogenic risk.

The progress in predicting AL amyloidosis has opened pathways for a better under-
standing of the disease. However, despite these advancements, there are still challenges to
address, particularly in refining the capture of features from the complex nature of protein
folding and aggregation, as well as improving the performance of current methods. To ad-
dress this issue, an intuitive solution is to leverage deep learning techniques that directly
learn from the sequences, eliminating the need for manual feature extraction.

In this study, we have developed DeepAL, a deep learning-based approach that ac-
curately predicts AL from all types of light chain sequences, including both lambda and
kappa. Instead of manually selecting features, DeepAL learns directly from the raw se-
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quences. Given the limited availability of AL sequences for training deep learning models,
starting from scratch to build a model poses challenges in acquiring comprehensive knowl-
edge and presents a higher risk of overfitting the training data. To address this, the concept
of few-shot learning (FSL) has emerged as a solution. FSL leverages prior knowledge to
quickly adapt to new tasks with only a small number of samples and supervised infor-
mation [113]. In DeepAL, we harness a pre-trained model that has learned general LC
knowledge from an extensive collection of LC sequences. With the knowledge extracted
from the pre-trained model, the rest of our model consists of a transformer module and a
linear module that is trained to predict AL amyloidosis. To further enhance our training
performance, we integrate an ensemble technique. Through meticulous experimentation,
we compare DeepAL to previous methods using two distinct datasets from prior studies.
On the first dataset, DeepAL achieves 90.72% the area under the ROC curve (AUROC),
87.97% accuracy, and 65.52 Fiscore. On the second dataset, DeepAL achieves 89.19%
AUROC, 81.95% accuracy and 77.55% Fiscore. On both datasets, DeepAL surpasses all
previous approaches in terms of various metrics. The high accuracy prediction of DeepAL
make it potentially for medical use.

4.2 Methods
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Figure 4.1: The architecture of DeepAL Model.

The architecture of DeepAL is depicted in Figure 4.1 and consists of three main mod-
ules: encoding, projection, and prediction. In the DeepAL framework, the encoding module
utilizes AbLang [100], for sequence encoding, which converts a given LC sequence into a
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feature space where each amino acid is represented by a 768-dimensional vector. Following
this, the projection module is employed to reduce the 2-dimensional residue representation
to a 1-dimensional sequence representation. In contrast to the untrainable averaging ap-
proach of AbLang, we integrate a one-layer transformer encoder module [134] within this
module to enhance the learning of sequence features effectively. Subsequently, the predic-
tion module is applied to generate the final prediction from the output of the projection
module. This module comprises a one-layer linear model designed to identify and leverage
critical sequence-level features crucial for accurate predictions. To improve training effi-
cacy, we adopt an ensemble learning strategy known as Bootstrap Aggregating (Bagging).
Throughout the training phase, & models are developed using unique train/validation splits
to enhance model robustness and generalizability. During the prediction phase, the final
output is derived by aggregating the predictions from these £ models, thus ensuring a more
reliable and stable performance.

4.2.1 Encoding module

AbLang follows the architectural principles of RoBERTa [83], and stands as the foremost
antibody pre-training model. There are three modules in AbLang: Embedding module,
Positioning module Transformer module. The Embedding module is designed to process
an amino acid sequence, converting it into a vector through tokenization. In the case of
RoBERTa, an English word vocabulary with a default size of 50,265, is employed for tok-
enization. In contrast, AbLang adopts 20 amino acids as tokens. Since in the transformer
module, the position information cannot be learned by the orders, a module to inject
position information is needed. Unlike RoBERTa which uses sine and cosine to represent
positions, in AbLang’s position module, considering the length of light chains are relatively
small, it uses a learned positional embedding layer with a max length of 160. Transformer
module within AbLang consists of 12 transformer blocks. Each of these blocks integrates
12 attention heads with an inner hidden size of 3,072, and an overall hidden size of 768.
Much like RoBERTa, AbLang undergoes training via masked language modeling(MLM).
Throughout the training process, between 1% and 25% of the residues within each sequence
are selected. Within this subset, 80% undergo masking, 10% are randomly substituted with
different residues, and 10% remain unchanged. The training dataset encompasses 187,068
light chains, sourced from the observed antibody space (OAS) [72] database. The model
is trained for 40 epochs with a batch size of 4096. In DeepAL, we utilize AbLang to
encode each sample’s antibody LC raw sequences to a 768 x L feature map for residue
representation, where L is the length of the LC sequence.

Antibodies are Y-shaped proteins composed of two different types of polypeptide chains:
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heavy chains and light chains. Within the OAS, there are approximately 14 million heavy
chains and merely 0.19 million light chains [139]. Models trained on all antibody sequences
run the risk of being dominated by heavy chains, resulting in a less understanding of light
chain characteristics. Among the array of pre-trained models, AbLang is the only one that
trained two models separately for heavy chains and light chains. The model that trained
with light chain sequences is called AbLang-L.. This model is a particularly fitting choice
for our approach.

4.2.2 Projection module

In pre-trained language models like RoOBERT4, the first token is [CLS], which represents
the feature of the whole sequence. However, AbLang directly starts with the first amino
acid and does not have a [CLS] token to represent the whole sequence. It provides sequence
encoding by averaging the feature map on each position. Nevertheless, this averaging oper-
ation is non-trainable, resulting in a loss of information. Instead, we introduce an additional
layer of transformer architecture into our model. This layer operates on the residue fea-
ture map, allowing the model to capture contextual information and interactions between
amino acids in the sequence. By leveraging the transformer’s self-attention mechanism,
the model can effectively capture long-range dependencies and learn meaningful sequence
representations.

4.2.3 Prediction module

After AbLang’s encoding, the feature maps are padded to a uniform length of 128, with
masking applied to the padding region to prevent interference during training. The output
of the transformer layer retains the input size of 768 x 128. We extract the 768-dimension
feature of the first position to represent the entire sequence. With the 768-dimension
feature map, we apply a linear layer to predict. The input size is 768 and the output size
is 2. The two output represents the probability of positive and negative, respectively.

4.2.4 Ensemble learning

In traditional deep learning training, the best model is typically selected based on its
performance on the validation set, without learning from the validation set itself. This
approach works well for larger datasets since the train/validation datasets are randomly
split and their distributions remain consistent. However, in this case, where the dataset
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is relatively small, the train/validation split may result in different distributions. Further-
more, not leveraging the learning potential from the sequences in the validation set could
potentially decrease the model’s performance. To mitigate these concerns, we employ a
Bagging approach.

e Randomly select 80% samples (with replacement) from the training set.
e Train a separate instance of the base model using the sampled data.
e Repeat this process k times, where k is the number of base models.

e Use each trained base model to make predictions on the validation or test set. Com-
bine the k predictions from all base models using an aggregation mechanism.

The final output is by averaging the k£ values, which is also known as soft voting. Based
on our ablation study, DeepAL achieves optimal performance when the value of k is set to
5. This ensemble technique enhances the overall performance of models by leveraging the
strengths of multiple models and reducing their collective weaknesses, resulting in a more
robust and accurate ensemble prediction.

4.2.5 Model training

During our training, the AbLang module is frozen and the best part is trained. In all our
experiments, the learning rate is set as le-5, and the batch size is set to 32. For each
round, the training dataset is randomly split into training data and validation data with a
ratio of 8:2. The maximum training epoch is 300, and early stopping regularization is set
to 20 epochs. The checkpoint model that achieves the best performance in validation data
is selected as the trained model.

In traditional binary classification tasks, the widely used loss function is cross entropy.
However, cross-entropy treats incorrect positive samples and incorrect negative samples
equally, which can pose challenges when dealing with imbalanced datasets like ours. This
equality in punishment may result in the model being biased towards the majority class.
To mitigate this problem, we have opted to use focal loss as our chosen loss function. Focal
loss, initially introduced for object detection tasks, has shown effectiveness in addressing
label imbalance issues. Unlike cross-entropy, focal loss assigns different weights to samples
based on their difficulty in classification. By focusing more on challenging samples, focal
loss helps the model better handle imbalanced datasets. The formula of focal loss is given
in E.q. 4.1

48



FL(pt) = —ou(1 — pi)"log(p) (4.1)

Here p, is the model’s estimated probability for the class with the label y = 1. There are
two parameters in this formula: « and 7. « balances the importance of positive/negative
examples and ~y is called the focusing parameter that smoothly adjusts the rate at which
easy examples are down-weighted. Through grid search experiment, we have set the pa-
rameters of the focal loss to their default values: o = 0.25 and v = 2.

4.3 Results

4.3.1 Datasets

Three public AL amyloidosis datasets have been used in this study.

e The first dataset (dataset I) is obtained from VLAmY-Pred [116], consisting of 348
amyloidogenic and 1,480 non-amyloidogenic amino acid sequences of antibody light
chains. This dataset originates from AL-Base [I1]. In AL-Base, LC sequences
are classified into amyloid plasma cell disorder (AL-PCD), other plasma cell dis-
order (other-PCD), and non-plasma cell disorder (non-PCD). In this dataset, the
AL-PCD sequences are considered amyloidogenic (positive) and the others are non-
amyloidogenic (negative). Notice that the sequences with missing or unmatched
Framework Regions (FRs) and Complementarity-determining regions (CDRs) are
excluded. This dataset is downloaded from the VLAmY-Pred website.

e The second dataset (dataset II) is sourced from LICTOR [50], comprising 428 amy-

loidogenic and 590 non-amyloidogenic sequences from AL-Base [11], adding with 57
non-amyloidogenic sequences collected at the Institute for Research in Biomedicine
(IRB-DB).

e The third dataset (dataset III) is also sourced from LICTOR [50], including 7 se-

quences associated with AL with cardiac involvement and 5 from multiple myeloma
(MM) patients. These 12 sequences are with known clinical phenotypes but not
present in the previous datasets. Here we use this dataset for the case study.

The details of the three datasets are shown in Table 4.1. Note that both dataset I and 2
were extracted from AL-Base for different ways of selecting positive and negative samples.
We include both datasets here for comparison purpose with VLAmY-Pred and LICTOR,
respectively.
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Name Source Type Positive | Negative
dataset I | VLAmY-Pred | Lambda and Kappa 348 1480
dataset II LICTOR Lambda 428 647
dataset III LICTOR Lambda 7 5

Table 4.1: The details of three benchmark datasets

4.3.2 Metrics

Following the previous study [1 16] [50], we utilized area under receiver operating character-
istic curve (AUROC) as the evaluation metric for our models. Considering the imbalanced
nature of the datasets, we also measure the area under precision recall curve (AUPRC) as
an evaluation metric. Additionally, we estimated our models using the following perfor-
mance metrics. Here we use T'P,TN, FP, FN to represent the number of True Positive,
True Negative, False Positive, and False Negative.

Accuracy = TPvTN (4.2)
TP+TN+ FP+ FN

Sensitivity = ];;_—Pm (4.3)

Specificity = % (4.4)

Precision = TPJ;——PFP (4.5)

Recall = T}}ji——PﬂV (4.6)

Fiscore — 2 X precision X recall (@7)

precision + recall

4.3.3 Identification performance

In this section, we compared three methods specifically developed for determining AL:
VLAmY-Pred [116], LICTOR [50] and AB-Amy [164]. Additionally, we included iAMY-
SCM [17] in our comparison, which is the state-of-the-art method for predicting amyloid
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proteins. It is important to note that iAMY-SCM is designed for general proteins and
not specifically tailored for antibody light chains. For methods VLAmY-Pred, AB-Amy,
iAMY-SCM, we upload our fasta format dataset files to their corresponding web server to
get results. For LICTOR, we use their open source code for training and testing.

We first utilized dataset I, sourced from VLAmY-Pred’s paper [116]. For our DeepAL
method, we performed a 10-fold cross-validation on this dataset, ensuring rigorous eval-
uation. However, due to the unavailability of source code for the three other methods
(VLAmY-Pred, AB-Amy, and iAMY-SCM), we were unable to conduct the same training
and testing process as with DeepAL. Instead, we test the entire dataset and obtain the
results on their respective web servers. Although this approach differed from our DeepAL
evaluation, it allowed us to include these methods in our comparison.

The ROC curves for each method are plotted in Figure 4.2 and PR curves are plotted
in Figure 4.3. In our experiment, DeepAL achieved an AUROC of 90.72% and an AUPRC
of 73.14%, surpassing all other methods. On the other hand, iAMY-SCM only achieved an
AUROC of 56.42%, slightly better than random prediction. This suggests that methods
designed specifically for predicting protein amyloidosis cannot be directly transferred to
predicting AL amyloidosis. Both VLAmY-Pred and AB-Amy achieved similar results in
terms of AUROC: 86.95% and 86.94% for each method respectively. However, in terms of
AUPRC, VLAmY-Pred achieves 66.23%, much higher than AB-Amy’s 55.99%.

It is important to consider the potential overlaps between their training datasets and
the dataset used in our experiment. Specifically, VLAmY-Pred is trained on the same
dataset, and the training dataset of AB-Amy contains sequences from AL-Base, which is
the same data source as our dataset. However, in our 10-fold validation, there were no
overlaps between the training and testing data. Since the model will not see the testing
data during training, a fair evaluation is ensured. Despite these potential overlaps, DeepAL
still demonstrated superior performance compared to VLAmY-Pred and AB-Amy.

We also utilized other metrics for a comprehensive evaluation. The classifier’s thresh-
old significantly impacts the metrics, including accuracy, sensitivity, and specificity. In
VLAmY-Pred the result, score of each protein is from -1 to 1. In iIAMY-SCM is a float
number. Other methods are ranging from 0 to 1. We take VLAmY-Pred using 0 as the
threshold. For iAMY-SCM, we use its default threshold, 288.5625. For other methods,
0.5 is set as the threshold. From Table 4.2 we can see that DeepAL outperforms all
other methods: in terms of accuracy, DeepAL achieve 87.97%, significantly higher than
VLAmY Pred’s 79.39% and AB-Amy’s 69.89%. In terms of other evaluation metrics in-
cluding sensitivity, specificity and F} score, DeepAL still have reached the best performance
overall.
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Figure 4.2: The ROC curves of DeepAL, VLAmY-Pred, AB-amy and iAMY-SCM on
dataset I. X-axis is false positive rate and y-axis is true positive rate.
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Figure 4.3: The PR curves of DeepAL, VLAmY-Pred, AB-amy and iAMY-SCM on dataset
I[. X-axis is precision and y-axis is recall.
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Method Accuracy | Sensitivity | Specificity | Fjscore
DeepAL 87.97% | 72.32% 94.59% | 65.52%
VLAmY-Pred | 79.39% 47.55% 79.73% 59.07%
AB-Amy 69.86% 38.02% 64.53% 53.89%
IAMY-SCM 21.92% 19.47% 3.85% 32.51%

Table 4.2: Comparison of the prediction results of DeepAL and three state-of-the-art com-
putational methods (VLAmY-Pred, AB-Amy, iAMY-SCM) at VLAmY-Pred’s benchmark
dataset 1.

In our next experiment, we utilized dataset II sourced from LICTOR’s paper [50]. Con-
sidering the lambda/kappa ratio in AL patients is approximately 3:1, whereas in healthy
individuals the ratio is around 1:2, LICTOR only included lambda sequences in the dataset.
Since the source code for LICTOR is openly available, we utilze LICTOR’s source code
to perform the same train/validation split for both DeepAL and LICTOR. In this experi-
ment, sequences along with their aligned germline sequences are provided. We conducted
a 10-fold cross-validation for LICTOR and DeepAL, and for other methods, we test the
entire dataset and obtain the results from their respective web server.

The ROC curve and PR curve of the 5 methods on dataset II are depicted in Figure 4.4
and Figure 4.5. DeepAL has an 89.19% AUROC and 82.66% AUPRC, which evidently
shows that DeepAL outperforms other methods. Among the other comparing methods,
LICTOR has the performance closest to DeepAL: an 86.18% AUROC and 81.08% AUPRC.
We also compute the other metrics, shown in Table 4.3. DeepAL has the highest accu-
racy, sensitivity, and F; score, while LICTOR has specificity 86.09%, slightly higher than
DeepAL’s 84.39%

Method Accuracy | Sensitivity | Specificity | Fjscore
DeepAL 81.95% | 76.83% 84.39% | 77.55%
VLAmY-Pred | 66.05% 55.37% 59.51% 64.04%
AB-Amy 54.51% 46.63% 25.35% 63.32%
IAMY-SCM 39.91% 39.72% 1.24% 56.59%
LICTOR 77.3% 75.27% 86.09% | 69.19%

Table 4.3: Comparison of the prediction results of DeepAL and four state-of-the-art compu-
tational methods (VLAmY-Pred, AB-Amy, iAMY-SCM, LICTOR) at LICTOR’s bench-
mark dataset II.

Although DeepAL exhibits superior AUROC compared to other methods on Dataset
II, we observe that in the high-score range, LICTOR demonstrates better performance.
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Figure 4.4: The ROC curves of DeepAL, VLAmY-Pred, AB-amy, iAMY-SCM and LIC-
TOR on dataset II. X-axis is false positive rate and y-axis is true positive rate.
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Figure 4.5: The PR curves of DeepAL, VLAmY-Pred, AB-amy, iAMY-SCM and LICTOR

on dataset II. X-axis is precision and y-axis is recall.
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LICTOR is a handcrafted feature-based method. They hypothesis that the toxity of AL
is result from the somatic mutations on LCs. They totally detect three features:

e AMP (Amino acid at each mutated position). For a sequence, a list of variable pairs
(p, aa) describes if amino acid aa is mutated on posision p.

e MAP (Monomeric amino acid pairs). They hypothesis all LCs share a conserved 3D
structure(PDB ID: 20LD). For a sequence, a list of variable pairs (pi, aay, pa, aas)
describes if amino acid aa; and aas is mutated on posision p; and py, and having a
distance between the respective C3 atoms less than 7.5 A in the X-ray structure.

e DAP (Dimeric amino acid pairs). Similar to MAP, DAP is also a list of variable pairs
(p1, aaq, p2, aay) but the two amino acids are located in different chains.

LICTOR employs a sequence alignment method to match LCs with their correspond-
ing germline sequences and identify somatic mutations. Based on these mutations, three
features (AMP, MAP, DAP) are extracted to represent each AL sequence. A random for-
est model is then utilized to learn from these features. Conversely, our DeepAL model
directly learns from sequences without relying on handcrafted features. This absence of
structural information may contribute to LICTOR’s superior performance in the high-score
region compared to DeepAL. To overcome this limitation, we propose a straightforward
yet effective approach: aggregating the LICTOR model with our DeepAL model by adding
their prediction results together. This integrated approach is termed DeepAL_LICTOR.
It is important to note that, although these two methods are trained separately, they are
evaluated using the same training and testing splits in the 10-fold validation.

We evaluated these three methods on Dataset 1I. The results, showcased in Figures 4.6
and 4.7, reveal that the combined DeepAL_LICTOR method not only maintains DeepAL’s
performance across most regions but also addresses the underperformance issue in the high-
score region. This innovative approach results in a significant improvement, achieving an
AUROC of 90.38% and an AUPRC of 85.57%, markedly enhancing the performance of
DeepAL.

4.3.4 Ablation study

In this section, we evaluate the contribution of each module in our model: encoding module,
projection module, and ensemble learning. In this experiment, we use dataset II as our
benchmark dataset for the following experiments.
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Figure 4.6: The ROC curves of DeepAL, LICTOR and DeepAL_LICTOR on dataset II.
X-axis is false positive rate and y-axis is true positive rate.
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Figure 4.7: The PR curves of DeepAL, LICTOR and DeepAL_LICTOR on dataset II.
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In DeepAL encoding layer, we used a pre-trained model AbLang to extract L.C features.
To see how much it improves the performance, we replace this module with a general
embedding layer. We call this new model DeepAL _no_AbLang. In our projection module,
a one-layer transformer encoder is used to extract sequence features. To find out how
much this module learns sequence features, we replace this with an averaging pooling layer.
We call this new model DeepAL _no_transformer. Similar to the previous experiment, we
implement a 10-fold cross-validation on dataset II. The results of these three models are
shown in Figure 4.9.

The AUROC of DeepAL_no_AbLang is recorded at 77.69%, which is significantly lower
than the 89.19% achieved by DeepAL. This discrepancy underscores the critical role of the
pre-trained model’s capabilities. Through transfer learning from pre-established knowl-
edge, DeepAL demonstrates enhanced performance. Additionally, the importance of the
transformer module is highlighted, as DeepAL equipped with this module achieves an AU-
ROC that is 5.38% higher than its absence. This indicates that a single linear layer is
insufficient for accurately predicting AL.
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Figure 4.8: The ROC curves of DeepAL, DeepAL no_AbLang and DeepAL _no_transformer.
X-axis is false positive rate and y-axis is true positive rate.
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4.3.5 Ensemble learning

In DeepAL, we implemented an ensemble learning technique known as Bagging. This
approach was deemed necessary due to the limited sample size available for training. In
this experiment, five models were trained by randomly splitting the training and validation
datasets. X-axis represents the number of models (k) employed in the Bagging algorithm,
while y-axis represents AUROC.

When £ is set to 1, we have (?) model results. The average AUROC across the five

models is 87.33%. When k increases to 2, there are (g) = 10 combinations. The average
AUROC improves to 88.42%. The results depicted in Figure 4.9 indicate the AUROC
exhibits an upward trend with increasing k. When £ is set to 5, it has the best result of
89.19%, 1.86% improvement compared without using Bagging, showing that multi-times

of training make the model learn more knowledge from the training set.
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Figure 4.9: Boxplot of AUROC of using different numbers of models. X-axis is the number
of models and y-axis its AUROC.

Not only the average AUROC is increasing, but the minimum AUROC is also increas-
ing, which shows the utilization of the Bagging method not only enhances the overall
performance of the model but also increases its robustness. By mitigating the risk of sig-
nificantly poor performance on data with distinct distributions from the training set, the
Bagging technique provides greater resilience. Although the performance gains achieved
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through Bagging may be marginal, the improved robustness makes it less likely to encounter
situations where the model performs inadequately.

4.3.6 Case study

To further investigate the performance of DeepAL, we utilized an additional dataset from
LICTOR’s paper that included new clinical phenotypes that are not present in the AL-
Base. This dataset consisted of 12 sequences, with 7 positive samples and 5 negative
samples.

In this experiment, we trained our DeepAL model using the LICTOR dataset and
evaluated its performance on this LICTOR clinical dataset. DeepAL achieved an AUROC
of 0.86 on this dataset. When using a threshold of 0.5, our model successfully predicts
6 positive sequences and 4 negative sequences, shown in Table 4.4. It demonstrated an
accuracy of 83.3% and an Fiscore of 85.71%, which aligns with the performance observed
during the 10-fold validation in the previous experiment.

ID CODE | CLINICAL PHENOTYPE | DeepAL Prediction
H3 Toxic Toxic
H6 Toxic Toxic
H7 Toxic Non-toxic
H9 Toxic Toxic

H15 Toxic Toxic
H16 Toxic Toxic
H18 Toxic Toxic
M2 Non-toxic Non-Toxic
M7 Non-toxic Non-Toxic
MS Non-toxic Non-Toxic
M9 Non-toxic Non-Toxic
M10 Non-toxic Toxic

Table 4.4: The label and predicting results in dataset III.

4.4 Discussion

Predicting AL amyloidosis from antibody sequences has presented itself as a significant
yet formidable challenge. This paper introduces DeepAL, a deep learning-based prediction
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approach tailored specifically for AL amyloidosis prediction. A remarkable feature setting
DeepAL apart is its ability to achieve precise predictions without relying on manually fea-
ture extraction. Rigorous experimentation has unequivocally demonstrated that DeepAL
outperforms previous methodologies. Moreover, our results underscore the distinctive ad-
vantages of employing pre-training, particularly in the context of training deep learning
models for rare diseases characterized by limited available data. We believe that DeepAL
will hold immense value in the diagnosis and treatment of AL amyloidosis. Furthermore,
we aspire for our work to act as a driving force for additional research and innovation in
this promising realm, fostering progress that not only aids patients but also contributes to
the broader landscape of amyloidosis research.
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Chapter 5

Anti-Cancer Peptides Identification
and Activity Type Classification with
Protein Sequence Pre-training

5.1 Introduction

Cancer stands as one of the most devastating and relentless human diseases, contributing
to millions of deaths worldwide each year [121]. In the current landscape, radiotherapy and
chemotherapy serve as the primary strategies for cancer treatment. However, radiotherapy
approaches are inherently destructive, as they not only target cancer cells but also harm
healthy cells. Chemotherapy involves the introduction of chemicals into the body to attack
cancer cells, which increases the likelihood of drug resistance and recurrence [160] [84]. In
the pursuit of anti-cancer drugs that can effectively target tumor cells while minimizing side
effects, a class of short peptides, known as anti-cancer peptides (ACPs), has emerged as a
potential breakthrough in cancer treatment. ACPs possess a unique ability to selectively
target cancer cells while sparing healthy ones, making them promising candidates for novel
therapeutic interventions [118] [1].

ACPs are a class of biologically active peptides that exhibit anti-tumor activity. Their
unique sequences and structures enable them to interact with cancer cells and inhibit or
destroy malignant cells. This makes ACPs a promising approach in combatting cancer.
ACPs employ a variety of mechanisms to selectively eliminate cancer cells: Firstly, ACPs
create pores in cell membranes, causing the release of cellular contents and resulting in
necrosis. Moreover, they impede the formation of new blood vessels that supply nutrients
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to tumors. Additionally, ACPs activate caspase cascades and mitochondrial pathways,
initiating programmed cell apoptosis [71] [90]. Through these cytotoxic effects and precisely
targeted actions, ACPs demonstrate potential in the development of effective and safe
cancer drugs.

The development of ACP drugs involves two primary tasks: determining the peptide’s
capability to activate anti-cancer properties and categorizing the specific tissue it tar-
gets. However, the heavy reliance on wet laboratory experiments for ACP identification
or classification presents significant challenges, including time-consuming, labor-intensive,
and costly. Consequently, there is an urgent need for more efficient and cost-effective ap-
proaches to identify and classify ACPs. In this context, computational methods emerge
as a promising solution to address this challenge. By harnessing the power of machine
learning and statistical techniques, these methods expedite the ACP discovery process and
accelerate the development of effective therapies for cancer patients.

To develop an accurate ACP identification tool, several methods have been proposed.
AntiCP [132] is one of the first computational methods, which relies on three hand-
crafted features tailored to ACPs: Amino Acid Composition (AAC), Dipeptide Compo-
sition (DPC), and Binary Profile (BP). These features are harnessed in conjunction with
a Support Vector Machine (SVM) model. Building on this foundation, AntiCP2.0 [2],
ACPred-FL [141], and ACPred-Fuse [113] have emerged as methods dedicated to ACP
identification, each with improvements in predictive performance. These tools incorporate
more powerful handcrafted features and employ feature selection techniques to reduce di-
mensionality. Furthermore, they utilize a variety of machine-learning models to enhance
their prediction processes.

The emergence and widespread adoption of deep learning have catalyzed the develop-
ment of several deep learning-based methods for prediction. ACP-DL [153] employs a Long
Short-Term Memory (LSTM)-based deep learning model that leverages k-mer sparse matri-
ces and binary features. Another notable model, ACPred-LAF [50], utilizes a transformer
encoder-based approach with multi-sense and multi-scale embedding algorithms to capture
the context and sequential characteristics of ACPs. iACP-DRLF [85] is a model that takes
advantage of both Light GBM and deep representation learning techniques for feature em-
bedding. ME-ACP [14] employs ensemble learning as a preprocessing step for embedding,
followed by inputting the processed data into a hybrid neural network that comprises resid-
ual modules and Bidirectional LSTM (Bi-LSTM) layers. ACP-ODE [155] utilizes a unique
peptide sequence encoding method to represent ACPs. This model combines techniques
from both deep learning, such as Bi-LSTM and Convolutional Neural Networks (CNN),
and machine learning, particularly Light GBM, within its prediction framework.
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One of the major challenges in developing highly accurate ACP prediction models is
the limited size of ACP datasets, which typically contain fewer than 1,000 ACPs. This
scarcity of ACP data can lead to overfitting in machine learning models. To address this
issue, several strategies commonly used in deep learning have been applied. One such strat-
egy is data augmentation, which is employed by methods like ACP-DA [20], ACP-DAD [3],
and ACP-ASSF [125]. These techniques use data augmentation to artificially expand the
dataset, helping the model generalize better and make more accurate predictions. Another
approach involves leveraging pre-trained models, as demonstrated in Unidl4dbiopep [38].
This method utilizes pre-trained representations to extract informative features and pre-
dicts using CNNs. Pre-trained models capture valuable information from larger datasets
and transfer that knowledge to enhance ACP prediction performance on smaller datasets.

Furthermore, alongside the accurate identification of ACPs, there is an increasing fo-
cus on classifying their functional types. Since an ACP is able to activate in several
different tissues, this becomes a multi-label classification problem. For this problem,
xDeep-AcPEP [19] utilizes multi-tasking learning within a CNN-based framework to pre-
dict the IC50 values of ACPs across six different tissue categories. Another approach,
ACP-MLC [33], introduces a two-level prediction model: one for identification and an-
other for classification. The two models share the same architecture but are trained on
distinct datasets.

Advanced research has contributed significantly to an enhanced understanding of ACPs.
However, it is important to acknowledge certain limitations in existing research efforts. One
of the critical aspects of designing an ACP identification model is the representation of
peptide sequences. Many methods rely on handcrafted approaches to represent ACPs,
which often fall short of capturing the full spectrum of features. On the other hand,
some approaches turn to deep learning methods to extract peptide features. However, the
limited number of ACP peptides in datasets can lead to overfitting when attempting to
learn representations directly from peptides. Furthermore, many existing methods take a
hybrid approach, combining both machine learning and deep learning techniques. While
this can be effective, it also introduces additional complexity in model development and is
prone to overfitting training data.

In our research, we have introduced a novel method called DUO-ACP, which demon-
strates dual prediction capability: performing both ACP identification and activity type
classification. DUO-ACP leverages two distinct modules for peptide representation: a
global feature embedding and a local feature embedding. We conducted comprehensive
evaluations using one identification dataset and one classification dataset. For ACP iden-
tification task, DUO-ACP achieved an accuracy of 0.828 and an AUROC of 0.895, out-
performing all other existing methods in this task. In the multi-label classification task,
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DUO-ACP attained a Macro-averaged accuracy of 0.835 and a Macro-averaged AUROC
of 0.886, both of which also exceed the current best results. To gain deeper insights into
DUO-ACP’s performance, we conducted experiments revealing how DUO-ACP integrates
knowledge from both modules and how ensemble learning enhances robustness. In addi-
tion, we curated a new dataset containing ACPs that were not present in previous datasets.
DUO-ACP was applied to both ACP identification and classification on this dataset, suc-
cessfully identifying 92.6% of ACPs and achieving a Macro-averaged AUROC of 0.946 in
classification. These results highlight DUO-ACP’s potential for discovering novel ACPs.
Overall, DUO-ACP has demonstrated its effectiveness and versatility in ACP identifica-
tion and classification tasks, offering a valuable tool for advancing research in anti-cancer
peptide discovery.

5.2 Methods

Our method addresses two crucial challenges in ACP analysis: determining whether a given
protein sequence belongs to the ACP category and classifying it into specific tissue types.
Our approach is capable of performing both identification and classification within a single
model architecture. For both tasks, the input to our model is a protein sequence. In the
first task, our model outputs the probability of the input sequence being identified as an
ACP sequence. In the second task, it predicts the probability of activation in each tissue
category.

The overall workflow is illustrated in Figure 5.1. Our model comprises two embed-
ding modules: global feature embedding and local feature embedding, along with a pre-
diction module. The embedding modules are responsible for mapping the input protein
sequence into a learnable vector representation. The global feature embedding module uses
a pre-trained model to capture global protein sequence information, while the local feature
embedding module utilizes a randomly initialized vector to directly learn ACP-specific fea-
tures. The prediction module’s objective is to integrate these embeddings and output the
probability of each ACP type.

5.2.1 Global feature embedding

In the realm of NLP, pre-trained language models have ushered in significant advancements
in representation learning. Similarly, in the field of bioinformatics, the development of effec-
tive representation models for biological sequences, including gene and protein sequences,
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Figure 5.1: The DUO-ACP model’s structure. This model processes protein sequences
derived either from an ACP identification dataset or an ACP functional type dataset. Each
sequence undergoes embedding through two distinct modules: a global feature embedding
module and a local feature embedding module. The outputs from these modules are
combined into a single vector. For ACP identification predictions, the model outputs the
likelihood of the sequence being an ACP. In the case of predicting ACP functional types,
it outputs the probability distribution across different types.
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is crucial for predictive tasks. ESM-2 [117], a prominent protein sequence representation
model, is built upon a transformer-based architecture and trained on an extensive dataset
containing up to 250 million sequences from the UniParc database [25], encompassing a
staggering 86 billion amino acids. In DUO-ACP, we download and leverage a 6-layer pre-
trained model [$1] for computing global features. This model generates a 320 x L matrix,
where L represents the length of the input sequence.

The 320 x L matrix is then projected to a vector for peptide feature representation.
Similar to previous DeepAL method, to represent the sequence, we introduce an addi-
tional layer of transformer architecture into our model. This layer operates on the residue
feature map, enabling the model to capture contextual information and interdependen-
cies between amino acids in the sequence. By leveraging the transformer’s multi-head
self-attention mechanism, our model can effectively capture long-range dependencies and
learn meaningful sequence representations. This enhanced representation contributes to
the overall performance of DUO-ACP.

The typical length of ACP is from 10-50. However, there are a few ACP in our dataset
exceeded 50. To train or predict on these long sequences, we set out maximum input
as 128. Before this step, the feature maps are padded to a uniform length of 128, with
masking applied to the padding region to prevent interference during training. The output
of the transformer layer retains the input size of 320 x 128. We extract the 320-dimension
feature of the first position to represent the entire sequence.

5.2.2 Local feature embedding

The pre-trained model excels at learning general protein features from a vast corpus of
protein sequences. However, it may not capture specific knowledge related to ACPs. To
address this gap, we introduce a local feature embedding sub-module dedicated to learning
ACP-specific domain knowledge. In this module, protein sequences are initially converted
into a 20-dimensional matrix using one-hot embedding. We then employ a lookup table
that projects this matrix into a 256-dimensional space. Similar to the previous sub-module,
the input to this sub-module is in the form of a 20 x L matrix, which is padded to create
a 20 x 128 matrix. However, unlike utilizing a pre-trained model where a single layer of
transformer encoder can suffice for feature extraction, converting raw input sequences into
meaningful representations typically necessitates a deeper neural network. To this end,
we employ a four-layer transformer encoder within this sub-module to learn ACP-specific
features. This deeper architecture enables the model to capture intricate patterns and
domain-specific knowledge related to anti-cancer peptides, enhancing the model’s ability
to make accurate predictions for ACP identification and classification.
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5.2.3 Prediction module

In this module, we concatenate features from the global and local feature embedding whose
dimensions are 320 and 256. Moreover, we add one hand-crafted feature: sequence length.
To combine these features, in our prediction module, the combined feature vector of di-
mension 577 is projected for the final outputs. For the binary classification problem, the
output size is two with a SoftMax activation function. The two output values represent
the probability of true or false. For multi-tasking problems, the output size is the number
of types. In dataset III, there are 7 types of ACP (Colon, Breast, Cervix, Lung, Skin,
Prostate, Blood), so the output size is 7, with a Sigmoid activation function.

5.2.4 Model training

Our model’s training is divided into two distinct steps. The first step focuses on training
the two embedding modules, while the second step is dedicated to training the prediction
module. We adopt this approach due to the different initial states of the two modules:
the global embedding module is pre-trained, whereas the local feature embedding module
begins with a random initialization. Directly training the entire model can result in uneven
updates, often leading to an overreliance on the pre-trained global module and insufficient
learning of local features. To mitigate this, we train each module separately and then
combine them for the prediction phase.

In the first step of our training, the global feature embedding module is linked to
a 320-dimensional linear layer, and the local feature embedding module is connected to a
256-dimensional linear layer. Each of these models is trained independently with a learning
rate le-5. After this step is complete, we extract the embedding modules from both models
to initialize the respective modules in our comprehensive model. Then in the second step,
we train our comprehensive model with a learning rate le-6.

In both training steps, we set the batch size to 32 and limit the training to a maximum
of 300 epochs. We also implement early stopping regularization, halting training if there’s
no improvement after 20 epochs. The choice of loss function is tailored to the specific
training task: for binary classification tasks, considering the dataset is balance for positive
and negative samples, we use the Cross-Entropy (CE) loss function, while for multi-tasking
problems, the Binary Cross-Entropy (BCE) loss function is applied. It’s important to note
that during training, the model is not permitted to use test data for the purpose of early
stopping. The chosen model checkpoint is the one that records the lowest loss on the
validation set.
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5.3 Results

5.3.1 Datasets

Dataset name | #Positive Entries | #Negative Entries
dataset I 242 242
dataset 11 61 61

Table 5.1: The number of peptides for each type in ACP identification dataset.

In ACP identification, the ACP-Mixed-80 dataset originally sourced from the ACPred-
LAF paper [50] is utilized. The ground truth sets were sourced from two databases: Can-
cerPPD [133] and MLACP [39]. Five datasets were merged and validated against these
ground truth sets, forming a new dataset that comprises 1,054 ACPs and 4,895 non-ACPs.
The non-ACPs were derived from regular peptides and antimicrobial peptides that lack
anticancer properties.

To ensure data quality, a series of preprocessing steps were performed. These included
label verification, correction, removal of duplicates, and separation of ambiguous samples.
Following these preprocessing steps, 736 unique ACPs were selected, along with an equal
number of unique non-ACPs, chosen randomly from the remaining 4,577 samples. To create
balanced training and testing datasets, the data was split into an 80:20 ratio, resulting in a
training dataset with 558 ACPs and 558 non-ACPs and an independent test set comprising
148 ACPs and 148 non-ACPs. To reduce sequence similarity within the datasets, peptides
with more than 80% sequence identity were removed using the CD-HIT [18] program. As
a result, a training dataset (referred to as dataset I) consisting of 242 positive and 242
negative samples and a testing dataset (referred to as dataset II) containing 61 positive
and 61 negative samples are obtained.

A multi-label dataset was obtained from ACP-MLC [33]. It is originated from Can-
cerPPD [133], where ACPs are categorized into 21 functional groups based on the types
of tissues they target. To ensure statistical significance, functional types with fewer than
40 unique entries were excluded from the dataset. Further preprocessing steps involved
removing duplicate sequences, non-linear peptides, excessively long peptides (those with
lengths exceeding 100 amino acids), and peptides containing non-standard amino acids.
Additionally, peptides sharing more than 90% pairwise sequence identity with any other
sequences were eliminated using the CD-HIT program [18]. This curated dataset, referred
to as dataset III, comprises 211 ACPs that target various tissue types, including colon,
breast, cervix, skin, lung, prostate, and blood.
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Type | Number of Entries
Colon 137
Breast 124
Cervix 105
Skin 106
Lung 94
Prostate 89
Blood 63
Total 211

Table 5.2: The number of peptides for each type in ACP type classification dataset (dataset
I11).

5.3.2 Evaluation metrics

To evaluate the performance of ACP identification, we employ several widely used metrics
commonly utilized in previous studies. These metrics include accuracy (ACC), sensitivity
(SE, also called recall), specificity (SP), precision, Matthews correlation coefficient (MCC),
and the area under the receiver operating characteristic ROC curve (AUROC). Here, we
use TP, TN, FP, and FN to represent True Positive, True Negative, False Positive, and
False Negative, respectively. MCC is defined as follows:

TPxTN —FPx FN
MCC = (5.1)
V(TP +FP)(TP+ FN)(TN + FP) (TN + FN)

In a multi-label classification task, the prediction for each label can be treated as a
binary classification task. Therefore, the metrics mentioned earlier for evaluating identifi-
cation can also be applied here for each label. When it comes to integrating the evaluation
metrics across all labels, there are two primary approaches: Macro-averaging and Micro-
averaging. Macro-averaging calculates each metric independently for each label and then
computes the average to obtain the final metric. In contrast, Micro-averaging involves first
aggregating TP, TN, FP, and FN values across all labels and then calculating the evaluation
metrics. The definitions for Macro-averaging and Micro-averaging are as follows:

L

1
Macro Metric = 7 E eval Metric (TP, TN,, FP,, FN,) (5.2)
=1
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L L L L
Micro Metric = eval Metric (Z TP, Z TN, Z FP, Z FNZ> (5.3)

=1 =1 =1 =1

In addition to the previously mentioned metrics, another important evaluation metric
for our multi-label classification task is Hamming Loss. Hamming Loss is a measure that
quantifies the fraction of labels that are incorrectly predicted for a given sample. It takes
into account both false positives and false negatives for each label, providing a comprehen-
sive view of the classification performance across multiple labels simultaneously. Hamming
Loss is defined as follows:

1 ’T’ZAZ@
H ing Loss = — 0.4
amming Loss = - ; 7 (5.4)

Here D is the number of instances in the dataset. r; is the set of true labels for instance
1. Z; is the set of the predicted labels for instance 7. 7;AZ; calculates the symmetric
difference between the true and predicted labels for instance 7. L is the total number of
labels.

5.3.3 ACP identification results

In this section, we conducted an evaluation of DUO-ACP by comparing its ACP iden-
tification capabilities against four existing state-of-the-art methods: ACPred-LAF [50],
ACP-MLC [33], ACP-ODE [155], and UniDL4BioPep [38]. This evaluation was carried
out by training the models on dataset I and testing them on dataset II. For the first two
methods, ACPred-LAF and ACP-MLC, we obtained the results directly from their pub-
lished papers respectively. ACPred-LAF developed four models using different embedding
methods: ACPred-LAF Basic, ACPred-LAF MSE, ACPred-LAF MSC, and ACPred-LAF
MSMC. Among these, the ACPred-LAF MSMC model achieved the highest AUROC, so
we utilized it as the representative of ACPred-LAF. In the case of ACP-MLC, the results
of seven models employing different machine-learning algorithms were provided. Similarly,
we selected the random forest model since it yielded the highest AUROC to represent ACP-
MLC. Concerning the other two methods, ACP-ODE and UniDL4BioPep, we employed
their source code to train and test. In order to ensure the trained models are optimum, for
each method we have tried several hyper parameter settings and the model with the high-
est AUROC in test set is used in comparison. During training our approach keeps the test
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dataset unseen, and we choose the best model based on its performance on the validation
dataset. This rigorous evaluation methodology ensures a fair and reliable comparison of
our model against existing methods in the context of ACP identification. The comparison
results are presented in Table 5.3.

Model ACC SE SP MCC | AUROC
ACPred-LAF | 0.812 | 0.721 | 0.902 | 0.633 0.827
ACP-MLC 0.787 | 0.803 | 0.770 | 0.574 0.888
ACP-ODE 0.820 | 0.770 | 0.869 | 0.642 0.862
UniDL4BioPep | 0.787 | 0.797 | 0.778 | 0.558 0.853
DUO-ACP 0.828 | 0.885 | 0.902 | 0.663 | 0.895

Table 5.3: The testing results on dataset II of ACP identification dataset

Among the five methods compared, it is evident that our DUO-ACP model excels
by achieving the best performance across multiple key metrics. Given that the dataset
maintains a balanced distribution between true and false labels, the AUROC is considered
a crucial metric. In this regard, DUO-ACP outperforms all other methods, achieving an
impressive AUROC value of 0.895. Regarding other metrics, it’s important to note that
the choice of threshold settings can impact the results. In this comparison, we selected a
threshold of 0.8. While each of the other four methods achieved the best performance in
a specific metric (ACP-ODE for accuracy, UniDL4BioPep for sensitivity, ACPred-LAF for
specificity, and ACP-MLC for AUROC), our DUO-ACP consistently outperforms the best
model across all metrics. This outstanding performance underscores the effectiveness and
superiority of our DUO-ACP model in the realm of ACP identification.

5.3.4 ACP activity type classification results

Aside from identification, we also evaluate our method’s capability in activity type clas-
sification. In this experiment, DUO-ACP is compared with the state-of-the-art method
ACP-MLC [33] using their provided dataset III. In this dataset, only training data is
provided, and there is a lack of an independent testing dataset. To ensure a rigorous as-
sessment of our model and to facilitate a fair comparison, we adopted the same 10-fold
cross-validation strategy that ACP-MLC employed on this dataset. Similar to previous
experiments, ACP-MLC’s results are obtained from their paper. This approach allows us
to maintain consistency in evaluation methodologies and provides a robust basis for as-
sessing the performance of our model in the absence of an independent test dataset. The
comparison results are presented in Table 5.4.
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Method AUROC | ACC SE SP Fl-score | MCC
ACP-MLC 0.868 0.773 | 0.608 | 0.854 0.676 0.509
DUO-ACP | 0.886 | 0.835 | 0.812 | 0.819 0.819 | 0.647

Table 5.4: The testing results on dataset III of ACP type classification dataset.

The predictive results of DUO-ACP and ACP-MLC for each targeted tissue type are
illustrated in Figure 5.2, showcasing a comparison of accuracy, MCC, AUROC, and F1-
score for each tissue type. In this experiment, a threshold of 0.5 was set. For the six tissue
types (breast, cervix, lung, skin, prostate, blood), DUO-ACP consistently achieves higher
MCC than ACP-MLC, and it also demonstrates better performance across other metrics.
The only exception is the tissue type colon, for which ACP-MLC achieves better results
across all metrics.

For the micro-averaged results, DUO-ACP achieves a sensitivity of 0.824, a recall of
0.840, and an F1l-score of 0.832. The Hamming loss between the prediction results and
labels is 0.165. To provide a comprehensive comparison between DUO-ACP and ACP-
MLC, the macro-averaged results of the two methods are presented in Table 5.4. Across
all six metrics considered, DUO-ACP outperforms ACP-MLC in five of them, with the only
exception being specificity. Overall, our model attains impressive macro-averaged results,
boasting a Macro-AUROC of 0.886 and a Macro-ACC of 0.835. These results surpass
the respective values of 0.868 and 0.509 obtained by ACP-MLC. These superior perfor-
mance metrics underscore the effectiveness and advantages of DUO-ACP in the activation
classification task.

5.3.5 Ablation study

In DUO-ACP, there are two embedding modules: global feature embedding and local
feature embedding, along with a prediction module that integrates them. We refer to
these three models as Global-ACP, Local-ACP, and DUO-ACP. To understand how these
modules contribute to performance improvement, we evaluated the performance of each
of them. In this study, we focused on binary classification tasks and evaluated dataset I
and dataset II. To ensure statistical robustness and reduce randomness, we created a new
dataset by combining dataset [ and dataset II into a single dataset, containing 606 peptides
(303 positive and 303 negative). Then, we performed 5-fold cross-validation on this new
dataset for all three methods.

In the first experiment, we extracted the embeddings from the last layer before the
output for all three models: DUO-ACP, Global-ACP, and Local-ACP. We then applied

72



Accuracy MCC

1 0.9
0.9 08
08 0.7
07 0.6
0.6
s 0.5
04 0.4
03 03
0.2 0.2
0.1 0.1 I I

0 0

colon breast cervix lung skin prostate blood colon breast cervix lung skin prostate blood
HACP-MLC mDUO-ACP M ACP-MLC mDUO-ACP
a b
AUROC F1 score

1 1
0.9 0.9
0.8 0.8
0.7 0.7
0.6 0.6
0.5 0.5
0.4 0.4
0.3 0.3
0.2 0.2
0.1 0.1

0 0

colon breast cervix lung skin prostate blood colon breast cervix lung skin prostate blood
mACP-MLC mDUO-ACP mACP-MLC mDUO-ACP
c d

Figure 5.2: The performances comparison between ACP-MLC (represented in blue) and
DUO-ACP (represented in orange) on the multi-label classification task are depicted in
panels (a) through (d). These panels illustrate the accuracy, MCC, AUROC, and F1-
score, respectively, for each tissue type being analyzed.
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Figure 5.3: The visualization of PCA dimensional reduction of three embeddings. (a)(b)(c):
The embedding of training for 10 epochs of Global-ACP, Local-ACP, and DUO-ACP.
(d)(e)(f): The final trained embedding of Global-ACP, Local-ACP, and DUO-ACP.
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PCA dimensional reduction to these embeddings to visualize how they can separate posi-
tive and negative samples. Figure 5.3 depicts the embeddings of the three methods after
training for 10 epochs and at the end of training. When comparing Figure 5.3 (a)(b)(c),
it’s evident that the DUO-ACP model converges faster than Global-ACP and Local-ACP
due to the components that have already been trained. For the final trained models, both
Global-ACP and Local-ACP achieve good results in separating positive and negative sam-
ples (Figure 5.3 (d)(e)). The distributions of these two embeddings are different, indicating
that they potentially distinguish samples from different perspectives. DUO-ACP integrates
the advantages of both modules and exhibits the best performance (Figure 5.3 (f)). This
suggests that DUO-ACP effectively leverages the different features learned by the global
and local embedding modules to improve overall performance.

1.0
0.8
0.6
0.4
0.2
—— Local-ACP:AUROC=0.846

Global-ACP:AUROC=0.833

0.0 —— DUO-ACP:AUROC=0.859

0.0 0.2 0.4 0.6 0.8 1.0

Figure 5.4: ROC curves of Local-ACP, Global-ACP, and DUO-ACP.

Figure 5.4 displays the ROC curves of the three models in the ablation study. It’s
evident that Global-ACP or Local-ACP experiences a decrease in AUROC compared to
the original model. During this 5-fold cross-validation, DUO-ACP achieves an AUROC of
0.859. When the local embedding module is removed, there is a 1.5% drop in AUROC, and
when the global embedding module is removed, there is a 3% drop in AUROC. These results
indicate that both local and global feature embedding modules contribute significantly to
the overall performance of DUO-ACP.
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5.3.6 Case study

To demonstrate the potential capabilities of DUO-ACP in the discovery of novel ACPs,
we conducted case studies involving samples that were not previously included in any
existing datasets. Specifically, we gathered all samples from the CancerPPD database and
subjected them to a series of filtering and organization steps as outlined below:

1. We retain only linear peptides composed of the 20 natural L-form amino acids, ex-
cluding cyclic peptides, D-form peptides, and mixed peptides.

2. Peptides that exhibited activity against at least one of the seven tissues in dataset
IT are retained.

3. Entries that included EC50, LC50, IC50, or LD50 values are retained, while those
with missing values are removed.

4. Peptides already present in dataset I, II or III are excluded.

5. To minimize redundancy, we utilized CD-HIT to eliminate peptides sharing more
than 80% sequence identity.

Following these procedures, we obtained a dataset comprising 109 ACPs along with
their corresponding activity types. This new dataset was then employed to assess the ef-
ficacy of DUO-ACP’s identification model, which had been trained on dataset I and II, in
predicting whether these peptides qualified as ACPs. Remarkably, DUO-ACP identified
92.7% of the peptides in this dataset as ACPs. Subsequently, DUO-ACP’s classification
model, trained on dataset III, was used to predict the probability of each activity type
for the ACPs in this dataset. The macro-averaged result across the seven tissues yielded
a remarkable 94.6% Macro-averaged AUROC score, underscoring the exceptional general-
ization capabilities of our model.

To further investigate the analysis, we selected the top 10 candidate peptides based
on their probability scores. The functional type of these peptides from CancerPPD is in
Table 5.5 and our DUO-ACP’s prediction results on each type is in Table 5.6. Notably,
all these peptides exhibited probabilities exceeding 98.5% for being classified as ACPs.
In the context of the classification task, DUO-ACP’s results closely align with those in
the CancerPPD database. However, it’s worth noting a single peptide, GFKMALKL-
LKKVL, which was predicted to be active in blood tissue by DUO-ACP but lacked such
a label in CancerPPD. Our research did not uncover concrete evidence supporting its role
in interacting with blood cancer cells. Nevertheless, it has exhibited toxicity in human
erythrocytes [123], suggesting its potential function in blood cancer cells.

76



Sequence Label
FALALKLAKKL Breast, Cervix, Colon, Lung, Prostate, Skin
FAKKLLAKALKL Breast, Cervix, Colon, Lung, Prostate, Skin
GFKMALKLLKKVL Cervix,Colon
KWFKKIPKFLHLAKKF Blood,Breast
KWKLFKKIPLAKKF Blood,Breast
KAKLAKKALAKLL Breast, Cervix, Colon, Lung, Prostate, Skin
FAKALAKLAKKLL Breast, Cervix, Colon, Lung, Prostate, Skin
GKWKKILGHLIR Cervix,Colon
GKWMSLLKHIWK Cervix,Colon
FAKKLAKLAKKALAL | Breast, Cervix, Colon, Lung, Prostate, Skin

Table 5.5: The functional types of the top 10 peptides.

Sequence Colon | Breast | Cervix | Lung | Skin | Prostate | Blood
FALALKLAKKL 0.981 | 0.974 | 0.984 | 0.958 | 0.977 | 0.940 0.002
FAKKLLAKALKL 0.989 | 0.986 | 0.980 | 0.982 | 0.990 | 0.973 0.002
GFKMALKLLKKVL 0.982 | 0.020 | 0.995 | 0.039 | 0.024 | 0.030 0.902
KWFKKIPKFLHLAKKEF | 0.012 | 0.964 | 0.013 | 0.088 | 0.005 | 0.015 0.989
KWKLFKKIPLAKKFEF | 0.072 | 0.958 | 0.043 | 0.792 | 0.087 | 0.052 0.564
KAKLAKKALAKLL 0.995 | 0.978 | 0.971 | 0.957 | 0.993 | 0.925 0.005
FAKALAKLAKKLL 0.986 | 0.985 | 0.954 | 0.994 | 0.993 | 0.992 0.002
GKWKKILGHLIR 0.977 | 0.009 | 0.979 | 0.006 | 0.006 | 0.006 0.294
GKWMSLLKHIWK 0.993 | 0.009 | 0.996 | 0.010 | 0.017 | 0.010 0.029
FAKKLAKLAKKALAL | 0.986 | 0.989 | 0.925 |0.993 | 0.994 | 0.992 0.002

Table 5.6: The prediction results of the top 10 peptides.
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5.4 Discussion

In the field of anti-cancer peptide research, there is a growing demand for computational
methods capable of efficiently identifying ACPs and categorizing them into specific func-
tional types. In this section, we introduce DUO-ACP, a deep learning-based method with
a dual capability for ACP identification and activity type classification. DUO-ACP dis-
tinguishes itself with its unique approach to learning protein sequence representation. It
employs protein sequence pre-training to acquire global features and employs an embed-
ding module for learning local features from ACP sequences. Furthermore, we introduce
a two-step training process to balance the initial state of the two representation mod-
ules. Additionally, we apply an ensemble learning approach to enhance its performance
and robustness. Through rigorous experimentation, we have demonstrated its superior
performance in both ACP identification and classification tasks. DUO-ACP achieves an
ACP identification accuracy of 89.5% and a Macro-averaged AUROC of 88.6% in ACP
functional type classification, surpassing all existing methods. Finally, a case study is con-
ducted on a newly curated dataset. A peptide predicted to possess a new activity type
that not shown in database, indicating the potential of DUO-ACP for discovering novel
ACPs or new functional types.
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Chapter 6

Novel Fine-tuning Strategy on
Pre-trained Protein Model Enhances
ACP functional Type Classfication

6.1 Introduction

Cancer has long been a major health challenge worldwide [121]. There are various estab-
lished medical approaches to treating cancer, such as chemotherapy, radiation therapy, and
surgical interventions. Despite their effectiveness, these methods often come with signif-
icant drawbacks, including side effects and varying degrees of success depending on the
cancer stage and type [119]. Recently, the development of ACPs has emerged as a promis-
ing new strategy in both cancer diagnosis and treatment. ACPs offer several benefits
compared to traditional chemotherapy methods, including higher specificity, reduced side
effects, and potential effectiveness in drug-resistant cancer forms. Research indicates that
numerous ACPs have been developed and are currently being utilized in clinical settings.
For instance, some specific ACPs has been effectively used in treating melanoma [137]
and breast cancer [1358]. This progress in ACP research and application has significantly
contributed to the field, laying the groundwork for further advancements and potentially
more effective cancer treatments in the future.

Considering the significant advantages of ACPs, it is crucial to develop computational
methods for accurately identifying new ACPs. These techniques predict whether a spe-
cific peptide possesses anti-cancer properties by analyzing its amino acid sequence. An-
tiCP [132], as the first computational method for identifying ACPs, employs three hand-
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crafted features in a Support Vector Machine (SVM) model. The advent of deep learning
techniques has significantly enhanced prediction accuracy and efficiency. For instance,
ACP-DL [153] employs a Long Short-Term Memory (LSTM) model to extract features
from peptide sequences. ACPred-LAF [50] developed a transformer encoder-based deep
learning method with learnable and adaptive embedding features. These methods improve
the model’s ability to learn embedding features from ACPs as well as to predict ACP prop-
erties. Currently, ACP-ODE [155], which integrates deep learning with machine learning
to learn ACP features, and Unidl4biopep [3%], which leverages a pre-trained model to learn
peptide features, are considered state-of-the-art due to their exceptional accuracy on ACP
identification.

ACP research goes further than just confirming if a peptide has anti-cancer qualities.
As highlighted in prior studies [133], an individual ACP can act against multiple cancer
cell lines. Therefore, an equally critical aspect is to predict which cancer types ACPs can
target effectively. These predictions are crucial for the tailored use of ACPs in cancer
treatment, allowing therapies to be specifically designed according to the unique features
of the cancer.

Several computational methods have been developed for this task: xDeep-AcPEP [19],
for instance, uses multi-task learning in a CNN framework to predict the IC50 values of
ACPs across six different tissue categories. ACP-MLC [33], employs a two-level predic-
tion model that includes one layer for identification and another for type classification.
Each model are trained on distinct datasets yet sharing the same architecture. Our pre-
vious work, DUO-ACP [111], marks a significant advancement as utilizing a pre-trained
protein model for generating amino acid features. Leveraging the knowledge from the
pre-trained model, DUO-ACP has achieved current best results on this multi-label classifi-
cation problem. ACPScanner [162] presents a two-level prediction framework that leverages
a pre-trained protein model, protein secondary structure prediction, and physicochemical
properties for feature representation. The LightGBM and GAT [135] algorithms are em-
ployed to learn from these features, with their outcomes subsequently combined to enhance
prediction accuracy.

The notable achievements in this field are largely credited to the adoption of pre-
trained protein models. Nevertheless, there’s considerable potential for enhancement in
optimizing the utilization of these pre-trained models. The current approach predominantly
involves employing pre-trained models to extract features from amino acids or peptide
sequences. In contrast, practices such as fine-tuning or applying transfer learning from
pre-trained models to downstream tasks—strategies that have become standard in the
NLP domain [37]—offer promising avenues for boosting model performance. An additional
pathway for enhancing outcomes involves refining the training methodology. It has been
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observed that models integrating pre-trained and randomly initialized components tend
to disproportionately rely on the pre-trained aspect, leading to the underdevelopment of
other modules and distortion of the pre-trained features [74]. While DUO-ACP introduces
a dual-phase training approach to address this inconsistency, it stops short of fine-tuning
the core of the pre-trained model, opting instead to keep it unchanged.

In this work, we propose a novel model that directly fine-tunes the pre-trained model,
following a two-step training process. Our method begins with training the projection head,
followed by fine-tuning the entire model. We evaluated our model against the current best
methods using 10-fold validation on a dataset and found that it outperforms others in
several key metrics. The ablation study further demonstrates the advantage of initializing
the projection head over direct fine-tuning of the pre-trained model. Our model continues
to show superior performance on this dataset, underscoring its effectiveness and potential
in advancing the field of ACP type classification.

6.2 Methods

6.2.1 Model architecture

In our ACP-2FT, we use ESM-2 [80] as our backbone model. In our model, it connects to
a linear module that consists of two Full Connect(FC) linear layer. Assume the dimension
of ESM-2 is d. The input and output dimension of first FC layer are d. A TanH activation
function is added after the first layer. For the second layer, the dimension of input is d
and output is the number of labels.

6.2.2 Two step fine-tuning strategy

When transferring a pre-trained model, there are currently two main methods: fine-tuning,
where all parameters in the pre-trained model can be trained, and linear probing, where
only the last linear layers are trainable. In identification or classification tasks, fine-tuning
usually achieves higher accuracy than linear probing [158], as the backbone is fine-tuned
to provide better sequence representation. However, fine-tuning has its issues. Since the
linear layers are not well-initialized while the backbone is pre-trained, there’s a tendency
for the model to focus training on the backbone rather than the linear layers. This not only
results in undertrained linear layers but also causes the pre-trained model to overfit the
task and distort the pre-trained sequence features, leading to catastrophic forgetting [74].
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Considering the problem stems from poorly initialized linear layers, an intuitive solution
is a two-step fine-tuning strategy that combines the concepts of both transfer learning
methods: in the first step, apply linear probing, freezing the backbone and training only
the linear layers. In the second step, implement fine-tuning, showing in Figure 6.1. Since
the entire model is well-initialized, the linear layer guides the backbone to find the local
minimum.

e I |
H Trainable H: Frozen !
Stage 1: Head-Only Tuning Stage 2: Fully fine-tuning
"’ \|I «/ 7777777777777777777 \n
: : I ”
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Figure 6.1: The workflow illustrating two fine-tuning strategies. In the first stage, pre-
trained backbone is frozen while the classification head is trainable. In the second stage,
the whole model is trainable.

6.2.3 Adversial training

When the training set is not sufficiently large, a key issue in supervised learning is the
model’s propensity to overfit. To address this problem, one approach is to augment the
training data with additional pseudo training data. For instance, in the context of gener-
ating protein sequences, the challenge lies in accurately labeling these sequences. Unlike
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in natural language processing (NLP), where minor modifications to an input sentence
usually do not alter its meaning, mutations or deletions in a protein sequence can lead
to fundamental changes in function. Another strategy involves incorporating adversarial
examples during training. These examples, created by applying small perturbations to the
input data, are intended to markedly increase the loss of these samples, thereby enhancing
the model’s robustness [52]. In our model, we an adversial an adversarial training strat-
egy called Fast Gradient Method (FGM) [95]. FGM adds an adversarial perturbation
to the embeddings of amino acids according to the updated gradients. The adversarial
perturbation radv can be defined as Eq. 6.1.

€9

Tadv — — 77— (61)
g1z
The gradient is defined in Eq. 6.2 as follows:
g = V.logp(yle; 0) (6.2)

Let e denote the embedding of peptide sequences, and let y represent the true functional
labels. The term p(yle; #) denotes the conditional probability of y, given e, parameterized
by 6. Here, 0 is set as a constant, corresponding to the current parameters of the model.
Additionally, € represents the shared norm constraint, which is a critical component of the
adversarial loss. Through grid search, we select € as 1 in training our model.

With the adversarial training, the aim became a multi-task training. The first task
is to minize the original loss without perturbation, which is a binary cross-entropy loss
function, defined in Eq. 6.3.

N
1
Linie(0) = = > i - log p(yilri; 0) + (1 — ws) - log(1 — p(yilw:; 6)) (6.3)
i=1

where N is the number of batch size, z;,y; are the input peptide sequence, label on the
i-th sample in a batch and 6 denotes the model’s parameters.

The second task is to minize the adversarial loss with the adversarial perturbation,
defined in Eq. 6.4

N
1
Laay(0) = N Zyi log p(yi|i + Tadv,i; 0) + (1 — y;) - log(1 — p(yilzi + Taavi; )  (6.4)

i=1

where 7,4y, is the perturbation on the i-th sample. The multi-task learning is aim to
minimize the sum of Ly (0) and Lagy(6).
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6.2.4 Experiment settings

In the first step of our training, the backbone is frozen. The model is trained with a
learning rate le-3. Then in the second step, we train our comprehensive model with a
learning rate le-5. In both training steps, we set the batch size to 16 and limit the training
to a maximum of 500 epochs. We also implement early stopping regularization, halting
training if there’s no improvement after 40 epochs. Binary Cross-Entropy (BCE) loss is
applied for our loss function. The chosen model checkpoint is the one that records the
lowest loss on the validation set. The dropout rate for backbone module is set to 0.1 and
for linear layers is set to 0.5.

6.3 Results

6.3.1 Datasets

The first dataset is obtained from ACP-MLC [33]. The data is originally sourced from
CancerPPD [133]. It contains totally 211 ACPs that have 7 tissue types, including colon,

breast, cervix, skin, lung, prostate and blood. The detail of this dataset is listed in Ta-
ble 5.2.

The second dataset is obtained from ACPScanner. Unlike Dataset I that every se-
quences are assigned to at least one tissue type, non-ACP sequences are included in Dataset
II. The sequences with anti-cancer types are originally sourced from Database of Antimicro-
bial Activity and Structure of Peptides (DBAASP) [107], while the non-ACPs are obtained
from negative samples from dataset built by AntiCP [2]. Dataset II obtains 701 sequences
and split into training set containing 563 sequences and testing set containing 138 se-
quences. There are 10 anti-cancer categories include blood, breast, cervical, colon, liver,
histiocyte, lung, myeloma, prostate, and ACPs not in these type. The details of training
and testing set are displayed in Table 6.1.

6.3.2 Classification performance

In this section, We conducted an evaluation of our model on two datasets and compared
with three methods: ACP-MLC [33], DUO-ACP [111] and ACPScanner [162].

For the the experiment on dataset I, following the approach of previous studies, we
adopted a 10-fold validation. In this dataset, we compare our method with ACP-MLC
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Tissue #Entries in training set | #Entries in testing set
Blood 23 16
Breast 129 25
Cervix 104 16
Colon 47 17
Liver 66 16
Histiocyte 19 16
Lung 119 19
Myeloma 16 16
Prostate 24 16
Other-ACPs 60 14
Non-ACPs 120 30
Total 563 138

Table 6.1: The number of each labels in training set and testing set.

and DUO-ACP, whose results are obtained from their respective papers. The overall com-
parison results are shown in Table 6.2, with the metrics being macro-averaged. Across
all metrics, ACP-2FT achieves the best current results. Compared with DUO-ACP, our
AUROC has increased from 0.886 to 0.912.

We also evaluted the performances on each label. The results of the label-wise com-
parison are shown in Figure 6.2. For all seven labels, ACP-2FT demonstrates superior
performance compared to DUO-ACP. Specifically, in predicting the ’Colon and Blood
labels, ACP-2FT shows significant improvements. These two labels represent the most
unbalanced categories among the seven labels. For both DUO-ACP and ACP-2FT, these
labels had the lowest AUROC scores. In this experiment, ACP-2FT’s better predictive
results in these more challenging tasks highlight its ability to learn features from a limited
number of samples.

Method | AUROC | ACC SE SP F1l-score | MCC
ACP-MLC | 0.868 0.773 | 0.608 | 0.854 | 0.676 0.509
DUO-ACP | 0.886 0.835 | 0.812 | 0.819 0.819 0.647
ACP-2FT 0.910 0.855 | 0.834 | 0.854 | 0.837 | 0.690

Table 6.2: The testing results of ACP-MLC, DUO-ACP and ACP-2FT on 10-fold validation
of dataset I.

In dataset 11, we compare our method with ACPScanner. In ACPScanner, two machine

85



AUROC F1l-score MCC

Skin

ACP-MLC ACP-MLC ACP-MLC
DUO-ACP DUO-ACP DUO-ACP
ACP-2FT Prostate ACP-2FT Prostate ACP-2FT Prostate

Figure 6.2: The rader chart showing the performances of ACP-MLC, DUO-ACP and
ACP-2FT on 7 tissue types. (a) The AUROC of three methods on 7 tissue types. (b) The
Fl-score of three methods on 7 tissue types. (c¢) The MCC of three methods on 7 tissue

types.

learninng models are trained: one is based on LightGBM model and another is based on
GAT model. The model is trained on the training set and is evaluated on the independent
testing set. We adopt the same training/testing for ACP-2FT and ACPScanner. Consid-
ering the training set is a more balanced dataset while in testing set negative samples got
higher ratio, we set our threshold as 0.3 to balance the difference. The results of each label
are macro averaged and shown in Table 6.3. ACP-2FT achives better results than the two
models of ACPScanner on all metrics except sensitivity. The main reason for this is due to
the threshold setting. In AUROC (Area under ROC curve) and AUPRC(Area under PR
curve), ACP-2FT got significant improvement. Considering that ACPScanner also uses
ESM model for feature embedding, this increase is be attributed to our specific training
strategies.

The label-wise results are shown in Figure 6.3. In the comparison result for the 9 cancer
tissue types, ACP-2FT has the best AUROC and F1-score for 7 cancer types. In terms of
MCC, ACP-2FT got the best performance over all types. We investigated the reason.

6.3.3 ACP-2FT for ACP identification

In Dataset 11, which includes samples without anti-cancer properties, ACPScanner employs
a distinct binary classification model to ascertain whether a peptide exhibits anti-cancer
properties. We evaluate the efficacy of ACP-2FT model that trained type classification
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Figure 6.3: The rader chart showing the performances of two sub model of ACPScan-
ner(ACPScanner LGBM and ACPScanner GAT) and ACP-2FT on 9 tissue types. (a) The
AUROC of three methods on 9 tissue types. (b) The Fl-score of three methods on 9 tissue
types. (¢) The MCC of three methods on 9 tissue types.

AUROC | AUPRC | ACC SE SP F1-score | MCC

ACPScanner(LGBM) 0.75 0.342 0.669 | 0.725 | 0.661 0.361 0.267
ACPScanner(GAT) 0.765 0.376 0.681 | 0.708 | 0.676 0.367 0.272
ACP-2FT 0.809 0.567 | 0.898 | 0.393 | 0.968 0.479 0.478

Table 6.3: The testing results of ACPScanner-LGBM, ACPScanner-GAT and ACP-2FT

on 10-fold validation of dataset II.
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labels in identifying ACPs using this dataset. For each sample, we determine the likelihood
of it being an ACP by selecting the highest probability across all labels. The results of
our model and binary classification model of ACPScanner, as detailed in Table 6.4. The
comparison reveals that ACPScanner’s LGBM model generally outperforms our model.
Nonetheless, even without being explicitly trained on a binary model, ACP-2FT demon-
strates comparable effectiveness to ACPScanner. This underscores the feasibility of em-
ploying a single model for both the identification and classification of ACPs, highlighting
its versatile potential.

AUROC | ACC | Fl-score | MCC
LGBM 0.983 | 0.913 0.941 0.797
GAT 0.979 0.906 0.937 0.772
ACP-2FT 0.981 0.92 0.947 0.791

Table 6.4: The performances comparison of ACP identification of three models: two sub
model of ACPScanner(ACPScanner-LGBM, ACPScanner-GAT) and ACP-2FT.

6.3.4 Strategies that enhance performance

In this section, we evaluate the impact of two-step training on enhancing the model’s per-
formance. Three training strategies: linear probing, fine-tuning, and two-step training are
tested on Dataset I. The results for AUROC and AUPRC of each tissue type are presented
in Figure 6.4. We observed that linear probing yields the least favorable performance, as
it does not alter the backbone model. While fine-tuning and two-step training demon-
strate comparable performance across several tissue types, the two-step training strategy
exhibits distinct advantages, particularly for tissue types such as skin and colon. This leads
to a superior macro-averaged AUPRC of 90.3%, surpassing the 88.8% achieved through
fine-tuning.

In our model, another crucial training strategy employed is adversarial training. The
fast gradient method introduces perturbations into the feature embeddings alongside a
multi-task loss to enhance the model’s robustness. We assess the impact of adversarial
training by comparing our two-step training model, with and without FGM, on Dataset
IT. The results, presented in Table 6.5, clearly indicate that FGM enhances the model’s
robustness, leading to significant improvements across all performance metrics.
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Figure 6.4: The rader chart showing the performances of the three training strategy: linear
probing, fine-tuning and two-step training. (a) The AUROC of three methods on 7 tissue
types. (b) The AUPRC of three methods on 7 tissue types.

Method AUROC | AUPRC | Accuracy | Flscore | MCC | Hamming Loss
ACP-2FT 0.815 0.578 0.901 0.427 | 0.438 0.099
ACP-2FT W/O FGM | 0.791 0.527 0.888 0.322 | 0.340 0.111

Table 6.5: The performances comparison of ACP-2FT with and without FGM.
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6.4 Discussion

In the discovery of novel anticancer peptides, it is crucial not only to determine whether
a peptide possesses anticancer properties but also to identify the specific tissue types it
targets. In this section, we introduce ACP-2FT, a model designed to enhance the clas-
sification of functional types. ACP-2FT undergoes direct fine-tuning from a pre-trained
protein language model, employing a two-step strategy along with a fast gradient method
for adversarial training. Across two distinct datasets, our method outperforms existing
approaches. We further validate our model through ablation studies, which reveal that
our training strategies significantly contribute to improving the model’s effectiveness and
robustness.
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Chapter 7

Conclusion

7.1 Summary

This thesis focuses on the development of deep learning-based methods for protein sequence
identification and function prediction. Despite the rapid advancements in deep learning
technologies, we argue that modeling methods for bioinformatics tasks remains a complex
challenge.

In this work, we initially apply deep learning techniques to the problem of mass
spectrometry-based peptide identification. A novel workflow designed to enhance per-
formance is presented in Chapter 3. We then explore the application of pre-trained models
in predicting properties of antibodies, proposing a deep learning framework that leverages
features from pre-trained models to improve the diagnosis of AL amyloidosis, as detailed
in Chapter 4. Additionally, we introduce a new model capable of identifying ACP and
classifying their functional types, which is elaborated in Chapter 5. Lastly, we enhance our
classification performance by implementing a novel training strategy, discussed in Chap-
ter 6.

7.1.1 MHC-I peptide identification

In immunology, MHC-I peptides play a crucial role by presenting cellular information,
crucial for immune surveillance. Identifying these peptides’ sequences remains challenging
due to their non-tryptic nature and potential somatic mutations. Chapter 3 introduces
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a computational workflow specifically designed for MHC-I peptide identification. Our ex-
periments demonstrate that our method, NeoMS, outperforms existing methodologies in
identifying conventional peptides. Notably, this is the inaugural study focused on identify-
ing MHC-I peptides with single amino acid mutations. The mutated peptides we identified
exhibit distribution patterns akin to regular peptides and demonstrate high binding affini-
ties to MHC-I, underscoring the authenticity of these peptides.

7.1.2 AL amyloidosis diagnosing

Antibodies are crucial for protecting the human body from external diseases due to their
ability to bind antigens. However, structural changes due to mutations can lead to AL
amyloidosis, a serious condition. Chapter 4 introduces a novel approach for the early
diagnosis of AL amyloidosis, focusing on the antibody light chain. This method addresses
the challenge of the limited size of AL peptide datasets by leveraging a pre-trained antibody
sequence model. Utilizing features extracted from this pre-trained model, our DeepAL
framework sets a new standard in accurately identifying light chains that could potentially
lead to AL amyloidosis.

7.1.3 ACP identification

Cancer continues to be one of the most devastating diseases globally. ACPs represent a
novel therapeutic approach, offering benefits such as effective penetration and reduced drug
resistance. In Chapter 5, we introduce an innovative method for ACP discovery, capable
of identifying ACPs from a pool of candidate peptides. We propose a novel deep learning
architecture that integrates protein knowledge with specific insights into ACP characteris-
tics. Our experimental results demonstrate that the DUO-ACP model exhibits outstanding
performance, underscoring its potential applicability in the field of drug discovery.

7.1.4 ACP type classification

Current research on ACPs primarily focuses on determining their anti-cancer properties.
However, predicting the functional type of ACPs—specifically, identifying the types of
cancer cells they can target—is equally critical. In Chapter 6, we leverage a pre-trained
protein model combined with an innovative two-step training strategy and an adversial
training. Compared to previous methodologies, including the approach discussed in Chap-
ter 5, our proposed ACP-2FT model demonstrates superior performance across a majority
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of tissue types. This advancement represents a significant step forward in the personalized
and targeted application of ACPs in cancer treatment.

7.2 Future directions

In this thesis, we have introduced various methodologies for protein sequence identifica-
tion and protein function prediction, contributing significantly to the field’s advancement.
Despite the progress made, our research is not without limitations. These constraints pave
the way for several future research directions, outlined as follows:

7.2.1 End-to-end peptide identification model

The NeoMS workflow integrates a database search tool with various deep learning method-
ologies, demonstrating proficiency in identifying regular peptides from mass spectrometry
data. However, the training of these models is conducted independently, suggesting for en-
hanced performance through the development of a unified end-to-end model. Such a model
would cohesively learn from both peptide sequences and mass spectrometry data, poten-
tially unveiling underlying relationships between them. This integrative approach could
lead to significant advancements in the accuracy and efficiency of peptide identification.

7.2.2 Complete identification of MHC peptide

Even though NeoMS is the first method that can identify peptides with a single mutation
under strict statistic restriction, there is still research value in identifying peptides with
multiple mutations, as they can provide valuable insights into tumor heterogeneity and
immune response. Meanwhile, MHC-II molecules primarily interact with immune cells,
and their peptide length ranges from 13 to 25 amino acids. The longer length of MHC-II
peptides adds complexity to the identification of mutated peptides. Future work should
focus on improving NeoMS to enable the identification of mutated peptides in the context
of MHC-II. The de novo sequencing method has shown its capability of generating per-
sonalized database. The future work can apply de novo sequencing database for peptides
with multiple mutations and MHC-II peptides.
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7.2.3 Exploring structural information for AL prediction

While DeepAL’s exceptional performance is evident among existing methods, there ex-
ist promising avenues for future exploration and refinement: DeepAL model exclusively
relies on sequence-based information. However, the occurrence of protein amyloidosis pre-
dominantly arises from misfolding processes intricately tied to protein structure. Notably,
LICTOR [50] has emphasized the importance of incorporating structural information to
address this issue. Exploring the integration of both sequence and structural information
within our framework holds the potential for augmenting DeepAL’s predictive capabilities.

7.2.4 ACP sequence design

Both our model and current methods are discriminative models reliant on pre-specified se-
quences. The existing pipeline for identifying new ACPs is marked by a relatively high cost
associated with the screening of candidate peptides. Developing a computational strategy
to autonomously generate high-confidence ACP candidates presents a significant challenge.
However, recent advancements in decoder-based pLMs leveraging the GPT architecture,
such as ProGen [38] and ProtGPT2 [1(], have shown potential in synthesizing proteins
with designated characteristics. Future research endeavors could explore fine-tuning these
models to facilitate the generation of novel ACP candidates, potentially streamlining the
discovery process and reducing associated costs.
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