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Abstract

In modern statistics and data science, there is a growing focus on network data that
indicate interactions among a group of items in a complex system. Scientists are interested
in these data as they can reveal important insights into the latent structure present among
the nodes of a network. The emerging family of statistical methods effectively addresses
these modeling demands in static networks. However, the evolving nature of network struc-
tures over time introduces unique challenges not present in static networks. Specifically,
in dynamic networks, we want to characterize their smooth change which also controls the
model complexity. To achieve this, we need to impose structural assumptions about the
similarity of neighboring networks, and this usually will pose computational challenges.

This thesis studies three aspects of the statistical analysis in time-varying network prob-
lems. First, to identify the dynamic changes of associations among multivariate random
variables, we propose a time-varying Gaussian graphical model with two different regu-
larization methods imposed to characterize the smooth change of neighboring networks.
These methods lead to non-trivial optimization problems that we solve by developing ef-
ficient computational methods based on the Alternating Direction Method of Multipliers
algorithm. Second, given the observed time-varying financial relationships among nodes,
such as their trading amounts in dollars, we propose new stochastic block models based on
a restricted Tweedie distribution to accommodate non-negative continuous edge weights
with a positive probability of zero counts. The model can capture dynamic nodal effects.
We prove that the estimation of the dynamic covariate effects is asymptotically indepen-
dent of assigned community labels, allowing for an efficient two-step algorithm. Third,
when the timestamp of node interactions is accessible, we aim to enhance the modeling
of the distribution of survival time of network interactions, especially in the presence of
censoring. In addressing this, we employ Cox proportional hazard models to investigate
the influence of community structures on the formation of networks. Overall, this thesis
provides new methods for modeling and computing time-varying network problems.
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Chapter 1

Introduction

With the high proficiency of data acquisition, we are now living in a data-rich era where
the network data reflecting the complicated interactions among a group of individuals
are exploding exponentially and being collected every single day. Unfortunately, being
data-rich does not necessarily imply being information-rich. For example, well-developed
neuroimaging techniques such as EEG and fMRI allow researchers to directly collect an
abundance of brain signals in the form of time series in different brain regions, but how
can we sort out the intrinsic relationships between different brain regions? Additionally,
even when the relationships among a set of items are already available, what meaningful
information can we extract from those networks? Furthermore, when considering non-
interactions as the censoring of an event, how can we infer meaningful information about
the timestamp of interactions? Mathematics and statistics are the tools to rigorously shed
light on the latent properties and patterns from fluent network data.

This thesis mainly focuses on developing new methodologies in time-varying network
analysis. Network analysis – the process of recovering latent relational structures between a
set of random variables – is encountered in various areas of natural and social sciences, en-
gineering, and technology. Amidst numerous types of network problems, the time-varying
network, where a network structure evolves over time in response to the exterior and in-
terior impacts, is a large collection of enormous interest. Learning a time-varying network
through the extension of existing methods is usually arduous because the dynamic change
of the graphical structure makes the problem high-dimensional and heterogeneous and thus
difficult to characterize. In this thesis, we present a systematic study of the theory and
applications of time-varying network analysis and provide future research directions.

In Chapter 2, we state three different types of network problems that we are going to
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study. Recent developments, various important methods, and algorithms are summarized
for subsequent Chapters 3, 4, and 5.

In Chapter 3, we study the problem of uncovering the temporal evolution of interactions
and associations in a network. We model time-varying network data as realizations from
multivariate Gaussian distributions with precision matrices that change over time. To
facilitate parameter estimation, we require not only that each precision matrix at any
given time point be sparse, but also that precision matrices at neighboring time points
be similar. We accomplish this with two different algorithms, by generalizing the elastic
net and the fused LASSO, respectively. While similar approaches in the literature for
modeling time-varying networks have predominantly extended the graphical LASSO of
Friedman et al. (2008), we extend the regression approach of Meinshausen and Bühlmann
(2006) and subsequently of Peng et al. (2009). This allows us to explicitly focus on and
work with the partial correlation coefficients, which are more directly meaningful and
interpretable parameters for the environmental and biological sciences. We develop efficient
algorithms and convenient degree-of-freedom formulae for choosing tuning parameters. The
proposed methods are demonstrated through simulation studies. By applying them to
an hourly temperature data set, we detect interesting time-varying connectivity among
thirteen Canadian cities. Similarly, application to an fMRI dataset uncovers noteworthy
differences in brain connectivity between healthy individuals and ADHD patients.

In Chapter 4, we explore the problem of clustering nodes into different communities
(i.e., community detection problem) according to the edge weights on a time-varying net-
work. The stochastic block model is a widely used framework for community detection
in networks, where the network structure is typically represented by an adjacency matrix.
However, conventional stochastic block models are not directly applicable to an adjacency
matrix that consists of non-negative continuous edge weights with positive mass at zero.
To model the international trading network, where edge weights represent trading values
between countries, we propose an innovative stochastic block model based on a restricted
Tweedie distribution. Additionally, we incorporate nodal information, such as the geo-
graphical distance between countries, and account for its dynamic effect on edge weights.
Notably, we show that given a sufficiently large number of nodes, estimating this covariate
effect becomes independent of the community labels of each node when computing the
maximum likelihood estimator of parameters in our model. This result enables the devel-
opment of an efficient two-step algorithm that separates the estimation of covariate effects
from other parameters. We demonstrate the effectiveness of our proposed method through
extensive simulation studies and an application to real-world international trading data.

In Chapter 5, we investigate the community structures on a network when modeling the
event history of time-stamped interactions among nodes. This problem, of particular sig-
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nificance in political science, is exemplified by exploring durations of crucial international
relations, such as treaties and wars among nations. Existing works that study this type of
data through the use of time-to-event analysis usually treat these interactions as indepen-
dent events given the covariates without considering the network structure. Ignoring the
heterogeneity brought by the latent communities of these network agents can be risky. For
instance, it may violate the common assumption for many proportional hazard models that
given the covariates, the occurrence or timing of an event for one subject does not influence
or provide information about the occurrence or timing of events for other participants. To
address this issue, we propose an approach, using the Cox proportional hazard model as
a case study, where we assume that the hazard ratio between two interactions depends on
the community labels of the nodes involved, and it remains constant over time. Simulation
studies are conducted to assess the performance of the proposed approach. Application
to a network of timestamps of diplomatic relations reveals intriguing community patterns
among nations.

The contributions from this thesis demonstrate novel ways to estimate the edges, cluster
the nodes, and analyze the timestamps of interactions in time-varying networks.
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Chapter 2

Background

In this chapter, we state the problems of graphical models and detecting communities
in network modeling. We provide brief literature reviews of the related tools that have
been used in the studies, which will prepare readers to appreciate the studies subsequently
presented in Chapters 3, 4, and 5.

2.1 Estimation of Time-Varying Networks

In this section, we introduce the motivation for estimating time-varying networks and
discuss the most recent studies. A brief review of the static Gaussian graphical model
and its estimation is also provided given that we will extend it in Chapter 3 to depict the
dynamic networks.

One key challenge with the static Gaussian graphical model itself, and in the extension
to the dynamic case, is the regularization of the networks and their change. To tackle the
issue, we will use the regularization techniques in the later chapter. Therefore, at the end
of this section, we also review the Alternating Direction Method of Multipliers method, as
it is crucial to numerically solving the newly proposed methods.

2.1.1 Problem Statement

Many complex systems in the scientific domain can be characterized as a network structure
providing relational information among a set of entities. Modeled mathematically as a
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graph, the individual components can be represented as the nodes and their relationships
can be represented as connecting edges. In many cases, only the information of nodes is
observable, and the inference of latent associations among nodes called edge estimation, is
of great interest.

Numerous examples of edge estimation in the fields of science include gene regula-
tory networks (Hecker et al., 2009), protein-protein interaction (Schwikowski et al., 2000),
metabolic network (Jeong et al., 2000), and functional brain network (Friston, 1994). In-
terest in networks has been accompanied by developments of powerful network edge esti-
mation tools and algorithms across the decades, the most mainstream category of which is
the Gaussian Graphical Model (GGM). Many methods have been proposed to learn GGM
when there is a single snapshot of data is observed, including Meinshausen and Bühlmann
(2006), Yuan and Lin (2007), Friedman et al. (2008), Banerjee et al. (2008), Peng et al.
(2009). More details of static GGM will appear in Section 2.1.2.

However, given the dynamic nature of real-life networks, a key challenge is to estimate
dynamic networks via GGM. We highlight the scientific significance of this task through
the following two specific networks of interest.

The brain network With 86 billion neurons connected by 150 trillion synapses car-
rying electrical or chemical impulses between neurons, the human brain shows correlated
activities in different regions. From these activities, structural linkages can be inferred,
which leads to the concept of functional connectivity which is defined as the macro-level
correlation of activity between pairs of brain regions. Functional connectivity forms a
network in the human brain, but it can only be quantified using statistical dependence
measures extracted from datasets using techniques such as electroencephalography (EEG),
local field potentials (LFP), magnetoencephalography (MEG), positron emission tomogra-
phy (PET), or functional magnetic resonance imaging (fMRI) (Friston, 1994; Menon and
Krishnamurthy, 2019). Functional connectivity can be used to find clinical biomarkers,
classify patients into biologically-based groups, designate treatment targets, track disease
progression over time, and even forecast future disease onset, progression, and treatment
outcomes (Zhang et al., 2021; Saggar and Uddin, 2019). However, a human brain is always
in active motion, whether it is engaged in a task or not, and the interactions between
different regions change with time. Estimating a static network with the entire dynamic
network data ignores dynamic transitions between functional brain networks and fails to
adequately explain the neural activity.
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The climate network Climate is another example of a complex dynamical system char-
acterized by spatiotemporal patterns, and climate connectivity can be represented as a
network composed of a set of random variables like sites in a spatial grid (nodes) intercon-
nected by a set of interactions (edges). Such a climate network can illuminate previously
unobserved but crucial spatiotemporal patterns of climatic relevance between spatially dis-
persed grid points, and these grids may regulate particular pertinent features of climate
variability on a regional or even global scale (Ferreira et al., 2021). As the earth’s climate
is actively and constantly changing due to internal (climatic, e.g., from cloud formation
to the global circulation) and external (non-climatic, e.g., human actions) disruptions and
perturbation, modeling climate connectivity as a static network where a single snapshot of
the network is observed can be misleading (Kittel et al., 2021).

These examples underscore the growing interest in the development of time-varying
GGMs. In Chapter 3, our goal is to propose a method for extending static GGMs to
estimate networks that: (1) exhibit sparsity at each temporal time point; (2) transition
smoothly from one time point to the next; (3) can be computed efficiently. The justification
for the sparsity of each individual network will be further explored in the next Section 2.1.2
as we introduce the GGM. Additionally, the smoothness assumption will be illustrated in
Section 2.1.3 when we discuss the recent developments in time-varying GGMs.

2.1.2 Gaussian Graphical Model

Statistical and probabilistic methods for estimating network edges are promising, as they
seek the statistical features of these networks rather than explicit answers, which reflect
the uncertainty of the true world.

The most representative framework in the network estimation is the probabilistic graph-
ical model, employed to investigate the conditional relationships among a set of p ran-
dom variables. In a graph, represented as G = {V , E}, the p random variables are nodes
V = {x1, · · · , xp}, and the edges in E characterize the conditional dependence structure
between the random variables. A partial correlation between any two random variables
xi and xj, denoted as ρij, measures the degree of association between these two random
variables given other variables. Consequently, partial correlations can be used to depict the
conditional dependency structure. More specifically, no conditional relationships between
two random variables lead to the absence of an edge between two nodes, and the thickness
of an edge, which is determined by the magnitude of the corresponding partial correlation,
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represents the strength of the relationships between nodes. The edges are defined as

E = {(i, j) : xi and xj are conditionally dependent given X\{i, j},
or equivalently ρij ̸= 0},

where X\{i, j} = {xk : k ̸= i, j and 1 ≤ k ≤ p}. The objective of network edge estimation
is to identify the edges in the set E , or equivalently, to estimate the partial correlations.

Many real-world distributions are surprisingly well approximated by Gaussian distri-
bution, so we mainly focus on a special type of probabilistic graphical model encoded with
a multivariate Gaussian distribution, namely GGM. The advantage of GGM is that its
inverse covariance matrix is directly linked to the partial correlations, in which the entries
also reveal the conditional dependencies, therefore GGM can provide a mathematically
convenient way to characterize the network.

Consider a GGM with p nodes jointly following a p-dimensional Gaussian distribution:
(x1, · · · , xp)

⊤ ∼ N(0,Σp×p). Let Ω := (σij)p×p denote the inverse covariance matrix Σ−1,
which is also called concentration matrix. Notably, under multivariate normality, a zero-
entry in the inverse covariance matrix indicates conditional independence between the two
random variables given the remaining ones (Dempster, 1972). Specifically, σij = 0 if and
only if xi ⊥ xj|X\{i, j}. Moreover, in GGM, partial correlations can be calculated directly
from the concentration matrix (Lauritzen, 1996):

ρij = − σij

√
σiiσjj

. (2.1)

As a result, estimating a network is equal to estimating a concentration matrix or partial
correlations.

Due to sampling variation, directly taking the inverse of the sample covariance matrix
leads to a dense network consisting of spurious relationships. Furthermore, a large ratio of
the number of estimators over sample size, p/n, also makes the sample covariance matrix
a poor estimator. Consequently, the main interest in network edge estimation is to infer
a sparse concentration matrix or a sparse partial correlation matrix. Focusing on our
proposed method in the subsequent Chapter 3, in the rest of this section we give a brief
introduction of the penalized maximum likelihood techniques to estimate a concentration
matrix that represents an interpretable network, while other methods to regularize an
inverse covariance matrix include banding and thresholding the sample covariance matrix
(Bickel and Levina, 2008), regularized the Cholesky decomposition of a covariance matrix
(Levina et al., 2008), and the Bayesian inference for the posteriori of the concentration
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matrix (Wang, 2012).

The penalized maximum likelihood estimation considers two components: the first com-
ponent directly models the distribution of the network data with a log-likelihood function
from GGM, and the second component brings a shrinkage effect on the estimated concen-
tration matrix. Accordingly, the penalized log-likelihood takes the form

L(X;Ω) = L(X;Ω)− λ1Pshrink(Ω). (2.2)

where Pshrink(Ω) = ∥Ω∥1 represents the l1 regularization penalty. The l1 norm sums up
the absolute values of the elements of Ω, and λ1 is the tuning parameter controlling the
sparsity of the inverse covariance matrix. Maximizing the penalized likelihood function
with the l1 penalty tends to select the significant variables and shrink the rest parameters
to zero.

Two approaches, covariance selection and neighborhood selection, arise from distinct
emphases when modeling the multivariate Gaussian distributions, yielding two L(X;Ω).

Covariance selection framework aims to identify the zero elements in the inverse covari-
ance matrix (Dempster, 1972). L(X;Ω) comes from the log-likelihood of a multivariate
Gaussian distribution, in which

L(X;Ω) = log detΩ− tr(SΩ), (2.3)

where S is the empirical covariance matrix. Numerous methods and algorithms have been
developed for maximizing (2.2) in cases where L(X;Ω) is specified as (2.3) (see e.g., Yuan
and Lin, 2007; Friedman et al., 2008; Banerjee et al., 2008).

Neighborhood selection is another class of methods to estimate a GGM, which targets on
estimating the neighborhood of any given variable individually in the regression context.
A multiple regression to predict xi using all other variables provides an alternative to
estimating the partial correlation (Meinshausen and Bühlmann, 2006; Lauritzen, 1996;
Peng et al., 2009):

xi =
∑
j ̸=i

βijxj + ϵi, (2.4)

where the prediction error variance V ar(ϵi) = 1/σii. According to Lauritzen (1996), the
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regression coefficient βij = −σij/σii, and combining it with (2.1) leads to

ρij = βij

√
σii

σjj
= βji

√
σjj

σii
. (2.5)

In the context of neighborhood selection, L(X;Ω) adopts the following form:

L(X; β) = −
n∑

i=1

∥xi −
∑
j ̸=i

βijxj∥2. (2.6)

This expression arises from performing sequential multiple regressions (2.4). Therefore,
the corresponding tailored (2.2) is L(X;Ω) = L(X; β) − λ1

∑
i,j|βij|, providing estimates

of partial correlations.

2.1.3 Recent Developments

Whereas the static GGM is estimated under the assumption that data X are drawn iden-
tically from a generating multivariate distribution N(µ,Σp×p), when a multivariate time
series is observed, we want to recover a time-varying network from the dynamic data.
Therefore, in this section, we give an introduction to the recent developments in the esti-
mation of time-varying networks.

A natural solution to the estimation of time-varying networks is to assume a temporal
GGM at each temporal time point, i.e., x(t) = (x1(t), · · · , xp(t)) ∼ N(µ(t),Σ(t)), and thus
to estimate a network at each single time point and meanwhile control the change from
one network to the next. To this end, a large group of methods imposes a penalty term
of the difference between inverse covariance matrices at neighboring time points on the
summation of the temporal penalized Gaussian log-likelihood (2.2) over all time points:

L =
T∑
t=1

[L(X(t);Ω(t))− λ1Pshrink(Ω(t))]− λ2Psmooth({Ω(t)}Tt=1). (2.7)

To achieve temporal smoothness, different norms can be utilized in Psmooth. Primarily,
two types of models exist based on distinct forms of Psmooth: generalized fused LASSO and
generalized group LASSO. Both models modify the LASSO penalty to take into account
the ordering of the parameters. We first introduce these two different models and their
original forms, and detail the related work on time-varying GGM that applies these models.
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The likelihood function (2.7) of time-varying GGM that utilizes the generalized fused
LASSO model takes the form

L =
T∑
t=1

L(X(t);Ω(t))− λ1

T∑
t=1

∑
i<j

|Ωij(t)|−λ2

T∑
t=2

∑
i<j

|Ωij(t)− Ωij(t− 1)|, (2.8)

which is a generalized version of the original fused LASSO. The original fused LASSO was
first proposed by Tibshirani et al. (2005) to solve a regression problem when the coefficients
need to be sparse and the features have a natural order:

min
β∈Rp

N∑
i=1

(yi − β0 −
p∑

j=1

xijβj)
2 + λ1

p∑
j=1

|βj|+λ2

p−1∑
j=1

|βj+1 − βj|. (2.9)

The last term enforces the similarities across consecutive regression coefficients via l1 norm,
which will make the estimated coefficients be piecewise constant in the order it takes the
difference. (2.8) imitates this way to punish the difference of the coefficients. Conse-
quently, the l1 norms for the coefficients and their pair-wise differences in (2.8) together
will encourage the sparsity of the temporal network and also the sparsity of their corre-
sponding differences. Generalized fused LASSO is favorable for detecting abrupt changes
and the corresponding change points. Many methods use generalized fused LASSO or
its variants to characterize the change of temporal GGM, including Ahmed and Xing
(2009), Kolar et al. (2010), Kolar and Xing (2011), Danaher et al. (2014), Monti et al.
(2014), Gibberd and Nelson (2017), and Hallac et al. (2017). Danaher et al. (2014) uses
l1 norm to control the difference of inverse covariance matrix at any two time points, i.e.,
Psmooth =

∑
t1 ̸=t2

∑
i<j|Ωij(t1)−Ωij(t2)|, and it adopts covariance selection likelihood (2.3)

as L(X(t);Ω(t)) in the time-varying likelihood function (2.7). Moreover, a fast Alternating
Direction Method of Multipliers algorithm is proposed in Danaher et al. (2014) to solve the
corresponding convex optimization problems. Monti et al. (2014) considers the fused-type
penalty in (2.8), but it uses a weighted sum of sample covariance at near time points as
the local covariance matrices at the current time point in the covariance selection likeli-
hood (2.3) as L(X(t);Ω(t)). Yang et al. (2015b) proposes a new second-order method,
and derive the necessary and sufficient condition for the use of their method to maximize
(2.8) where L(X(t);Ω(t)) is the covariance selection likelihood (2.3). Some methods apply
fused LASSO-type penalty, but instead of using GGM to model L(X(t);Ω(t)) in (2.7) the
distribution of a set of random variables in a network is modeled differently. For example,
Ahmed and Xing (2009) models the temporal graphical model as evolving Markov random
fields instead of GGM, which identifies transient relationships through logistic regression
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formalism.

Generalized group LASSO is the other common form for time-varying GGM. The orig-
inal sparse group LASSO proposed by Simon et al. (2013) assumes that a group structure
exists among the coefficients so that all the coefficients in that group are non-zero, so the
l2 norm is applied to achieve the variable selection within a group of coefficients. Group
LASSO resembles the form

min
β∈Rp

N∑
i=1

(yi − β0 −
p∑

j=1

xijβj)
2 + λ1

p∑
j=1

|βj|+λ2

K∑
k=1

∥βk∥2, (2.10)

where βk represents the vector containing the coefficients in the kth group. Since the l2
norm is not differentiable at 0, some groups will be completely zeroed out. Gibberd and
Nelson (2017) uses Frobenious norm to capture the change of graphical structures over time,

i.e., Psmooth =
∑T

t=2∥Ω(t)−Ω(t− 1)∥F=
∑T

t=2

(∑
i<j(Ωij(t)− Ωij(t− 1))2

)1/2
, where the

changes of each entry in the concentration matrix from one time point to the next form
a group. Yang and Peng (2020) considers the local weighted sum of sample covariance in
(2.3), and meanwhile employ a local group-LASSO penalty

∑
i ̸=j(
∑

tΩij(t)
2)1/2 where the

group is based on each temporal entry across all time points.

In addition to the two types of penalty terms on the difference of the successive net-
works, the smoothing spline can be used to characterize the evolution of the network as
well, so that the temporal smoothness can be achieved automatically. Xue et al. (2020)
extends the neighborhood selection framework by proposing a semi-parametric method
that models all partial correlations as smooth functions via the same set of B-spline bases
functions. A spline method naturally offers smoothness to partial correlations. B-spline
functions enjoy the local support property which means that each B-spline function is only
positive in a small portion of the whole interval, hence the sparsity of spline coefficients
leads to the sparsity of the partial correlations. Accordingly, the sum of all temporal
likelihood function (2.2) is maximized where the l1 norm of spline coefficients is penalized.

Instead of maximizing (2.7) directly, some papers reflect the dynamic interactions be-
tween nodes using the change of the sample covariance matrix. Zhou et al. (2010) estimates
each temporal inverse covariance Σ−1(t) separately by maximizing (2.2), where the empir-
ical covariance matrix S is modified as a weighted sum of all temporal sample covariance
matrices according to their time difference to the current time t. Kolar and Xing (2011)
further proves that such a method can be consistently estimated in the high dimensional
setting under suitable conditions.
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Reference Gaussian likelihood Shrinkage Smoothness

Danaher
et al.
(2014)

sum of temporal (2.3)
∑T

t=1

∑
i<j |Ωij(t)|

∑
t1 ̸=t2

∑
i<j |Ωij(t1) −

Ωij(t2)|;∑
i ̸=j(

∑T
t=1Ωij(t)

2)1/2

Monti
et al.
(2014)

sum of temporal (2.3);
local weighted S

∑T
t=1

∑
i<j |Ωij(t)|

∑T
t=2

∑
i<j |Ωij(t)−Ωij(t−1)|

Yang et al.
(2015b)

sum of temporal (2.3)
∑T

t=1

∑
i<j |Ωij(t)|

∑T
t=2

∑
i<j |Ωij(t)−Ωij(t−1)|

Gibberd
and Nel-
son (2017)

sum of temporal (2.3);
local weighted S

∑T
t=1

∑
i<j |Ωij(t)|

∑T
t=2∥Ω(t)−Ω(t− 1)∥F

Yang
and Peng
(2020)

sum of temporal (2.3);
local weighted S

∑T
t=1

∑
i<j |Ωij(t)|

∑
i ̸=j(

∑
tΩij(t)

2)1/2

Ahmed
and Xing
(2009)

logistic regression
method; local weighted
S

∑T
t=1

∑
i<j |Ωij(t)|

∑T
t=2

∑
i<j |Ωij(t)−Ωij(t−1)|

Zhou et al.
(2010)

temporal (2.3); local
weighted S

∑
i<j |Ωij(t)| -

Xue et al.
(2020)

sum of temporal (2.6)
∑

|β| -

Table 2.1: Recent developments for dynamic edge estimation

2.1.4 Alternating Direction Method of Multipliers (ADMM)

The Alternating Direction Method of Multipliers (ADMM) was first introduced in 1974
and has been used under the name of ALG2 in Physics and Mechanics, among others
(Glowinski, 2014). As an efficient first-order method for solving convex optimization prob-
lems, it becomes increasingly popular under the name of ADMM since the recent decade
due to its wide applications in hot topics including statistical learning, image processing,
data mining, and so on (Boyd et al., 2011). In this section, we describe the mechanism of
ADMM.

ADMM ties together two methods, Dual Ascent method and Method of Multipliers. We
first introduce the Dual Ascent method. Let’s consider the equality-constrained convex
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optimization problem, namely the primal problem:

min
x

f(x), (2.11)

s.t. Ax = b.

The Lagrangian for this problem is

L(x, y) = f(x) + y⊤(Ax− b). (2.12)

The primal problem (2.11) is associated with a dual problem

max
y

g(y), g(y) = inf
x
L(x, y), (2.13)

where y is the dual variable or Lagrange multiplier.

Let x∗ be a solution to the primal problem (2.11) and y∗ to the corresponding dual
problem (2.13). The difference f(x∗) − L(x∗, y∗) is called the duality gap. If the duality
gap is zero, then we say that the strong duality holds in this convex optimization problem.
Assuming that f is convex and the strong duality holds, the optimal values of the primal
and dual problems are the optimal ones in the minimization of the Lagrangian (2.12).
Hence, we can recover the solution to the primal problem, x∗, from a dual optimal point
y∗ as

x∗ = argmin
x

L(x, y∗). (2.14)

Accordingly, we can address the optimization problem (2.11) by iteratively solving y∗ from
(2.13) and solving x∗ from (2.14), which leads to the Dual Ascent method :

xk+1 = argmin
x

L(x, yk); (2.15)

yk+1 = yk + a · (Axk+1 − b), (2.16)

where the update of y is done by gradient descent of the maximization problem (2.13),
therefore a is a positive constant. When f(x) is separable, more specifically, it can be
decomposed as some independent functions with the partition of the variable x into sub-
vectors, f(x) =

∑N
i=1 fi(xi), the x−minimization (2.15) can be split into N decentralized

and parallel updates. The advantage of this Dual Ascent method is the computational
efficiency brought by such decomposition, while the disadvantage is that only the strong
convexity of f(x) ensures the convergence, otherwise the strong duality does not hold.
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Augmented Lagrangian method modifies the problem by adding a quadratic term to
loosen the strong condition on f(x). For a penalty parameter ρ > 0, we consider the
problem

min
x

f(x) +
ρ

2
∥Ax− b∥22, (2.17)

s.t. Ax = b,

which can be interpreted as a tradeoff between minimizing f(x) and making Ax close to b
for some weight ρ. The problem (2.17) is equivalent to the primal problem (2.11), as any
x that satisfies the equality Ax = b makes the quadratic term zero.

The Lagrangian of (2.17) is

LALM(x, y) = f(x) + y⊤(Ax− b) +
ρ

2
∥Ax− b∥22. (2.18)

Applying the Dual Ascent method to solve the modified problem is the iteration between

xk+1 = argmin
x

LALM(x, yk); (2.19)

yk+1 = yk + a · (Axk+1 − b).

Furthermore, we use ρ as the step size, i.e., a = ρ. Better convergence properties are
the main advantage of this Augmented Lagrangian method. However, there is a price for
including the extra quadratic term in (2.18). If f(x) is separable, the x−update in Dual
Ascent iteration (2.15), mainly the minimization of f(x), can be calculated efficiently, for
example, by coordinate descent or dual decomposition. Unfortunately, x-minimization in
the Augmented Lagrangian method cannot be calculated separately in parallel due to the
quadratic term. ADMM tries to tackle this challenge by combining the decomposability of
dual ascent with the superior convergence properties of the method of multipliers.

We consider the new form of the original problem (2.11) by splitting the variable in
(2.11) into two parts x and z:

min
x,z

f(x) + g(z), (2.20)

s.t. Ax+Bz = c. (2.21)
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As in the method of multipliers, the augmented Lagrangian is

La(x, y, z) = f(x) + g(z) + yT (Ax+Bz − c) +
ρ

2
∥Ax+Bz − c∥22. (2.22)

The Dual Ascent method iterates between

(xk+1, zk+1) = argmin
x,z

L(x, z, yk); (2.23)

yk+1 = yk + ρ · (Axk+1 +Bzk+1 − c),

where (2.23) is solved jointly with respect to the two primal variables. ADMM updates x
and z in an alternating way, which explains its name alternating direction. That is, at the
k + 1th iteration ADMM performs the following:

xk+1 = argmin
x

L(x, zk, yk); (2.24)

zk+1 = argmin
z

L(xk+1, z, yk); (2.25)

yk+1 = yk + ρ · (Axk+1 +Bzk+1 − c). (2.26)

In Chapter 3, we will use the scaled form of ADMM instead of the above original form.
We set u = y/ρ as the scaled dual variable, then the augmented Lagrangian takes the form

LscaledADMM(x, y, z) = f(x) + g(z) + ρuT (Ax+Bz − c) +
ρ

2
∥Ax+Bz − c∥22. (2.27)

The corresponding three steps (2.24)-(2.25) for the scaled ADMM are expressed as

xk+1 = argmin
x

LscaledADMM(x, zk, uk);

zk+1 = argmin
z

LscaledADMM(xk+1, z, uk);

uk+1 = yk + (Axk+1 +Bzk+1 − c).

The original formulation of ADMM and the scaled form are exactly equivalent, and
a wider popularity of the scaled form simply stems from the fact that it allows for more
concise expressions. In this subsection, we have demonstrated how the decomposition
properties and the parallelization potentialities make ADMM an efficient and powerful
algorithm. A systematic review can be found in Boyd et al. (2011).
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2.2 Community Detection of Time-varying Networks

The purpose of this section is two-fold: to introduce the community detection problem and
one specific resolution–the stochastic block model (SBM), and to illustrate the inference
methods for the SBM. In Section 2.2.1, we discuss the challenges of applying the SBM to
address the community detection of time-varying networks. Specifically, we explore two
distinct community detection problems within the realm of time-varying networks, setting
the stage for the proposed methods in Chapters 4 and 5. In Section 2.2.3, we showcase the
effectiveness of powerful inference methods–the Variational Expectation Maximization and
the Expectation Maximization–in solving the vanilla stochastic block model. This serves
to provide readers with foundational knowledge as we adapt them to solve our proposed
models in the later Chapters 4 and 5.

2.2.1 Problem Statement

In Section 2.1.1, we introduce the network problem of estimating the associations among
nodes based on multivariate observations. Our attention now shifts to a different network
challenge. Here, we have already observed or estimated the networks, that characterize
pairwise relations between objects. One important structural property of many real-world
networks is the community structure, which indicates the fact that nodes are gathered into
several groups (called communities) where community members have similar connection
patterns. Community detection, also called graph partition, is to cluster the nodes into
different communities according to the connection information. Community detection is
of significant value in marketing (Bakhthemmat and Izadi, 2021), news recommendations
(Gasparetti et al., 2021), political polarization detection (Guerrero-Solé, 2017), and fraud
detection (Sarma et al., 2020).

Existing community detection approaches can be roughly divided into two types: algorithm-
based (see e.g. Raghavan et al., 2007; Blondel et al., 2008; Bickel and Chen, 2009; Newman
and Clauset, 2016; Zhao et al., 2011) and model-based (see e.g. Holland et al., 1983). Ex-
cept for some heuristic iterative procedures like the label propagation algorithm (Raghavan
et al., 2007) and Louvain algorithm (Blondel et al., 2008), algorithm-based methods also
achieve community detection by defining a specific objective function and then maximizing
it with the most suitable algorithm. Such objective functions can be modularity which mea-
sures the strength of division of a network into modules, whose exhaustive maximization
is NP-complete, therefore optimization strategies including the greedy algorithm, simu-
lated annealing, extremal optimization, and spectral optimization have been explored in
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modularity-based methods. Another strategy for detecting communities is to use model-
based methods, which focus on how edges are created using a probabilistic model. Popular
model-based methods include the stochastic block model (Holland et al., 1983), and latent
space models (Hoff et al., 2002). The reader can refer to Fortunato (2010) for a thorough
survey of existing community detection approaches.

The SBM is the most representative model-based generative model, which detects com-
munities by formalizing a generative process of a network with rigorous probability distri-
butions. As a generative model, the SBM benefits from a well-defined likelihood function
that brings consistent parameter estimates. Another advantage of the SBM is its flexibility,
leading to a large number of extensions that also enjoy sound theoretical analysis.

Motivated by the dynamic nature of network structures and the wealth of available
data sources, our research explores community detection within time-varying networks.
Our focus is directed towards two distinct challenging scenarios, each presenting its unique
set of complexities:

Dynamic Network Evolution In this scenario, we collect logged network data at regu-
lar intervals, generating a series of temporal networks observed at sequential discrete time
points. This network undergoes continuous transformation, evolving dynamically from one
time point to the next. Taking international trading as an illustrative example, bilateral
relationships fluctuate annually due to shifts in global economic power, the emergence of
trade blocs, and the impact of trade policies. Considering community structures is crucial
for capturing how trading connections among countries adapt and reshape over time. Chap-
ter 4 will further explore community detection in such time-varying networks, addressing
additional challenges that involve modeling the weighted edges, as well as incorporating
the covariates effect in network formation and dynamics.

Temporal Interaction Timestamps In this scenario, we not only witness interactions
among items but also capture the timestamped interactions occurring within the network.
For instance, in a gene regulatory network, where relationships signify the influence of one
gene’s expression on another, understanding biological processes relies on considering the
timing of gene interactions. The dynamic regulation of gene expression plays a pivotal role
in shaping critical biological events such as development and the progression of diseases.
In political science, different international relations can be modeled by networks, such as
the agreements, military alliances and treaties, wars, and diplomatic relations between
nations. Analyzing the duration and timing of these interactions aids political scientists
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in contextualizing current political situations and conflicts, guiding decision-making pro-
cesses. Understanding latent community structures embedded within the network becomes
imperative in unraveling the temporal order and the evolution of connections over time.
Therefore, Chapter 5 will explore the intricate challenge of modeling the event history
of interactions among nodes, incorporating considerations for community structures and
covariate effects.

Detailed literature reviews for these scenarios are included in Chapters 4 and 5, as
both problems involve challenges beyond the dynamics of network data. We list them
here to underscore that our research aims to contribute to advancing community detection
methodologies in time-varying networks.

2.2.2 Vanilla Stochastic Block Model

In this section, we introduce the basic graph notation and formulate a canonical version of
the SBM, called the vanilla stochastic block model.

Let G = (V,E) be a graph where V = {v1, · · · , vn} is a set of nodes and E is a set
of edges. We assume that the network is undirected and has no loop, then it can be
characterized by an n−by−n symmetric adjacency matrix Y with zero diagonal entries.
Yij = Yij = 1 if node i and node j are connected and 0 otherwise. Each node belongs to
one of K groups called communities or blocks. A vector of latent labels c = (c1, · · · , cn)
is generated, where ci takes an integer value from {1, 2, · · · , K} following a multinomial
distribution with parameters π = (π1, · · · , πK). It is worth noting that all of SBM-related
approaches presented in this thesis work if K, the number of communities, is fixed and pre-
specified. In practice, K must be decided, but how to determine it is a different problem
with a great deal of recent research (see e.g. Zhang et al., 2023; Wang and Bickel, 2017;
Chen and Lei, 2018).

The key concept of the SBM is the stochastic equivalence, which refers to the assumption
that the edge probability between node i and node j depends solely on their memberships.
We assume that given the community memberships of two nodes, the connection between
them is Bernoulli distributed, and the adjacency matrix Y is generated with

Yij|ci = k, cj = l ∼ Ber(Pkl), i ̸= j, (2.28)

where P is a K−by−K block matrix and the Pkl describes the probability of connectivity
between the nodes from the kth and lth block. For a convenient notation, we decode the
latent label ci, as a vector of length K such that ci = (ci1, · · · , ciK) where cik is a 0−1 value
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to indicate whether node i belongs to the kth community, and use θ to denote the model
parameters P and π. Given the community memberships c and the adjacency matrix Y ,
the complete likelihood is

P(c, Y |θ) =
n∏

i=1

K∏
k=1

πcik
k ·

∏
1≤i<j≤n

K∏
k,l=1

[
P

Yij

kl · (1− Pkl)
1−Yij

]cik·cjl
, (2.29)

with the log-likelihood

logP(c, Y |θ)

=
n∑

i=1

K∑
k=1

cik log πk +
∑

1≤i<j≤n

K∑
k,l=1

cikcjl [Yij logPij + (1− Yij) log (1− Pij)] . (2.30)

However, since the latent variable c influences the distribution of network data and the
patterns of communities, the dataset in this model is incomplete as we only observe the
adjacency matrix Y . The marginal likelihood to describe the distribution of Y is the
summation of the complete likelihood function P(c, Y |θ) over all possible values of the
latent variable c:

P(Y |θ) =
∑

c∈[K]n

P(c, Y |θ), (2.31)

and the log-likelihood of the incomplete data can be expressed as

logP(Y |θ) = log
∑

c∈[K]n

P(c, Y |θ). (2.32)

Our original interest is to estimate the parameters by maximizing the incomplete likeli-
hood (2.31) or log-likelihood (2.32) equivalently. However, as (2.31) is the marginalization
over the discrete latent variable c, it is not tractable especially when the network size is
large.

To address the issue, a variety of strategies for estimating latent node assignments and
model parameters have been applied, including the Expectation Maximisation (Dempster
et al., 1977), Markov Chain Monte Carlo algorithms (Snijders and Nowicki, 1997), varia-
tional Expectation Maximization (Airoldi et al., 2008), profile likelihood (Bickel and Chen,
2009), methods of moments (Bickel et al., 2011), belief propagation (Decelle et al., 2011),
pseudo-likelihood method (Amini et al., 2013; Wang et al., 2023a), and so on.
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2.2.3 Variational Expectation Maximization

In this section, we present the variational Expectation Maximization (VEM), as we will
modify it in Chapter 4. We first introduce the Expectation Maximisation (EM) algo-
rithm and VEM separately, then further link the two approaches by interpolating the EM
algorithm from the perspective of a variational method.

The EM algorithm (Dempster et al., 1977) is a popular approach to tackle the problem
with missing data. Adopted on the SBM, the EM algorithm works on the complete log-
likelihood (2.30) directly by taking the latent variable c as the missing data. As indicated by
its name, the EM algorithm includes two steps iteratively, the expectation step (E-step) to
solve the expected value of the complete log-likelihood given the current parameters and
the maximization step (M-step) to update the parameters by maximizing the expected
values found on the E-step. More specifically, it iterates the following two steps in the
vanilla stochastic block model:

• E-step
Based on the parameter obtained from the step t, θ(t) = (π(t), P (t)), the E-step
computes the conditional expected value of the complete log-likelihood (2.30):

E[logP(c, Y |θ)|Y, θ(t)] =
n∑

i=1

K∑
k=1

log πk · E[cik|Y, θ(t)]

+
∑

1≤i<j≤n

K∑
k,l=1

E[cikcjl|Y, θ(t)] · [Yij logPij + (1− Yij) log (1− Pij)] . (2.33)

We can see that there are two types of conditional expected values to calculate in
the E-step by using the adjacency matrix Y and the current parameters of the model
θ(t), E[cik|Y, θ(t)] and E[cikzjl|Y, θ(t)].

• M-step
The M-step maximizes (2.33) in the E-step with respect to θ, and the new parameter-
estimates are denoted as θ(t+1),

θ(t+1) = argmax
θ

E[logP(c, Y |θ)|Y, θ(t)], (2.34)

which will be used to find the expected values of the latent variable in the next
E-step.
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There are three advantages of employing the EM algorithm to infer the SBM: first, the like-
lihood function in the EM algorithm will increase with each iteration; second, it will always
converge to a local maximum; third, the M-step solutions have a closed form. However,
the calculation of E[cik|Y, θ(t)] and E[cikcjl|Y, θ(t)] in the E-step is extremely challenging.
For example, to evaluate E[cik|Y, θ(t)], we need to calculate the posterior distribution of ci
given Y and θ(t), i.e., P(cik = 1|Y, θ(t)), which requires the marginalization of the commu-
nity labels of nodes associated with node i, because ci’s are not conditionally independent
as nodes interact with each other through the graphical structure. As a result, calculat-
ing the exact conditional expectations is impossible, hence in the E-step, approximation
approaches are utilized to solve the problem.

There are mainly two types of approximation methods to estimate the posterior dis-
tribution conditioned on the observed data in the E-step. One way is sampling through
Markov Chain Monte Carlo (MCMC) algorithms, like Gibbs sampling, which generates a
Markov chain of c by iteratively drawing an instance from the distribution of each latent
variable ci conditional on the current values of the other variables (Wei and Tanner, 1990;
Xin et al., 2017). The stationary distribution of the Markov chain matches the desired
posterior P(ci|Y, θ(t)), but the computational cost is high due to the slow mixing of MCMC
methods, especially when dealing with a large scale network. To compensate for the short-
comings of MCMC, the other way is to approximate the complicated posterior P(ci|Y, θ(t))
by a simple probability distribution q(ci), which is the so-called VEM, an approximation
maximization likelihood strategy based on the variational approach (Jordan et al., 1999;
Jaakkola and Jordan, 2000; Daudin et al., 2008).

Now, we describe VEM independently, outside of the framework of the EM algorithm.
We reconsider the original target, to estimate the parameter via the maximization of
logP(Y |θ) which is intractable. In response, here we first present a lower bound of this
log-likelihood of the incomplete data (2.32):

logP(Y |θ) = log
∑

c∈[K]n

P(c, Y |θ)
q(c)

q(c)

≥
∑

c∈[K]n

(
log

P(c, Y |θ)
q(c)

)
· q(c)

= Eq[log
P(c, Y |θ)

q(c)
], (2.35)

where q(c) is any distribution of the latent variable c. The inequality comes from the
Jensen inequality, as the logarithm is a concave function. The right-hand side of the
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above inequality (2.35) is known as the evidence lower bound (ELBO) of logP(Y |θ). The
difference between the left and right-hand sides of the inequality (2.35),

logP(Y |θ)− Eq[log
P(c, Y |θ)

q(c)
] =

∑
c∈[K]n

(
logP(Y |θ)− log

P(c, Y |θ)
q(c)

)
· q(c)

=
∑

c∈[K]n

(
log

q(c)

P(c|Y, θ)

)
· q(c), (2.36)

happens to be the Kullback–Leibler divergence between the approximation q(c) and the
exact posterior P(c|Y, θ), denoted as KL (q(c)||P(c|Y, θ)). The Kullback–Leibler divergence
is a measure of how similar the two distributions q(c) and P(c|Y, θ) are, which also tells us
how much information we lose by using q(c) to approximate P(c|Y, θ). It is non-negative,
and null only when q(c) = P(c|Y, θ).

Identity (2.36) is the well-known variational decomposition (Neal and Hinton, 1998),
where the log-likelihood of incomplete data can be decomposed as the sum of ELBO and
KL (q(c)||P(c|Y, θ)). In the implementation, q(·) will be specified as a known family of dis-
tribution prior to the iteration of VEM. The procedure of VEM is illustrated as Figure 2.1a,
and it iterates between the following variational-expectation step and maximization step:

• VE-step: With the parameter from the previous step, θ(t−1), the variational decom-
position is

logP(Y |θ(t−1)) = ELBO(q(t−1)(c), θ(t−1)) + KL
(
q(t−1)(c)||P(c|Y, θ(t−1))

)
. (2.37)

Given an observed network Y , the left-hand side of the above identity is a constant.
The target at VE-step is to find an optimal q(c) within the pre-specified family which
is closest to the exact posterior P(c|Y, θ(t−1)). Since KL

(
q(c)||P(c|Y, θ(t−1))

)
can not

be minimized directly, instead we maximize ELBO as an equivalent objective as
logP(Y |θ(t−1)) is constant with respect to q(c).

• M-step: After q(c) is updated in the VE-step, we maximize ELBO(q(t)(c), θ) with
respect to θ to obtain the optimal θ(t).

The selection of the variational family for q(c) is significant, as the complicated vari-
ational family will bring computational difficulties while the over-simplified family will
underestimate the posterior. For computational efficiency, we use the mean-field approx-
imation on q(c) to approximate the true posterior distribution P(c|Y, θ) by assuming the
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(a) Interpretation of VEM algorithm

(b) Variational interpretation of EM algorithm

Figure 2.1: Interpretations of VEM and EM algorithms

independence between latent variables c, so that q(c) can be factorized over c as

q(c) =
n∏

i=1

q(ci) =
n∏

i=1

K∏
k=1

τik, (2.38)

where each ci follows a multinomial distribution with parameters (τi1, · · · , τiK). The ELBO
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takes the form of

ELBO =Eq[logP(c, Y |θ)]− Eq[log q(c)]

=
n∑

i=1

K∑
k=1

log πk · Eq[cik]

+
∑

1≤i<j≤n

K∑
k,l=1

Eq[cikcjl] · [Yij logPij + (1− Yij) log (1− Pij)]

− Eq[log q(c)]

=
n∑

i=1

K∑
k=1

log πk · τik +
∑

1≤i<j≤n

K∑
k,l=1

τikτjl · [Yij logPij + (1− Yij) log (1− Pij)]

−
n∑

i=1

K∑
k=1

τik log τik. (2.39)

We can see that the above ELBO no longer requires the marginal probability. The specific
VEM algorithm in SBM involves the two iterative steps to maximize ELBO with respect
to the model parameters θ as well as those of the variational parameters τ :

• VE-step
Variational Expectation step aims to find the optimal τ ’s that maximize the ELBO

(2.39) under the constraint that
K∑
k=1

τik = 1, i = 1, · · · , n based on the parameter

obtained from the step t, θ(t) = (π(t), C(t)):

τ (t+1) =argmax
τ

n∑
i=1

K∑
k=1

log π
(t)
k · τik −

n∑
i=1

K∑
k=1

τik log τik

+
∑

1≤i<j≤n

K∑
k,l=1

τikτjl ·
[
Yij logP

(t)
ij + (1− Yij) log

(
1− P

(t)
ij

)]
,

subject to
K∑
k=1

τik = 1, i = 1, · · · , n. (2.40)

• M-step
The M-step is to find θ(t+1) by maximizing (2.39) with the updated τ found in the
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VE-step:

θ(t+1) =argmax
π,P

n∑
i=1

K∑
k=1

log πk · τ (t+1)
ik

+
∑

1≤i<j≤n

K∑
k,l=1

τ
(t+1)
ik τ

(t+1)
jl · [Yij logPij + (1− Yij) log (1− Pij)] ,

subject to
K∑
k=1

πk = 1, (2.41)

which will be used to find the expected values in the next VE-step.

Both steps can be easily updated via their closed forms solved by Lagrangian method.

Conversely, the EM algorithm can also be understood as a variational method as demon-
strated in Figure 2.1b. At the tth step, q(t)(c) is the exact posterior P(c|Y, θ(t)), which
makes the Kullback–Leibler divergence null. Accordingly, the ELBO is tight, which equals
logP(Y |θ(t−1)).

25



Chapter 3

Two Gaussian Regularization
Methods for Time-varying Networks

3.1 Introduction

In many applications, we need to identify and estimate associations and interactions among
a set of random variables to uncover their latent topological structures, such as protein-
protein interaction networks (Sato et al., 2006), ecological networks in the microbial inter-
actome (Dohlman and Shen, 2019), and gene regulatory networks (Emmert-Streib et al.,
2012). Modeling an undirected static network has been studied since the last century (see
e.g. Whittaker, 1990; Lauritzen, 1996). More often than not, however, network structures
evolve over time in response to both endogenous and exogenous factors; therefore, the
assumption of the relational structure being fixed is too restrictive. Two notable examples
illustrating dynamic evolution are the brain network and the climate network. In the brain
network, neural interactions continually shift in response to the brain’s motion. Meanwhile,
the climate network captures spatiotemporal patterns influenced by a mix of climatic and
non-climatic factors. For in-depth insights into these networks and their dynamic charac-
teristics, refer to the detailed descriptions in Chapter 2.1.1. This has catalyzed emerging
interest in estimating time-varying networks where the data consist of serial snapshots of
the networks that evolve over time.
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3.1.1 Static Networks

There is rich literature on estimating a static network (see e.g. Meinshausen and Bühlmann,
2006; Yuan and Lin, 2007; Friedman et al., 2008; Peng et al., 2009), among which the GGM
is particularly useful. For a comprehensive understanding of the static GGM, please refer
to Section 2.1.2. Here, we present a brief recap of the fundamental concepts.

Consider a p-dimensional GGM (x1, · · · , xp)
⊤ ∼ N(0,Σ). Denote the precision matrix

as Σ−1 = (σij)p×p. Under multivariate normality, zero σij indicates conditional indepen-
dence between xi and xj given the remaining nodes. Therefore, a network can be encoded
by conditional dependencies in a GGM, where nodes represent random variables and the
edge connecting the ith and jth nodes is decided by whether σij is zero. There are mainly
two different ways to model a static GGM: the l1-penalized Gaussian likelihood method,
and the penalized regression method.

The former aims to identify zero elements in the precision matrix by maximizing an l1-
penalized multivariate Gaussian log-likelihood, log detΣ−1− tr(SΣ−1)−λ1∥Σ−1∥1, where
S denotes the sample covariance matrix. We will simply refer to this approach by perhaps
the most widely used algorithm associated with it—namely, GLASSO, an abbreviation of
“graphical LASSO” (Friedman et al., 2008).

The latter, which we refer to as the regression method, uses penalized node-wise re-
gression to estimate partial correlations (Meinshausen and Bühlmann, 2006). The partial
correlation between xi and xj, denoted as ρij, measures the degree of association between
the two random variables, with the effect of other random variables removed. Specifically,
the partial correlation ρij can be expressed as −σij/

√
σiiσjj, and estimated by performing

a multiple regression xi =
∑

j ̸=i βijxj + ϵi sequentially for i = 1, · · · , p, where the error

variance V ar(ϵi) = 1/σii, and the regression coefficient βij = −σij/σii = ρij
√

σjj/σii.
Accordingly, estimating the partial correlations as regression coefficients can characterize
the graphical structures. However, the general regression estimators are never exactly
zero due to the high-dimension-low-sample-size setting of the problem and the sampling
variation in the data. To obtain a sparse network and make the regression problem well-
posed, regularization techniques are employed (Meinshausen and Bühlmann, 2006). Peng
et al. (2009) proposed an efficient modification, referred to as the Sparse PArtial Corre-
lation Estimation or SPACE, to solve this regularized regression problem. Suppose that
X i denotes the ith column of Xn×p that consists of n i.i.d. observations from the GGM,
σp×1 = (σ11, · · · , σpp)⊤, and θp(p−1)/2×1 = (ρ12, · · · , ρp−1,p)

⊤. SPACE estimates the partial
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correlations by minimizing a penalized likelihood function with an l1 penalty:

LLASSO(X,θ,σ, n, λ1) =
1

n

p∑
i=1

∥∥∥∥∥X i −
∑
j<i

ρji

√
σjj

σii
Xj −

∑
j>i

ρij

√
σjj

σii
Xj

∥∥∥∥∥
2

+ λ1 ∥θ∥1 ,

(3.1)

where λ1 is a prespecified regularization parameter to control the strength of shrinkage
and variable selection of θ. By stacking all columns in X into a long response vector Y
and filling nonzero blocks in an np× p(p− 1)/2 sparse matrix X̃ by

√
σjj/σiiXj, (3.1) is

converted to a standard LASSO problem

LLASSO(Y , X̃,θ, n, λ1) =
1

n
∥Y − X̃θ∥2+λ1 ∥θ∥1 , (3.2)

which can be solved efficiently.

The two approaches are clearly not the same, but they are related—for example, it
can be shown that, under some circumstances, the regression approach is also consistent
whenever the GLASSO is consistent (Meinshausen, 2008; Drton and Maathuis, 2017). The
regression method can have some advantages, though. For instance, when we are only
interested in the conditional dependence of p1 random variables out of p random variables,
GLASSO still needs to estimate all p × p entries in the precision matrix whereas the
number of parameters to be estimated in regression methods is considerably smaller—
roughly p× p1; see Meinshausen and Bühlmann (2006) and Peng et al. (2009). Moreover,
the regression method is also perhaps more easily generalized to non-Gaussian data (e.g.,
Voorman et al., 2014; Yang et al., 2015a; Chen et al., 2015; Loh, 2017; Chen and Yi, 2021).
Finally, partial correlations are more directly meaningful and interpretable parameters
for the environmental sciences, as they not only characterize the graphical structure of a
complex meteorological system but also measure the degree of association among random
variables corrected for confounders and covariates.

Another interesting regression approach was proposed recently by Kang et al. (2020),
who observed that a Cholesky decomposition of the covariance matrix would imply a
different set of regression equations—x2 onto x1, x3 onto (x1, x2), and so on—which could
also be used to estimate the covariance matrix. Here, because the sequence in which
these regressions are carried out matters, a clever ensemble approach was introduced to
do this several times by permuting the ordering of the variables, and aggregating the
results. In a follow-up study (Wang et al., 2023b), they also adopted more robust loss
functions in this framework to handle data with heavy tails and outliers. Although such
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extensions are possible for (3.2) as well, we do not pursue it in this thesis. These different
regression approaches are fundamentally similar in spirit, but the regression estimates from
the Cholesky-implied equations do not have a direct scientific interpretation as partial
correlations do, especially after consolidation from different permutations of the regression
sequence.

3.1.2 Dynamic Networks

In contrast, the literature concerning dynamic networks have appeared only more recently.
Bartlett et al. (2021), for instance, take a Bayesian approach to separate two types of
sparsity—sparsity across time and sparsity across variables—when modeling time-varying
networks. By and large, however, most methods simply extend the static GGM to dy-
namic networks; moreover, they predominantly adopt the GLASSO approach by imposing
a penalty term on the difference between precision matrices at neighboring time points to
achieve smoothness in estimated dynamic networks; see Zhou et al. (2010), Ahmed and
Xing (2009), Kolar et al. (2010), Kolar and Xing (2011), Danaher et al. (2014), Monti et al.
(2014), Gibberd and Nelson (2017), Hallac et al. (2017) and references therein.

Relatively speaking, limited work has been done to extend the regression approach to
time-varying networks. Here, the approach based on Cholesky factorization (Kang et al.,
2020) has the advantage that the original variables can be viewed as different combinations
of a few independent factors, and one can argue that it suffices to simply model the marginal
variances of these factors independently as functions of time, e.g., with GARCH-type
models that are popular for time series. Such shortcuts are not easily amendable to the
approach based on partial correlations (Meinshausen and Bühlmann, 2006; Peng et al.,
2009), however.

In this article, we tackle precisely this problem, that is, estimating partial correlations
ρij(t) that change over time. Specifically, we develop statistical methods to identify the
associations and their dynamic changes in discrete time-varying networks based on SPACE.
This goal is achieved under the assumption that the changes in the temporal network from
one time point to the next are smooth, which encourages the regularization on the difference
of partial correlations between adjacent time points. The regularization techniques we use
in this work include both l1 (Tibshirani, 1996; Tibshirani et al., 2005) and l2 regularization
(Zou and Hastie, 2005), leading to two different algorithms. Although Xue et al. (2020)
also work with partial correlations, our work differs from theirs. They approximate ρij(t)
using a linear combination of B-spline basis functions. Since B-spline basis functions have
local support, sparse networks are obtained by imposing a group LASSO penalty on the
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coefficient vectors in the spline approximation. However, when ρij(t) is treated as a function
of time, it will usually require that we observe the function at many time points in order
for us to estimate it; whereas our approach does not suffer from this limitation.

3.1.3 Outline

We structure the remainder of this chapter as follows. In Section 3.2, we present our time-
varying network models with two different penalties on temporal dissimilarity. In Section
3.3, we describe high-level computational details. Our main contributions are: first, we use
the alternating direction method of multipliers namely ADMM to develop computationally
efficient algorithms by parameterizing l1 and l2 penalties differently (Section 3.3.1); second,
by generalizing existing results in the literature, we derive approximate degree-of-freedom
formulae to characterize the effective complexity of our solutions and to facilitate the selec-
tion of tuning parameters (Section 3.3.2); third, when implementing the ADMM iterations
and computing the degrees of freedom, we propose efficient methods to invert some large
matrices. In Section 3.4, we illustrate the performance of our methods through a simula-
tion study. In Section 3.5.1, our methods are applied to two datasets, including Canadian
temperature data for major cities in July and fMRI data from both healthy individuals and
those with attention deficit hyperactivity disorder (ADHD). Notable findings underscore
dynamic characteristics in both climate and brain networks. Section 3.6 concludes the
article. Some technical details and additional results of numerical studies are delegated to
the supplementary materials.

3.2 Methodology

We consider a time-varying GGM defined on a set of T equidistant discrete time points
indexed by {t1, · · · , tT}: (x1(tk), · · · , xp(tk))

⊤ ∼ N(µ(tk),Σ(tk)), k ∈ {1, · · · , T}. Without
loss of generality, we assume µ(tk) = 0, which can be achieved in practice by centering the
data set at each time point. The notation in Section 3.1 is inherited at every discrete time
point. Then we have T temporal datasets X(t1), · · · ,X(tT ) and diagonals in temporal
precision matrices σ⊤(t1), · · · ,σ⊤(tT ) which, by stacking, leads to a vector σ with length
pT . We have the temporal response vector Y (tk) and temporal predictor matrix X̃(tk)
formed as in Section 3.1. A vector Y of length npT is formed by stacking all temporal
reponse vector Y (tk). Let X denote a Tnp×Tp(p−1)/2 block diagonal matrix, where each
diagonal block is the temporal predictor matrix X̃(tk), k ∈ {1, · · · , T}. Our objective is
to estimate a vector θ of length Tp(p− 1)/2 composed of all temporal partial correlations,
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i.e., θ = (θ⊤(t1), · · · ,θ⊤(tT ))
⊤. Throughout the rest of the chapter, we use θ and σ to

denote these two long vectors containing temporal parameters over all time points.

Näıvely, one can minimize (3.2) at each time point independently to estimate the tem-
poral partial correlations, with a loss function that can be written in matrix form as

LTV N LASSO(Y ,X ,θ, n, λ1) =
T∑

k=1

LLASSO(Y (tk), X̃(tk),θ, n, λ1) =
1

n
∥Y −Xθ∥2+λ1∥θ∥1.

(3.3)

But it is natural to assume that the covariance matrix Σ(t) are element-wise smooth over
t. Then, by Cramer’s rule, the entries in the precision matrix and thus the corresponding
partial correlations should also be smooth over t. Therefore, we propose a regularization
method with an extra penalty term λ2 · P (θ) to encourage the partial correlations to be
similar for adjacent time points. The objective function LTV N of our time-varying network
problem is

LTV N(Y ,X ,θ, n, λ1, λ2) = LTV N LASSO(Y ,X ,θ, n, λ1) + λ2 · P (θ). (3.4)

Here P (θ) denotes a penalty function measuring the total distance between neighbouring
coefficients and λ2 is another tuning parameter. We consider two different penalty functions
for P (θ).

Generalized elastic net (GEN) Our first penalty generalizes the work of Zou and
Hastie (2005). To achieve smoothness of partial correlations over time, the GEN applies l2
penalties to the differences of partial correlations along the time sequences in P (θ), taking
the form

P (θ) =
T∑

k=2

∑
1≤i<j≤p

{ρij(tk)− ρij(tk−1)}2. (3.5)

Generalized fused LASSO (GFL) Our second penalty generalizes the work of Tib-
shirani et al. (2005) by penalizing the absolute difference of the partial correlations at
adjacent time points. In particular, the penalty function takes the following form:

P (θ) =
T∑

k=2

∑
1≤i<j≤p

|ρij(tk)− ρij(tk−1)|. (3.6)
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A large tuning parameter λ2 in the GFL not only yields smoothness in the changes between
neighboring coefficients, but also shrinks some of those changes to be exactly zero.

When λ2 = 0, both the GEN and the GFL are reduced to the näıve LASSO problem
(3.3), where there is no regularization on the changes in coefficients at adjacent time points.
The key difference between the two penalties is that the GFL is able to force the partial
correlations at adjacent time points to be identical if their difference is sufficiently small,
while the GEN cannot.

3.3 Algorithm for the Time-varying Network Estima-

tion

In this section, we describe high-level computational details, while detailed technicalities
are described in the supplementary materials.

The loss function (3.4) with GEN (3.5) and GFL (3.6) penalties can be respectively
written as:

LGEN(Y ,X ,θ, n, λ1, λ2) =
1

n
∥Y −Xθ∥2+λ1∥θ∥1+λ2∥Dθ∥2 and (3.7)

LGFL(Y ,X ,θ, n, λ1, λ2) =
1

n
∥Y −Xθ∥2+λ1∥θ∥1+λ2∥Dθ∥1, (3.8)

where D is a block difference matrix composed of many p(p− 1)/2−by−p(p− 1)/2 square
matrices:

D(T−1)p(p−1)/2×Tp(p−1)/2 =


I −I 0 0 0
0 I −I 0 0

. . . . . .

0 0 0 I −I

 . (3.9)

If X is completely known, the minimizations of (3.7) and (3.8) over θ are standard GEN
and GFL optimization problems. However, the predictor matrix X involves an unknown
parameter σ, which requires us to leverage coordinate descent techniques and update σ
and θ iteratively. We extend the two-step iterative procedure developed by Peng et al.
(2009). The detailed algorithm is summarized in Algorithm 1, where Steps 2 and 3 are
iterated to update σ and θ until convergence. Given σ, both minimization problems—of
(3.7) and of (3.8)—are convex; details are given in Section 3.3.1.
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Algorithm 1 Two-step iterative procedure

Input: The centered original data {X}.
Output: Estimated σ and θ
Initialization:
Start with the initial estimate (σii)(0)(tk) = 1/σ̂ii(tk), where σ̂ii(tk) = (n −
1)−1

∑n
j=1[x

j
i (tk) − x̄i(tk)]

2, xj
i (tk) denotes the observation of the ith node made at

time tj for the jth subject, and x̄i(tk) denote the average of these observations across
n subjects. Form the initial predictor matrix X (0) with the data and σ(0).

1: while ∥σ(l) − σ(l−1)∥2> τ1 and ∥θ(l) − θ(l−1)∥2> τ2 do
2: Estimate θ(l+1) by solving (3.7) or (3.8) with the given σ(l).
3: Update σ(l+1), where 1/σ̂ii(tk) = n−1∥Xi(tk) −

∑
j ̸=i β̂ij(tk)Xj(tk)∥2 and β̂ij(tk) =

(ρij)
(l+1)(tk)

√
(σjj)(l)(tk)/(σii)(l)(tk).

4: Update the predictor matrix X (l+1) with the data and σ(l+1).
5: end while

3.3.1 Fast ADMM Algorithms for GEN and GFL

Given σ, we minimize (3.7) and (3.8) using the ADMM. The ADMM algorithm and its
convergence properties are comprehensively illustrated in Boyd et al. (2011). For an in-
depth exploration of ADMM, please refer to Section 2.1.4. In this section, our attention
is directed towards customizing ADMM within the specific context of our study. The key
trick to use the technique in our context is that, by adding a new constraint θ−z = 0, we
can freely re-express our objective functions (3.7) and (3.8) in either of the following ways,

L(θ, z) =

{
1
n
∥Y −Xθ∥2+λ1∥z∥1+λ2P (θ),

1
n
∥Y −Xθ∥2+λ1∥z∥1+λ2P (z),

depending on the specific form of the penalty function P (·).

Define u ∈ RTp(p−1)/2×1 as the dual variable, and let a ∈ R+ be a penalty parameter.
The augmented Lagrangian La for minimizing L(θ, z), subject to θ − z = 0, is

La(θ, z,u) = L(θ, z) + a · u⊤(θ − z) +
a

2
∥θ − z∥2, (3.10)

where we have scaled the dual variable u by a itself, so that the ADMM algorithm iterates
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over the following three steps:

(i) θ(l) = argmin
θ

La(θ, z(l−1),u(l−1)) (3.11)

(ii) z(l) = argmin
z

La(θ(l), z,u(l−1)) (3.12)

(iii) u(l) = u(l−1) + θ(l) − z(l) (3.13)

over l = 0, 1, 2, . . . until convergence, with typical initialization θ(0) = 0, z(0) = 0 and
u(0) = 0.

The separation of the underlying optimization problem into two subproblems—namely,
(3.11) and (3.12)—allows us to obtain the key insight that, for the GEN penality P (θ) =
∥Dθ∥2, it is more advantageous to parameterize the penalty as P (θ); whereas, for the GFL
penalty P (θ) = ∥Dθ∥1, it is more advantageous to parameterize it as P (z). More details
are presented below, where, for clarity, we shall suppress the step index l in all formulae.

ADMM for GEN

As stated above, for the GEN penalty we parameterize it as P (θ) in the ADMM iterations,
so that (3.11) merely minimizes over a quadratic function of θ,

θ = argmin
θ

1

n
∥Y −Xθ∥2+λ2∥Dθ∥2+a · u⊤(θ − z) +

a

2
∥θ − z∥2, (3.14)

which has closed form solution,

θ =

(
2

n
X⊤X + 2λ2D

⊤D + aI

)−1{
2

n
Y⊤X + a(z − u)

}
. (3.15)

While this may appear easy, it is worth emphasizing that, for us, the matrix that must be
inverted in (3.15) can be very large. Fortunately, the inversion can be pre-calculated outside
the ADMM iterations, for it remains constant from one iteration to another. Furthermore,
(3.15) can be computed efficiently by exploiting the fact that

(
2X⊤X/n+ 2λ2D

⊤D + aI
)

is a symmetric block tri-diagonal matrix whose off-diagonal blocks are −2λ2I. Technical
details for efficiently inverting such a matrix are given in A.1 in the supplementary mate-
rials.

34



The minimization (3.12) over z,

z = argmin
z

λ1∥z∥1+a · u⊤(θ − z) +
a

2
∥θ − z∥2,

is simply a LASSO-type problem. As ∥z∥1 is not differentiable everywhere, we leverage its
sub-differential and obtain the solution as

z =


u+ θ − λ1

a
, if u+ θ >

λ1

a
,

u+ θ +
λ1

a
, if u+ θ < −λ1

a
,

0, otherwise.

(3.16)

ADMM for GFL

The GFL problem is in itself important for a wide range of scientific procedures including
signal processing and machine learning, especially when the matrix D in (3.8) takes on
more general forms. Even though (3.8) is convex and there exists a global optimal solution,
minimizing it is still computationally challenging. A large body of literature exists on
solving the GFL problem (e.g., Tibshirani and Taylor, 2011; Ye and Xie, 2011; Xin et al.,
2016), but many methods still suffer from high computational cost or have difficulties in
achieving sparsity in both θ and Dθ simultaneously. To get around these bottlenecks, we
design a specific ADMM algorithm by exploiting the special block structure in our problem.

Again, as stated earlier, for the GFL penalty we parameterize it as P (z) in the ADMM
iterations, so (3.11) still merely minimizes over a quadratic function of θ,

θ = argmin
θ

1

n
∥Y −Xθ∥2+a · u⊤(θ − z) +

a

2
∥θ − z∥2,

with the closed-form solution,

θ =

(
2

n
X⊤X + aI

)−1{
2

n
Y⊤X + a(z − u)

}
. (3.17)
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The minimization (3.12) over z now becomes

z = arg min
z

λ1∥z∥1+λ2∥Dz∥1+a · u⊤(θ − z) +
a

2
∥θ − z∥2.

= arg min
z

1

2
∥θ + u− z∥2+λ1

a
∥z∥1+

λ2

a
∥Dz∥1. (3.18)

Let z(tk) = (z12(tk), · · · , zp−1,p(tk))
⊤, and u be defined in a similar way. Then (3.18) can

be decomposed into p(p− 1)/2 independent optimization problems,

{zij(tk)}Tk=1 = arg min
{zij(tk)}Tk=1

T∑
k=1

[zij(tk)− ρij(tk)− uij(tk)]
2+

λ1

a

T∑
k=1

|zij(tk)|+
λ2

a

T∑
k=2

|zij(tk)− zij(tk−1)|, 1 ≤ i < j ≤ p, (3.19)

a collection of fused LASSO signal approximator (FLSA) problems, and we use the algo-
rithm in Hoefling (2010) to solve them.

3.3.2 Tuning Parameter Selection

Readers may notice that the updating equations for θ—specifically, (3.15) and (3.17)—do
not produce sparse solutions, but the key ADMM constraint θ− z = 0 means that we can
simply take z to be the final solution, and the updating equations for z—in particular,
(3.16) and (3.19)—do indeed produce sparse solutions. We now discuss how to choose the
tuning parameters (λ1, λ2).

We mainly adopt the Bayesian Information Criterion (BIC),

BIC(λ1, λ2) = n×
T∑

k=1

[
− log|Σ̂

−1
(tk)|+tr

(
Σ̂

−1
(tk) · S(tk)

)]
+log(n)× d̂f(λ1, λ2), (3.20)

where Σ̂
−1

is the estimated precision matrix based on the estimated partial correlations.
For the degree of freedom defined d̂f(λ1, λ2) in (3.20), we use existing results in the liter-
ature to derive specific formulae for both (3.7) and (3.8). We also consider the extended
BIC (EBIC) as an alternative criterion for tuning parameter selection, since it is generally
believed to work better for models with many parameters (Foygel and Drton, 2010), but
in our simulation studies (Section 3.4) both criteria give very similar results.
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Zou et al. (2007) derived an explicit degree-of-freedom formula for the LASSO. Their
approach can be easily adapted to derive the degree of freedom for (3.7)—by combing the l2
penalty ∥Dθ∥2 with the least-squares objective ∥Y −Xθ∥2; see A.2 in the supplementary
materials. We obtain

d̂fGEN = tr
{(

X⊤
AXA + nλ2D

⊤
ADA

)−1X⊤
AXA

}
(3.21)

≈ tr

{(
I + nλ2

(
X⊤

AXA + ηI
)−1

D⊤
ADA

)−1
}
, (3.22)

where A = {i : θ̂i ̸= 0} denotes the active set, and XA (or DA) denotes the corresponding
submatrix containing only the columns indexed by A. Note that the matrix D, having
fewer rows than columns, is not full-rank, and that, for a large p, the matrix X is often not
full-rank, either. Therefore, to compute (3.21) for any A, it is necessary to first add a small
perturbation matrix ηI to X⊤

AXA—we set η = 10−5. The relation (3.22) holds because of
the identity (A +B)−1 = (I +A−1B)−1A−1; it has an additional advantage over (3.21)
that the trace of such a matrix inverse can be approximated by Chebyshev interpolation
(Han et al., 2017).

Tibshirani and Taylor (2012) worked out how to compute the degree of freedom for a
generalized LASSO problem, into which (3.8) can be transformed—see A.3 in the sup-
plementary materials. Applying their result, we conclude that the degree of freedom
for the GFL problem (3.8) is equal to dimension of the null space of [D⊤, I]⊤−B, where

B = {i : [D⊤, I]⊤θ̂i ̸= 0}. It turns out this somewhat abstract conclusion can be further
characterized (again, see A.3) by something more interpretable—namely,

d̂fGFL =
∑

1≤i<j≤p

[
1{ρ̂ij(1) ̸= 0}+

T∑
k=2

1{ρ̂ij(k) ̸= ρ̂ij(k − 1), ρ̂ij(k) ̸= 0}

]
, (3.23)

where 1(·) denotes a binary indicator function. That is, the degree of freedom here is
simply the total number of nonzero fused groups over all ρ̂ij.

Remark Strictly speaking, the degree-of-freedom formulae derived by Zou et al. (2007)
and Tibshirani and Taylor (2012) both require the regression of Y onto X to be ho-
moscedastic, which is not the case for us, but we apply their results nonetheless because
deriving similar results without the homescedastic assumption is currently an unsolved
problem on its own. Hence, our degree-of-freedom formulae (3.22) and (3.23) are neces-
sarily ad-hoc approximations, but they are still useful in facilitating the choice of tuning
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parameters through the BIC, as our empirical results below will demonstrate.

3.4 Simulation

In this section, we perform simulation studies to assess the performance of the two pro-
posed approaches, GEN and GFL (with tuning parameters selected by both the BIC and
the EBIC), and compare them with the a number of other methods. First, as basic bench-
marks we compare with direct sample estimates and the näıve LASSO. Next, we apply the
LASSO by allowing (3.3) to use a different tuning parameter λ1k at each time point tk—we
refer to this as TS-LASSO for “time-specific LASSO”. Finally, we compare with two meth-
ods extending the GLASSO by Danaher et al. (2014), to be abbreviated respectively as
GLASSO-GGL and GLASSO-FGL. Among the methods that extend the GLASSO, these
two leverage independent copies of the same multivariate Gaussian distribution at each
time point; while most other GLASSO extensions are based on only one observation at
each node per time point and calculate the sample covariance at each time point by down-
weighting observations from other time points using a kernel function. In fact, GLASSO-
GGL and GLASSO-FGL are originally proposed for K multivariate network datasets that
are assumed to follow K individual GGMs with similar structures. Therefore, in addition
to formulating the GGM likelihood differently, GLASSO-GGL and GLASSO-FGL apply
the group LASSO and the generalized fused LASSO respectively to penalize the difference
between any two precision matrices, while our methods are more specific to the temporal
context and only penalize the differences in partial correlations at neighboring time points.
We will see below in Section 3.4.2 that their GGL and FGL penalties, which operate on
the differences between any two precision matrices, will usually result in over penalization
in the temporal context.

The first objective of the simulation studies is to compare the performance of these
methods in uncovering the underlying networks of the synthetic data, and the second
objective is to investigate the accuracy of the estimated partial correlations.

3.4.1 Data Generation

To generate synthetic time-varying network data, most existing work uses covariance ma-
trices Σ(t1),Σ(t2), . . . that change smoothly over time, and then generates X(tk) from
Σ(tk) independently at each tk (e.g., Danaher et al., 2014; Gibberd and Nelson, 2017;
Yang and Peng, 2020; Xue et al., 2020). There are two problems with this approach. First,
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since they are generated independently at each tk, the actual data X(t1),X(t2), . . . do not
usually change smoothly over time even though the covariance matrices Σ(t1),Σ(t2), . . .
do. Second, for any k ̸= k′, we will always have cov(X(tk),X(tk′)) = 0 under such a
generating mechanism, which does not mimic reality very well.

We make another contribution in this work by proposing a different generating mech-
anism. Specifically, we generate each xi(t) as xi(t) = µ(t) + ei(t), where µ(t) = t + sin(t),
and the random vector (e1(t), · · · , ep(t))⊤ as a linear combination from a set of S indepen-
dent p-dimensional Gaussian random vectors whose coefficients are smooth functions, i.e.,
(e1(t), · · · , ep(t))⊤ =

∑S
s=1 Bs(t) (ξ1,s, · · · , ξp,s)⊤, where {Bs(t), 1 ≤ s ≤ S} denote S cubic

B-spline basis functions defined on [0, 1]. For each s, (ξ1,s, · · · , ξp,s)⊤ follows a centered
multivariate Gaussian distribution with covariance matrix Σs. Thus, both the random
components ei(t) =

∑S
s=1 Bs(t)ξi,s and the true precision matrix of (x1(t), · · · , xp(t))

⊤,

given by {
∑S

s=1B
2
s (t)Σs}−1, are smooth over time.

The compact local support of B-splines (see Figure 3.1b) then makes it easy for us
to generate sparse graphs over time. Since the graphic structure at one time point only
involves a small number of B-spline basis functions and their Gaussian coefficients, we can
easily achieve a sparse graphical structure at each time point by careful choices of each
Σs. In particular, we assume that p is an even number, and rewrite the covariance matrix
as a 2 × 2 block matrix, Σs = (Σ11

s ,Σ12
s ; Σ21

s ,Σ22
s ), where the four block submatrices are

all diagonal. Under this design, it is easy to show (see Supplementary Section S.4) that
the non-zero entries in the true precision matrix at time t are at the same positions as in∑S

s=1 B
2
s (t)Σs. Therefore, as the non-zero entries in

∑S
s=1B

2
s (t)Σs change over time, the

resulting precision matrix is still guaranteed to be sparse.

We take S = 13. Figure 3.1a shows what each Σs looks like, for all s = 1, ..., 13. Under
this setting, there are only five true connections: 1–6, 2–7, 3–8, 4–9, and 5–10, and the
profiles of the corresponding partial correlations are depicted as the red lines in Figure
3.2. Altogether, p = 10-dimensional normal random variables are simulated at each of 30
equally spaced time points on [0, 1]. We generate xi(t), i = 1, · · · , p on [0, 1] independently
for n subjects. To investigate the effects of sample size on the performance, we consider
n = 50 and n = 200, while repeating each simulation for 100 times.

We think the aforementioned generating mechanism is interesting—not only does it
ensure that both xi(t) and Σ(t) are changing smoothly over t, it also guarantees Σ−1(t)
is still sparse. But there is no “free lunch”. One drawback of this approach is that
the resulting network will necessarily remain relatively simple, due to the special block
structure of each Σs needed to ensure the sparsity of the final precision matrix Σ−1(t).
That’s why additional simulation studies using the more “conventional” data generation
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mechanism (described at the beginning of this section) are still included in Supplementary
Section A.6, with more “interesting” structures in the network—such as clusters, and
differential connection tendencies within and between different clusters.
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Figure 3.1: (a) Heat maps of the pre-specified covariance matrices {Σs}13s=1 corresponding
to 13 cubic basis functions.(b) Thirteen B-spline basis functions {Bs(t)}13s=1 defined on
[0, 1], which is divided into 30 subintervals of equal length.

3.4.2 Results

We evaluate different methods with two metrics: (i) the estimation error∑T
t=1[
∑

1≤i,j≤p{ρ̂ij(t) − ρij(t)}2]1/2, and (ii) the area under the ROC curve (AUC) which,
in our context, is equal to the frequency that |ρ̂ij(t)|> |ρ̂i′j′(t′)| over all (i, j, t)-(i′, j′, t′)
pairings such that ρij(t) ̸= 0 and ρi′j′(t

′) = 0. While the first metric measures estimation
quality, the second is simply an empirical estimate of the conditional probability that,
given a truly-existing edge and a non-existing one, the estimated parameters would rank
the true edge ahead of the non-existing one. Hence it measures the ability of different
methods to detect the underlying network structure.

Tables 3.1 summarizes the estimation errors and the estimated AUCs of different meth-
ods over 100 simulation replicates. We can see that the performances of all methods im-
prove when sample size is increased from 50 to 200, as expected, and that our proposed
methods (GEN and GFL) offer noticeable improvements over the other methods consid-
ered. The results also indicate that, for both GEN and GFL, selecting tuning parameters
by either the BIC or the EBIC does not make a substantial difference.
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Method
Estimation error AUC

n = 50 n = 200 n = 50 n = 200
Sample 42.77 (0.17) 20.01 (0.08) 0.882 (0.002) 0.895 (0.001)
LASSO 21.73 (0.17) 9.22 (0.06) 0.876 (0.001) 0.904 (0.001)

TS-LASSO 22.00 (0.17) 9.56 (0.06) 0.876 (0.001) 0.905 (0.002)
GLASSO-GGL 23.23 (0.17) 9.32 (0.07) 0.889 (0.002) 0.895 (0.001)
GLASSO-FGL 18.93 (0.16) 9.32 (0.07) 0.881 (0.001) 0.895 (0.001)

GEN 18.41 (0.09) 12.87 (0.06) 0.961 (0.002) 0.974 (0.001)
GEN-EBIC 18.30 (0.08) 13.31 (0.05) 0.973 (0.001) 0.990 (0.001)

GFL 13.54 (0.17) 6.14 (0.07) 0.943 (0.003) 0.949 (0.002)
GFL-EBIC 11.93 (0.11) 6.58 (0.07) 0.942 (0.003) 0.934 (0.002)

Table 3.1: Mean estimation error and AUCs across 100 replicates with standard error in
parentheses.

To gain more insights, we also selectively showcase some specific results, all of which
are based on one simulation rather than over 100 repetitions. First, for the set {(i, j) :
there exists t such that ρij(t) ̸= 0}, Figure 3.2 shows the estimated profiles ρ̂ij(t) as a
function of time from one simulation instance. We observe more clearly the improvement
from n = 50 to n = 200. Not surprisingly, we find that GEN produces smooth functions
while GFL produces staircase-shaped functions. Next, Figures A.1 and A.2 in the sup-
plementary materials display the GFL- and GEN-estimated networks (with n = 200) over
every time point, with false-positive and false-negative edges clearly indicated at these
time points as well. We can see that our estimated network structure does not show rapid
bursts of changes from time to time.

In Figure 3.3 and similar ones included in the supplementary materials (Figures A.3,
A.4 and A.5), we compare the effectiveness of our tuning parameter selection strategy as
well as that of Danaher et al. (2014). The top panels of Figure 3.3 show the contours of the
BIC, of the estimation error, and of the AUC over a grid of (λ1, λ2) for our GEN penalty.
They demonstrate that the tuning parameters selected by our BIC indeed lead to good
solutions in terms of both performance metrics. The näıve LASSO solution, with its tuning
parameter also selected by the BIC, is indicated as well, whereas the sample estimate is,
of course, at the origin (0, 0). We can see that, while the LASSO solution is clearly better
than the sample estimate, incorporating the additional GEN penalty provides substantial
further improvements. The bottom panels of Figure 3.3, on the other hand, reveal that
the tuning parameters selected by Danaher et al. (2014) using their AIC criterion do not
really lead to the best possible GLASSO-GGL estimate. This could be attributed to the
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Figure 3.2: Estimated partial correlations for true non-vanishing edges.
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oversimplified degrees of freedom used by Danaher et al. (2014) in their AIC formula—
rather than counting the degrees of freedom carefully for each different penalty function, as
we do in Section 3.3.2, they simply count the number of non-zero elements in the estimated
precision matrices. Similar contour plots for our GFL penalty and for their GLASSO-FGL
are shown in Section A.5 of the supplementary materials.

We also note that, when the sample size is 200, the optimal λ2’s selected by the two
GLASSO methods are both zero, due to the over-penalization we mentioned earlier at the
beginning of Section 3.4. To a certain extent, this confirms that, when network structures
are smoothly changing over time, it is more appropriate to penalize only the difference of
two adjacent networks than to penalize the difference of any two networks. With λ2 = 0,
both GLASSO-GGL and GLASSO-FGL are simply solving a vanilla LASSO problem—
except here they are using the GLASSO algorithm, which gives slightly different numeric
solutions from the SPACE algorithm; that’s why the performance of these two GLASSO
extensions are not identical to vanilla LASSO in Table 3.1, but one should not read too
much into these small numeric differences.

3.5 Applications

3.5.1 Application: Analysis of Canadian Temperature Data

In this section, we analyze a real data set of hourly temperature measurements in July for
thirteen Canadian cities, extracted from a government website (Environment and Climate
Change Canada, 2022). The data set includes hourly air temperature measurements in
degrees Celsius (°C) at thirteen stations across Canada, taken repeatedly during the month
of July between 2019 and 2022, i.e., Xij(t), for j = 1, 2, ..., 13 stations, t = 1, 2, ..., 24 time
points, and i = 1, 2, ..., 31 × 4 = 124 measurements. There were 36 missing values at 11
different stations, a relatively small proportion, so we simply imputed them using X̄·j(t) for
the corresponding station j and time point t. For maximal compatibility, the 13 stations
we selected are mostly near an airport, so they have at least similar terrain conditions
(e.g., not in the middle of a forest or on a lake, etc). We also centered the data so that
X̄·j(t) = 0 at every j and t.

Strictly speaking, for each station j and time point t, the repeated measurements
Xij(t) here are not independent across i = 1, 2, ..., 124, since they are mostly observed on
consecutive days, but most of the serial correlations are fairly weak—see residual plots of
Xij(t)− X̂ij(t) against i together with Durbin-Watson statistics, as well as autocorrelation
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Figure 3.3: Simulation performance measurements from generalized elastic net and
GLASSO-GGL both with sample size 50. Darker areas represent lower values. For refer-
ence, in the simulation from generalized elastic net, the sample AUC is 0.8757, comparing
to the GEN AUC 0.9690 in the figure; the sample estimation error is 41.81, comparing to
the estimation error of GEN as 18.20 in the figure. In the simulation from GLASSO-GGL,
the GLASSO-GGL AUC is 0.8907 and the GLASSO-GGL estimation error is 22.92 in the
figure.

function (ACF) plots for these residuals, in Supplementary Section A.8.3. Therefore, we
feel it is not unreasonable to still regard them as “almost independent” replications.

To characterize the time-varying associations of hourly temperatures in July across
these thirteen cities, we apply both GEN and GFL to fit time-varying networks separately.
We estimate partial correlation networks using a series of λ1 and λ2 values. The BIC
surfaces—i.e., (3.20) for both methods—turn out to be low and quite flat over moderate λ1

values, suggesting that there are no substantial differences among different solutions in this
overall valley region. For fixed λ1 values in this region, the BIC values generally decrease
in the λ2 direction, quickly at first but slowing down afterwards. For each method, we
therefore examine two specific solutions: one, which we refer to as “Result 1”, is given
by the largest λ1 that still puts us in this valley region and the “first” strictly positive
λ2; and another, which we refer to as “Result 2”, is given by a pair of (λ1, λ2) also in
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this valley region, with a slightly smaller λ1 but larger λ2 so that the resulting solution
still has a degree of freedom not too different from that of “Result 1”. Table A.4 in the
supplementary materials summarizes some key features of the four solutions, including the
degree of freedom, and the total number of edges/connections over all time points.

The main conclusions we can draw from all four sets of results—i.e., (Result 1, Result
2)×(GEN, GFL)—turn out to be identical, which give us confidence in their scientific
validity, to the extent justified by the quality of the data set itself. To reduce redundancy,
therefore, we present only Result 1 of both GEN and GFL in the main text; the other set
of results are provided in A.8 in the supplementary materials.

First, Figure 3.4—and similarly Figures A.8 in Section A.8—show the frequency of
connections between any two cities over all 24 hours. The left panel contains matrices where
each entry represents the total number of occurrences for the corresponding connection,
and, after removing the connections that occur ≤ 20 times, these matrices are visualized
as sparse networks of 13 cities in the right panel.

Next, graphically displayed in Figure 3.5 here—and likewise in Figures A.9 of Sec-
tion A.8—are the estimated partial correlations between any two cities at each time point.
They provide further information as to when different interactions occur and how they
change over time. The most prominent observations here—from all sets of results—are: (i)
there are more connections over the 24-hour period between cities that are geographically
close to each other (bottom rows) and fewer between those that are far apart (top rows);
(ii) estimated partial correlations between cities that are geographically close to each other
(again, bottom rows) tend to be positive; (iii) connections, either positive or negative,
occur more frequently in the afternoon and less frequently in the morning.

The first two observations are quite intuitive; temperatures at locations that are ge-
ographically close tend to move together more often. The last observation reveals an
interesting phenomenon akin to the heat island effect of individual cities, whereby the
temperature differences between a metropolitan area and its surrounding rural areas are
usually larger at night than they are during the day due to human activities. Here, we can
detect a similar pattern for the number of connections in a temperature network between
different cities that spread over a very wide area: fewer connections early in the morning,
and more connections in the afternoon.

Another noticeable observation concerns the city of Saint John. Many of its estimated
partial correlations with cities very far away (such as Edmonton and Saskatoon) turn out
to be positive, which is at first counter-intuitive. We think such a special temperature
pattern is probably due to the special geographic location of Saint John in a sheltered
harbor.
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Finally, as a baseline benchmark to compare with, results from näıve LASSO and TS-
LASSO are provided in Supplementary Section A.8.
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Figure 3.4: [Result 1] Aggregated connections between different cities over 24 time points.

3.5.2 Application: Analysis of ADHD Data

In this section, we apply the proposed methods (GEN and GFL) to estimate time-varying
brain connectivity with a real data set about attention deficit hyperactive disorder (ADHD).

ADHD is a mental health disorder characterized by impulsivity, motoric hyperactiv-
ity, and especially, attention deficits. With a global community prevalence of 5% - 10%,
however, its causes are unknown, although gene damage may be a contributing factor. Di-
agnosis is mainly supported by clinical assessment based on long-term observations and on
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Figure 3.5: [Result 1] Estimated partial correlations between different cities over 24 hours.
Connections are listed in descending order of the distances between cities from the top
to the bottom. Each cell corresponds to a connection at a given time point, and the
color characterizes the value of the estimated partial correlation. The lower line chart
marginalizes the total connections at each hour.
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identifying a range of symptoms. Recently, the cerebellum that contains more than 50% of
the neurons in the brain has been thought of as having vital involvement in ADHD. MRI
studies (Berquin et al., 1998) suggest that the cerebellar hemispheric volumes in ADHD
sufferers are up to 6% smaller than healthy subjects, and ADHD children have less vermal
volume than healthy ones. Subsequent researches consistently find significant differences
between ADHD brains and healthy ones in posterior inferior lobe of the cerebellum (lobules
VIII–X) and the posterior–inferior cerebellar vermis (Mostofsky et al., 1998). Therefore,
exploring the topological structures in the cerebellum region and their dynamic changes
under ADHD is critical to a better understanding of the mechanisms underlying the disor-
der. Moreover, knowing the differences in brain connectivity between healthy and ADHD
groups can contribute to the development of diagnosis methods.

We use the resting-state fMRI data set collected at New York University Medical Cen-
ter (NYU), one of the eight imaging sites contributing to the ADHD-200 Global Compe-
tition that was held to gather neuroimaging data for the classification of ADHD subjects.
The data set consists of filtered and preprocessed resting-state data for 116 brain regions
of interest (ROIs) segmented by the Automated Anatomical Labeling (AAL) atlas. We
extracted data only from the 91st to the 108th ROIs, corresponding to the cerebellum
region. For each particular region, the mean blood-oxygen-level dependent (BOLD) signal
was recorded at 172 equally spaced time points. There are 98 healthy subjects and 118
ADHD patients.

To characterize how time-varying associations in cerebellum regions differ for the ADHD
and healthy groups, we apply both GEN and GFL to fit time-varying networks for the two
groups separately. First, we center the mean BOLD signal at each ROI to zero at each time
point. Then we estimate partial correlation networks using a series of λ1 and λ2 values.
The BIC surfaces—i.e., (3.20) for both methods—turn out to be quite flat, suggesting
that there are no substantial differences among different solutions. For each method, we
therefore examine two specific solutions: one, which we refer to as “Result 1”, is given by
the “first” strictly positive (λ1, λ2) > (0, 0) in our grid; and another, which we refer to as
“Result 2”, is given by a pair of (λ1, λ2) in our grid such that the corresponding degree of
freedom d̂f(λ1, λ2) is closest to half of that from “Result 1”.

Table 3.2 summarizes some key features of the four solutions, including the degree of
freedom, the total number of edges/connections over all time points, and the respective
number of edges/connections during the first (1 ≤ t ≤ 86) and second (87 ≤ t ≤ 172)
halves of the scanning period. Note that, for each set of solutions, the degrees of freedom
and total number of edges/connections are similar between the healthy and ADHD groups,
so it is reasonable and meaningful to compare them.
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Generalized elastic net
Result 1 Result 2

Healthy ADHD Healthy ADHD
degrees of freedom 685.59 748.21 292.53 312.04
# of connections 990 1073 1098 1171

# of connections during

(1st, 2nd) half period (490,500) (269,804) (541,557) (292,879)

Generalized fused LASSO
Result 1 Result 2

Healthy ADHD Healthy ADHD
degrees of freedom 937 853 563 504
# of connections 1606 1766 855 941

# of connections during

(1st, 2nd) half period (780,826) (509,1257) (408,447) (172,769)

Table 3.2: Summary of degrees of freedom and number of detected edges based on the
GEN and the GFL with two pairs of selected tuning parameters.

The main conclusions we can draw from all four sets of results—i.e., (Result 1, Result
2)×(GEN, GFL)—turn out to be identical, which give us confidence in their scientific
validity, to the extent justified by the quality of the data set itself. To reduce redundancy,
therefore, we present only Result 1 from GFL in the main text; the other three sets of
results are provided in A.9 in the supplementary materials.

First, Figure 3.6—and similarly Figures A.16, A.18, A.20 in Section A.9—show the
frequency of connections between any two regions over all 172 time points of the entire
scanning period. The left panel contains matrices where each entry represents the total
number of occurrences for the corresponding connection, and these matrices are visualized
as networks of eighteen cerebellar ROIs in the right panel, where the thickness of each edge
is proportional to the number of occurrences for that connection. The most prominent
observations here—from all four sets of results—are that (i) the connection between 7b L
and 8 L occurred only in the ADHD group but never appeared in the healthy group, and
that (ii) the connection between 9 L and 9 R occurred a lot more often in the ADHD group
than it did in the healthy group.

Next, graphically displayed in Figure 3.7 here—and likewise in Figures A.17, A.19, A.21
of Section A.8—are the estimated partial correlations at each time point. They provide
further information as to when different interactions occur and how they change over time.
Some connections are never observed; some are only active at certain time points; and
others persistently appear throughout the entire scanning period—e.g., the top five most
frequently detected connections are listed in table 3.3. A consistent observation here—
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again, from all four sets of results (also see Table A.4)—is that, other than connections
that persistently show up during the entire scanning period, the time points at which
specific connections occur between ROIs are markedly different for the two groups. In
particular, for the healthy group, there were more or less equal number of connections
during the first and second halves of the scanning period; whereas, for the ADHD group,
many more connections occurred during the second half than the first.
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Figure 3.6: [Result 1,GFL] Aggregated connections between different cerebellum regions
over 172 time points based on the GFL. The yellow squares on the left highlight the number
of the edge 7b L - 8 L and the edge 9 L - 9 R.

50



(a) Healthy group (b) ADHD group

Figure 3.7: [Result 1, GFL] Estimated partial correlations between different cerebellum
regions over 172 time points based on the GFL. Each cell corresponds to a connection
at a given time point, and the color represents the magnitude of the estimated partial
correlation.
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Generalized elastic net
Result 1 Result 2

Healthy ADHD Healthy ADHD
3 L - 3 R (147) 3 L - 3 R (144) 3 L - 3 R (157) 3 L - 3 R (148)
3 L - 4 5 L (67) 9 L - 9 R (115) 3 L - 4 5 L (74) 9 L - 9 R (125)
3 R - 4 5 L (61) 3 L - 4 5 L (79) 3 R - 4 5 L (71) 3 L - 4 5 L (85)
6 L - 6 R (51) 3 R - 4 5 L (68) 6 L - 6 R (56) 3 R - 4 5 L (70)
3 R - 4 5 R (50) 9 L - 10 L (51) 3 R - 4 5 R (55) 3 R - 4 5 R (55)

Generalized fused lasso
Result 1 Result 2

Healthy ADHD Healthy ADHD
3 L - 3 R (172) 9 L - 9 R (171) 3 L - 3 R (160) 3 L - 3 R (153)
3 R - 4 5 L (112) 3 L - 3 R (170) 3 L - 4 5 L (60) 9 L - 9 R (123)
3 L - 4 5 L (107) 3 L - 4 5 L (135) 3 R - 4 5 L (49) 3 R - 4 5 L (74)
6 L - 6 R (103) 3 R - 4 5 L (119) 4 5 L - 4 5 R (42) 3 L - 4 5 L (73)
3 R - 4 5 R (93) 9 L - 10 L (106) 3 R - 4 5 R (40) 3 R - 4 5 R (54)

Table 3.3: Top 5 connections and the number of their occurrences over 172 time points of
each set of result.

3.6 Conclusion

Although generalizing the elastic net and the fused LASSO as we have done in this section
are not the only ways to model time-varying network data, they are useful additions to the
existing toolbox, especially since we extend the regression approach whereas most existing
literature in this area has focused on extending the GLASSO approach. While the idea of
imposing l1 and l2 penalties on the difference in partial correlations at adjacent time points
may be straightforward, the resulting optimization problems are not exactly trivial to solve.
Some valuable lessons from our work are: first, the ADMM provides a unifying framework
for solving both the GEN and the GLF problems, but it is critical to parameterize the
penalty functions differently for the two approaches in order to gain full computational
advantage; second, tricks that exploit special structures in otherwise large matrices are
always useful.

The approximate degree-of-freedom formulae we derived are useful—and perhaps even
sufficient as we have demonstrated—for practical purposes, but the correct degrees of
freedom remain elusive and an open problem.
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We also proposed a new generating mechanism (Section 3.4.1) to simulate time-varying
network data. In order to control exactly where nonzero entries can occur in the precision
matrix, the “usual” simulation strategy has faced some long-standing difficulties—for ex-
ample, only the precision matrix can be smooth functions of time but not the simulated
data themselves; and the simulated data at different time points are always independent
of each other. Our method overcomes both of these difficulties but, as a trade-off, it is
currently incapable of simulating very complex network structures.

Finally, our analysis of the Canadian temperature data set also leads to some interesting
discoveries. Other than common-sense observations such as daily temperatures for cities
close to each other tend to move together, we are also able to discover that temperatures
across different cities are less correlated early in the morning than they are in the afternoon,
and that the city of Saint John is a very different node in this network of 13 Canadian cities.
Moreover, our analysis of the fMRI data set also leads to some interesting speculations. On
the one hand, that the BIC-surfaces are quite flat over a wide range of (λ1, λ2) values may
be an indication that there is limited information in this data set. Indeed, scientists have
questioned the usefulness of resting-state fMRI scans for studying ADHD (Lurie et al.,
2020). On the other hand, that the same conclusions can be drawn from four different
solutions, with remarkably different degrees of freedom, is in itself a strong testament
that these conclusions are probably not false discoveries. This is in line with the basic
philosophy behind stability selection (Meinshausen and Bühlmann, 2010). If no scientific
explanation is immediately available, we think they are at least genuine artefacts of this
particular data set.
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Chapter 4

Restricted Tweedie Stochastic Block
Models

4.1 Introduction

4.1.1 Background

A community can be conceptualized as a collection of nodes that exhibit similar connection
patterns in a network. Community detection is a fundamental problem in network analysis,
with wide applications in social network (Bedi and Sharma, 2016), marketing (Bakhthem-
mat and Izadi, 2021), recommendation systems (Gasparetti et al., 2021), and political
polarization detection (Guerrero-Solé, 2017). Identifying communities in a network not
only enables nodes to be clustered according to their connections with each other, but also
reveals the hierarchical structure that many real-world networks exhibit. Furthermore, it
can facilitate network data processing, analysis, and storage (Lu et al., 2018).

Among the various methods for detecting communities in a network, the Stochastic
Block Model (SBM) stands out as a probabilistic graph model. It is founded based on the
stochastic equivalence assumption, positing that the connecting probability between node
i and node j depends solely on their community memberships (Holland et al., 1983). If we
assume that given the community memberships of two nodes i and j, denoted by ci and
cj, the edge weight between them is Bernoulli distributed. In particular, letting Yij denote
this weight, the adjacency matrix Y = (Yij) is generated as

Yij | ci = k, cj = l ∼ Bernoulli(Bkl), (4.1)
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where Bkl denotes the probability of connectivity between the nodes from the kth and lth
communities.

As indicated in (4.1), an SBM provides an interpretable representation of the network’s
community structure. Moreover, an SBM can be efficiently fitted with various algorithms,
such as maximum likelihood estimation and Bayesian inference (Lee and Wilkinson, 2019).
In recent few years, there has been extensive research on theoretical properties of the
estimators obtained from these algorithms (Lee and Wilkinson, 2019).

In this chapter, we are motivated to leverage the remarkable capability of the SBM in
detecting latent community structures to tackle an interesting problem—clustering coun-
tries into different groups based on their international trading patterns. However, in this
application, we encounter three fundamental challenges that can not be addressed by ex-
isting SBM models.

4.1.2 Three Main Challenges

Edge Weights

The classical SBM, as originally proposed by Holland et al. (1983), is primarily designed for
binary networks, as indicated in (4.1). However, in the context of the international trading
network, we are presented with richer data, encompassing not only the presence or absence
of trading relations between countries but also the specific trading volumes in dollars.
These trading volumes serve as the intensity and strength of the trading relationships
between countries. In such cases, thresholding the data to form a binary network would
inevitably result in a loss of valuable information.

In the literature, several methods have been developed to extend the modeling of edge
weights beyond the binary range. Some methods leverages distributions capable of handling
edge weights. For instance, Aicher et al. (2013, 2015) adopt a Bayesian approach to model
edge weights using distributions from the exponential family. Ludkin (2020) allows for
arbitrary distributions in modeling edge weights and sample the posterior distribution
using a reversible jump MCMC method. Ng and Murphy (2021) and Motalebi et al.
(2021) use a compound Bernoulli-Gamma distribution and a Hurdle model to represent
edge weights respectively. Haj et al. (2022) apply the binomial distribution to networks
with integer-valued edge weights that are bounded from above. In contrast, there is a
growing interest in multilayer networks, where edge weights are aggregated across network
layers. Notable examples of research in this area include the work by MacDonald et al.
(2022) and Chen and Mo (2022). Notably, Zhang and Chen (2020) introduce a novel
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modularity-based community detection framework specifically tailored for heterogeneous
networks comprising multiple types of nodes and diverse types of edges linking them.

However, the above approaches cannot properly deal with financial data that involve
non-negative continuous random variables with a large number of zeros and a right-skewed
distribution.

Incorporating Nodal Information

Many SBMs assume that nodes within the same community exhibit stochastic equivalence.
However, this assumption can be restrictive and unrealistic, as real-world networks are in-
fluenced by environmental factors, individual node characteristics, and edge properties,
leading to heterogeneity among community members that affects network formation. De-
pending on the relationship between communities and covariates, there are generally three
classes of models, as shown in Figure 4.1. Models (b) and (c) have been previously dis-
cussed by Huang et al. (2023). We are also particularly interested in model (c), where latent
community labels and covariates jointly shape the network structure. In our study on in-
ternational trading networks, factors such as the geographical distance between countries,
along with community labels, play critical roles in shaping trading relations. Neglecting
these influential factors can significantly compromise the accuracy of SBM estimations.

(a) Covariates-driven (b) Covariates-confounding (c) Covariates-adjusted

Figure 4.1: Three network models with covariates. The symbols X, Y and c rep-
resent covariates, network connection and community memberships, respectively. A
shaded/unshaded cell means the corresponding quantity is observable/latent.

Various works in the past have considered the incorporation of nodal information. For
instance, Roy et al. (2019) and Choi et al. (2012) considered a pairwise covariate effect in
the logistic link function when modeling the edge between two nodes. In contrast, Ma and
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Ma (2017) and Hoff et al. (2002) incorporated the pairwise covariate effect but with a latent
space model. Other research considering covariates in an SBM includes Tallberg (2004),
Vu et al. (2013) and Peixoto (2018). Moreover, Mariadassou et al. (2010) and Huang et al.
(2023) addressed the dual challenge of incorporating the covariates and modeling the edge
weights by assuming that each integer-valued edge weight follows a Poisson distribution
and accounting for the pairwise covariates into the mean.

While the aforementioned literature has made significant progress in incorporating co-
variate information into network modeling, the complexity escalates when we confront the
third challenge — the observed network is changing over time. This challenge necessitates
a deeper exploration of how covariates influence network formation dynamically — a facet
that remains unaddressed in the existing literature.

Dynamic Network

Recent advances in capturing temporal network data demand the extension of classic SBMs
to dynamic settings, as previous research predominantly focused on static networks.

Researchers have attempted to adapt SBMs to dynamic settings, employing various
strategies such as state-space models, hidden Markov chains, and change point detection.
Fu et al. (2009) and Xing et al. (2010) extended a mixed membership SBM for static
networks to dynamic networks by characterizing the evolving community memberships and
block connection probabilities with a state space model. Both Yang et al. (2011) and Xu
and Hero (2014) studied a sequence of SBMs, where the parameters were dynamically linked
by a hidden Markov chain. Matias and Miele (2017) applied Markov chains to the evolution
of the node community labels over time. Bhattacharjee et al. (2020) proposed a method to
detect a single change point such that the community connection probabilities are different
constants within the two intervals separated by it. Zhang and Cao (2017) investigate
functional modules in gene regulation networks, assuming fixed community assignments
over time while acknowledging dynamic interactions within and between communities.
Xin et al. (2017) characterized the occurrence of a connection between any two nodes
in an SBM using an inhomogeneous Poisson process. Zhang et al. (2020) proposed a
regularization method for estimating the network parameters at adjacent time points to
achieve smoothness.
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4.1.3 Our Contributions

The main contribution of this chapter is to extend the classical SBM to address the three
challenges mentioned above. Given the community membership of each node, we generalize
the assumption that edges in the network follow Bernoulli distributions to that they follow
compound Poisson-Gamma distributions instead (Section 4.2). This allows us to model
edges that can take on any non-negative real value, including exactly zero itself. Later
in Section 4.6, we apply the proposed model to an international trading network, where
each edge between two countries represents the dollar amount of their trading values, for
which our model is more appropriate than the classical one. Moreover, not only do we
incorporate nodal information in the form of covariates, we also allow the effects of these
covariates to be time-varying (Section 4.2).

We use a variational approach (Section 4.4) to conduct statistical inference for such a
time-varying network. We also prove an interesting result (Section 4.3) that, asymptoti-
cally, the covariate effects in our model can be estimated irrespective of how community
labels are assigned to each node. This result also allows us to use an efficient two-step
algorithm (Section 4.4), separating the estimation of the covariate effects and that of the
other parameters—including the unknown community labels. A similar two-step procedure
is also used by Huang et al. (2023).

4.2 Methodology

In this section, we first give a brief review of a rarely-used distribution, the Tweedie
distribution, which can be used to model network edges with zero or positive continuous
weights. Next, we propose a general SBM using the Tweedie distribution in three successive
steps, each addressing a challenge mentioned in Section 4.1.2. More specifically, we start
with a vanilla model, a variation of the classic SBM where each edge value between two
nodes now follows the Tweedie distribution rather than the Bernoulli distribution. We
then incorporate covariate terms into the model, before we finally arrive at a time-varying
version of the model by allowing the covariates to have dynamic effects that change over
time.
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4.2.1 Tweedie Distribution

Let N be a random variable following the Poisson distribution with mean λ. Conditional

on N = n, Z1, . . . , Zn
iid∼ Gamma(α, γ). Define

Y =

{
0, if N = 0,

Z1 + Z2 + · · ·+ ZN , if N = 1, 2, 3, · · · .

Then, Y has a compound Poisson-gamma distribution, with a nonzero probability mass
at 0. As Y = 0 if and only if N = 0, P(Y = 0) = P(N = 0) = exp (−λ). Conditional
on N = n > 0, Y follows a gamma distribution with mean nαγ and variance nαγ2. In
the context of international trading (also see Section 4.6 below), N may be the number of
trades in a given year; Z1, . . . , ZN may be the dollar amount of each trade; then, Y is the
simply total trading amount from that year.

The compound Poisson-gamma distribution, known as a special case of the Tweedie
distribution (Tweedie, 1984), is related to an exponential dispersion (ED) family. If Y
follows an ED family distribution with mean µ and variance function V , then Y satisfies
var(Y ) = ϕV (µ) for some dispersion parameter ϕ. The Tweedie distribution belongs to
the ED family with V (µ) = µρ for some constant ρ. Specified by different values of ρ,
the Tweedie distribution includes the normal (ρ = 0), the gamma (ρ = 2) and the inverse
Gaussian distribution (ρ = 3), and the scaled Poisson distribution (ρ = 1). Tweedie
distributions exist for all values of ρ outside the interval (0, 1). Of special interest to us
here is the restricted Tweedie distribution with 1 < ρ < 2, which is the aforementioned
compound Poisson–gamma distribution with a positive mass at zero but a continuous
distribution of positive values elsewhere. We add the word “restricted” to describe the
Tweedie distribution when ρ is constrained to lie on the interval (1, 2); it will become clearer
later in Section 4.4 that this particular restriction also simplifies the overall estimation
procedure somewhat.

Specifically, the aforementioned compound Poisson–gamma distribution with parame-
ters (λ, α, γ) can be reparameterized as a restricted Tweedie distribution, with parameters
(µ, ϕ, ρ) satisfying 1 < ρ < 2 and the following relationships:

λ =
µ2−ρ

ϕ(2− ρ)
, α =

2− ρ

ρ− 1
, γ = ϕ(ρ− 1)µρ−1.
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That is, the marginal distribution of Y , defined above, can be expressed as

f(y|µ, ϕ, ρ) = a(y, ϕ, ρ) · exp
{
1

ϕ

(
yµ1−ρ

1− ρ
− µ2−ρ

2− ρ

)}
, 1 < ρ < 2, (4.2)

where

a(y, ϕ, ρ) =


1

y

∞∑
j=1

yjα

(ρ− 1)jαϕj(1+α)(2− ρ)jj! Γ(jα)
, for y > 0,

1, for y = 0.

4.2.2 Vanilla Model

Let G = (V,E) denote a weighted graph, where V denotes a set of nodes with cardinality
|V |= n and E denotes the set of edges between two nodes. For SBMs, each node in the
network can belong to one of K groups. Let ci ∈ {1, · · · , K} denote the unobserved com-
munity membership of node i and ci follows a multinomial distribution with the probability
π = (π1, · · · , πK).

Usually, the set E is represented by an n × n matrix Y = [yij] ∈ Rn×n. In classical
SBMs, each yij is modelled either as a Bernoulli random variable taking on binary values
of 0 or 1, or as a Poisson random variable taking on non-negative integer values. We first
relax this restriction by allowing yij to take on non-negative real values. Since we focus on
an undirected weighted network without self-loops, Y is a (for us, non-negative) real-valued
symmetric matrix with zero diagonal entries.

Given the observed data set D = {yij}1≤i<j≤n, we assume that each edge value yij
follows a restricted Tweedie distribution with power ρ ∈ (1, 2) and dispersion ϕ:

yij ∼ Tw(µij, ϕ, ρ), 1 < ρ < 2, (4.3)

where the mean µij is modelled as a positive constant determined by the latent community
label of nodes i and j through a log-link function, i.e.,

log(µij) = βkl
0 , if ci = k and cj = l, (4.4)

where β0 = [βkl
0 ] ∈ RK×K is a symmetric matrix. For a constant model, the log-link may

not appear to be necessary, but it will become more useful later on as we incorporate
covariates into this baseline model.
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4.2.3 Model with Covariates

In many real-life situations, we observe additional information about the network. For
example, in addition to the relative existence or importance of each edge, a collection of p
symmetric covariate matrices X(1), ..., X(p) ∈ Rn×n may also be available, where the (i, j)-

th entry x
(u)
ij of each X(u) represents a pair-wise covariate containing some information

about the connection between node i and node j, and x
(u)
ii = 0 for all 1 ≤ i ≤ n and

u = 1, ..., p. Given a data set D = {Y,X(1), ..., X(p)}, the vanilla model from Section 4.2.2
above can be easily extended by replacing (4.4) with

log(µij) = βkl
0 + x⊤

ijβ, if ci = k and cj = l, (4.5)

so that µij is affected not only by the community labels ci, cj but also by the covariates

contained in xij. Here, both xij ≡ (x
(1)
ij , ..., x

(p)
ij )

⊤ and β are p-dimensional vectors.

4.2.4 Time-varying Model

Now suppose we observe an evolving network at a series of T discrete time points {t1, · · · , tT},
with a common set of n nodes. Specifically, our data set is of the formD = {Y (t1), . . . , Y (tT );
X(1), . . . , X(p)}. Without loss of generality, we may assume each tν ∈ [0, 1].

To model such data, we assume in this chapter that the latent community labels
c1, . . . , cn are fixed over time but allow the covariate effects to change over time by in-
corporating a varying-coefficient model. In reality, the community labels may also change
over time, but a fundamentally different set of tools will be required to model these changes
and we will study them separately—not in this chapter. Here, we simply assume that model
(4.3) holds pointwise at every time point t, i.e.,

yij(t) ∼ Tw(µij(t), ϕ, ρ), 1 < ρ < 2, (4.6)

and

log{µij(t)} = βkl
0 + x⊤

ijβ(t), if ci = k and cj = l, (4.7)

where β(t) ≡ (β1(t), . . . , βp(t))
⊤ and each βu(t) is a smooth function of time. The full
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likelihood function corresponding to our time-varying model (4.6)–(4.7) is given by

L(β0,β(t), π, ϕ, ρ;D, c) =
n∏

i=1

K∏
k=1

π
1(ci=k)
k

T∏
ν=1

∏
1≤i<j≤n

K∏
k,l=1

[
a(yij(tν), ϕ, ρ)×

exp

{
1

ϕ

(
yij(tν) exp[(1− ρ){βkl

0 + x⊤
ijβ(tν)}]

1− ρ
−

exp[(2− ρ){βkl
0 + x⊤

ijβ(tν)}]
2− ρ

)}]1(ci=k,cj=l)

. (4.8)

The likelihood functions for the earlier, simpler models—namely, the vanilla model in
Section 4.2.2 and the static model with covariates in Section 4.2.3—are simply special
cases of (4.8).

4.3 Theory

The resulting log-likelihood based on (4.8) contains three additive terms: the first involves
only π; the second involves only (ϕ, ρ); and the third is the only one that involves both β0

and β(t). Define

ℓn(β(t), ϕ0, ρ0;D, z) ≡ 1(
n
2

) T∑
ν=1

∑
1≤i<j≤n

K∑
k,l=1

1(zi = k, zj = l)

ϕ0

×(
yij(tν) exp[(1− ρ0){β̂kl

0 (β(tν)) + x⊤
ijβ(tν)}]

1− ρ0
−

exp[(2− ρ0){β̂kl
0 (β(tν)) + x⊤

ijβ(tν)}]
2− ρ0

)
(4.9)

to be the aforementioned third term after having

• replaced the unknown labels c = (c1, . . . , cn) with an arbitrary set of labels z =
(z1, . . . , zn), where each zi is independently multinomial(p1, . . . , pK);

• profiled out the parameter β0 by replacing it with β̂0(β(t)), while presuming ϕ = ϕ0

and ρ = ρ0 to be known and fixed; and
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• re-scaled it by the total number of pairs,
(
n
2

)
.

This quantity turns out to be very interesting. Not only does β̂0(β(t)) have an explicit
expression, but (4.9) can also be shown to converge to a quantity not dependent on z as n
tends to infinity.

In other words, it does not matter that z is a set of arbitrarily assigned labels! This
has immediate computational implications (see Section 4.4). Some high-level details of this
theory are spelled out below in Section 4.3.1, while actual proofs are given in the Appendix.

4.3.1 Details

To simplify the notation, we first define two population parameters,

θ =
T∑

ν=1

E[yij(tν) exp{(1− ρ0)x
⊤
ijβ(tν)}] and γ =

T∑
ν=1

E[exp{(2− ρ0)x
⊤
ijβ(tν)}].

For these to be properly defined, we require the following two conditions, which are fairly
standard and not fundamentally restrictive.

Condition 4.3.1. The covariates {xij, 1 ≤ i < j ≤ n} are i.i.d., and there exists some
α > 0 such that P(exp{x⊤

iju} ≥ δ) ≤ 2 exp(−δ2/α) for any δ > 0, i ̸= j and u ∈ Rp

satisfying ∥u∥2=
√
u2
1 + · · ·+ u2

p = 1.

Condition 4.3.2. The function βu(t) is continuous on [0, 1], for all u = 1, . . . , p.

The corresponding empirical versions of θ and γ between any two groups, k and l,
according to an arbitrary community label assignment, z, are given by

θ̂kl =
1(
n
2

) T∑
ν=1

∑
1≤i<j≤n

yij(tν) exp[(1− ρ0)x
⊤
ijβ(tν)]1(zi = k, zj = l),

γ̂kl =
1(
n
2

) T∑
ν=1

∑
1≤i<j≤n

exp[(2− ρ0)x
⊤
ijβ(tν)]1(zi = k, zj = l).

We can then establish the following main theorem.
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Theorem S1. Theorem 1. As n → ∞ while K remains constant,

ℓn(β(t), ϕ0, ρ0;D, z) =
1

ϕ0

1

(1− ρ0)(2− ρ0)

K∑
k,l=1

θ̂2−ρ0
kl · γ̂ρ0−1

kl

=
1

ϕ0

1

(1− ρ0)(2− ρ0)
θ2−ρ0 · γρ0−1 + op(1). (4.10)

Remark 1. So far, we have simply written θ̂kl, γ̂kl, θ and γ in order to keep the no-
tation short. To better appreciate the conclusion of the theorem, however, it is perhaps
important for us to emphasize here that these quantities are more properly written as
θ̂kl(β(t), ρ0;D, z), γ̂kl(β(t), ρ0;D, z), θ(β(t), ρ0;D), and γ(β(t), ρ0;D).

The implication here is that, asymptotically, our inference about β(t) is not affected
by the community labels—nor is it affected by the total number of communities, K, since
z can follow any multinomial(p1, . . . , pK) distribution, including those with some pk = 0.
Thus, even if we got K wrong, our inference about β(t) would still be correct.

4.4 Estimation Method

4.4.1 Two-step Estimation

In this section, we outline an algorithm to fit the restricted Tweedie SBM. Since, for us,
the parameter ρ is restricted to the interval (1, 2), we find it sufficient to simply perform a
grid search (e.g., Dunn and Smyth, 2005, 2008; Lian et al., 2023) over an equally-spaced
sequence, say, 1 < ρ1 < · · · < ρm < 2, to determine its “optimal” value. However, our
empirical experiences also indicate that a sufficiently accurate estimate of ρ is important for
making correct inferences on other quantities of interest, including the latent community
labels c.

For any given ρ0 in a pre-specified sequence/grid, we propose an efficient two-step
algorithm to estimate the other parameters. In Step 1 (Section 4.4.1), we obtain an estimate
β̂ρ0(t) of β(t) using an arbitrary set of community labels. This is made possible by the
theoretical result earlier in Section 4.3. In Step 2 (Section 4.4.1), we obtain estimates
of the remaining parameters parameters—β̂0(ρ0), π̂(ρo), ϕ̂(ρ0)—while keeping β̂ρ0(t) fixed.
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The optimal ρ is then chosen to be

ρ̂ = argmax
ρ0∈{ρ1,···,ρm}

L(β̂0(ρ0), β̂ρ0(t), π̂(ρ0), ϕ̂(ρ0), ρ0;D, c).

Step 1: Estimation of Covariates Coefficients

It is clear from our earlier theoretical result in Section 4.3 that, when ρ = ρ0 is given and
fixed, the quantity (4.9) can be used directly as a criterion to estimate β(t). To begin,
here one can fix the parameter ϕ at ϕ0 = 1, since it only appears as a scaling constant
in (4.9) and does not affect the optimum. The main computational saving afforded by
Theorem 1 is that we can use an arbitrary set of labels z to carry out this step, estimating
β(t) separately without simultaneously concerning ourselves with β0 or having to make
inference on c. Both of those tasks can be temporarily delayed until after β(t) is estimated.

For our static model (Section 4.2.3), we use the optim function in R to maximize
(4.9) directly over β, with T = 1. For our time-varying model (Section 4.2.4), we add
(component-wise) smoothness penalties to (4.9) and estimate β(t) as

β̂ρ0(t) = argmax
β(t)

ℓn(β(t), 1, ρ0;D, z)− 1

2

p∑
u=1

λu ·
∫
{β′′

u(t)}2dt. (4.11)

The penalty parameters λ1, . . . , λp are chosen by cross-validation (see Section 4.4.2 below).
With given penalty parameters, technical details for calculating (4.11) are provided in the
Appendix.

Step 2: Variational Inference

In Step 2, with the estimate β̂ρ0(t) from Step 1 (and, again, a pre-fixed ρ = ρ0), we estimate
the remaining parameters β0, π, and ϕ, as well as make inferences about the latent label c.

If we directly optimized the likelihood function (4.8) using the EM algorithm, the E-step
would require us to compute Ec|D(·) but, here, the conditional distribution of the latent
variable c given D is complicated because ci and cj are not conditionally independent in
general. We will use a variational approach instead.

To proceed, it will be more natural for us to emphasize the fact that (4.8) is really just
the joint distribution of (D, c). Thus, instead of writing it as L(β0,β(t), π, ϕ, ρ;D, c), in
this section we will write it simply as P(D, c; β0, π, ϕ), where we have also dropped β(t)
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and ρ to keep the notation short because, within this step, ρ = ρ0 and β(t) = β̂ρ0(t) are
both fixed and not being estimated.

Ideally, since the latent variable c is not observable, one may want to work with the
marginal distribution of D and estimate (β0, π, ϕ) as:(

β̂0, π̂, ϕ̂
)
= argmax

β0,π,ϕ
logP(D; β0, π, ϕ)

= argmax
β0,π,ϕ

log
∑

c∈[K]n

P(D, c; β0, π, ϕ), (4.12)

but this is difficult due to the summation over Kn terms. The key idea of variational
inference is to approximate P(c|D; β0, π, ϕ) with a distribution q(c) from a more tractable
family—also referred to as the “variational distribution” in this context—and to decompose
the objective function in (4.12) into two terms:

logP(D; β0, π, ϕ)

=
∑

c∈[K]n

(logP(D; β0, π, ϕ)) · q(c)

=
∑

c∈[K]n

(
log

P(D; β0, π, ϕ) · q(c)
P(D, c; β0, π, ϕ)

+ log
P(D, c; β0, π, ϕ)

q(c)

)
· q(c)

=Eq

[
log

q(c)

P(c|D; β0, π, ϕ)

]
︸ ︷︷ ︸

KL

+Eq

[
log

P(D, c; β0, π, ϕ)

q(c)

]
︸ ︷︷ ︸

ELBO

. (4.13)

The first term in (4.13) can be recognized as the Kullback–Leibler (KL) divergence between
q(c) and P(c|D; ·), which is non-negative. This makes the second term in (4.13) a lower
bound of objective function. It is referred to in the literature as the “evidence lower bound”
(ELBO), and is equal to the objective function itself when the first term is zero, i.e., when
q(c) = P(c|D; ·).

So, instead of maximizing (4.12) directly, one maximizes the ELBO term—not only
over (β0, π, ϕ), but also over q. Since the original objective function—that is, the left-hand
side of (4.13)—does not depend on q, maximizing the ELBO term over q is also equivalent
to minimizing the KL term. And when the KL term is small, not only is the variational
distribution q(c) close to P(c|D; ·), but the ELBO term is also automatically close to
the original objective, which justifies why this approach often gives a good approximate
solution to the otherwise intractable problem (4.12) and why the variational distribution
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q(c) ≈ P(c|D; ·) can be used to make approximate inferences about c.

Since the decomposition (4.13) holds for any q, in practice one usually chooses it from
a “convenient” family of distributions so that Eq(·) is easy to compute. In particular, we
can choose

q(c) =
n∏

i=1

qi(ci)

to be a completely factorizable distribution; here, each qi is simply a standalone multinomial
distribution with probability vector (τi1, · · · , τiK). Under this choice, Eq[1(ci = k)] = τik,
Eq[1(ci = k, cj = l)] = τikτjl, and the ELBO term in (4.13) is simply

ELBO(τ, β0, π, ϕ;D) =
n∑

i=1

K∑
k=1

τik · log(πk) +
T∑

ν=1

∑
1≤i<j≤n

log a(yij(tν), ϕ, ρ0)

+
T∑

ν=1

∑
1≤i<j≤n

K∑
k,l=1

τikτjl
ϕ

(
yij(tν)

exp [(1− ρ0){βkl
0 + x⊤

ijβ̂ρ0(tν)}]
1− ρ0

−
exp [(2− ρ0){βkl

0 + x⊤
ijβ̂ρ0(tν)}]

2− ρ0

)
−

n∑
i=1

K∑
k=1

τik · log(τik), (4.14)

which is easy to maximize in a coordinate-wise fashion, i.e., successively over τ , β0, π and
ϕ.

The maxima of (4.14) with respect to τ and π is found by the method of Lagrange
multipliers respectively, as the according optimization problem is subject to equality con-
straints

∑K
k=1 τik = 1 and

∑K
k=1 πk = 1 for any i respectively. Specifically, at iteration step

h

τ
(h)
ik =

fik
K∑
k=1

fik

, k = 1, · · · , K and i = 1, · · · , n,

where

fik =π
(h−1)
k · exp

[ T∑
ν=1

∑
j ̸=i

K∑
l=1

τ
(h−1)
jl

ϕ(h−1)

{
yij(t)

exp[(1− ρ0){(βkl
0 )

(h−1) + x⊤
ijβ̂ρ0(tν)}]

1− ρ0

−
exp[(2− ρ0){(βkl

0 )
(h−1) + x⊤

ijβ̂ρ0(tν)}]
2− ρ0

}]
,
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and

π
(h)
k =

n∑
i=1

τ
(h)
ik

n
, k = 1, · · · , K.

The objective function (4.14) is concave down in βkl
0 for each community label pair k−l,

which allows the zeros of the first derivative of (4.14) to be its maxima. We update β
(h−1)
0

to β
(h)
0 by solving the equation ∂

∂β0
ELBO(τ (h), β0, π

(h), ϕ;D) = 0 analytically for each pair
k-l, which can be implemented in one step:

(βkl
0 )

(h) = log

T∑
ν=1

∑
1≤i<j≤n

yij(t) exp[(1− ρ0)x
⊤
ijβ̂ρ0(tν)] · τ

(h)
ik τ

(h)
jl

T∑
ν=1

∑
1≤i<j≤n

exp[(2− ρ0)x⊤
ijβ̂ρ0(tν)] · τ

(h)
ik τ

(h)
jl

.

With π
(h)
k , τ

(h)
ik and β

(h)
0 fixed, we can now directly maximize the ELBO term (4.14) over

ϕ to update it in principle. However, the function a(yij(tν), ϕ, ρ0) is “a bit of a headache”
to compute, so we use the R package tweedie by Dunn and Smyth (2005, 2008) that

computes (4.2) for us, and update ϕ by letting c
(h)
i = argmaxk τ

(h)
ik and maximizing over

the original log-likelihood function instead, i.e.,

ϕ(h) = argmax
ϕ

logP(D, c(h); β
(h)
0 , π(h), ϕ). (4.15)

We do this directly using the R function optim.

4.4.2 Tuning Parameter Selection

We adapt the leave-one-out cross validation to choose the tuning parameter λ when fitting
our model. In particular, each time we utilize observations made at T − 1 time points to
train the model and then test the trained model on the observations made at the remaining
time points. To avoid boundary effects, our leave-one-out procedure is repeated for only
T−2 times (as opposed to the usual T times), because we always retain the observations at
times t1 and tT in the training set—only those at times t2, . . . , tT−1 are used (one at a time)
as test points. In our implementations, the loss is defined as the negative log-likelihood of
the fitted model, and the overall loss is taken as the average across the T − 2 repeats. We
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select the “optimal” λ that gives rise to the smallest loss.

4.5 Simulation

In this section, we present simulation results to validate the performance of our restricted
Tweedie SBM. We do so in successive steps—from the vanilla model (Section 4.5.1), to
the static model with covariates (Section 4.5.2), and finally, the most general, time-varying
version of the model (Section 4.5.3).

We mainly focus on two aspects of the results, the clustering quality and the accuracy of
the estimated covariate effects. We measure the latter by the mean squared error, and the
former by a metric called “normalized mutual information” (NMI) (Danon et al., 2005),
which ranges in [0, 1], with values closer to 1 indicating better agreements between the
estimated community labels and the true ones.

For all simulations, we fix the true number of communities to be K = 3, with prior
probabilities π = (0.2, 0.3, 0.5). For the true matrix β0, we set all diagonal entries βkk

0

to be equal, and all off-diagonal entries βkl
0 to be equal as well—so the entire matrix is

completely specified by just two numbers.

To avoid getting stuck at poor local optima, we use multiple initial values in each run.

4.5.1 Simulation of Vanilla Model

First, we assess the performance of our vanilla model (Section 4.2.2), and compare it
with the Poisson SBM and spectral clustering. The Poisson SBM assumes the edges fol-
low Poisson distributions; we simply round each yij into an integer and use the function
estimateSimpleSBM in R package sbm to fit it. To run spectral clustering, we use the func-
tion reg.SSP from the R package randnet. The function estimateSimpleSBM uses results
from a bipartite SBM as its initial values. To make a more informative comparison, we use
two different initialization strategies to fit our model: (i) starting from 30 sets of randomly
drawn community labels and picking the best solution afterwards, and (ii) starting from
the Poisson SBM result itself.

We generate Y using nine different combinations of (ϕ, ρ) with ϕ = 0.5, 1, 2 and ρ =
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1.2, 1.5, 1.8, and three different β0 matrices:

scenario 1, (βkk
0 , βkl

0 ) = (1.0, 0.0) ⇒ exp(βkk
0 )− exp(βkl

0 ) ≈ 1.72;

scenario 2, (βkk
0 , βkl

0 ) = (0.5,−0.5) ⇒ exp(βkk
0 )− exp(βkl

0 ) ≈ 1.04;

scenario 3, (βkk
0 , βkl

0 ) = (0.0,−1.0) ⇒ exp(βkk
0 )− exp(βkl

0 ) ≈ 0.63.

According to the discrepancy in µij between (i, j)-pairs belonging to the same group
and those belonging to different groups, the clustering difficulty of the three designs can
be roughly ordered as: scenario 1 < scenario 2 < scenario 3.

Table 4.1, 4.2, and 4.3 summarize the averages and the standard errors of the NMI
metric for different methods over 50 simulation runs, respectively for scenarios 1, 2 and
3. As expected, all methods perform the best in scenario 1 and the worst in scenario 3.
Their performances also improve when the sample size n increases, and as the parameter
ϕ decreases—as the dispersion parameter, a smaller ϕ means a reduced variance and an
easier problem.

Overall, our restricted Tweedie SBM and the Poisson SBM tend to outperform spectral
clustering. Among all 54 sets of simulation results, our model with random initialization
compares favorably with other methods in 50 of them. In the remaining four sets (marked
by a superscript “†” in the tables), the Poisson SBM is slightly better, but we could still
outperform it in three of them and match it in the other if we initialized our algorithm
with the Poisson SBM result itself. It is evident in all cases that our restricted Tweedie
SBM can further improve the clustering result of the Poisson SBM.

4.5.2 Simulation of Model with Covariates

Next, we study our static model with covariates (Section 4.2.3). We use exactly the same
combination of ϕ, ρ and n as we did previously in Section 4.5.1, but only scenario 2 for
the matrix β0—the one with medium difficulty—for conciseness.

For the covariates, we take p = 1 so there is just one scalar covariate xij, which we
generate independently for each (i, j)-pair from the uniform distributions on (−1, 1). The
true covariate effect β is simulated to be either weak (β = 1) or strong (β = 2).

Table 4.4 summarizes the results. Clearly, if there is a covariate xij affecting the
outcome yij, not taking it into account (and simply fitting a vanilla model) will significantly
affect the clustering result, as measured by the NMI metric. On the other hand, the mean
and standard error of the estimate β̂ over repeated simulation runs clearly validate the

70



correctness of Theorem S1 and the effectiveness of our two-step algorithm—the covariate
effects can indeed be estimated quite well with arbitrarily assigned community labels.

4.5.3 Simulation of Time-varying Model

We now study the most general, time-varying version of our model (Section 4.2.4), having
already established empirical evidence for the usefulness of the restricted Tweedie model
in its vanilla form (Section 4.5.1) and the importance of taking covariates into account in
a static setting (Section 4.5.2).

Instead of different combinations of (ϕ, ρ, n), these are now fixed at ϕ = 1, ρ = 1.5, and
n = 50. But we introduce three more scenarios for the true matrix β0:

scenario 4, (βkk
0 , βkl

0 ) = (0.50, 0.00) ⇒ exp(βkk
0 )− exp(βkl

0 ) ≈ 0.65;

scenario 5, (βkk
0 , βkl

0 ) = (0.25,−0.25) ⇒ exp(βkk
0 )− exp(βkl

0 ) ≈ 0.51;

scenario 6, (βkk
0 , βkl

0 ) = (0.00,−0.50) ⇒ exp(βkk
0 )− exp(βkl

0 ) ≈ 0.39.

These are similar to the earlier scenarios 1, 2 and 3, but respectively more difficult to
cluster.

We generate one scalar covariate xij in exactly the same way as we did in Section 4.5.2,
except that its effect is now time-varying, with coefficient β(t) generated in six different
ways: (i) β(t) = 2t − 1, (ii) β(t) = sin(2πt), (iii) β(t) = 2t, (iiii) β(t) = sin(2πt) + 1, (v)
β(t) = 0.5(2t−1), and (vi) β(t) = 0.5 sin(2πt). Finally, the data sets are simulated in such
a way that the network is observed at T = 20 equally spaced time points on [0, 1].

We use 10 different sets of initial values for each simulation run. To evaluate the
performance of the estimated β̂(t), we calculate the estimation error as

Err(β̂(t)) =
1

20

20∑
ν=1

[β̂(tν)− β(tν)]
2.

In general, the tuning parameter λ is to be selected by cross-validation (see Sec-
tion 4.4.2). To reduce computational cost, we simply fix it at λ = 0.5 for the current
simulation study. Appendix B.4.2 contains a small sensitivity analysis using λ = 0.1 < 0.5
and λ = 1.0 > 0.5, from which one can see that it makes little difference whether λ = 0.1,
0.5 or 1.0 is used in this study.
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For all simulated cases with different combinations of β0 and β(t), Table 4.5 summarizes
the two metrics, NMI and Err(β̂(t)), while Figure 4.2 displays the true function β(t)
together with the pointwise mean and standard deviation of β̂(t), over repeated simulation
runs. The standard deviation is hard to visualize because it is very small at all t.

Theorem S1 again explains why the varying-coefficient β(t) can be estimated so well.
Once β(t) has been estimated, the community structure is actually easier to detect with
time-varying data than it is with static data because, for each pair (i, j), observations at
all time points, {yij(tν)}Tν=1, contain this information, not just a single observation yij.

Figure 4.2: Estimations of β(t) using a tuning parameter of λ = 0.5 for all simulated cases
with different combinations of β0 and β(t). In each panel, the black solid line is the true
function β(t); the blue dashed line is the pointwise mean of β̂(t); and the light blue shadow
(hardly visible) marks the corresponding pointwise confidence band.

4.6 Application: International Trading

In this section, we apply the restricted Tweedie SBM to study international trading re-
lationships among different countries and how these relationships are influenced by geo-
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graphical distances. As an example, we focus on the trading of apples—not only are these
data readily available from the World Bank (World Integrated Trade Solution, 2023), but
one can also surmise a priori that geographical distances will likely have a substantial
impact on the trading due to the heavyweight and perishable nature of this product.

From the international trading data sets provided by the World Bank (World Integrated
Trade Solution, 2023), we have collected annual import and export values of edible and
fresh apples among n = 66 countries from t1 = 2002 to t20 = 2021. In each given year
tν , we observe a 66-by-66 matrix Y (tν) where each cell yij(tν) represents the trading value
from country i to country j in thousands of US dollars during that year. We then average
Y (tν) with its transpose to ensure symmetry. Finally, a small number of entries with values
ranging from 0 to 1 (i.e., total trading values less than $1,000) are thresholded to 0, and
the remaining entries are logarithmically transformed. For the covariate xij, we use the
shortest geographical distance between the two trading countries based on their borders,
which we calculate using the R packages maps and geosphere.

We employ the cross-validation procedure outlined in Section 4.4.2 to choose the tuning
parameter λ. Figure 4.3 displays the CV error, showing the optimal tuning parameter to
be λ∗ = 0.1.

Table 4.6 shows how the 66 countries are clustered into three communities by our
method. Figure 4.4 displays the aggregated matrix, Y (2002) + Y (2003) + · · · + Y (2021),
with rows and columns having been permuted according to the inferred community la-
bels. Clearly, countries in the first community trade intensively with each other and with
countries in the third community. While both the second and third communities consist
of countries that mainly trade with countries in the first community (rather than among
themselves or between each other), the trading intensity with the first community is lot
higher for the third community than it is for the second.

Figure 4.5 displays β̂(t), the estimated effect of geographical distances on apple trading
over time. We can make three prominent observations. First, the function β̂(t) is negative
over the entire time period being studied—not surprising since longer distances can only
increase the cost and time of transportation, and negatively impact fresh apple trading.
Next, generally speaking the magnitude of β̂(t) is decreasing over the twenty-year period,
implying that the negative effect of geographical distances is diminishing. This may be
attributed to more efficient method and reduced cost of shipment overtime. Finally, two
relatively big “dips” in β̂(t) are clearly visible—one after the financial crisis in 2008, and
another after the onset of the Covid-19 pandemic in 2020.

73



Figure 4.3: Cross validation errors change across a range of plausible values for the tuning
parameter λ.

4.7 Conclusion

This chapter generalizes the vanilla SBM by replacing the Bernoulli distribution with the
restricted Tweedie distribution to accommodate non-negative continuous edge weights with
potential for zero values. Moreover, our model accounts for dynamic effects of nodal infor-
mation. We show that as the number of nodes diverges to infinity, estimating the covariates
coefficients is asymptotically irrelevant to the community labels when we maximize the like-
lihood function. This startling finding leads to the efficient two-step algorithm. Applying
our framework to the international apple trading data provides insight into the dynamic
effect of the geographic distance between countries in the trading network.

Moreover, simulation studies in Section 4.5 demonstrates the appealing performance of
the proposed framework in clustering. This can be attributed to time independent commu-
nity labels for each node, as the temporal data provide sufficient information for inferring
the community labels. However, in many real world dynamic networks, the community
label of each node is time dependent; it renders our current framework inapplicable. Xu
and Hero (2014) and Matias and Miele (2017) proposed to use a Markov chain to address
this problem, but there exist idenfitiability issues for parameters to be resolved in future
work.
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Restricted Tweedie SBM Poisson Spectral
ϕ ρ n Random Init. Poisson Init. SBM Clustering

2

1.2
50

0.9097
(0.016)

0.8275
(0.023)

0.8099
(0.022)

0.5547
(0.012)

100
0.9958
(0.002)

0.9958
(0.002)

0.9950
(0.002)

0.9185
(0.019)

1.5
50

0.8647
(0.019)

0.7780
(0.02)

0.7275
(0.02)

0.5152
(0.012)

100
0.9878
(0.003)

0.9878
(0.003)

0.9865
(0.003)

0.769
(0.025)

1.8
50

0.7644
(0.017)

0.7180
(0.020)

0.6539
(0.02)

0.4857
(0.015)

100
0.9828
(0.004)

0.9828
(0.004)

0.9826
(0.004)

0.6597
(0.015)

1

1.2
50

0.9918
(0.005)

0.9946
(0.004)

0.9880
(0.004)

0.7529
(0.027)

100
1

( 0 )
1

( 0 )
1

( 0 )
1

( 0 )

1.5
50

0.9778
(0.008)

0.9859
(0.006)

0.9745
(0.008)

0.7034
(0.023)

100
1

( 0 )
1

( 0 )
1

( 0 )
0.9991
(0.001)

1.8
50

0.9653
(0.01)

0.9644
(0.01)

0.9512
(0.012)

0.6702
(0.019)

100
0.9992
(0.001)

0.9992
(0.001)

0.9992
(0.001)

0.9656
(0.013)

0.5

1.2
50

1
( 0 )

1
( 0 )

1
( 0 )

0.9934
(0.007)

100
1

( 0 )
1

( 0 )
1

( 0 )
1

( 0 )

1.5
50

1
( 0 )

1
( 0 )

1
( 0 )

0.9297
(0.019)

100
1

( 0 )
1

( 0 )
1

( 0 )
1

( 0 )

1.8
50

1
( 0 )

1
( 0 )

0.9985
(0.001)

0.8307
(0.025)

100
1

( 0 )
1

( 0 )
1

( 0 )
1

( 0 )

Table 4.1: Summary of the NMI in scenario 1, (βkk
0 , βkl

0 ) = (1, 0), over 50 simulation runs.
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Restricted Tweedie SBM Poisson Spectral
ϕ ρ n Random Init. Poisson Init. SBM Clustering

2

1.2
50

0.7490
(0.023)

0.6713
(0.024)

0.640
(0.021)

0.4515
(0.014)

100
0.9698
(0.007)

0.9592
(0.011)

0.9603
(0.011)

0.6936
(0.023)

1.5
50

0.6921
(0.023)

0.6327
(0.021)

0.6031
(0.021)

0.4596
(0.018)

100
0.9568
(0.009)

0.9650
(0.007)

0.9430
(0.011)

0.6133
(0.014)

1.8
50

0.7052
(0.022)

0.6315
(0.023)

0.5727
(0.020)

0.4174
(0.02)

100
0.9803
(0.004)

0.9539
(0.013)

0.9362
(0.013)

0.6433
(0.012)

1

1.2
50

0.9490
(0.013)

0.9284
(0.014)

0.9037
(0.013)

0.6489
(0.021)

100
0.9992
(0.001)

0.9992
(0.001)

0.9984
(0.001)

0.9918
(0.003)

1.5
50

0.9330
(0.014)

0.9193
(0.014)

0.9127
(0.014)

0.6304
(0.018)

100
1

( 0 )
1

( 0 )
0.9976
(0.001)

0.9926
(0.003)

1.8
50

0.9288
(0.013)

0.9235
(0.014)

0.9103
(0.014)

0.6437
(0.015)

100
0.9992
(0.001)

0.9992
(0.001)

0.9967
(0.002)

0.9375
(0.017)

0.5

1.2
50†

0.9961
(0.004)

1
( 0 )

1
( 0 )

0.8504
(0.027)

100
1

( 0 )
1

( 0 )
1

( 0 )
0.9991
(0.001)

1.5
50†

0.9847
(0.009)

1
( 0 )

1
( 0 )

0.8193
(0.0260)

100
1

( 0 )
1

( 0 )
1

( 0 )
1

( 0 )

1.8
50†

0.9879
(0.007)

1
( 0 )

0.9973
(0.002)

0.7947
(0.026)

100
1

( 0 )
1

( 0 )
1

( 0 )
1

( 0 )

Table 4.2: Summary of NMI in scenario 2, (βkk
0 , βkl

0 ) = (0.5,−0.5), over 50 runs. A super-
script “†” denotes a case in which (restricted Tweedie SBM with random initialization) <
(Poisson SBM) ≤ (restricted Tweedie SBM with Poisson initialization) in their respective
clustering performances.
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Restricted Tweedie SBM Poisson Spectral
ϕ ρ n Random Init. Poisson Init. SBM Clustering

2

1.2
50

0.4385
(0.032)

0.4340
(0.027)

0.4243
(0.025)

0.2889
(0.022)

100
0.8497
(0.013)

0.8025
(0.019)

0.774
(0.020)

0.5134
( 0.016 )

1.5
50

0.5611
(0.023)

0.5226
(0.023)

0.5071
(0.022)

0.3462
(0.018)

100
0.9097
(0.012)

0.8606
(0.016)

0.8146
(0.017)

0.5737
(0.012)

1.8
50

0.6179
(0.022)

0.5771
(0.024)

0.522
(0.021)

0.4102
(0.018)

100
0.9567
(0.009)

0.8736
(0.02)

0.8377
(0.020)

0.5985
(0.013)

1

1.2
50

0.8710
(0.016)

0.7404
(0.017)

0.7325
(0.016)

0.5379
(0.011)

100
0.9893
(0.006)

0.9967
(0.002)

0.9842
(0.003)

0.862
(0.022)

1.5
50

0.8709
(0.016)

0.7763
(0.017)

0.7684
(0.016)

0.5601
(0.012)

100
0.9950
(0.004)

0.9992
(0.001)

0.9876
(0.003)

0.8311
(0.022)

1.8
50

0.8806
(0.017)

0.8039
(0.019)

0.7901
(0.018)

0.6092
(0.013)

100
0.9992
(0.001)

0.9992
(0.001)

0.9934
(0.002)

0.8876
(0.022)

0.5

1.2
50

0.9414
(0.014)

0.8998
(0.017)

0.8817
(0.016)

0.7379
(0.028)

100†
0.9956
(0.004)

1
( 0 )

1
( 0 )

0.9983
(0.001)

1.5
50

0.9591
(0.012)

0.9112
(0.015)

0.8999
(0.015)

0.7354
(0.026)

100
1

( 0 )
1

( 0 )
1

( 0 )
1

( 0 )

1.8
50

1
(0)

0.9727
(0.01)

0.9550
(0.01)

0.7549
(0.022)

100
1

( 0 )
1

( 0 )
1

( 0 )
1

( 0 )

Table 4.3: Summary of NMI in scenario 3, (βkk
0 , βkl

0 ) = (0,−1), over 50 simulation runs.
A superscript “†” denotes a case in which (restricted Tweedie SBM with random initial-
ization) < (Poisson SBM) ≤ (restricted Tweedie SBM with Poisson initialization) in their
respective clustering performances.
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Weak Effect (β = 1) Strong Effect (β = 2)

ϕ ρ n
NMI

(excl. xij)
NMI

(incl. xij) β̂
NMI

(excl. xij)
NMI

(incl. xij) β̂

0.5

1.2
50

0.9804
(0.009)

0.9794
(0.01)

1.0015
(0.006)

0.9289
(0.015)

1
(0)

2.0067
(0.006)

100
1
(0)

1
(0)

0.9979
(0.002)

0.9976
(0.001)

1
(0)

1.9986
(0.002)

1.5
50

0.9626
(0.013)

0.9908
(0.006)

1.0128
(0.005)

0.9017
(0.017)

0.9986
(0.001)

1.9969
(0.005)

100
1
(0)

1
(0)

0.9994
(0.003)

0.9742
(0.009)

1
(0)

1.9995
(0.002)

1.8
50

0.9667
(0.013)

0.9793
(0.009)

1.0083
(0.005)

0.8300
(0.023)

0.9883
(0.007)

2.0013
(0.006)

100
1
(0)

1
(0)

0.9943
(0.003)

0.9731
(0.007)

1
(0)

1.9940
(0.003)

1

1.2
50

0.9234
(0.015)

0.9344
(0.016)

0.9948
(0.008)

0.8335
(0.022)

0.9846
(0.008)

1.9889
(0.007)

100
0.9984
(0.001)

1
(0)

1.0026
(0.004)

0.9597
(0.009)

1
(0)

1.9974
(0.003)

1.5
50

0.8811
(0.019)

0.9304
(0.015)

1.0039
(0.006)

0.7092
(0.022)

0.9687
(0.011)

1.9936
(0.007)

100
0.9930
(0.003)

0.9992
(0.001)

0.9984
(0.004)

0.9225
(0.011)

1
(0)

1.9948
(0.004)

1.8
50

0.8861
(0.016)

0.9404
(0.012)

1.0176
(0.007)

0.5655
(0.027)

0.9234
(0.015)

2.0155
(0.008)

100
0.9877
(0.007)

0.9922
(0.005)

0.9946
(0.004)

0.8724
(0.013)

0.9945
(0.004)

1.9955
(0.003)

2

1.2
50

0.7058
(0.018)

0.7699
(0.018)

0.9994
(0.011)

0.6262
(0.022)

0.8621
(0.018)

2.0066
(0.009)

100
0.9542
(0.009)

0.976
(0.008)

0.9960
(0.005)

0.9022
(0.011)

0.9887
(0.004)

1.9902
(0.004)

1.5
50

0.6203
(0.023)

0.7028
(0.021)

1.0070
(0.012)

0.4602
(0.022)

0.7610
(0.019)

2.0025
(0.012)

100
0.9015
(0.012)

0.9609
(0.009)

0.9868
(0.005)

0.7827
(0.015)

0.9735
(0.008)

1.9885
(0.006)

1.8
50

0.5353
(0.025)

0.7114
(0.024)

1.0068
(0.012)

0.2581
(0.028)

0.7250
(0.022)

2.0236
(0.011)

100
0.8477
(0.016)

0.9562
(0.01)

0.9892
(0.005)

0.6376
(0.018)

0.9403
(0.013)

1.9910
(0.006)

Table 4.4: Summary of clustering and estimation performance from the static model with
covariates over 50 simulation runs, with (βkk

0 , βkl
0 ) = (0.5,−0.5).
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(βkk
0 , βkl

0 )
β(t)

2t− 1 sin(2πt) 2t sin(2πt) +1 0.5(2t− 1) 0.5 sin(2πt)

Scenario 1 NMI
1
(0)

1
(0)

1
(0)

1
(0)

0.996
(0.004)

1
(0)

(1, 0) Err(β̂(t))
0.004
(0)

0.026
(0)

0.004
(0)

0.025
(0)

0.004
(0)

0.013
(0)

Scenario 2 NMI
1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0.5,−0.5) Err(β̂(t))
0.005
(0)

0.031
(0)

0.005
(0)

0.029
(0)

0.005
(0)

0.016
(0)

Scenario 3 NMI
1
(0)

1
(0)

1
(0)

0.996
(0.004)

1
(0)

1
(0)

(0,−1) Err(β̂(t))
0.005
(0)

0.037
(0)

0.005
(0)

0.035
(0)

0.006
(0)

0.019
(0)

Scenario 4 NMI
0.996
(0.004)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0.5, 0) Err(β̂(t))
0.004
(0)

0.029
(0)

0.005
(0)

0.027
(0)

0.005
(0)

0.015
(0)

Scenario 5 NMI
1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0.25,−0.25) Err(β̂(t))
0.005
(0)

0.031
(0)

0.005
(0)

0.03
(0)

0.005
(0)

0.016
(0)

Scenario 6 NMI
1
(0)

0.996
(0.004)

1
(0)

0.996
(0.004)

1
(0)

0.996
(0.004)

(0,−0.5) Err(β̂(t))
0.005
(0)

0.034
(0)

0.005
(0)

0.033
(0)

0.005
(0)

0.017
(0)

Table 4.5: Summary of clustering and estimation performance (using λ = 0.5) from the
time-varying model over 50 simulation runs, with ϕ = 1, ρ = 1.5 and n = 50.
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Figure 4.4: The (aggregated) matrix, Y (2002) + · · · + Y (2021), with rows and columns
having been permuted according to the inferred community labels. Due to symmetry, only
the upper half of the matrix is shown, with color shadings being proportional to each
entry’s respective magnitude.
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Figure 4.5: Estimated covariate coefficient β̂(t) for λ∗ = 0.1.
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Community Country

1 France, United States, Italy, Chile, Belgium, New
Zealand, Netherlands, China, South Africa, Ar-
gentina, Poland, Spain, Germany, Brazil, Austria

2 Iceland, Dominican Republic, Ukraine, Botswana,
Jamaica, Lebanon, Estonia, Georgia, Latvia,
Moldova, Azerbaijan, Uruguay, Belarus,
Guatemala, North, Macedonia, Switzerland,
Slovak, Republic, Kyrgyz Republic, Luxembourg,
Slovenia, Costa Rica, Croatia, Bulgaria, Trinidad
and Tobago, Hungary, Japan, Australia, Korea
Rep, Czech Republic

3 Vietnam, Thailand, Singapore, Denmark, Ire-
land, Malaysia, Sweden, Jordan, Russian, Federa-
tion, Saudi, Arabia, Lithuania, Egypt Arab Rep.,
Romania, Norway, Finland, Portugal, Canada,
United Kingdom, Turkey, Greece, Oman, India

Table 4.6: Community detection results of 66 countries in international apple trading.
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Chapter 5

Cox Proportional Hazard Model in
Community Detection

5.1 Introduction

5.1.1 Background

In political science, we seek to understand the duration of existing commitments between
nations, the longevity of wars, and the sustainability of peace between rivals. Such event
history data, where the event of interest is typically the occurrence of a specific event or
endpoint over time, is frequently analyzed using survival models, as exemplified by Box-
Steffensmeier and Jones (1997). Several reasons make survival models popular in studying
these problems. First, censored observations are common in political science data. For
instance, the exact time of the violation of a peace agreement is not known but only that
it has not occurred up to a certain point in time, which can be considered as the right
censoring. In addition, the study of time-to-event data in political science often involves
time-dependent covariates. In a notable study by Leeds et al. (2009), the primary objective
is to assess the probability of an existing military alliance ending in violation of its terms
at a specific time. This analysis considers the influence of variables that evolve over time,
such as changes in the leader’s societal coalition and leadership transitions. Moreover,
political events can exhibit varying effects over time. Consequently, the instantaneous risk
of an event occurring at a given time, conditioned on survival up to that point, becomes a
topic of significant interest in political science. Understanding the dynamic nature of this
risk helps comprehend the temporal dynamics of political processes and policy changes.
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The Cox proportional hazards model is known for its capability to model the risk of
an event occurring as the product of a baseline hazard function and the exponential term
representing the effect of covariates, treated separately. The hazard function is modeled
for a subject i with covariate vector xi as

λ(t|Xi = xi) = λ0(t) exp(x
⊤
i β), (5.1)

where β is a vector of unknown regression parameter, and λ0(t) is the baseline hazard
function which represents the hazard rate in the case when the covariate is zero. In the
standard Cox proportional hazard model (5.1), there is no intercept term within the expo-
nential component, since a constant will be absorbed into λ0(t). The name “proportional
hazard” comes from the fact that the ratio of the hazard rates of two subjects only depends
on the discrepancy of their covariates

λ(t|Xi = xi)

λ(t|Xj = xj)
= exp

(
(x⊤

i − x⊤
j ) · β

)
. (5.2)

The Cox proportional hazards model is increasingly utilized in various fields of political
science, particularly in the study of international relationships. Examples include the war
termination (Weisiger, 2013), the duration of peace after civil conflict (Loyle and Appel,
2017), and the cease-fire duration (Fortna, 2018).

However, there remains a notable gap in accounting for the network structures and la-
tent community dynamics within these interaction times. As the events mentioned above
primarily involve relations between different nations, typically characterizing interactions
or ties between two political entities, overlooking such network structures may introduce
deficiencies in the models. The biggest issue is the violation of the most significant as-
sumption in the Cox proportional hazard model—that the hazard ratio between any two
individuals is constant over time given covariates. In the context of international relations,
the timing of one interaction on the network may affect the timing of other interactions.
For instance, when a major power establishes diplomatic relations with a country, it can
prompt other countries to follow suit. For example, when the United States recognized the
People’s Republic of China in the 1970s, it led to a wave of other countries also establish-
ing diplomatic relations with China, while simultaneously severing ties with Taiwan. This
violates the assumption of the Cox proportional hazard model that events are independent
given the covariates.

Therefore, it is important to incorporate community structures into the Cox propor-
tional hazards model when analyzing international relations. Countries exhibit a similar
propensity to establish diplomatic relations driven by shared political ideologies, cultural
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affinities, or common economic interests. We integrate the community structures into
the parametric component of the Cox proportional model. It becomes more reasonable
to assume the independence of the timing of interactions given covariates along with the
communities of countries. This adjustment can reduce the risk of model misspecification
by capturing more of the variability in the international relations data.

In this chapter, we aim to extend the Cox proportional hazard framework to incorporate
the latent community memberships of the nodes.

5.1.2 Existing Work

Understanding the temporal dynamics of interactions between nodes helps gain insights
into the formation of networks. Various studies have employed counting processes to model
the time of events in dynamic networks. Perry and Wolfe (2013) examined the impact of
node characteristics and behaviors of the nodes on the time of directed interactions, consid-
ering homophily in network dynamics. They utilized the Cox model, assuming conditional
independence of directed interactions given the covariate history, with baseline rates in-
fluenced by observable traits like ethnicity or gender. Sit et al. (2021) also delved into
dynamic directed networks, employing multivariate counting processes. In contrast to
Perry and Wolfe (2013), they assumed that the included covariates could capture all de-
pendencies between future and past events, shaping the intensity function of interactions
over time. This nuanced approach provides insights into the evolving nature of directed
interactions in networks.

The incorporation of community structures into the modeling framework has been a
focus of research, as seen in the work of Matias et al. (2018). They assumed that individ-
uals belong to latent groups, and conditional interactions between two individuals follow
an inhomogeneous Poisson process. The cumulative intensity function is driven by the
latent groups of interacting nodes, contributing to a more comprehensive understanding
of network dynamics. Taking a different approach, He et al. (2023) modeled community
labels in a static latent space component, incorporating a time-varying node-specific base-
line component. This model was designed to capture the distribution of the number of
undirected interactions at a given time, considering both node-specific features and latent
space components.

Simultaneously modeling the distribution and timing of interactions, Song et al. (2023)
integrated a mixed membership SBM with a cure rate model. This approach allows for
the consideration of community memberships of nodes alongside the temporal dynamics of
events, offering a more holistic perspective on network interactions.
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In a parallel line of research, Cai et al. (2022) propose a new class of nonstationary
Hawkes processes to learn latent network structures from large-scale multivariate point
process data, allowing for excitatory and inhibitory effects. They establish non-asymptotic
error bounds, facilitating parameter estimation and testing temporal constancy of back-
ground intensity. Fang et al. (2024) explored the temporal dynamics of interactions using
point processes, considering both traditional Poisson and Hawkes processes. Their work
accounted for bursty occurrences in interactions and proposed a fast online variational
inference algorithm for estimating latent structures underlying dynamic event arrivals.

These studies collectively contribute to the evolving field of modeling time-dependent
interactions on networks, providing valuable insights into the complex interplay of commu-
nity structures, covariates, and latent variables in political science research. Additionally,
the extensions by Larsen (2005) and Pei et al. (2024) in using latent variables in Cox
proportional hazard models further enrich the literature on this topic.

5.1.3 Outline

The rest of the chapter is organized as follows. Section 5.2 initially introduces the vanilla
Cox model incorporating community structures, followed by the introduction of a model
that additionally considers covariate effects. Section 5.3 outlines a modified EM algorithm
utilized for model estimation, while Section 5.4 presents the results of simulation studies.
Lastly, Section 5.5 applies the proposed vanilla model to analyze the time-to-event network
depicting diplomatic relations among nations.

5.2 Methodology

In this section, we introduce a Cox proportional hazard model tailored for heterogeneous
time-to-event network data. In Section 5.2.1, we start by presenting a vanilla model, where
the formation and duration of the network connection are influenced by the community
label of the node. Building upon this foundation, in Section 5.2.2, we delve into a more
comprehensive model that accommodates the impact of time-invariant covariates on the
network dynamics.
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5.2.1 Vanilla Model

In network modeling, the event of interest is the connection between nodes. We consider
pairwise interaction and censoring time among n nodes. Specifically, let Tij denote the
time when node i and node j interact and Cij the censoring time of the pair respectively.
For each dyad between nodes i and j, we observe (Yij, δij), where Yij = min{Tij, Cij}, and
δij = I(Tij ≤ Cij) is the censoring indicator to characterize the whether the pair i − j
experiences the event of interest during the observational period. We assume that each
node belongs to one of K communities, and the nodes in the same community have similar
patterns in terms of interaction times. We denote the community label of node i as ci, and
ci ∈ {1, · · · , K} follows a multinomial distribution with the probability (π1, · · · , πK). Our
interest lies in the community effects on the distribution of survival times. Following the
classic Cox proportional hazards model (Cox, 1972), we consider the following model with
community-specific effects:

λ(tij|α, ci = k, cj = l) = λ0(tij) exp(αkl), k, l ∈ {1, · · · , K} (5.3)

where λ0(·) is the unspecified baseline hazard function, and α ∈ RK×K is a symmetric
matrix. We are interested in estimating the community label of each node.

5.2.2 Model with Covariates

In numerous real-world scenarios, it is useful to recognize the influential roles that both
community labels and covariates play in shaping the distribution of interaction times. Be-
yond the impact of alliances or communities, the geographical proximity also emerges as a
pivotal factor influencing the timing of diplomatic ties between nations. Considering the
effect of edge-wise covariates enhances the ability of the model to navigate and comprehend
more complex social phenomena. For this purpose, we assume that both the community
labels and the covariates have impacts on the interaction times. Suppose that in addi-
tion to the survival time of each edge Yij, a collection of p symmetric covariate matrices

X(1), ..., X(p) ∈ Rn×n may also be available, where the (i, j)-th entry x
(u)
ij of each X(u) rep-

resents a pair-wise covariate containing some information about the connection between
node i and node j, and x

(u)
ii = 0 for all 1 ≤ i ≤ n and u = 1, ..., p. We can extend the

vanilla model in Section 5.2.1 to formulate

λ(tij|ci = k, cj = l, α, β,Xij = xij) = λ0(tij) exp(αkl + x⊤
ijβ), k, l ∈ {1, · · · , K}. (5.4)
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Given a data set D = {Y, δ,X(1), ..., X(p)}, we focus exclusively on the parametric part,
omitting the non-parametric terms present in (5.4). Adapting the partial likelihood func-
tion from the classic Cox proportional hazards model in (Cox, 1972) to our context, which
incorporates the joint probability of community assignments for all nodes in the net-
work, yields the following partial likelihood function of the unknown parameter vector
θ = (α, β, π)

L(θ;D, c) =
n∏

i=1

πci

∏
(i,j)∈E

exp(αcicj + x⊤
ijβ)∑

(r,s)∈R(yij)

exp(αcrcs + x⊤
rsβ)

=
n∏

i=1

K∏
k=1

π
1(ci=k)
k

∏
(i,j)∈E

K∏
k,l=1

exp(αkl + x⊤
ijβ)

1(ci=k,cj=l)

×
∏

(i,j)∈E

K∏
kr,ks,···=1

[
∑

(r,s)∈R(yij)

exp(αkrks + x⊤
rsβ)]

−1(cr=kr,cs=ks,···) (5.5)

where the uncensored set E = {(i, j)|δij = 1} and the risk set at the time y, R(y) =
{(i, j)|yij ≥ y}, represents the interaction set experiencing the event of interest and the
interaction set with survival time greater or equal to y respectively. The likelihood function
of the vanilla model in Section 5.2.1 is a special case of (5.5).

5.3 Computation

In this section, we develop an EM algorithm to estimate π, α, β and infer the latent
community labels c for the models in Section (5.2), when the number of communities K
is fixed. In the E step, we compute the posterior probability of the community labels and
obtain the corresponding expected values via Gibbs sampling. In the M step, we estimate
other parameters of interest.

We work on the following log-likelihood function

ℓ(θ;D, c) =
n∑

i=1

K∑
k=1

1(ci = k)πk +
∑

(i,j)∈E

K∑
k,l=1

1(ci = k, cj = l)(αkl + x⊤
ijβ)

−
∑

(i,j)∈E

K∑
kr,ks,···=1

1(cr = kr, cs = ks, · · ·) log[
∑

(r,s)∈R(yij)

exp(αkrks + x⊤
rsβ)]. (5.6)

88



5.3.1 Expectation Step

The E step computes the expectation of the log-likelihood(5.6) given the observed data
D = {Y, δ,X(1), ..., X(p)} and the current estimated parameters from the previous hth step,
θ(h) = (π(h), α(h), β(h)). The resulting conditional expectations of the log-likelihood take
the form

E[ℓ(θ;D, c)|D, θ(h)] =
n∑

i=1

K∑
k=1

E[1(ci = k)|D, θ(h)]πk

+
∑

(i,j)∈E

K∑
k,l=1

E[1(ci = k, cj = l)|D, θ(h)](αkl + x⊤
ijβ)

−
∑

(i,j)∈E

K∑
kr,ks,···=1

E[1(cr = kr, cs = ks, · · ·)|D, θ(h)] log[
∑

(r,s)∈R(yij)

exp(αkrks + x⊤
rsβ)]. (5.7)

We need to calculate three expected values for certain quantities: E[1(ci = k)|D, θ(h)],
E[1(ci = k, cj = l)|D, θ(h)], and E[1(cr = kr, cs = ks, · · ·)|D, θ(h)]. The first two are
commonly employed in the classic SBM. However, the last term, which represents the
expected value of indicators for nodes involved in interactions occurring after a certain
moment, is unique to our specific problem setting, introducing additional complexity to
the problem.

The presence of the third term reduces the effectiveness of the variational EM method
and underscores our choice of EM algorithm. In the variational E step of the vari-
ational EM algorithm, after approximating P(ci|D; θ) with the variational distribution
ci ∈ MUL(τi1, · · · , τiK), at a specific moment y where there are Ny nodes engaged in inter-
actions occurring after y, the third term requires the computation of various combinations
of community labels for these Ny nodes,

K∑
kr,ks,···=1

τr,krτs,ks · · · log[
∑

(r,s)∈R(yij)

exp(αkrks + x⊤
rsβ)]

resulting in a total of NK
y terms to be calculated. As a result, we opt for Gibbs sampling

to efficiently compute the expected values of the entire third term that will be used in the
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subsequent M step as

E
[
log[

∑
(r,s)∈R(yij)

exp(αcrcs + x⊤
rsβ)]

]
,

where the number of terms to be calculated is reduced to the number of Gibbs iterations
we implemented.

Let c−i denote the community labels of all nodes except for i. The Gibbs sampling
samples the community label of each node in order via the following distribution

c1 ∼ P(c1|θ(h), c−1;D),

c2 ∼ P(c2|θ(h), c−2;D),

...

cn ∼ P(cn|θ(h), c−n;D).

The above sampling distribution of node i is multinomial, where the probability of it be-
longing to each community k conditional on the current network structure and community
assignments of other nodes is specified by

P(ci = k|θ(h), c−i;D) =
L(θ(h);D, c = (c1, · · · , ci−1, k, ci+1, · · · , cn))
K∑
l=1

L(θ(h);D, c = (c1, · · · , ci−1, l, ci+1, · · · , cn))
.

We repeat the above sequential sampling process for a predefined number of iterations.
Samples are then collected from the final specified iterations to calculate the aforementioned

three quantities—E[1(ci = k)|D, θ(h)], E[1(ci = k, cj = l)|D, θ(h)], and E
[
log[

∑
(r,s)∈R(yij)

exp(αcrcs+

x⊤
rsβ)]

]
.
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5.3.2 Maximization Step

In the M step, we update θ by maximizing (5.6). Specifically, we update π subject to the
constraint

∑K
k=1 πk = 1, resulting in the closed form

π
(h+1)
k =

n∑
i=1

E[1(ci = k)|D, θ(h)]

n
, k = 1, · · · , K.

The values of α and β are updated directly by maximizing (5.6) using the R function
optim.

Remark 2. In (5.4), αkl can be considered as a part of the baseline hazard function for
the community k− l. αkl’s are not individually identifiable, but their ratios are meaningful.
The hazard ratio, denoted as exp(αkl − αk′l′), captures the relative risk of an event occur-
ring in one community compared to the other. To ensure the identifiability in (5.4), we
arbitrarily choose one αkl to set it as a reference level for the baseline hazard. Without loss
of generality, we assume that α11 = 0 as the reference level, reducing the model to estimate
only other K(K − 1)/2− 1 αkl’s.

5.4 Simulation

In this section, we conduct simulation studies to assess the finite-sample performance of the
proposed vanilla model (5.3) and the model with covariates (5.4). In both models, we will
assess clustering performance using the NMI. Additionally, for the model with covariates,
our emphasis will extend to evaluating the accuracy of estimated covariate effects.

In the simulation to validate our models, we generate the survival time from an expo-
nential distribution. Specifically, the survival time of Tij is simulated as

Tij = − log u

exp(αcicj + x⊤
ijβ)

, where u ∼ UNIF(0, 1).

For all simulations, we fix the number of communities to be K = 2, with prior prob-
abilities π1 = 0.4 and π2 = 0.6. We consider a symmetric true block matrix α, in which
all diagonal entries are identical, and likewise, all off-diagonal entries are identical. In the
simulated data, we censor 5% of the top generated survival time.
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At the current stage, we mainly focus on verifying the computational methods at this
particular rate through the simulation studies. Future work will explore varying censoring
rates, such as 3% or 10%, to assess their impact on estimation performance.

We initiate the algorithm with the accurate number of communities; consequently, the
resulting community labels may merge, but exceeding the correct number of community
labels is not possible. In the EM algorithm, to mitigate the risk of being trapped in
suboptimal local optima, we employ multiple initial labels in each run, ultimately selecting
the result with the largest log-likelihood.

5.4.1 Simulation of Vanilla Model

In this section, we conduct three distinct simulation experiments using our proposed vanilla
model 5.3, each with a specific true value of α. The number of initial labels we start in
each run is 5. We summarize in Table 5.1 the averages and the standard errors of the NMI
metric over 30 simulation runs. Table 5.1 shows that the EM algorithm accurately infers
the community labels under different combinations of sample size and the true values of α.
The clustering performance also improves when the sample size increases from 20 to 50.

(αkk, αkl) n NMI

(0.5,−0.5)
20 0.7413 (0.058)
50 0.9626 (0.033)

(0.75,−0.75)
20 0.8311 (0.063)
50 1 (0)

(1,−1)
20 0.9406 (0.041)
50 1 (0)

Table 5.1: Simulation results from vanilla model.

5.4.2 Simulation of Model with Covariates

In this section, we aim to examine the performance of our proposed model with covariates
in Section 5.4. We consider p = 1, and xij are generated independently from UNIF(−1, 1).
The number of initial community labels in each run is 30. In addition to the NMI, we
summarize the mean and standard error of the estimate β̂ over repeated 30 simulation
runs in Table 5.2. The performance of both clustering and the estimation of β̂ improves
with an increase in sample size, as demonstrated in Table 5.2.
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(αkk, αkl) β n NMI err(β)

(0.75,−0.75)
1

20 0.9756 (0.014) 0.0139 (0.004)
50 1 (0) 8× 10−4 (0)

2
20 0.9837 (0.011) 0.029 (0.008)
50 0.9933 (0.046) 0.013 (0.008)

(1,−1)
1

20 0.9371 (0.044) 0.0194 (0.006)
50 1 (0) 8× 10−4 (0)

2
20 0.9917 (0.008) 0.0309 (0.009)
50 1 (0) 0.0021 (0.001)

Table 5.2: Simulation results from the model with covariates.

5.5 Application

In this section, we apply the proposed method to detect the communities among a set of
countries based on their diplomatic relations and the time associated with them. We use the
data from the Correlates of War Diplomatic Exchange data set (Bayer, 2006). The original
data set captures diplomatic representation at the level of chargée d’affaires, minister, and
ambassador between different countries. The dataset provides directed dyadic information
on the level of diplomatic representation and diplomatic exchange between countries for
the years 1817, 1824, 1827, 1832, 1836, and 1840, as well as every five years from 1844 to
1914, 1920 to 1940, and 1950 to 2005 (Bayer, 2006).

Our study focuses on a set of 30 selected countries. The survival time between a pair
of countries denoted as i and j, is defined as the earliest year in which both diplomatic
representation levels from i to j and from j to i reach either level 2 or level 3. Specifically,
level 2 includes titles such as minister, minister plenipotentiary, minister resident, and
envoy, while level 3 encompasses titles like ambassador, high commissioner, secretary of
Libyan People’s bureau, similar designations, high commissioner or ambassador resident
elsewhere, and ambassador, high commissioner, or secretary vacant. If the earliest year
meeting these criteria doesn’t exist in the dataset for the country pair i and j, we regard
it as right censoring.

Our models, (5.3) and (5.4), operate under the assumption that the survival time is
continuous, implying the absence of ties. In the context of survival analysis, “ties” arise
when two or more pairs undergo the event of interest simultaneously. This occurs because
the dataset (Bayer, 2006) collects information at discrete time intervals. We break the ties
by randomly jittering these non-unique times within the allowed range of 0.5 to introduce
small random variations to the discrete data points.
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While this jittering method is effective, its suitability may diminish in the presence of
covariates. Therefore, in future work, we intend to explore additional techniques tailored to
handle interval-censored data. These may include established methods such as the Breslow
Method and Efron’s Method, as well as extensions of the traditional Cox proportional
hazards model to data with interval-censoring structure.

Figure 5.1 shows how these countries are clustered into three communities by our model.
The block patterns are clear in the permuted adjacency matrix. The first community com-
prises primarily European nations, along with the United States and two South American
countries, where diplomatic relations were established early among its members. The sec-
ond cluster seems to be a diverse mix of countries from various regions, which suggests
that they may have formed diplomatic ties during a period characterized by global shifts in
political dynamics, economic changes, or emerging international organizations. The third
community likely comprises countries that established diplomatic relations more recently
compared to the other two communities.

After demonstrating the effectiveness of our first vanilla model in clustering countries
according to when their strong diplomatic relations are built, future work will focus on
exploring suitable covariates to facilitate the application of the method (5.4) in real-world
scenarios. Future work also needs to include more countries, while also selecting them
wisely. For instance, in our current network, we consider Czechoslovakia, Czech Republic,
and Slovakia. However, Czechoslovakia peacefully split into the Czech Republic and Slo-
vakia in 1993. In our future work, we will collaborate closely with researchers in political
science to ensure the selection of countries aligns with the evolving geopolitical landscape.

Community Country

1 United States, United Kingdom, France, Germany,
Italy, Sweden, Denmark, Spain, Belgium, Nether-
lands, Argentina, Brazil

2 Japan, Finland, Norway, Thailand, Switzerland,
Hungary, Greece, Chile, Mexico, Peru, Dominican
Republic, Poland, Czechoslovakia, Romania, Bul-
garia

3 Canada, Iceland, South Korea, India, Malaysia,
Singapore, Australia, New Zealand, Austria, Ire-
land, Luxembourg, China, North Korea, Czech
Republic, Slovakia, Croatia

Table 5.3: Community detection results of 43 countries in diplomatic relations.
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5.6 Conclusion

In conclusion, this chapter presents a novel framework integrating the Cox proportional
hazard model with time-to-event data on networks, incorporating community structures.
Notably, our model also accommodates the influence of nodal and edge information. The
application of our model to international relational data yields valuable insights into the
formation of diplomatic relations, shedding light on the intricate dynamics within the
community of nations. This framework offers a versatile approach for analyzing time-
varying network data, contributing to the nuanced understanding of relational structures
and their temporal evolution.
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Figure 5.1: The survival time matrix with rows and columns having been permuted accord-
ing to the inferred community labels. Due to symmetry, only the lower half of the matrix
is shown, where color shades correspond to the survival time of each pair, and white cells
denote censoring.
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Chapter 6

Summary and Future Work

This thesis has explored the estimation of time-varying networks and the detection of
communities within them across diverse network types. This chapter serves to consolidate
our findings and discusses potential ways for extending and refining the methodologies
developed in this thesis.

6.1 Summary

The rapid advancement in data collection and storage has led to the widespread availability
of dynamic network data. However, conventional statistical methodologies primarily focus
on static network structures, creating a significant gap between the evolving nature of
network data and the methodologies used. This thesis investigates diverse types of time-
varying network data and addresses various network-related challenges.

In Chapter 2, an overview of the two primary network problems studied in subsequent
chapters is presented: firstly, the estimation of conditional dependency structures among
a set of random variables using GGM, and secondly, the clustering of network nodes based
on their connections through SBM. Additionally, this chapter introduces essential compu-
tational tools necessary for addressing these challenges.

Identifying the conditional dependence among a set of random variables is very im-
portant in many applications. This problem is often solved via GGM. Many approaches
have been developed to model a static GGM, which can be primarily categorized into two
types, namely, the l1-penalized Gaussian likelihood method, also known as GLASSO, and
the penalized regression method, referred to as SPACE. However, network structures often
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change over time, posing challenges for static GGMs. This has led to a demand for new
methods to estimate dynamic networks, with most existing approaches building upon the
GLASSO due to its computational convenience. Yet the regression framework SPACE
can have some advantages: 1) It can be generalized to non-Gaussian data more easily; 2)
It estimates the partial correlations directly which are more interpretable to characterize
the conditional dependencies; 3) It is computationally more efficient when only a small
portion of random variables’ network structure is of interest. In Chapter 3, we propose
time-varying GGMs, where statistical methods are developed to identify the associations
and their dynamic changes in discrete time-varying networks based on SPACE. This goal
is achieved under the assumption that the changes in the temporal network from one time
point to the next are smooth, which encourages the regularization on the difference of
partial correlations between adjacent time points. The penalty we impose on the smooth-
ness of partial correlation networks includes both l1 and l2 regularization, leading to two
different approaches namely GEN and GFL. To overcome the non-trivial computational
challenges in the resulting optimization problems, we exploit the special structures of the
symmetric block tri-diagonal matrix. These computational tricks greatly speed up the
inversion of large scale matrices. With the computational tricks embedded, the ADMM
provides a unifying framework for solving both the GEN and the GLF problems. Tuning
parameter selection is an important research question in machine learning. In Chapter 3,
two tuning parameters in both GEN and GFL control the sparsity and smoothness of the
networks respectively, which makes the tuning more challenging. To adopt the BIC, we
derived the degrees of freedom in GEN and GFL under the framework of Stein’s unbiased
risk estimation. We apply our methods to fMRI data of human brains in both healthy indi-
viduals and those suffering from the ADHD. The time-varying networks on 18 cerebellum
regions of interest are constructed for healthy and ADHD groups respectively and the most
markedly differences between the two groups are noted. We also estimate the dynamic cli-
matic connectivity among some major Canadian cities to illuminate previously unobserved
but crucial spatiotemporal patterns of climatic relevance between spatially dispersed grid
points.

Given the observed or estimated connections among nodes, the task of clustering nodes
within a network into distinct groups based on shared connection patterns is referred to as
community detection. This network problem is fundamental in statistical machine learning,
with wide applications including marketing and recommendation systems. One prominent
method for community detection is a generative probabilistic graph model known as the
SBM. When working with relational data in finance, such as detecting latent community
structures among countries based on the dollar amounts of their international trading
values, three main difficulties arise: 1) Existing SBMs are unable to accommodate net-
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works with non-negative continuous edge weights including the possibility of zero counts;
2) The stochastic equivalence assumption in traditional SBMs makes incorporating nodal
information hard; 3) Effectively capturing dynamic network data requires special atten-
tion and methodology. In Chapter 4, we introduce a novel SBM that addresses the first
challenge aforementioned by utilizing the restricted Tweedie distribution, a compound
Poisson-Gamma distribution, to model the distribution of each edge weight. Moreover,
we extend our approach to tackle the second and third challenges by incorporating edge
information as covariates into the restricted Tweedie parameter and allowing the covari-
ates effects to change over time smoothly. Notably, we also prove an interesting result
that, asymptotically, the covariate effects in our model can be estimated irrespective of
how community labels are assigned to each node. This result allows us to use an efficient
two-step algorithm, separating the estimation of the covariate effects and that of the other
parameters—including the unknown community labels in the variational inference. The
application of our models to an international trading network, focusing on the dynamic
effects of geographic distance between countries, has provided valuable insights into the
complexities of global economic relationships.

While Chapter 4 focuses on understanding community detection within time-varying
networks observed at each temporal time point, Chapter 5 studies the timestamps of the
observed interactions. In this context, the entries in the adjacency matrix represent the
time when the interactions among nodes occur. Modeling the survival times of connections
among nodes, such as the formation of diplomatic relations and the duration of wars, is
an important problem in political science. The Cox proportional hazard model has been
extensively employed in political science to analyze the event history of interactions among
nations. However, the inherent but latent community structure among countries can violate
the independence assumption of events given the covariates. We consider the community
structures when modeling the survival time of the interactions in the Cox proportional
hazard model. Our model assumes that the hazard ratio between two interactions depends
on the community labels of the nodes involved and the effect of the covariate discrepancy,
and it remains constant over time. The methods are applied to the community detection
of the time when two countries establish a strong diplomatic relationship.

6.2 Future Work

In future work, we will explore several directions stemming from the research conducted
in Chapters 3 to 5.

In Chapter 3, the adaptability and interpretability of regression-based approaches open
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avenues for further exploration. Our future trajectory involves relaxing the Gaussian as-
sumption. Real-world multivariate data seldom adheres strictly to Gaussian distributions,
often showcasing heavy-tailed behaviors with outliers. To address this generally, we can
incorporate robust loss functions, such as using generalized M-estimators as proposed in
Wang et al. (2023b), enhancing the adaptability of our models to diverse data structures.
Additionally, the extension of our models to longitudinal data could yield practical benefits,
given that our methods rely on independent observations at each time point, a require-
ment that may not align with the characteristics of many real-world datasets. For example,
in Section 3.5.1, where we analyze Canadian temperature data, the observations consist
of repeated measurements taken from the same set of weather stations at specific hours
of the day over consecutive days. While we have explored the independence assumption
through residual plots, including Durbin-Watson statistics and ACF plots, which suggest
it is reasonable to treat them as almost independent, there remains a necessity to develop
new methods that can adapt to multivariate longitudinal data and address violations of
independence assumptions. Techniques such as generalized estimating equations may offer
potential solutions to navigate this challenge. Another further refinements involve address-
ing the assumptions underlying degrees of freedom in dynamic models. Current derivations,
based on Stein’s unbiased risk estimation, assume homoscedasticity. A future goal is to
untangle this assumption, providing more realistic insights into time-varying models.

In Chapter 4, we discuss the interesting asymptotic property of the Tweedie SBM
that facilitates the separate estimation of covariate effects and other model parameters.
However, the absence of such a property in the Bernoulli SBM poses a puzzle, as we have
yet to uncover the underlying mechanism that determines its validity or lack thereof. This
intriguing observation motivates further exploration into the behaviors of latent variables
and mixture models within the Tweedie distribution. Our findings underscore the potential
of this distribution, prompting deeper investigation, particularly in the realm of finite
mixtures of generalized linear models and other latent variable models, such as the latent
space model. Another direction based on the current work in Chapter 4 is to extend our
models to accommodate dynamic community labels, as exemplified in previous works by
Xu and Hero (2014) and Matias and Miele (2017). Drawing inspiration from works using
Markov chains, this extension promises to enhance the adaptability and realism of our
models.

Extending our models in Chapter 4 to address zero-inflated data commonly encoun-
tered in real-world scenarios, where there is an excess probability of observing zero values
compared to the current distributions, is another important direction. Our initial goal is
to apply our model to datasets generated from true zero-inflated distributions and then
develop methodologies to effectively handle and analyze such data. This extension will
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enhance the versatility of our models in analyzing zero-inflated datasets.

Many directions can be considered based on the current work in Chapter 5. First,
addressing computational efficiency is a priority. Our current model computation involves
applying the EM algorithm, with the E-step executed using Gibbs sampling. While effec-
tive, this approach operates at a relatively slow pace. To address this constraint, we are
actively exploring some novel gradient-based discrete MCMC methods as an alternative to
traditional Gibbs sampling. Recent methods in state-of-the-art publications (Sun et al.,
2023a,b, 2022) offer potential paths. These methods generalize the Langevin Monte Carlo,
a widely recognized gradient-based MCMC sampler that utilizes Langevin dynamics to
iteratively sample from a target distribution until reaching a stationary state, to discrete
space. Second, beyond computational advancements, our future work aims to address one
significant yet sometimes unrealistic assumption in our current model—that all pairs of
nodes will eventually experience the interactions. To mitigate this limitation, we propose
integrating the proportional hazards cure model, an extension of the standard proportional
hazards model, which incorporates a compound distribution to account for the presence of
interactions. Relevant studies exploring this approach can be found in Song et al. (2023)
and Williford (2021). Further justifying the rate of occurrences of the interaction will allow
us to analyze the political datasets like those in Weisiger (2016), Leeds et al. (2009), and
Bennett (1997). Third, one natural direction of the work in Chapter 5 is to incorporate the
time-varying covariate in the current Cox proportional hazard model, as the time-varying
covariate is common in political science.

In conclusion, this chapter outlines the trajectories of our work to estimate the edges,
cluster the nodes, and analyze the timestamps of interactions in time-varying networks.
As we move forward, the objective is to contribute to the advancement of relational data,
particularly using the Tweedie distribution in latent models and analyzing the latent com-
munity structures in the survival models.
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Appendix A

Appendix for Chapter 3

A.1 Fast Computation of θ-update in ADMM

This section introduces the details of fast updating θ in the ADMM algorithm discussed in
Section 3.1. In the θ−update identified at Equation (15), X⊤X is a diagonal block matrix
with the kth diagonal block X⊤(tk)X (tk), and D⊤D is a Tp(p− 1)/2× Tp(p− 1)/2 block
tridiagonal matrix given by

D⊤D =



I −I 0 0 0 0
−I 2I −I 0 0 0
0 −I 2I −I 0 0

. . .

0 0 0 −I 2I −I
0 0 0 0 −I I


,

where each block matrix has dimension p(p− 1)/2× p(p− 1)/2.

It follows that

2

n
X⊤X + 2λ2D

⊤D + aI = 2λ2



A1 −I 0 0 0 0
−I A2 −I 0 0 0
0 −I A3 −I 0 0

. . .

0 0 0 −I AT−1 −I
0 0 0 0 −I AT


, (A.1)
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where

Ai =

{
X (ti)

⊤X (ti)
nλ2

+ (1 + a
2λ2

)I, if i = 1 and T
X (ti)

⊤X (ti)
nλ2

+ (2 + a
2λ2

)I. otherwise
.

Denote by H the matrix on the right-hand side of (A.1). Updating θ in (15) is to solve
the linear system Hθ =

(
2n−1Y⊤X + a(z − u)

)
. We provide an efficient approach to find

the inverse of H.

We first multiply H by a sequence of lower triangular matrices, denoted by Li’s, on its
left to convert H to an upper triangular matrix. In particular, we take T = 4, i.e., four
time points, as an example to illustrate this procedure. Simple algebra yields the following
three steps:

(1) L1H =


I 0 0 0

A−1
1 I 0 0
0 0 I 0
0 0 0 I



A1 −I 0 0
−I A2 −I 0
0 −I A3 −I
0 0 −I A4

 =


A1 −I 0 0
0 A2 − A−1

1 −I 0
0 −I A3 −I
0 0 −I A4

 .

(2) L2L1H =


I 0 0 0
0 I 0 0
0 (A2 − A−1

1 )−1 I 0
0 0 0 I



A1 −I 0 0
0 A2 − A−1

1 −I 0
0 −I A3 −I
0 0 −I A4



=


A1 −I 0 0
0 A2 − A−1

1 −I 0
0 0 A3 − (A2 − A−1

1 )−1 −I
0 0 −I A4

 .

(3) L3L2L1H =


I 0 0 0
0 I 0 0
0 0 I 0
0 0 (A3 − (A2 − A−1

1 )−1)−1 I



A1 −I 0 0
0 A2 − A−1

1 −I 0
0 0 A3 − (A2 − A−1

1 )−1 −I
0 0 −I A4



=


A1 −I 0 0
0 A2 − A−1

1 −I 0
0 0 A3 − (A2 − A−1

1 )−1 −I
0 0 0 A4 − (A3 − (A2 − A−1

1 )−1)−1

 .
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Let B1 = A−1
1 and Bi = (Ai −Bi−1)

−1. The formula above can be rewritten as:

L3L2L1H =


I 0 0 0
B1 I 0 0
0 0 I 0
0 0 0 I



I 0 0 0
0 I 0 0
0 B2 I 0
0 0 0 I



I 0 0 0
0 I 0 0
0 0 I 0
0 0 B3 I

H

=


B−1

1 −I 0 0
0 B−1

2 −I 0
0 0 B−1

3 −I
0 0 0 B−1

4

 .

To eliminate upper off-diagonal blocks, we define a sequence of upper triangular matrices:

U1 =


I 0 0 0
0 I 0 0
0 0 I B4

0 0 0 I

 , U2 =


I 0 0 0
0 I B3 0
0 0 I 0
0 0 0 I

 , U3 =


I B2 0 0
0 I 0 0
0 0 I 0
0 0 0 I

 .

Sequentially multiplying by Ui’s on the left of L3L2L1H yields

U3U2U1L3L2L1H =


B−1

1 0 0 0
0 B−1

2 0 0
0 0 B−1

3 0
0 0 0 B−1

4

 .

Lastly, define

B̃i =


I 0 0 0 0
0 I 0 0 0
0 0 Bi 0 0
0 0 0 I 0
0 0 0 0 I


for i = 1, 2, 3. Then B̃4B̃3B̃2B̃1U3U2U1L3L2L1H is an identity matrix.
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In summary, an updated θ can be obtained through

θk+1 =

(
2

n
X⊤X +

2λ2

n
D⊤D + aI

)−1 [
2

n
X⊤Y + α(zk − uk)

]
=

n

2λ2

·H−1 ·
[
2

n
X⊤Y + a(zk − uk)

]
= B̃4B̃3B̃2B̃1U3U2U1L3L2L1

n

2λ2

·
[
2

n
X⊤Y + a(zk − uk)

]
.

This sequence of operations enables us to quickly find the inverse of 2n−1X⊤X+2λ2n
−1D⊤D+

aI, thus the computational efficiency of the ADMM algorithm is greatly enhanced.

A.2 Degrees of Freedom in GEN

In this section, we derive the degrees of freedom in GEN under the framework of Stein’s
unbiased risk estimation (SURE) (Stein, 1981). Zou et al. (2007) provides a theoretical
justification of the degrees of freedom in the standard LASSO problem, and we will use
it to derive an unbiased estimate of the degrees of freedom in the GEN problem with a
homoscedastic assumption. We state the main theorem as the following.

Theorem S2. Suppose yn×1 ∼ N(µ, σ2I), where µ ∈ Rn denotes the mean vector and σ2

denotes the common variance of each component. Given a design matrix X ∈ Rn×p and
two tuning parameters, λ1 and λ2, we consider the generalized elastic net problem

β̂ = argmin
β∈Rp

{
1

n
∥y −Xβ∥2+λ1∥β∥1+λ2∥Dβ∥22

}
, (A.2)

where Dm×p is defined as in Equation (9). If definition of degrees of freedom is given by
Equation (A.4), then

df(Xβ̂) = Tr
(
XA

(
X⊤

AXA + nλ2D
⊤
ADA

)−1
X⊤

A

)
.

Here A = {j : β̂j ̸= 0} denotes the collection of column indices of X corresponding to the
active features, and BA denotes a submatrix of B that contains only the columns indexed
by A.

To prove Theorem S2, we first introduce definition of effective degrees of freedom for
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a general fitted function as described in Lemma S1. Furthermore, Lemma S2 indicates
that if the fitted function is almost differentiable, the effective degrees of freedom can be
simplified as the gradient of the fitted function. In Lemma S3, we give an explicit form of
the fitted function in GEN. Lemma S4 shows that the fitted function of GEN is uniformly
Lipschitz, and thus by Lemma S5 the fitted function in GEN is almost differentiable.

One natural definition of effective degrees of freedom comes from the well-known iden-
tity of optimism in Efron (1986).

Lemma S1 (Optimism theorem (Efron, 1986)). Suppose yn×1 ∼ (µ, σ2I), where µ is
the true mean vector and σ2 is the common variance of each component. Let µ̂ = δ(y)
denote the fitted function of some fitting technique δ, and ynew be the new response vector
generated from the distribution (µ, σ2I). Then

E
{
∥ynew − µ̂∥2

}
− E

{
∥y − µ̂∥2

}
= 2

n∑
i=1

cov (yi, µ̂i) . (A.3)

The right-hand side of (A.3) is referred to as the optimism of the estimator µ̂. Based
on (A.3), the degrees of freedom can be defined as

df(µ̂) =
1

σ2

n∑
i=1

cov (yi, µ̂i) . (A.4)

Stein’s Lemma (Stein, 1981) can further simplify the right-hand side of (A.4).

Lemma S2 (Stein’s Lemma). Suppose that µ̂ : Rn → Rn is almost differentiable and let

∇ · µ̂ =
∑n

i=1

∂µ̂i

∂yi
. If y ∼ N(µ, σ2I), then

1

σ2

n∑
i=1

cov (yi, µ̂i) = E(∇ · µ̂). (A.5)

Therefore, (A.4) and (A.5) imply that

d̂f(µ) = ∇ · µ̂ (A.6)

is an unbiased estimate of the degrees of freedom if µ̂ is almost differentiable. Next, we
will first find the fitted function µ̂ in the GEN problem (A.2), and then show it is almost
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differentiable. Lastly, we find an explicit form of ∇ · µ̂ as the unbiased estimator of the
(effective) degrees of freedom.

Lemma S3 (Solution to GEN). The GEN problem (A.2) can be written as a lasso-type

problem with the augmented dataset ỹ =

[
yn×1

0m×1

]
and X̃ =

[
Xn×p√

nλ2 ·Dm×p

]
:

β̂ = min
β

1

n
∥ỹ − X̃β∥2+λ1∥β∥1.

Suppose that λ1 and λ2 are not the transition points where the active set A changes. The
coefficient estimate is given by

β̂λ1,λ2
=
(
X̃

⊤
AX̃A

)−1
(
X̃

⊤
Aỹ − λ1

2
sign(β̂A)

)
=
(
X⊤

AXA + nλ2D
⊤
ADA

)−1
(
X⊤

Ay − λ1

2
sign(β̂A)

)
, (A.7)

and the fitted function is

µ̂(y) = XAβ̂λ1,λ2

= XA
(
X⊤

AXA + nλ2D
⊤
ADA

)−1
(
X⊤

Ay − λ1

2
sign(β̂A)

)
. (A.8)

Lemma S4 (Lipschitz continuity of µ̂). The GEN fitted function µ̂ in (A.8) is 1-Lipschitz
i.e., ∥µ̂(y +∆y)− µ̂(y)∥≤ ∥∆y∥ for sufficiently small ∆y.

Proof. Define a mapping τ : Rn → Rn+m such that

τ(y) = X̃Aβ̂λ1,λ2

= X̃A

(
X̃

⊤
AX̃A

)−1
(
X̃

⊤
Aỹ − λ1

2
sign(β̂A)

)
, (A.9)

where X̃A and ỹ have been defined in Lemma S3. Then µ̂(y) is the first n components in
τ(y), i.e., µ̂(y) = T · τ(y) where T := [In×n,0n×m].

Since λ1 and λ2 are not the transition points, the active set A stays constant for
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sufficient small ∆y. Then we have

∥τ(y +∆y)− τ(y)∥ = ∥X̃A

(
X̃

⊤
AX̃A

)−1
(
X̃

⊤
Aỹ − λ1

2
sign(β̂A)

)
− X̃A

(
X̃

⊤
AX̃A

)−1
(
X̃

⊤
A(y +∆y)− λ1

2
sign(β̂A)

)
∥

= ∥X̃A

(
X̃

⊤
AX̃A

)−1

X̃
⊤
A∆y∥

≤ ∥∆y∥, (A.10)

where the last relation holds since X̃A

(
X̃

⊤
AX̃A

)−1

X̃
⊤
A is a projection matrix. Therefore,

τ is Lipschitz continuous.

Now, we can show that µ̂ is also Lipschitz continuous:

∥µ̂(y +∆y)− µ̂(y)∥ = ∥T · (τ̂(y +∆y)− τ̂(y)) ∥
≤ ∥T∥·∥∆y∥
= ∥∆y∥.

Lemma S5 (Lipschitz continuity and differentiability (Meyer and Woodroofe, 2000)). Any
Lipschitz continuous function is almost differentiable.

By local constancy of the active set A and Equation (A.8), it is straighforward to show

∇ · µ̂ =
n∑

i=1

∂µ̂i(y)

∂yi

= Tr[XA
(
X⊤

AXA + nλ2D
⊤
ADA

)−1
X⊤

A]. (A.11)

The above results suggest that it is an unbiased estimator of degrees of freedom of µ̂.
Therefore, Theorem S2 is established.

A.3 Degrees of Freedom in GFL

Tibshirani and Taylor (2012) shows that the nullity of a particular penalty matrix is an
unbiased estimator of the degrees of freedom defined in Equation (A.4); see Lemma S6. In
this section, we provide an explicit form for this quantity in the setting of GFL.
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Lemma S6 (Tibshirani and Taylor (2012)). Suppose yn×1 ∼ N(0, σ2I), where µ is the
mean vector and σ2 is the common variance of each component. Given a design matrix
X ∈ Rn×p of full column rank and a tuning parameter λ, we consider the generalized lasso
problem

β̂ = argmin
β∈Rp

{
1

n
∥y −Xβ∥2+λ∥Fβ∥1

}
, (A.12)

where Fm×p is an arbitrary penalty matrix. Then

df(Xβ̂) = E[nullity(F−A)], . (A.13)

where A = {i ∈ {1, · · · ,m} : (F β̂)i ̸= 0}.

In GFL, the penalty matrix λF is composed of two parts: the top part is a difference
matrix defined in (9) multiplied by the first tuning parameter λ1 while the lower part is
an identity matrix multiplied by another tuning parameter λ2. Theorem S3 establishes
a simple expression of (A.13) in GFL. As row operations preserve the null space, in the
following calculations the tuning parameters are not considered for the penalty matrix for

simplicity. Let β =
(
β(1)⊤, · · · , β(T )⊤

)⊤
where each β(k) is a column vector of length p,

and F be a p(2T − 1)-by-pT matrix, where the first p(T − 1) rows constitute a difference
matrix and the second pT rows constitute an identity matrix. We rewrite F as a block
matrix using the p× p identity matrix I:

F =



I −I 0 0 0 0
0 I −I 0 0 0

. . . . . .

0 0 0 I −I 0
0 0 0 0 I −I
I 0 0 0 0 0
0 I 0 0 0 0

. . .

0 0 0 0 I 0
0 0 0 0 0 I


.

Theorem S3. Let βj(k) denote the jth element of β(k), j = 1, . . . , p, k = 1, . . . , T . If F−A
denotes the submatrix of F after removing the rows indexed by A = {i ∈ {1, · · · , p(2T−1)} :
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(F β̂)i ̸= 0}, then

nullity(F−A) = #fused group, (A.14)

where

#fused group =

p∑
j=1

[
1{β̂j(1) ̸= 0}+

T∑
k=2

1{β̂j(k) ̸= β̂j(k − 1), β̂j(k) ̸= 0}

]
. (A.15)

Proof. The right-hand side of (A.15) can be written as

p∑
j=1

[
T −

T∑
k=1

1{β̂j(k) = 0} −
T∑

k=2

1{β̂j(k) = β̂j(k − 1), β̂j(k) ̸= 0}

]
.

Since nullity(F−A) = pT − rank(F−A), we only need to show

rank(F−A) =

p∑
j=1

[
T∑

k=1

1{β̂j(k) = 0}+
T∑

k=2

1{β̂j(k) = β̂j(k − 1), β̂j(k) ̸= 0}

]
. (A.16)

To calculate the rank of F−A, we count the maximum number of its independent rows.

If β̂j(k) = 0, then the ((k − 1)p+ j)th row in the lower identity matrix of F is preserved
in F−A, which serves as an independent row as this row with only one component 1 can
eliminate any other non-zero entries in the same column.

When β̂j(k) ̸= 0, the corresponding row in the lower identity matrix of F is removed
in F−A, which also takes away its only non-zero component 1 in the ((k − 1)p+ j)th
place (column). Whether there exists any other non-zero entries in the ((k − 1)p+ j)th

column depends on the relations of the pairs
(
β̂j(k − 1), β̂j(k)

)
and

(
β̂j(k), β̂j(k + 1)

)
. If

β̂j(k) = β̂j(k− 1), the ((k − 2)p+ j)th row in the top difference matrix of F stays in F−A
providing a −1 in the ((k − 1)p+ j)th column. We will count this row as an independent
row. Because even if β̂j(k) = β̂j(k+1) which keeps the ((k − 1)p+ j)th row of F in F−A,

this row will be counted as an independent row when we consider the case of β̂j(k + 1)

where β̂j(k + 1) ̸= 0 and β̂j(k + 1) = β̂j(k).

Hence, the maximum number of the independent rows in F−A is

p∑
i=1

[
T∑

k=1

1{β̂j(k) = 0}+
T∑

k=2

1{β̂j(k) = β̂j(k − 1), βj(k) ̸= 0}

]
.
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Therefore, (A.16) holds. Proof is completed.

A.4 Inverse of 2-by-2 Block Diagonal Matrix

In this section, we prove that for a p−by−p covariance matrix Σs where p is a even
number, if it takes the form of a 2 × 2 block matrix, Σs = (A,C;C,B), where the four
block submatrices are all diagonal, then the nonzero entries in its inverse Σ−1

s locate in the
same position as the original matrix Σs.

Proof.

[
Ap/2×p/2 Cp/2×p/2

Cp/2×p/2 Bp/2×p/2

]−1

p×p

=

[
(A− CB−1C)−1 −A−1C(B − CA−1C)−1

−B−1C(A− CB−1C)−1 (B − CA−1C)−1

]
.

If submatrices A, B and C are diagonal matrices, then the four submatrices in the inverse
are also diagonal matrices.
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A.5 Additional Results in Simulation 1

A.5.1 Partial Correlation Networks

Figure A.1: The GEN-based partial correlation networks at different time points with sam-
ple size 200. The green solid lines, the green dashed lines and the red solid lines represent
the true positive, false negative and false positive connections, respectively. Thickness of
each green solid line represents the magnitude of its underlying true partial correlation.
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Figure A.2: The GFL-based partial correlation networks at different time points with sam-
ple size 200. The green solid lines, the green dashed lines and the red solid lines represent
the true positive, false negative and false positive connections, respectively. Thickness of
each green solid line represents the magnitude of its underlying true partial correlation.
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A.5.2 Contours
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Figure A.3: Simulation performance measurements from generalized elastic net and
GLASSO-GGL both with sample size 200. Darker areas represent lower values. For refer-
ence, in the simulation from generalized elastic net, the sample AUC is 0.8956, comparing
to the GEN AUC 0.9764 in the figure; the sample estimation error is 20.31, comparing to
the estimation error of GEN as 12.52 in the figure. In the simulation from GLASSO-GGL,
the GLASSO-GGL AUC is 0.8967 in the figure and the GLASSO-GGL estimation error is
10.17 in the figure.
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Figure A.4: Simulation performance measurements from generalized fused lasso. Darker
areas represent lower values. For reference, in the simulation with sample size 50, the
sample AUC is 0.8757, comparing to the GFL AUC 0.9242 in the figure; the sample
estimation error is 41.81, comparing to the GFL estimation error as 13.36 in the figure.
In the simulation with sample size 200, the sample AUC is 0.8956, comparing to the GFL
AUC 0.9692 in the figure; the sample estimation error is 20.31, comparing to the GFL
estimation error as 6.5741 in the figure.
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Figure A.5: Simulation performance measurements from GLASSO-FGl. Darker areas rep-
resent lower values. For reference, in the simulation with sample size 50, the sample AUC
is 0.8757, comparing to the GLASSO-FGl AUC 0.8733 in the figure; the sample estimation
error is 41.81, comparing to the GLASSO-FGL estimation error as 18.54 in the figure.
In the simulation with sample size 200, the sample AUC is 0.8956, comparing to the
GLASSO-FGL AUC 0.8967 in the figure; the sample estimation error is 20.31, comparing
to the GLASSO-FGL estimation error as 10.17 in the figure.

A.6 Simulation 2 on Complicated Networks

In addition to the simulation in the main text, we perform additional simulation studies,
which we call “Simulation 2”, to assess the performance of our proposed approaches. We
generate data where the network size p = 50, the number of time points is 20, and the
topological structures are more complicated.

A.6.1 Data Generation

We simulate the network in Simulation 2 with two clusters, because many real life networks
have community structures. There are 30 and 20 nodes in the two clusters respectively,

130



and the probability that there ever exists a connection between two nodes is 0.1 and 0.01
for nodes from the same and different clusters respectively. We follow Peng et al. (2009) to
generate temporal precision matrices directly, whose non-vanishing entries are functions of
time. We first define the initial matrix A(t) as a symmetric matrix whose diagonal entries
are one. If there ever exists an edge between node i and j, then A[i, j](t) takes values of
±f(t), otherwise 0. Let f(t) be zero everywhere except on its active interval [Ts, Te] which
is randomly located in a continuous period of time between [0, 1], where

f(t, Ts, Te) =
1

2

[
0.1 + 0.8 · sin

(
t− Ts

Te − Ts

π

)]
.

The off-diagonal entry in A(t) is then divided by 1.5 times the total absolute value of
the entries in its row to guarantee the positive definiteness. We take the average of A(t)
and its transpose A(t)⊤ to assure the symmetry, and then the covariance matrix Σ(t) is
given by Σ(t)[i, j] = A(t)−1[i, j]/

√
A(t)−1[i, i] ·A(t)−1[j, j], from which the concentration

matrices and the partial correlation matrices can be calculated. It should be noted that
using this more conventional method can only ensure the underlying partial correlations
are smooth functions of time, while the actual observations at different time points are
independent and not necessarily smooth over time. In this scenario, there are 79 true
connections as displayed in Figure A.6. Moreover, Figure S6 shows that there exist two
clusters where nodes within the same cluster are considerably more densely connected that
those from different clusters. This network structure is thus more complicated than the
one we simulated in the main text.
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Figure A.6: One snapshot of true connections in the time-varying networks in Simulation
2

A.6.2 Results

We consider n = 100 and n = 300, and each simulation is repeated 100 times. The
estimation error and AUC are presented in Table A.1. To further illustrate the performance
of our methods, we plot the profiles of some connections from one single trial in Figure A.7.
One of our two methods, GFL, performs well, while the other method, GEN, does not
perform well. The reason why GEN is inferior in this scenario might be that the l2 penalty
shrinks the difference of the neighboring coefficients towards zero in a smoother manner. In
contrast, the l1 penalty in GFL encourages zero coefficients and a few non-zero coefficients
with jumps or breaks in between; this feature makes GFL preferable for less smooth signals.
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Method
Estimation error AUC

n = 100 n = 300 n = 100 n = 300
Sample 137.9 (0.19) 62.3 (0.05) 0.8300 (0) 0.9420 (0)
LASSO 36.0 (0.04) 20.0 (0.11) 0.8154 (0) 0.9303 (0)

TS-LASSO 36.0 (0.04) 20.0 (0.03) 0.8162 (0) 0.9293 (0)
GLASSO-GGL 30.1 (0.04) 18.7 (0.03) 0.9526 (0) 0.9517 (0)
GLASSO-FGL 30.7 (0.04) 17.5 (0.03) 0.9238 (0) 0.9466 (0)

GEN 36.4 (0.04) 20.4 (0.03) 0.8162 (0) 0.9297 (0)
GEN-EBIC 47.6 (0.04) 20.4 (0.03) 0.7081 (0) 0.9297 (0)

GFL 20.8 (0.04) 12.2 (0.02) 0.9730 (0) 0.9858 (0)
GFL-EBIC 22.9 (0.04) 17.6 (0.03) 0.9564 (0) 0.9911 (0)

Table A.1: Mean estimation error and AUCs across 100 replicates with standard error in
parentheses.
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Figure A.7: Estimated partial correlations of some selected connections.

A.7 Computational Time

In this section, we present the computational times, averaged over 100 simulation replicates,
respectively for each method in both simulation studies (see Tables A.2 and A.3 below).
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All experiments were run on an Intel Xeon E5-4650 2.2 GHz processor.

Our two methods, GEN and GFL, are generally quite efficient. For other methods,
simply computing the sample covariance matrix is—not surprisingly—the fastest, while the
näıve LASSO and GLASSO-FGL typically take more time. However, such comparisons are
not truly meaningful, as these others methods were not originally meant for time-varying
networks.

Readers may also notice that, in simulation 1, the näıve LASSO and our methods are
actually slightly faster when n = 200 than they are when n = 50. This is because, when
the total number of partial correlations to be estimated is much larger than the sample size
(here, Tp(p− 1)/2 > n), the estimation problem becomes easier—and the algorithms can
require fewer iterations to converge—as more samples become available, and this sometimes
more than compensates for the longer running times of each iteration with a larger n.

Method
Time (in seconds)

n = 50 n = 200
Sample 0.01 (0) 0.01 (0)
LASSO 98.68 (4.61) 72.30 (0.60)

TS-LASSO 9.10 (0.04) 10.58 (0.03)
GLASSO-GGL 3.02 (0.04) 3.84 (0.03)
GLASSO-FGL >1hour >1hour

GEN 1.32 (0.10) 0.94 (0.02)
GEN-EBIC 1.17 (0.07) 1.09 (0.02)

GFL 5.64 (0.41) 2.70 (0.03)
GFL-EBIC 5.66 (0.53) 2.40 (0.03)

Table A.2: Running time across 100 replicates in Simulation 1 with standard error in
parentheses.
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Method
Time (in minutes)

n = 100 n = 300
Sample 0.001 (0) 0.001 (0)
LASSO > 50 mins >1 hour

TS-LASSO >1 hour >1 hour
GLASSO-GGL 0.022 (0) 0.028 (0)
GLASSO-FGL >1 hour >1.5 hour

GEN 3.771 (0.044) 6.823 (0.071)
GEN-EBIC 1.877 (0.024) 6.823 (0.071)

GFL 2.808 (0.291) 3.782 (0.032)
GFL-EBIC 2.544 (0.029) 4.156 (0.026)

Table A.3: Running time across 100 replicates in Simulation 2 with standard error in
parentheses.

A.8 Additional Results from Canadian Weather Data

A.8.1 Result 2 from GEN and GFL

This subsection summarizes “Result 2” mentioned in the main manuscript as a comparison
to “Result 1”.

Generalized elastic net
Result 1 Result 2

degrees of freedom 886.95 925.71
# of connections 888 979

Generalized fused LASSO
Result 1 Result 2

degrees of freedom 912 867
# of connections 931 987

Table A.4: Summary of degrees of freedom and number of detected edges based on the
GEN and the GFL with two pairs of selected tuning parameters.
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Figure A.8: [Result 2] Aggregated connections between different cities over 24 time points.

137



Victoria − Vancouver
KW − Toronto
KW − London

London − Toronto
Ottawa − Montreal

Calgary − Edmonton
Vancouver − Kelowna

Victoria − Kelowna
Toronto − Ottawa

Kelowna − Calgary
KW − Ottawa

Edmonton − Saskatoon
London − Ottawa

Toronto − Montreal
Calgary − Saskatoon
Kelowna − Edmonton

KW − Montreal
Montreal − SaintJohn

London − Montreal
Vancouver − Calgary

Saskatoon − Winnipeg
Victoria − Calgary

Ottawa − SaintJohn
Vancouver − Edmonton

Victoria − Edmonton
Kelowna − Saskatoon

Toronto − SaintJohn
KW − SaintJohn

Edmonton − Winnipeg
Calgary − Winnipeg

Vancouver − Saskatoon
London − SaintJohn
Victoria − Saskatoon
Winnipeg − London

Winnipeg − KW
Winnipeg − Toronto

Kelowna − Winnipeg
Winnipeg − Ottawa

Winnipeg − Montreal
Vancouver − Winnipeg

Victoria − Winnipeg
Saskatoon − London

Saskatoon − KW
Saskatoon − Toronto
Saskatoon − Ottawa

Winnipeg − SaintJohn
Saskatoon − Montreal

Calgary − London
Edmonton − London

Calgary − KW
Edmonton − KW

Calgary − Toronto
Edmonton − Toronto
Edmonton − Ottawa

Calgary − Ottawa
Edmonton − Montreal

Kelowna − London
Calgary − Montreal

Kelowna − KW
Saskatoon − SaintJohn

Kelowna − Toronto
Vancouver − London

Kelowna − Ottawa
Victoria − London
Vancouver − KW

Victoria − KW
Vancouver − Toronto

Victoria − Toronto
Kelowna − Montreal

Edmonton − SaintJohn
Vancouver − Ottawa
Calgary − SaintJohn

Victoria − Ottawa
Vancouver − Montreal

Victoria − Montreal
Kelowna − SaintJohn

Vancouver − SaintJohn
Victoria − SaintJohn

c
o
n
n
e
c
ti
o
n

10

15

20

25

30

Total number of
connections 

Estimated 
partial correlation

<−0.2
(−0.2,−0.1)
(−0.1,0)
0

(0,0.1)
(0.1,0.2)
(0.2,0.4)
(0.4,0.6)

>0.6

positive
negative

1 3 5 7 9 11 13 15 17 19 21 23

Hour

(a) GEN

Victoria − Vancouver
KW − Toronto
KW − London

London − Toronto
Ottawa − Montreal

Calgary − Edmonton
Vancouver − Kelowna

Victoria − Kelowna
Toronto − Ottawa

Kelowna − Calgary
KW − Ottawa

Edmonton − Saskatoon
London − Ottawa

Toronto − Montreal
Calgary − Saskatoon
Kelowna − Edmonton

KW − Montreal
Montreal − SaintJohn

London − Montreal
Vancouver − Calgary

Saskatoon − Winnipeg
Victoria − Calgary

Ottawa − SaintJohn
Vancouver − Edmonton

Victoria − Edmonton
Kelowna − Saskatoon

Toronto − SaintJohn
KW − SaintJohn

Edmonton − Winnipeg
Calgary − Winnipeg

Vancouver − Saskatoon
London − SaintJohn
Victoria − Saskatoon
Winnipeg − London

Winnipeg − KW
Winnipeg − Toronto

Kelowna − Winnipeg
Winnipeg − Ottawa

Winnipeg − Montreal
Vancouver − Winnipeg

Victoria − Winnipeg
Saskatoon − London

Saskatoon − KW
Saskatoon − Toronto
Saskatoon − Ottawa

Winnipeg − SaintJohn
Saskatoon − Montreal

Calgary − London
Edmonton − London

Calgary − KW
Edmonton − KW

Calgary − Toronto
Edmonton − Toronto
Edmonton − Ottawa

Calgary − Ottawa
Edmonton − Montreal

Kelowna − London
Calgary − Montreal

Kelowna − KW
Saskatoon − SaintJohn

Kelowna − Toronto
Vancouver − London

Kelowna − Ottawa
Victoria − London
Vancouver − KW

Victoria − KW
Vancouver − Toronto

Victoria − Toronto
Kelowna − Montreal

Edmonton − SaintJohn
Vancouver − Ottawa
Calgary − SaintJohn

Victoria − Ottawa
Vancouver − Montreal

Victoria − Montreal
Kelowna − SaintJohn

Vancouver − SaintJohn
Victoria − SaintJohn

c
o
n
n
e
c
ti
o
n

10

15

20

25

30

Total number of
connections 

Estimated 
partial correlation

<−0.2
(−0.2,−0.1)
(−0.1,0)
0

(0,0.1)
(0.1,0.2)
(0.2,0.4)
(0.4,0.6)

>0.6

positive
negative

1 3 5 7 9 11 13 15 17 19 21 23

Hour

(b) GFL

Figure A.9: [Result 2] Estimated partial correlations between different cities over 24 hours.
Connections are listed in descending order of the distances between cities from top to the
bottom. Each cell corresponds to a connection at a given time point, and the color char-
acterizes the value of the estimated partial correlation. The lower line chart marginalizes
the total connections at each hour.
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A.8.2 Results from LASSO and TS-LASSO

As a baseline benchmark to compare with, we hereby include results from näıve LASSO
and TS-LASSO. Looking at the results shown in Figures A.10 and A.11, we see that
the two LASSO methods and our proposed methods are similar in terms of the overall
network structure and aggregated number of connections. This is not surprising; different
methods are definitely supposed to pick up the same information from the underlying
data. But there exist some distinct differences in the estimated partial corrleations as well.
In particular, compared with Figure 5 in the main text, Figure A.11 indicates that the
trajectories of the estimated partial correlations from näıve LASSO and TS-LASSO are
more wiggly, with more non-zero ones “popping up” at different time points. Noticeably for
the TS-LASSO, there are a large number of “stand-alone” connections showing up 11:00.
This further justifies our claim that smoother partial correlations ensue from incorporating
P (θ) in Equation (4). Therefore, this penalty is desirable to achieve a smooth time-varying
network.
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Figure A.10: Aggregated connections between different cities over 24 time points.
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Figure A.11: Estimated partial correlations between different cities over 24 hours. Con-
nections are listed in descending order of the distances between cities from the top to the
bottom. Each cell corresponds to a connection at a given time point, and the color char-
acterizes the value of the estimated partial correlation. The lower line chart marginalizes
the total connections at each hour.
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A.8.3 Residual Analysis

In this section, we assess the residuals obtained from fitting the Canadian weather data
with our proposed methods, GEN and GFL. More specifically, for each city j at a given
hour t, we (i) plot the residual eij(t) = Xij(t) − X̂ij(t) against the index i, (ii) compute
the Durbin-Watson (DW) statistic, and (iii) inspect the autocorrelation function (ACF) of
these residuals.

The DW statistic is calculated as dj(t) =
∑124

i=2 (eij(t)− ei−1,j(t))
2 /
∑124

i=1 eij(t)
2. A

value of d = 2 indicates no autocorrelation among the residuals, while d ∈ [1.5, 2.5] is
regarded as evidence for weak dependence at best. For the ACF of the residuals, values
within the range of [−0.2, 0.2] and close to zero are generally regarded to suggest weak or
no linear correlation between observations at different time lags.

Here in Figures A.12, A.13, A.14 and A.15 below, we only include a representative selec-
tion of residual assessments for all thirteen cities at t = 1:00. The complete set of results for
other 23 time points can be found at https://github.com/JieJJian/TimeVaryingGGM.

Generally speaking, the residual plot for each city at a given time point show a ran-
dom pattern with no obvious trends or patterns, and most Durbin-Watson statistics are
between 1.5 and 2.5, both of which indicate that any serial correlation that may exist in
principle is relatively weak. For instance, in Figures A.12 and A.14 here, the only city
with a DW-statistic < 1.5 is Vancouver. Likewise, Figures A.13 and A.15 show that the
majority of autocorrelations are within ±0.2, indicating weak or little linear relationships
between residuals at different time lags. The one exception is again Vancouver, with a
lag-1 autocorrelation exceeding 0.2.
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Figure A.12: [GEN, Result 1] Residual plots of each city at 1:00.
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Figure A.13: [GEN, Result 1] Autocorrelation of residual for each city at 1:00.
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Figure A.14: [GFL, Result 1] Residual plots of each city at 1:00.
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Figure A.15: [GFL, Result 1] Autocorrelation of residual for each city at 1:00.
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A.9 Additional Results from ADHD Data
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Figure A.16: [Result 1, GEN] Accumulated connections between different cerebellum re-
gions estimated by generalized elastic net, showing the total connections between different
cerebellum regions over 172 time points. The yellow squares on the left highlight the num-
ber of the edge 7b L - 8 L and the edge 9 L - 9 R.
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(a) Healthy group (b) ADHD group

Figure A.17: [Result 1, GEN] Estimated partial correlations between different cerebellum
regions estimated by generalized elastic net, illustrating how connections change over time.
Each cell corresponds a connection at a given time point, and the color represents the
magnitude of the estimated partial correlation value.
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Figure A.18: [Result 2, GEN] Accumulated connections between different cerebellum re-
gions estimated by generalized elastic net, showing the total connections between different
cerebellum regions over 172 time points. The yellow squares on the left highlight the num-
ber of the edge 7b L - 8 L and the edge 9 L - 9 R.
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(a) Healthy group (b) ADHD group

Figure A.19: [Result 2, GEN] Estimated partial correlations between different cerebellum
regions estimated by generalized elastic net, illustrating how connections change over time.
Each cell corresponds a connection at a given time point, and the color represents the
magnitude of the estimated partial correlation value.
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Figure A.20: [Result 2, GFL] Accumulated connections between different cerebellum re-
gions estimated by generalized fused lasso. The figures show the total connections between
different cerebellum regions over 172 time points. The yellow squares on the left highlight
the number of the edge 7b L - 8 L and the edge 9 L - 9 R.
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(a) Healthy group (b) ADHD group

Figure A.21: [Result 2, GFL] Estimated partial correlations between different cerebellum
regions estimated by generalized fused lasso, illustrating how connections change over time.
Each cell corresponds a connection at a given time point, and the color represents the
magnitude of the estimated partial correlation value.
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Appendix B

Appendix for Chapter 4

B.1 MLE of β̂0

In this section, we provide the detailed derivation of β̂0(β(t)) as defined in (4.9). Subse-
quently, we substitute this resulting maximum likelihood estimate of β̂0 back into (4.9),
demonstrating how the equation presented in the first line of (4.10) is established.

The derivative of (4.9) with respect to βkl
0 is given by

∂ℓn(β0,β(t), ϕ0, ρ0;D, z)

∂βkl
0

=
1(
n
2

) T∑
ν=1

∑
1≤i<j≤n

1(zi = k, zj = l)

ϕ0

×{
yij(tν) · exp[(1− ρ0){βkl

0 + x⊤
ijβ(tν)}]− exp[(2− ρ0){βkl

0 + x⊤
ijβ(tν)}]

}
. (B.1)

Thus the second-order derivative is

∂2ℓn(β0,β(t), ϕ0, ρ0;D, z)

∂[βkl
0 ]

2
=

1(
n
2

) T∑
ν=1

∑
1≤i<j≤n

1(zi = k, zj = l)

ϕ0

×
{
(1− ρ0) · yij(tν) · exp[(1− ρ0){βkl

0 + x⊤
ijβ(tν)}]−

(2− ρ0) · exp[(2− ρ0){βkl
0 + x⊤

ijβ(tν)}]
}
< 0.
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Therefore, the MLE of βkl
0 is given by the zero of (B.1) as

β̂kl
0 (β(t)) = log

T∑
ν=1

∑
1≤i<j≤n

yij(tν) exp[(1− ρ)x⊤
ijβ(tν)]1(zi = k, zj = l)

T∑
ν=1

∑
1≤i<j≤n

exp[(2− ρ)x⊤
ijβ(tν)]1(zi = k, zj = l)

= log
θ̂kl
γ̂kl

.

Plugging β̂kl
0 (β(t)) = log θ̂kl/γ̂kl into (4.9), we obtain the first line of the equation presented

in (4.10):

ℓn(β(t), ϕ0, ρ0;D, z) =
1(
n
2

) T∑
ν=1

∑
1≤i<j≤n

K∑
k,l=1

1(zi = k, zj = l)

ϕ0

×

[yij(tν) exp[(1− ρ0){log θ̂kl/γ̂kl + x⊤
ijβ(tν)}]

1− ρ0
−

exp[(2− ρ0){log θ̂kl/γ̂kl + x⊤
ijβ(tν)}]

2− ρ0

]
=

1(
n
2

) K∑
k,l=1

1

1− ρ0
(
θ̂kl
γ̂kl

)1−ρ0

T∑
ν=1

∑
1≤i<j≤n

1(zi = k, zj = l)

ϕ0

· yij(tν) exp[(1− ρ0){x⊤
ijβ(tν)}]−

1(
n
2

) K∑
k,l=1

1

2− ρ0
(
θ̂kl
γ̂kl

)2−ρ0

T∑
ν=1

∑
1≤i<j≤n

1(zi = k, zj = l)

ϕ0

· exp[(2− ρ0){x⊤
ijβ(tν)}]

=
1

ϕ0

K∑
k,l=1

1

1− ρ0
(
θ̂kl
γ̂kl

)1−ρ0 · θ̂kl −
1

ϕ0

K∑
k,l=1

1

2− ρ0
(
θ̂kl
γ̂kl

)2−ρ0 · γ̂kl

=
1

ϕ0

1

(1− ρ0)(2− ρ0)

K∑
k,l=1

θ̂2−ρ0
kl · γ̂ρ0−1

kl .

B.2 Proof of Theorem S1

In this section, we prove Theorem S1. Before laying out the main proof, we introduce
several lemmas first.
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Lemma 1. Under Conditions 4.3.1 to 4.3.2,

γ̂kl∑
k,l

γ̂kl
= pkpl + op(1).

Proof. Proof According to Conditions 4.3.1 and 4.3.2, exp[(2−ρ)x⊤
ijβ(t)] and 1(zi = k, zj =

l) are iid random variables, with mean γ and pkpl respectively. Specifically, γ is a positive
constant. By the weak law of large numbers, we have

γ̂kl∑
k,l

γ̂kl
=

2
T∑

ν=1

∑
1≤i<j≤n

exp[(2− ρ)x⊤
ijβ(tν)]1(zi = k, zj = l)/{n(n− 1)}

2
T∑

ν=1

∑
1≤i<j≤n

exp[(2− ρ)x⊤
ijβ(tν)]/{n(n− 1)}

=
γ · pkpl + op(1)

γ + op(1)

= pkpl + op(1).

Lemma 2. Under Conditions 4.3.1 to 4.3.2,

θ̂kl∑
k,l

θ̂kl
= pkpl + op(1).

Proof. Proof The proof is similar to that of Lemma 1. If we can show that, at each time
point tν , ν = 1, . . . , T , yij(tν) exp[(1− ρ)x⊤

ijβ(tν)] for i, j = 1, . . . , n are iid with a nonzero
mean, we complete the proof. For each node pair (i, j), both their pairwise covariate xij

and community labels ci and cj are iid. Moreover, yij(tν) conditional on xij, ci and cj are
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iid as well. Therefore, yij(tν) exp[(1− ρ)x⊤
ijβ(tν)] for i, j = 1, . . . , n are iid, with mean

E[yij(tν) exp{(1− ρ)x⊤
ijβ(tν)}] = E

(
E[yij(tν) exp{(1− ρ)x⊤

ijβ(tν)} | x, c]
)

= E
[
E{yij(tν)|x, c} · exp{(1− ρ)x⊤

ijβ(tν)}
]

= E
[
exp{βcicj

0 + x⊤
ijβ(tν)} · exp{(1− ρ)x⊤

ijβ(tν)}
]

=
∑
k,l

E
[
exp

{
βkl
0 + (2− ρ)x⊤

ijβ(tν)
}]

· pkpl.

Therefore, the expectation is a nonzero constant.

Next, we prove Theorem S1.

Proof. Proof of Theorem S1 By Lemmas 1 and 2 and the continuous mapping theorem,∑
k,l

θ̂2−ρ
kl · γ̂ρ−1

kl

=
[∑

k,l

( θ̂kl∑
k,l

θ̂kl

)2−ρ

·
( γ̂kl∑

k,l

γ̂kl

)ρ−1]
· (
∑
k,l

θ̂kl)
2−ρ(

∑
k,l

γ̂kl)
ρ−1

=
[∑

k,l

{
(pkpl)

2−ρ + op(1)
}
·
{
(pkpl)

ρ−1 + op(1)
}]

· (
∑
k,l

θ̂kl)
2−ρ(

∑
k,l

γ̂kl)
ρ−1

=
[∑

k,l

(
pkpl + op(1)

)]
· (
∑
k,l

θ̂kl)
2−ρ(

∑
k,l

γ̂kl)
ρ−1

=
[
1 +

K(K + 1)

2
op(1)

]
·
(
θ + op(1)

)2−ρ(
γ + op(1)

)ρ−1

(B.2)

=θ2−ργρ−1 + op(1).

(B.2) holds because
∑

k,l θ̂kl = θ̂ = θ+ op(1) and
∑

k,l γ̂kl = γ̂ = γ + op(1) by the weak law

156



of large numbers. Therefore, we have

2

n(n− 1)
lz(β(t)) =

1

ϕ

1

(1− ρ)(2− ρ)

∑
k,l

θ̂2−ρ
kl · γ̂ρ−1

kl

=
1

ϕ

1

(1− ρ)(2− ρ)

(
θ2−ρ · γρ−1 + op(1)

)
=

1

ϕ

1

(1− ρ)(2− ρ)
θ2−ρ · γρ−1 + op(1).

Remark 3. By Hölder’s inequality, we have

∑
k,l

 θ̂kl∑
k,l

θ̂kl


2−ρ

·

 γ̂kl∑
k,l

γ̂kl


ρ−1

≤

∑
k,l

θ̂kl∑
k,l

θ̂kl


2−ρ

·

∑
k,l

γ̂kl∑
k,l

γ̂kl


ρ−1

= 1.

Then, it follows

2

n(n− 1)
lz(β(t)) ≤

1

ϕ

1

(1− ρ)(2− ρ)
θ2−ρ · γρ−1. (B.3)

In fact, Lemmas 1 and 2 establish the asymptotic equality conditions, which sharpen (B.3)
and lead to the conclusion in Theorem S1.

B.3 Bspline Estimation in Step 1

In this section, we present the details of estimating the time-varying covariate coefficient
β̂(t) in accordance to (4.11) as part of Step 1 in our two-step estimation process.

According to Silverman (1985) and Green and Silverman (1993), each optimal βu(t), u =
1, · · · , p is a natural cubic spline with knots at time points where temporal data is observed.
In practice, we use B-spline in the computations of smoothing splines (Hastie et al., 2009).
We use T + 4 B-spline basis functions {Bm(t)}T+4

m=1, so we can represent the scalar βu(tν)
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as the (ν, u)−th element in the T−by−p matrix Bη, where

BT×(T+4) =


B1(t1) · · · BT+4(t1)

...
. . .

...

B1(tT ) · · · BT+4(tT )

 .

and η ∈ R(T+4)×p is the coefficient matrix that needs to be estimated. The p dimensional
vector β(tν) = (Bν·η)

⊤, where Bν· represents the νth row of the matrix B.

If we define Ω ∈ R(T+4)×(T+4) where Ωij =
∫
B′′

i (t)B
′′
j (t)dt and λ = (λ1, · · · , λp)

⊤, we
can solve the (T + 4)× p matrix η by plugging β(tν) = (Bν·η)

⊤ in (4.11):

η̂ = argmax
η

1

(1− ρ0)(2− ρ0)

∑
k,l

(
T∑

ν=1

∑
1≤i<j≤n

yij(t) exp[(1− ρ0)Bν·ηxij]1(zi = k, zj = l)

)2−ρ0

×

(
T∑

ν=1

∑
1≤i<j≤n

exp[(2− ρ0)Bν·ηxij]1(zi = k, zj = l)

)ρ0−1

− 1

2
λ⊤ · diag(ηTΩη)

Once we have obtain η̂, we can calculate the estimated β̂(t) in Step 1 by β̂(t) = Bη̂.

B.4 Additional Simulation Results

B.4.1 Tweedie Parameters Estimated in Simulation

Although our primary interest is to estimate the covariate coefficients and infer the com-
munity labels in our model, their estimation is affected by the Tweedie parameters ϕ and
ρ. In this section, we provide the simulation results regarding ϕ and ρ in the Section 4.5.
We report the estimated bias and standard error (SE) of the estimates of ϕ and ρ over
50 simulation runs in Table B.1, B.2, B.3, B.4 and B.5. To be more specific, we cal-
culate the bias of the estimate ϕ̂ of ϕ with true value ϕ0 by bias(ϕ̂) =

∑50
i=1(ϕ̂i − ϕ0)/50

and SE(ϕ̂) =

√∑50
i=1(ϕ̂i − ¯̂

ϕ)2/49 where
¯̂
ϕ is the average of ϕ̂ over 50 simulation runs. In

summary, the simulation results indicate that the estimates of ϕ and ρ are highly accurate.
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Scenario 1 Scenario 2 Scenario 3
ϕ ρ n Bias SE Bias SE Bias SE

2

1.2
50 0.012 0.054 0.014 0.09 0.014 0.082
100 -0.003 0.027 0.001 0.026 0.004 0.032

1.5
50 0.014 0.072 0.018 0.085 0.011 0.085
100 0.004 0.025 0.004 0.034 0 0.032

1.8
50 -0.003 0.062 -0.004 0.07 -0.001 0.056
100 0 0.03 0.001 0.028 -0.002 0.028

1

1.2
50 0.008 0.034 0.008 0.028 0.013 0.048
100 0.002 0.014 -0.002 0.015 -0.001 0.012

1.5
50 0.008 0.039 0.006 0.033 0.01 0.033
100 -0.001 0.018 0 0.017 0.002 0.014

1.8
50 0.001 0.037 0.008 0.034 0.007 0.034
100 0.001 0.016 0.001 0.016 -0.001 0.016

0.5

1.2
50 0.004 0.015 0 0.022 0.007 0.023
100 0.002 0.007 0 0.008 0 0.006

1.5
50 0.005 0.021 0.002 0.022 0.009 0.03
100 0 0.01 0 0.01 -0.001 0.01

1.8
50 -0.003 0.016 0.008 0.023 0.002 0.031
100 -0.002 0.009 -0.001 0.009 -0.001 0.010

Table B.1: Summary of estimated bias and standard error (SE) of estimated ϕ in scenario
1, 2 and 3 over 50 simulation runs.

B.4.2 Sensitivity Analysis of Tuning Parameters in TV-TSBM

In this section, we apply the TV-TSBM on two λ values of 1 and 0.1 respectively to conduct
the sensitivity analysis of the simulation in Section 4.5.3.

By and large, the clustering outcomes across the three distinct tuning parameters mea-
sured by the NMI are relatively close, and all indicate high-quality clustering. With in-
creasing λ values, the curvature of the estimated β̂(t) diminishes. Consequently, when the
true curve β(t) is linear, larger values of λ yield smaller errors in estimating β̂(t). Vice
versa, a smaller λ leads to a better estimation of β̂(t) when the underlying curve is a sine
function. In summary, the consistent clustering outcomes across various distinct λ values,
coupled with the choice of a moderately penalized smoothness, substantiates the rationale
behind adopting 0.5 as the preferred value for λ.
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Scenario 1 Scenario 2 Scenario 3
ϕ ρ n Bias SE Bias SE Bias SE

2

1.2
50 0 0 0.002 0.014 0.002 0.014
100 0 0 0 0 0 0

1.5
50 0 0 0 0 0 0
100 0 0 0 0 0 0

1.8
50 0 0 0 0 0 0
100 0 0 0 0 0 0

1

1.2
50 0.060 0.120 0 0 0.002 0.014
100 0 0 0 0 0 0

1.5
50 -0.002 0.014 0 0 0 0
100 0 0 0 0 0 0

1.8
50 -0.002 0.014 0 0 0 0
100 0 0 0 0 0 0

0.5

1.2
50 0 0 -0.002 0.014 0.002 0.014
100 0 0 0 0 0 0

1.5
50 0.002 0.037 -0.002 0.014 0.002 0.032
100 0 0 0 0 0 0

1.8
50 0.006 0.054 0.008 0.039 0.002 0.037
100 0.002 0.014 0 0 0 0

Table B.2: Summary of estimated bias and standard error (SE) of estimated ρ in scenario
1, 2 and 3 over 50 simulation runs.
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Weak Effect (β = 1) Strong Effect (β = 2)

ϕ ρ n ϕ̂ ρ̂ ϕ̂ ρ̂
Bias SE Bias SE Bias SE Bias SE

2

1.2
50 -0.002 0.063 0 0 0.002 0.073 0.002 0.014
100 0.001 0.026 0 0 -0.006 0.031 0 0

1.5
50 0.016 0.076 0 0 0.019 0.072 0 0
100 0.005 0.033 0 0 0.005 0.039 0 0

1.8
50 0.003 0.065 0 0 -0.007 0.066 0 0
100 -0.002 0.032 0 0 0.004 0.035 0 0

1

1.2
50 0.003 0.03 0 0 0.002 0.032 0 0
100 0 0.017 0 0 -0.002 0.013 0 0

1.5
50 0.003 0.042 -0.002 0.014 0.009 0.052 0 0.02
100 -0.001 0.013 0 0 0.001 0.016 0 0

1.8
50 0.001 0.037 0 0 0.006 0.04 0 0
100 -0.001 0.027 -0.002 0.014 0.003 0.02 0 0

0.5

1.2
50 0.009 0.026 0.004 0.02 0 0.014 0 0
100 0.001 0.008 0 0 0.001 0.007 0 0

1.5
50 0.003 0.027 -0.006 0.031 0.002 0.019 -0.006 0.024
100 0 0.009 0 0 0 0.009 0 0

1.8
50 0.005 0.028 -0.01 0.054 -0.002 0.025 -0.006 0.042
100 -0.002 0.01 0 0 0.001 0.009 0 0

Table B.3: Summary of estimated bias and standard error (SE) of estimated ϕ and ρ in
the static model with covariates over 50 simulation runs, with (βkk

0 , βkl
0 ) = (0.5,−0.5).
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(βkk
0 , βkl

0 ) ϕ
β(t)

2t− 1 sin(2πt) 2t sin(2πt) +1 0.5(2t− 1) 0.5 sin(2πt)

Scenario 1 Bias 0.002 0.004 -0.001 0.007 0.003 0.004
(1, 0) SE 0.008 0.008 0.014 0.017 0.01 0.017

Scenario 2 Bias 0.002 0.005 0.004 0.005 0.002 0.001
(0.5,−0.5) SE 0.008 0.006 0.026 0.008 0.008 0.007

Scenario 3 Bias 0.002 0.005 0 0.005 0.001 0.002
(0,−1) SE 0.007 0.007 0.007 0.009 0.007 0.009

Scenario 4 Bias 0.001 0.003 0.002 0.004 0.001 0.001
(0.5, 0) SE 0.007 0.007 0.007 0.006 0.007 0.007

Scenario 5 Bias 0.001 0.004 0.002 0.005 0.002 0.001
(0.25,−0.25) SE 0.007 0.008 0.007 0.008 0.008 0.007

Scenario 6 Bias 0 0.004 0.001 0.006 0 0.006
(0,−0.5) SE 0.008 0.007 0.009 0.007 0.007 0.032

Table B.4: Summary of estimated bias and standard error (SE) of estimated ϕ (with true
value 1) in the time-varying model over 50 simulation runs (using λ = 0.5).

(βkk
0 , βkl

0 ) ρ
β(t)

2t− 1 sin(2πt) 2t sin(2πt) +1 0.5(2t− 1) 0.5 sin(2πt)

Scenario 1 Bias 0 0 -0.002 0.002 0 0.002
(1, 0) SE 0 0 0.014 0.014 0 0.014

Scenario 2 Bias 0 0 0.002 0 0 0
(0.5,−0.5) SE 0 0 0.014 0 0 0

Scenario 3 Bias 0 0 0 0 0 0
(0,−1) SE 0 0 0 0 0 0

Scenario 4 Bias 0 0 0 0 0 0
(0.5, 0) SE 0 0 0 0 0 0

Scenario 5 Bias 0 0 0 0 0 0
(0.25,−0.25) SE 0 0 0 0 0 0

Scenario 6 Bias 0 0 0 0 0 0.002
(0,−0.5) SE 0 0 0 0 0 0.014

Table B.5: Summary of estimated bias and standard error (SE) of estimated ρ (with true
value 1.5) in the time-varying model over 50 simulation runs (using λ = 0.5).

162



(βkk
0 , βkl

0 )
β(t)

2t− 1 sin(2πt) 2t sin(2πt) +1 0.5(2t− 1) 0.5 sin(2πt)

Scenario 1 NMI
1
(0)

1
(0)

1
(0)

1
(0)

0.996
(0.004)

1
(0)

(1, 0) Err(β̂(t))
0.004
(0)

0.041
(0)

0.004
(0)

0.040
(0)

0.004
(0)

0.021
(0)

Scenario 2 NMI
1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0.5,−0.5) Err(β̂(t))
0.004
(0)

0.048
(0)

0.005
(0)

0.046
(0)

0.005
(0)

0.024
(0)

Scenario 3 NMI
1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0,−1) Err(β̂(t))
0.005
(0)

0.055
(0)

0.005
(0)

0.053
(0)

0.006
(0)

0.028
(0)

Scenario 4 NMI
0.996
(0.004)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0.5, 0) Err(β̂(t))
0.004
(0)

0.045
(0)

0.004
(0)

0.043
(0)

0.004
(0)

0.023
(0)

Scenario 5 NMI
1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0.25,−0.25) Err(β̂(t))
0.004
(0)

0.048
(0)

0.004
(0)

0.046
(0)

0.004
(0)

0.024
(0)

Scenario 6 NMI
1
(0)

0.996
(0.004)

1
(0)

1
(0)

1
(0)

0.996
(0.004)

(0,−0.5) Err(β̂(t))
0.005
(0)

0.052
(0)

0.004
(0)

0.050
(0)

0.005
(0)

0.026
(0)

Table B.6: Summary of clustering and estimation performance (using λ = 1) from the
time-varying model over 50 simulation runs, with ϕ = 1, ρ = 1.5 and n = 50.
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Figure B.1: Estimations of the time-varying coefficients for 36 designs with λ = 1, i.e. six
block matrices by six functions for β(t). In each panel, the black solid line represents the
true β(t) while the blue dashed line denotes the mean curve of β̂(t) and the light blue
shadow marks the corresponding confidence band.
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(βkk
0 , βkl

0 )
β(t)

2t− 1 sin(2πt) 2t sin(2πt) +1 0.5(2t− 1) 0.5 sin(2πt)

Scenario 1 NMI
1
(0)

1
(0)

1
(0)

1
(0)

0.996
(0.004)

1
(0)

(1, 0) Err(β̂(t))
0.005
(0)

0.008
(0)

0.005
(0)

0.008
(0)

0.005
(0)

0.006
(0)

Scenario 2 NMI
1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0.5,−0.5) Err(β̂(t))
0.005
(0)

0.009
(0)

0.006
(0)

0.009
(0)

0.006
(0)

0.007
(0)

Scenario 3 NMI
1
(0)

1
(0)

1
(0)

0.996
(0.004)

1
(0)

1
(0)

(0,−1) Err(β̂(t))
0.006
(0)

0.012
(0)

0.006
(0)

0.011
(0)

0.007
(0)

0.008
(0)

Scenario 4 NMI
0.996
(0.004)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0.5, 0) Err(β̂(t))
0.005
(0)

0.009
(0)

0.006
(0)

0.008
(0)

0.006
(0)

0.007
(0)

Scenario 5 NMI
1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

1
(0)

(0.25,−0.25) Err(β̂(t))
0.006
(0)

0.009
(0)

0.005
(0)

0.009
(0)

0.005
(0)

0.007
(0)

Scenario 6 NMI
1
(0)

1
(0)

1
(0)

0.996
(0.004)

1
(0)

0.996
(0.004)

(0,−0.5) Err(β̂(t))
0.006
(0)

0.010
(0)

0.006
(0)

0.010
(0)

0.006
(0)

0.007
(0)

Table B.7: Summary of clustering and estimation performance (using λ = 0.1) from the
time-varying model over 50 simulation runs, with ϕ = 1, ρ = 1.5 and n = 50.
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Figure B.2: Estimations of the time-varying coefficients for 36 designs with λ = 0.1, i.e.
six block matrices by six functions for β(t). In each panel, the black solid line represents
the true β(t) while the blue dashed line denotes the mean curve of β̂(t) and the light blue
shadow marks the corresponding confidence band.
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Glossary

ADMM The alternating direction methods of multipliers, an optimization algorithm that
addresses constrained optimization problems by iteratively decomposing them into
subproblems, facilitating parallel computation and efficient convergence. 12, 14, 15,
30, 33–36, 52, 98, 116, 119

ELBO The evidence lower bound, a quantity in variational inference that serves as a lower
bound on the marginal likelihood of observed data in Bayesian models. 22–25

EM The Expectation Maximisation algorithm, an iterative method between the “Expecta-
tion” step, where it estimates the values of latent variables, and the “Maximization”
step, where it maximizes the likelihood function by updating parameters. xiii, 20,
21, 23, 25, 88, 89, 92, 101

GGM Gaussian Graphical Models, a statistical modeling approach that assumes a Gaus-
sian distribution to represent dependencies among multiple variables. 5–11, 27, 29,
30, 38, 97, 98

MCMC The Markov Chain Monte Carlo, a computational method used for sampling from
complex probability distributions by constructing a Markov chain that converges to
the desired distribution. 21, 55, 101

SBM Stochastic Block Model, a network modeling approach that groups nodes into
blocks, with connection probabilities depending on block assignments, revealing la-
tent community structures in complex systems. 16–18, 20, 21, 24, 54–58, 60, 64, 69,
74, 85, 89, 97, 98, 100

VEM The variational Expectation Maximization algorithm, a technique for approximat-
ing maximum likelihood estimates by optimizing a lower bound on the likelihood.
xiii, 20–24
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