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#### Abstract

Quantum computing potentially offers unprecedented computational capabilities that transcend the limitations of classical computing paradigms. Despite its conceptual inception over three decades ago, recent years have witnessed remarkable progress in the realization of physical quantum computers, spurring a surge of research activity in the field. Although fault-tolerance devices remain unrealized, modern quantum hardware is getting less noisy, which allows us to investigate quantum algorithms that require only short depth circuits. One particular class of algorithms that falls into this category are variational quantum algorithms, which treat a quantum computer as a black box with tunable parameters that can be optimized via a classical optimization routine. This thesis delves into the realm of variational quantum algorithms and explores their optimization properties, trainability and geometric properties. Through a blend of numerical experiments, geometric insights, and mathematical analysis, it provides a comprehensive exploration of variational quantum algorithms paving the way for future advancements in variational quantum computing.
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## Chapter 1

## Introduction

Quantum computing has been described as the next frontier of computing in the information age. With the number of transistors that can be fit into a square millimeter reaching physical limits, scientists are looking for alternative methods of compute. Although the founding ideas of quantum computing are already more than three decades old [7], recent years have seen significant advances to build physical quantum computers, which has led to an explosion of research in the field.

One of the big promises of quantum computing is to provide an (almost) exponential [8] or polynomial speedup [9] over classical algorithms using polynomial resources to manipulate and measure a quantum state. Developing these algorithms turns out to be quite challenging, and the few known algorithms that are provably faster than the best known classical algorithms make use of very specific properties of a quantum states. In fact, in the last couple of years we have seen several works that "dequantize" a class of sparse linear algebra quantum algorithms by developing a classical counterpart with similar performance [10]. Nonetheless, the zoo of quantum algorithms keeps expanding as more novel algorithms are found.

A particular exciting area of quantum computing is the field of quantum simulation [11], where a quantum computer is used to simulate the dynamics of a physical quantum system [12]. Such simulations could be used to study condensed matter physics, quantum chemistry and high energy physics, which currently require a large amount of computational resources [13]. For most quantum algorithms, one requires a digital quantum computer, which can in principle prepare an arbitrary quantum state and apply any unitary operations given enough resources. However, for the purposes of quantum simulation, an analog quantum device could be enough to study non-trivial physics. In these so-called
analog quantum computers, one is limited to the dynamics of a particular controllable Hamiltonian. Examples of such platforms are D-Wave's quantum annealer [14], which performs a quantum quench of a tunable spin glass and a Rydberg atom array where cold atoms are manipulated in optical tweezers [15]. Although provable speedups are much harder to establish for the purposes of quantum simulation, it is believed that this will be an area where quantum computers will outshine classical methods.

The main issue that prevents us from accessing this nascent field of computing is noise. Unlike classical computers, which are largely unaffected by random errors, quantum computers are constantly affected by different sources of noise. To combat this, computations need to be error-corrected at all times to keep calculations accurate. To achieve this, quantum error correction codes have been developed, which enable the development of logical qubits constructed out of multiple of their noisy counterparts [16]. In the last couple of years, these ideas have been taken from theory into the lab, and we are starting to see the building blocks of a fault-tolerant quantum computer getting developed [17, 18, 19]. Nonetheless, it will likely take many more years for us to develop this holy grail of a fault-tolerant quantum computer.

Even though fault-tolerant devices do not exist yet, attempts have been made in the last couple of years to make use of the noisy devices that are currently available. This is era of quantum computing has been dubbed the Noisy Intermediate-Scale Quantum (NISQ) computing era [20]. On the one hand, it has been shown noisy machines can do something non-trivial, although their usefulness for practical applications seems highly limited at the moment. Additionally, similar to the dequantization of known quantum algorithms, the classical computing community has made great efforts to challenge and debunk claims of quantum supremacy [21, 22, 23]. Nonetheless, a wide variety of NISQ algorithms has been developed that aims to use the limited resources of noisy devices to solve a classically challenging problem.

A particular class of NISQ algorithms treats the quantum computer as a black box, with parameterized operations that can be individually controlled. These operations are then optimized with a gradient-based method in order to minimize a specific cost function. This approach to quantum computing is called variational quantum computing [24, 25] which is close in spirit to the deep learning, where one attempts to optimize a black box function over a non-convex cost landscape. Somewhat miraculously, this approach seems to work extremely well given the right neural network architecture. It seems that given enough data, one is typically able to find high quality local minima of the cost function that leads to an accurate model of the data. The hope is that similar behavior will occur in parameterized quantum circuits, even when they can only perform noisy operations. To turn this hope into a reality, we need a detailed analysis of variational quantum algorithms,
both in theory and application to uncover if there is merit to this approach of quantum computing. This is the main point of this thesis and the work contained herein.

We investigate variational quantum algorithms, with a focus on its optimization properties. The goal of this research program is to investigate if variational quantum circuits can be optimized reliably and used to solve non-trivial problems. Although variational quantum algorithms are proposed in the NISQ context, where noise is omnipresent and only shallow algorithms can realistically be performed on current hardware, we almost exclusively considered an idealized setting. In particular, we consider the case where observables are measured exactly, gradients calculated with floating point precision, and we stayed far away from any practical implementations on a real quantum device (with the exception of Section 2.4). This is not out of laziness, but by choice. The focus of this work has been to investigate the power of variational quantum computing under the most favorable conditions possible, since if it does not work under these circumstances, what hope is there that it will work under noisy conditions?

This thesis is divided in three parts, with an introductory chapter for each chapter. The first part (Chapter 2) consists of numerical studies to investigate the power of variational algorithms. We considered the main algorithmic paradigm in the field and apply it to various problems in quantum many-body physics. Within the context of these problems, we sought to understand when the circuit can be optimized efficiently, or in machine learning terminology, is trainable. We connect overparameterization phenomena in Machine Learning to the quantum setting and explore different ways to get around barren plateau problems in the cost landscape.

The second part of this thesis is a more explorative body of work, focused on developing variational algorithms using ideas in Riemannian geometry (Chapter 3). Although standard Riemannian optimization ideas quickly made its way into the field [26], our exploration has been quite distinct in character from others works. The core perspective that we considered is that instead of thinking about training a variational quantum circuit as an optimization problem in some real parameter space, we can think about it as an optimization problem on the special unitary group SU. This approach has been quite fruitful and led to a series of works that has gotten more esoteric over time, culminating in a work that constructs quantum gates from the homogeneous spaces one obtains by taking a quotient of Lie groups.

The third part of this thesis (Chapter 3) is the most mathematical part of this work. Although the author is no mathematician by any stretch of the imagination, the body of research in the first two chapters led to fundamental questions that required a mathematical approach. In particular, a central object called the Dynamical Lie Algebra (DLA) of a
variational quantum circuit is intricately related to its optimization properties, and we will encounter this object in both Chapter 2 and Chapter 3. A DLA is a Lie algebra that is generated by the terms in a Hamiltonian, which subsequently tells us about the Lie group that is explored during the quantum dynamics generated by that Hamiltonian. The term DLA comes from the quantum control literature [27], where one is mainly concerned with the question, "Can I generate the full special unitary group given the Hamiltonian of my system?", since doing so gives one access to universal quantum computing. In the variational quantum computing context, most works have only considered identifying the DLA of particular circuits. The approach in Chapter 3 is fundamentally different from this perspective, since we seek to answer the question: "What is the set of all possible DLAs, and how do we generate them?" In mathematical terms, we have provided a classification of DLAs and subsequently of classes of variational quantum circuits.

## Chapter 2

## Ground state approximations with Variational Quantum Circuits

### 2.1 Variational Quantum Computing

To establish notation, we briefly introduce some core concepts in quantum computing [28]. We denote a quantum state with the ket $|\psi\rangle$. Unless stated otherwise, $|\psi\rangle$ is an element of an $n$-qubit Hilbert space $\mathcal{H}=\left(\mathbb{C}^{2}\right)^{\otimes n}$ where we set $N=2^{n}$. We can think of the ket $|\psi\rangle$ as an element of the $\mathcal{H}$, and the bra $\langle\psi|$ as an element of the dual space $\mathcal{H}^{*}$ so that $\langle\psi|: \mathcal{H} \rightarrow \mathbb{C}$, i.e. a bra is a function that takes in a vector, and produces a (complex) scalar. Throughout this thesis we will assume that $|\langle\psi \mid \psi\rangle|=1$, hence a quantum state is normalized with respect to the $\ell_{1}$-norm. Bras and kets can be transformed into each other via complex transposition

$$
\langle\psi|=|\psi\rangle^{\dagger} .
$$

The canonical basis for $\mathcal{H}$ is given by a tensor product of the states

$$
|0\rangle=\binom{1}{0}, \quad|1\rangle=\binom{0}{1},
$$

which gives

$$
\mathcal{H}=\operatorname{span}_{\mathbb{C}}\left\{|b\rangle=\bigotimes_{i=1}^{n}\left|b_{i}\right\rangle, \quad b_{i} \in\{0,1\}^{n}\right\} .
$$

This basis is called the computational basis.
Let $\mathcal{L}(\mathcal{H})$ be the space of linear operators on $\mathcal{H}$. An equivalent description of a quantum system is via a density matrix $\rho \in \mathcal{L}(\mathcal{H})$ which is positive, semi-definite and trace one. If the state has rank one, it can be written as

$$
\begin{equation*}
\rho=|\psi\rangle\langle\psi| \tag{2.1}
\end{equation*}
$$

and is called a pure state. A mixed state, on the other hand, is a convex linear combination of pure states

$$
\begin{equation*}
\rho=\sum_{i}^{n} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \tag{2.2}
\end{equation*}
$$

with $\sum_{i}^{n} p_{i}=1$ and $0<p_{i} \leq 1$.
A quantum computer is a physical device that prepares an initial state $\left|\psi_{0}\right\rangle$ and transform it to some output state $|\psi\rangle$ via a linear transformation $U$,

$$
\left|\psi_{f}\right\rangle=U\left|\psi_{0}\right\rangle
$$

For this operation to result in a valid quantum state, we need $U$ to be norm-preserving. Such transformations are given to us in the form of unitary operations $U$, that satisfy $U U^{\dagger}=I_{N}$ with $I_{N}$ the identity matrix of size $N \times N$.

Although, we are free to use any unitary to transform the state, we are typically limited to unitary operations called quantum gates, that act locally on a subsystem of the full Hilbert space. Due to the tensor product nature of $\mathcal{H}$, these gates also act as a tensor representation. For example, for a one-qubit gate acting on qubit $i$, we have

$$
U_{i}|\psi\rangle=I_{2^{(i-1)}} \otimes U \otimes I_{2^{n-i-1}}
$$

Similarly, for a two qubit gate acting on $i<j$,

$$
U_{i, j}=I_{2^{(i-1)}} \otimes \bar{U}_{i, j} \otimes I_{2^{n-j-2}}
$$

where $\bar{U}_{i, j}$ acts only on the subspace spanned by $\left|b_{i}\right\rangle \otimes\left|b_{j}\right\rangle, \forall i, j \in\{0,1\}$ and behaves like the identity elsewhere. This notation quickly becomes too involved when we are applying multiple gates, so the identity tensor products are usually dropped. Additionally, one can
replace the mathematical notation with so-called circuit diagrams,

where the lines indicate local states $\left|b_{i}\right\rangle$ gates are applied from left to right to the state.
A quantum circuit consists of multiple gates $\left\{U_{l}\right\}$, with $l=1, \ldots, L$, acting on different parts of the system.

$$
\begin{equation*}
U=\prod_{l=1}^{\overleftarrow{L}} U_{l} \tag{2.3}
\end{equation*}
$$

where $\overleftarrow{\prod}$ indicates the ordering from right to left. If the unitaries $U_{l}$ are chosen from a specific gate set called a universal gate set, then any unitary $U \in \mathrm{U}(N)$ can be written as a product of these gates. In the worst case, this will require a number of quantum gates that is exponential in $n$. In practice however, we can only apply a polynomial number of quantum gates. Designing an efficient (polynomial) quantum circuit to prepare a specific target state is the central goal of quantum computing [28].

### 2.1.1 Variational Quantum Eigensolver

Instead of designing a quantum circuit from a particular set of fixed quantum gates, we instead parameterize the gates in the circuit. Such a quantum circuit is called a variational quantum circuit and corresponds to a product of parameterized unitaries

$$
\begin{equation*}
U(\boldsymbol{\theta})=\prod_{l=1}^{\overleftarrow{L}} U_{l}\left(\boldsymbol{\theta}_{l}\right) \tag{2.4}
\end{equation*}
$$

with $\boldsymbol{\theta}_{l} \in \mathbb{R}^{d_{l}}$ and $\boldsymbol{\theta}=\left\{\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{L}\right\}$. One can apply the circuit to an initial state

$$
\begin{equation*}
U(\boldsymbol{\theta})\left|\psi_{0}\right\rangle=|\psi(\boldsymbol{\theta})\rangle, \tag{2.5}
\end{equation*}
$$

to obtain the variational quantum state $|\psi(\boldsymbol{\theta})\rangle$. Throughout the literature, variational quantum circuits have obtained different names, such as quantum neural network and parameterized quantum circuit.

This variational quantum state can be used in a variety of different contexts, such as ground state problems, real-time dynamics and quantum machine learning [24, 25]. A key algorithm in all these approaches is Variational Quantum Eigensolver (VQE) [29], a hybrid classical-quantum algorithm for finding eigenstates of a quantum many-body Hamiltonian $H$, which is typically a linear combination operators $O_{i}$

$$
H=\sum_{i} O_{i}
$$

where each $O_{i}$ is Hermitian. Due to physical constraints, the $O_{i}$ typically act locally, i.e. only on a subsystem of the entire system. We will often make use of the following set of Hermitian operators called the Pauli matrices
$\sigma^{0}=I=\left(\begin{array}{cc}1 & 0 \\ 0 & 1\end{array}\right), \quad \sigma^{1}=X=\left(\begin{array}{cc}0 & 1 \\ 1 & 0\end{array}\right), \quad \sigma^{2}=Y=\left(\begin{array}{cc}0 & -i \\ i & 0\end{array}\right), \quad \sigma^{3}=Z=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$,
including the identity matrix $I$, which form a basis for the real vector space of $2 \times 2$ Hermitian matrices. A Pauli string is a tensor product of $n$ Pauli matrices of the form

$$
\begin{equation*}
a=A^{1} \otimes A^{2} \otimes \cdots \otimes A^{n}, \quad A^{j} \in \mathcal{P}_{1} . \tag{2.6}
\end{equation*}
$$

We denote the set of all such Pauli strings by $\mathcal{P}_{n}:=\{I, X, Y, Z\}^{\otimes n}$. The Pauli strings form a basis over the real numbers for any Hermitian operator that of size $\mathbb{C}^{N} \times \mathbb{C}^{N}$ (see also Appendix A.1. In this thesis, we will mostly consider spin Hamiltonians that can be described in terms of Pauli strings.

According to the variational principle of quantum mechanics, a variational quantum state $|\psi(\boldsymbol{\theta})\rangle$ provides an upper bound on the ground state energy,

$$
\begin{equation*}
E_{\text {ground }} \leq\langle\psi(\boldsymbol{\theta})| H|\psi(\boldsymbol{\theta})\rangle=E(\boldsymbol{\theta}), \tag{2.7}
\end{equation*}
$$

Since the variational energy $E(\boldsymbol{\theta})$ is always larger than the ground state energy, we can approximate the ground state by minimizing $E(\boldsymbol{\theta})$ with respect to the parameters $\boldsymbol{\theta}$. The quantum part of VQE is thus the measurement of the energy $E(\boldsymbol{\theta})$ on a variational quantum
state $|\boldsymbol{\theta}\rangle$. The hybrid aspect of VQE is that these observables can be used in a classical optimization routine which can be used to find the optimal parameters $\boldsymbol{\theta}^{*}$ that minimize the variational energy:

$$
\begin{equation*}
\boldsymbol{\theta}^{*}=\underset{\boldsymbol{\theta}}{\arg \min } E(\boldsymbol{\theta}) . \tag{2.8}
\end{equation*}
$$

This can provide us with a good approximation of the true ground state if $U(\boldsymbol{\theta})$ is expressive enough to capture the ground state and the if optimization is successful. An alternative notation for the variational energy is

$$
\begin{equation*}
E(\boldsymbol{\theta})=\operatorname{Tr}\left\{U(\boldsymbol{\theta}) \rho_{0} U^{\dagger}(\boldsymbol{\theta}) H\right\}, \tag{2.9}
\end{equation*}
$$

where $\rho_{0}=\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|$ is an initial state density matrix. Throughout this thesis we will only consider the choice $\left|\psi_{0}\right\rangle=|0\rangle$, and absorb any pre-processing of the state into $U(\boldsymbol{\theta})$.

To estimate the energy $E(\boldsymbol{\theta})$ during the optimization we estimate the observables that make up the Hamiltonian $H$. With the notation

$$
\langle\psi(\boldsymbol{\theta})| O_{i}|\psi(\boldsymbol{\theta})\rangle=\left\langle O_{i}\right\rangle_{\boldsymbol{\theta}},
$$

we have

$$
\langle\psi(\boldsymbol{\theta})| H|\psi(\boldsymbol{\theta})\rangle=\sum_{i}\left\langle O_{i}\right\rangle_{\boldsymbol{\theta}} .
$$

The practical implementation of such measurements is discussed in Appendix A.2.

### 2.1.2 Gradients of quantum gates

To solve the optimization problem in Equation (2.8), one typically uses the gradient descent algorithm, which is a discretization of the gradient flow $\boldsymbol{\theta}=\nabla E(\boldsymbol{\theta})$ :

$$
\begin{equation*}
\boldsymbol{\theta}^{(k+1)}=\boldsymbol{\theta}^{(k)}-\epsilon \nabla E(\boldsymbol{\theta}), \tag{2.10}
\end{equation*}
$$

where $\epsilon$ is called the learning rate or step size. In practice, there exists a zoo of gradientbased optimizers, with Equation (2.10) being the simplest implementation.

Before we can perform the gradient descent, we need to obtain the gradient of $E(\boldsymbol{\theta})$ with respect to the gate parameters. As it turns out, the gradient of a parameterized
quantum gate has a simple form if our parameterized gates are given by the exponent of an idempotent operator:

$$
\begin{equation*}
U_{l}\left(\theta_{l}\right)=\exp \left\{-i \frac{\theta_{l}}{2} A\right\}=\cos \left(\theta_{l} / 2\right) I+i \sin \left(\theta_{l} / 2\right) A, \quad \text { if } A^{2}=I \tag{2.11}
\end{equation*}
$$

which is a generalization of Euler's formula. The gradient with respect to $\theta$ can then easily be derived:

$$
\partial_{\theta_{l}} U_{l}\left(\theta_{l}\right)=-\frac{i}{2} A U\left(\theta_{l}\right)
$$

Consider the cost function Equation (2.7) in a quantum circuit with $L$ gates.

$$
E(\boldsymbol{\theta})=\langle 0| \vec{\prod}_{l=1}^{L} U^{\dagger}\left(\theta_{l}\right) H \overleftarrow{\prod_{l=1}^{L} U\left(\theta_{l}\right)|0\rangle . . .0 .}
$$

Differentiating with respect to $\theta_{l}$ gives two terms from the product rule

$$
\begin{aligned}
\partial_{\theta_{l}} E(\boldsymbol{\theta}) & =\langle 0| U^{\dagger}\left(\theta_{1}\right) \ldots \partial_{\theta_{l}} U^{\dagger}\left(\theta_{l}\right) \ldots U^{\dagger}\left(\theta_{L}\right) H \overleftarrow{\prod} \overleftarrow{\prod}_{l=1}^{L} U\left(\theta_{l}\right)|0\rangle+\text { c.c. } \\
& =-\frac{i}{2}\left\langle\psi^{\prime}\right|\left[A, U^{\dagger}\left(\theta_{l}\right) \mathcal{C} U\left(\theta_{l}\right)\right]\left|\psi^{\prime}\right\rangle
\end{aligned}
$$

with

$$
\begin{aligned}
\left\langle\psi^{\prime}\right| & =\langle 0| \overleftarrow{\prod}_{l=1}^{l-1} U^{\dagger}\left(\theta_{l}\right), \quad\left|\psi^{\prime}\right\rangle=\vec{\prod}_{l=1}^{l-1} U\left(\theta_{l}\right)|0\rangle \\
\mathcal{C} & =\overleftarrow{\prod_{l+1}^{L} U^{\dagger}\left(\theta_{l}\right) H} \vec{\prod}_{l+1}^{L} U\left(\theta_{l}\right)
\end{aligned}
$$

As a direct consequence of the Euler relation in Equation (2.11)

$$
[A, O]=i\left[U^{\dagger}\left(\frac{\pi}{2}\right) O U\left(\frac{\pi}{2}\right)-U^{\dagger}\left(-\frac{\pi}{2}\right) O U\left(-\frac{\pi}{2}\right)\right]
$$

and so we can rewrite the commutator as

$$
\left[A, U^{\dagger}\left(\theta_{l}\right) \mathcal{C} U\left(\theta_{l}\right)\right]=\frac{1}{2}\left[U^{\dagger}\left(\frac{\pi}{2}\right) U^{\dagger}\left(\theta_{l}\right) \mathcal{C} U\left(\theta_{l}\right) U\left(\frac{\pi}{2}\right)-U^{\dagger}\left(-\frac{\pi}{2}\right) U^{\dagger}\left(\theta_{l}\right) \mathcal{C} U\left(\theta_{l}\right) U\left(-\frac{\pi}{2}\right)\right]
$$

Using that $U(\phi) U(\theta)=U(\phi+\theta)$ we find the gradient as the difference between the expectation value of two circuits, where the gate parameter $\theta_{l}$ is shifted by $\frac{\pi}{2}$.

$$
\partial_{\theta_{l}} E(\boldsymbol{\theta})=\frac{1}{2}\left\langle\psi^{\prime}\right|[\overbrace{U^{\dagger}\left(\theta_{l}+\frac{\pi}{2}\right) \mathcal{C} U\left(\theta_{l}+\frac{\pi}{2}\right)}^{E^{+, l}(\boldsymbol{\theta})}-\overbrace{U^{\dagger}\left(\theta_{l}+\frac{-\pi}{2}\right) \mathcal{C} U\left(\theta_{l}+\frac{-\pi}{2}\right)}^{E^{-, l}(\boldsymbol{\theta})}]\left|\psi^{\prime}\right\rangle .
$$

So evaluating the gradient of an expectation value with respect to $\theta_{l}$ requires us to evaluate two expectation values

$$
\begin{equation*}
\partial_{\theta_{l}} E(\boldsymbol{\theta})=\frac{1}{2}\left(E^{+, l}(\boldsymbol{\theta})-E^{-, l}(\boldsymbol{\theta})\right) . \tag{2.12}
\end{equation*}
$$

This rule is known in the literature as the parameter shift rule $[30,31]$ which is at the core of variational optimization (see Equation (2.12)), since it allows us to construct circuits to calculate the gradients of the cost function in Equation (2.7). We emphasize that the above relation is analytic. Although it seems that this is some finite-shift approximation, the gradient is in fact exact. There are generalizations of the parameter-shift rule to more general settings where we do not require $A^{2}=I$, and we will discuss these methods in both Section 2.3 and Section 3.3.

### 2.2 The Hamiltonian Variational Ansatz

As we described in Section 2.1.1, a VQE algorithm contains three ingredients: A variational quantum circuit ansatz consisting of a set of ordered operators with parameters $\boldsymbol{\theta}$, an energy function given by the expectation value of a local Hamiltonian $H$ composed of local measurements on the variational circuit state and a classical optimizer. A natural first approach is the random quantum circuit ansatz [32, 33, 34], capable of expressing a wide variety of states. However, this was shown to be problematic for gradient-based optimization strategies due to the barren plateau phenomenon [35, 36, 37, 38], which causes the optimization of randomly initialized circuits to get stuck on flat areas in the cost landscape where gradients are exponentially small. These observations suggest that an effective ansatz for VQE requires a circuit that is problem-specific, such that the optimization landscape of the problem is not hindered by barren plateaus. For quantum many-body problems, Ref. [39] suggests a novel variational circuit that is now called the Hamiltonian Variational Ansatz (HVA). While there is no rigorous proof that HVA will be an effective ansatz, recent work has demonstrated that HVA is rather effective for several one- and two-dimensional quantum many-body models [40, 41]. It is thus an intriguing question to further understand the empirically observed effectiveness of HVA.

For the purpose of understanding the effectiveness of such ansätze, it is useful to note that quantum entanglement provides a window into the capabilities of several families of numerical techniques and algorithms aimed at understanding the properties of quantum many-body states, as well as helps us delineate the boundary between quantum states that can be simulated classically and those which call for quantum simulators and quantum computers for their accurate description. For instance, for a one-dimensional (1D) gapped local Hamiltonian, the entanglement entropy of the ground state obeys an area law, i.e., the entanglement entropy grows proportional to the boundary area of the system instead of the system size [42]. This remarkable result allows us to combat the exponential scaling of the Hilbert space, since this area law provides evidence that the relevant physics of a system only takes place in a restricted part of the full state space. These observations have inspired a variety of variational numerical methods, most notably, Tensor Network approaches such as Matrix Product State (MPS), Multiscale Entanglement Renormalization and Projected Entangled Pair States [43], but also deep learning inspired variational approaches, which have been successful at representing quantum many-body states [44, 45, 46, 47].

In this section we study various entanglement properties of HVA and present several results on the favorable features of HVA that shed light on the underlying reasons for its effectiveness for solving natural many-body problems. Our findings suggest that HVA is highly expressive but yet structured enough to allow for efficient optimization.

Through the study of two prototypical models in condensed matter physics, namely the 1D Transverse-field Ising Model (TFIM) and XXZ models, we find that entanglement entropy and entanglement spectrum can shed light onto the initialization and optimization properties of HVA in the context of the VQE algorithm. Whereas HVA provides a restricted and effective state space for the TFIM which yields ground state approximations largely insensitive to the circuit initialization, the 1D XXZ model ansatz requires a careful parameter initialization for its successful optimization. Through the study of the dynamics of entanglement spectrum during the optimization of the XXZ model we find that initializing the HVA near the identity operator enables a restricted and effective subspace during optimization that yields accurate approximations to the ground state with fast convergence. Furthermore, we show evidence that the gradient vanishing problem in HVA, especially if the HVA is initialized near the identity operator, is mild or entirely absent in comparison to the random circuit ansatz, where barren plateaus in the energy landscape cause gradients to decay exponentially with increasing system size. We also explore the over-parameterization phenomena in HVA and observe a "computational phase transition" between an under-parameterized and over-parameterized regime where the optimization landscape of HVA crosses over to a regime with faster convergence and absence of low-quality solutions. Lastly, as a demonstration of the entangling power and effectiveness of HVA, we study a modified Haldane-Shastry (MHS) Hamiltonian which has long-range interactions and a power-law scaling entanglement entropy [48]. We observe that HVA can find approximations to the ground state of the MHS Hamiltonian reaching fidelities $>99 \%$ for system sizes $n=4,8,12,16$ and circuit depths $L=n$. Our findings point to important features of HVA that will lead to a deeper understanding of its effectiveness, and point the way to developing more sophisticated ansätze for other many-body problems, as well as more informed optimization strategies. Moreover, we establish a substantial connection between quantum entanglement and the efficacy of HVA and show how entanglement properties such as the entanglement spectrum can be used to study variational quantum circuits. Furthermore, the surprising phenomenon of over-parameterization in HVA signals a nontrivial connection with deep neural networks which merits further investigation.

### 2.2.1 The ansatz

As with other variational methods for approximating the ground state, a key ingredient to the success of the method is finding a good parameterization scheme of the wave function. Ideally, the manifold of states parameterized by the ansatz of choice contains the ground state of interest, and this ground state can be reached using a numerical optimization. The HVA [39] is a quantum circuit ansatz as defined in Equation (2.4) inspired by the Quantum

Approximation Optimization Algorithm (QAOA) [49] and adiabatic computation [50]. Instead of using only two (non-commuting) operators as in QAOA, HVA uses more terms of the Hamiltonian. More specifically,

$$
\begin{equation*}
H=\sum_{s} H_{s}, \tag{2.13}
\end{equation*}
$$

where we assume that each pair of $H_{s}$ and $H_{s^{\prime}}$ do not commute, i.e., $\left[H_{s}, H_{s^{\prime}}\right] \neq 0$. A depth- $L$ HVA is given by

$$
\begin{equation*}
U\left(\boldsymbol{\theta},\left\{H_{s}\right\}\right)=\prod_{l=1}^{\overleftarrow{L}}\left(\prod_{s} \exp \left\{-i \theta_{s, l} H_{s}\right\}\right) \tag{2.14}
\end{equation*}
$$

For the initial state $\left|\psi_{0}\right\rangle$, we take the ground state of one of the terms in Equation (2.13), i.e. $H_{s_{0}}$. When ordering the unitaries, we make sure that $H_{s_{0}}$ is not the first $H_{s}$ acting on $\left|\psi_{0}\right\rangle$. The order of the other unitaries is ambiguous, as long as we make sure that subsequent layers do not commute, since otherwise they can be absorbed into a single layer which leads to a redundancy of parameters. Note that due to the periodicity of the complex exponent, we can restrict the parameters to $[0,2 \pi]$, although in the case of certain symmetries, this restriction can be made tighter without losing expressive power [40]. Since these circuits are model specific, the properties of the circuit can vary per problem.

Our goal is to find the ground state of $H$, which we try to achieve by performing a VQE optimization (see Section 2.1.1 for more details):

$$
\boldsymbol{\theta}^{*}=\underset{\boldsymbol{\theta}}{\arg \min } E(\boldsymbol{\theta}),
$$

where $E(\boldsymbol{\theta})$ is the variational energy

$$
E(\boldsymbol{\theta})=\langle\psi(\boldsymbol{\theta})| H|\psi(\boldsymbol{\theta})\rangle .
$$

### 2.2.2 Models

## Transverse Field Ising-Model

The TFIM is a paradigmatic model for studies of quantum magnetism. The Hamiltonian for the one-dimensional chain is given by:

$$
\begin{equation*}
H_{\mathrm{TFIM}}=-\sum_{i=1}^{n}\left(Z_{i} Z_{i+1}+g X_{i}\right)=H_{z z}+g H_{x} \tag{2.15}
\end{equation*}
$$

with $H_{z z}=-\sum_{i=1}^{n} Z_{i} Z_{i+1}$ and $H_{x}=-\sum_{i=1}^{n} X_{i}$ where we assume $g>0$ and use periodic boundary conditions $Z_{n+1} \equiv Z_{1}$. The matrices $Z_{i}$ and $X_{i}$ correspond to Pauli matrices $X, Z \in \mathcal{P}_{1}$ tensored with the identity (see Equation (A.2)). The Hamiltonian has a $\mathbb{Z}_{2}$ symmetry, so it is invariant under the operation of flipping all spins.

For $g<1$, the system is in a ferromagnetic phase where the Hamiltonian favors spin alignment along the $z$ direction. For $g>1$ the system transitions to a disordered paramagnetic phase. In the limit that $g \rightarrow \infty$, the $X$ term dominates the Hamiltonian, and the ground state becomes $|+\rangle^{\otimes n}$. At $g=1$ there is a critical point, and the system becomes gapless in the thermodynamic limit.

A depth- $L$ HVA circuit for the TFIM corresponds to

$$
\begin{equation*}
U_{\mathrm{TFIM}}(\boldsymbol{\beta}, \boldsymbol{\gamma})=\prod_{l=1}^{\overleftarrow{L}} \exp \left\{-i \frac{\gamma_{l}}{2} H_{x}\right\} \exp \left\{-i \frac{\beta_{l}}{2} H_{z z}\right\} \tag{2.16}
\end{equation*}
$$

Hence for a depth- $L$ circuit, we have $2 L$ parameters. Figure 2.1a illustrates the corresponding quantum circuit for $n=4$ and $L=1$. Note that we choose $\left|\psi_{0}\right\rangle$ in Equation (2.14) to be the ground state of $H_{x}=-\sum_{i=1}^{n} X_{i}$, i.e., $\left|\psi_{0}\right\rangle=|+\rangle^{\otimes n}$. The HVA circuit of Equation (2.16) is the same as the QAOA ansatz used in [49] for solving the MaxCut problem. By using the Jordan-Wigner transformation, it was shown that the ground state can be represented accurately with a depth $L=n / 2$ circuit for the case that $g=0$ [51]. For the case that $g \neq 0$, there is only numerical evidence to support this claim [40,52].

## XXZ-model

Another prototypical model for studying quantum magnetism is the XXZ model. For the 1D XXZ model, the Hamiltonian is given by

$$
\begin{align*}
H_{\mathrm{XXZ}} & =\sum_{i=1}^{n}\left(X_{i} X_{i+1}+Y_{i} Y_{i+1}+\Delta Z_{i} Z_{i+1}\right) \\
& =H_{x x}+H_{y y}+\Delta H_{z z} \tag{2.17}
\end{align*}
$$

with $H_{x x}=\sum_{i=1}^{N} X_{i} X_{i+1}, H_{y y}=\sum_{i=1}^{N} Y_{i} Y_{i+1}$ and $H_{z z}=\sum_{i=1}^{N} Z_{i} Z_{i+1}$. Here we also use $Y \in \mathcal{P}_{1}$ and use $Y_{i}$ to describe the Pauli $Y$ matrix tensored with the identity. Again we assume periodic boundary conditions. The parameter $\Delta$ controls the spin anisotropy in the model. For $\Delta=1$, this model has a $S U(2)$ symmetry, which implies that the Hamiltonian

(a) TFIM

(b) XXZ

Figure 2.1: HVA quantum circuits of depth $L=1$. (a) TFIM circuit. The first layer of Hadamard gates, represented by H , are used to construct the initial $|+\rangle$ state. The ZZ gates are 2-local qubit rotation gates of the form $\mathrm{ZZ}=\exp \left\{i \beta_{l} / 2 Z_{i} Z_{j}\right\}$. The RX gates are single qubit rotation gates $\mathrm{RX}=\exp \left\{i \gamma_{l} / 2 X_{i}\right\}$. (b) The XXZ model circuit. Here, the $X$ gates are given by $\mathrm{X}=X_{i}$. Together with a single Hadamard gate and a CNOT on even links, we prepare the $\left|\Psi^{-}\right\rangle$Bell state. The 2-local qubit rotations are all of the form $\mathrm{AA}=\exp \left\{-i x / 2 \sigma_{i}^{a} \sigma_{j}^{a}\right\}$, with $x=\theta, \phi, \beta, \gamma$ depending on whether the links are even or odd and ZZ or XX, YY.
commutes with the generators of $\mathrm{SU}(2)$ acting on the full Hilbert space. The generators for this $N$-dimensional representation of $\mathrm{SU}(2)$ is the set

$$
\mathcal{A}=\left\{P_{x}:=\sum_{i}^{n} X_{i}, P_{y}=\sum_{i}^{n} Y_{i}, P_{z}=\sum_{i}^{n} Z_{i}\right\}
$$

for which it is easy to verify that we have $\left[P_{\alpha}, P_{\beta}\right]=2 i \epsilon_{\alpha \beta \gamma} P_{\gamma}$ with $\alpha, \beta, \gamma \in\{x, y, z\}$, which are the commutation relations of $\mathrm{SU}(2)$. It is also easy to confirm that

$$
\left[H, P_{\alpha}\right]=0
$$

which implies that the eigenstates of $H$ are also eigenstates of the symmetry $\mathrm{SU}(2)$. For $\Delta \neq 1$, this symmetry gets reduced to a $U(1) \times \mathbb{Z}_{2}$ symmetry. For $1<|\Delta|$ the system is in the XY quasi-long-range ordered state and becomes gapless in the thermodynamic limit. At $|\Delta|=1$ there is a phase transition to the Néel ordered state. This model can be solved exactly using the Bethe-ansatz for $n \rightarrow \infty$ [53].

Inspired by [40], we decompose the 1D chain into even and odd links and separate the

Hamiltonian into two parts,

$$
\begin{aligned}
H^{\text {even }} & =H_{x x}^{\text {even }}+H_{y y}^{\text {even }}+H_{z z}^{\text {even }} \\
H^{\text {odd }} & =H_{x x}^{\text {odd }}+H_{y y}^{\text {odd }}+H_{z z}^{\text {odd }}
\end{aligned}
$$

where the indices only run over non-overlapping bonds:

$$
H_{\alpha \alpha}^{\mathrm{even}}=\sum_{i=1}^{n / 2} \sigma_{2 i-1}^{\alpha} \sigma_{2 i}^{\alpha} \quad \text { and } \quad H_{\alpha \alpha}^{\mathrm{odd}}=\sum_{i=1}^{n / 2} \sigma_{2 i}^{\alpha} \sigma_{2 i+1}^{\alpha}
$$

where $\sigma^{\alpha}=X, Y, Z$ for $\alpha=x, y, z$, respectively. Our numerical experiments indicate that separately parameterizing these bonds gives better performance when studying the anisotropic system $\Delta \neq 1$. Additionally, we parameterize $H_{x x}, H_{y y}$ and $H_{z z}$ terms with their own respective parameter. The reason for this is that for $\Delta \neq 1$ the anisotropy in the model cannot be accounted for by a single parameter. A depth- $L$ HVA circuit for the XXZ model corresponds to

$$
\begin{align*}
U_{\mathrm{XXZ}}(\boldsymbol{\beta}, \boldsymbol{\gamma})= & \prod_{l=1}^{L} G\left(\theta_{l}, H_{z z}^{\text {odd }}\right) G\left(\phi_{l}, H_{x x}^{\text {odd }}\right) G\left(\phi_{l}, H_{y y}^{\text {odd }}\right) \\
& G\left(\beta_{l}, H_{z z}^{\text {even }}\right) G\left(\gamma_{l}, H_{x x}^{\text {even }}\right) G\left(\gamma_{l}, H_{y y}^{\text {even }}\right) \tag{2.18}
\end{align*}
$$

where

$$
G(x, H)=\exp \left\{-i \frac{x}{2} H\right\}
$$

Hence, for a depth- $L$ circuit, we have $4 p$ parameters. Figure 2.1 b illustrates a quantum circuit for $n=4$ and $L=1$. We choose the initial state $\left|\psi_{0}\right\rangle$ in Equation (2.14) to be the ground state of $H^{\text {even }}$, i.e., $\left|\psi_{0}\right\rangle=\bigotimes_{i=1}^{n / 2} \frac{1}{\sqrt{2}}(|01\rangle-|10\rangle)_{2 i-1,2 i}=\bigotimes_{i=1}^{n / 2}\left|\Psi^{-}\right\rangle$, which is in the correct symmetry sector [54]. It was shown in [40] that the Heisenberg chain (i.e., $\Delta=1$ ) can be solved accurately with HVA with $L=n / 2$. Note that for the case of $\Delta=1$, one can use a single parameter for $H_{x x}+H_{y y}+H_{z z}$.

We consider the problem of approximating the ground state at the critical points $g=1$ and $\Delta=1$ for the TFIM and XXZ model respectively since their particular entanglement scaling properties makes them harder to approximate with classical methods [55], such as the Density Matrix Renormalization Group. Due to the criticality of the aforementioned systems at these order values, the energy spectrum becomes gapless in the thermodynamic limit and hence there is a logarithmic correction of $S \propto \log n$ to the area law of entanglement entropy. A matrix product state with bond dimension $D$ bounds the entanglement of the state to $S \leq 2 \log D$, so the necessary bond dimension to express the ground state grows polynomially in a Density Matrix Renormalization Group calculation [55].

## Performance Metrics

We use the fidelity $\mathcal{F}$ between the VQE optimized state $\left|\psi\left(\boldsymbol{\theta}^{*}\right)\right\rangle$ and the true ground state $\left|\psi_{\text {ground }}\right\rangle$ obtained from exact diagonalization:

$$
\mathcal{F}=\left|\left\langle\psi\left(\boldsymbol{\theta}^{*}\right) \mid \psi_{\text {ground }}\right\rangle\right|^{2}
$$

Note that for the models studied in here, $\left|\psi_{\text {ground }}\right\rangle$ is always non-degenerate. If the square root of the fidelity is $>99.9 \%$, we assume that we have successfully found the ground state. When assessing the quality of an optimized HVA circuit, the fidelity is a strong indicator of the success for solving the ground state problem, since the infidelity upper bounds the difference between the ground state and variational expectation value of any observable. Let $1-\mathcal{F}<\epsilon$

$$
\left|\langle O\rangle_{\text {ground }}-\langle O\rangle_{\boldsymbol{\theta}}\right| \leq 2 c \sqrt{\epsilon(1-\epsilon)}+\epsilon,
$$

where $c$ is the operator norm of $O[56]$ and $\langle O\rangle_{\text {ground }}-\langle O\rangle_{\boldsymbol{\theta}}$ is the difference in expectation value between the ground state and variational state.

### 2.2.3 Entanglement

In the context of quantum many-body physics, quantum correlations play a central role in our current understanding of the equilibrium and out-of-equilibrium properties of several systems in condensed matter. The source of these correlations is inherently non-local, and can be traced back to the presence of entanglement in the quantum state. In this section we introduce several commonly used entanglement quantities in quantum many-body physics.

In classical systems, one uses entropy to quantify our lack of knowledge of the state of the system due to thermal fluctuations. However, for a quantum system at zero temperature, the entropy of a subsystem has a different origin: entanglement. To quantify it, we use the bipartite entanglement entropy [42], which is defined as the von Neumann entropy of the reduced density matrix $\rho_{A}$. To obtain this reduced density matrix, we divide the system into two subsystems $A$ and $B$ and trace out subsystem $B$,

$$
\begin{equation*}
\rho_{A}(|\psi\rangle)=\operatorname{Tr}_{B}(|\psi\rangle\langle\psi|), \tag{2.19}
\end{equation*}
$$

where $|\psi\rangle$ is a pure state. For example, for an 8 -spin model on a ring, a typical bipartition is given in Figure 2.2.


Figure 2.2: Choice of the bipartition of a 1D chain. Division of the full system into two subsystems $A$ (blue) and $B$ (red) on a one-dimensional chain.

The von Neumann entropy generalizes the concept of Shannon entropy to quantum states, and is given by

$$
\begin{equation*}
S(\rho):=-\operatorname{Tr}(\rho \log \rho) . \tag{2.20}
\end{equation*}
$$

Since a bipartite quantum state can always be rewritten using the Schmidt decomposition,

$$
\begin{equation*}
|\psi\rangle=\sum_{k=0}^{K} e^{-\frac{1}{2} \xi_{k}}\left|\psi_{A}^{k}\right\rangle \otimes\left|\psi_{B}^{k}\right\rangle, \tag{2.21}
\end{equation*}
$$

with $\left\langle\psi_{A}^{k} \mid \psi_{A}^{m}\right\rangle=\left\langle\psi_{B}^{k} \mid \psi_{B}^{m}\right\rangle=\delta_{k m}$ and $K$ the size of the smallest subsystem, the von Neumann entropy of $\rho_{A}$ reduces to [57]

$$
\begin{equation*}
S\left(\rho_{A}\right)=\sum_{k=0}^{K} \xi_{k} \exp \left\{-\xi_{k}\right\} \tag{2.22}
\end{equation*}
$$

In recent years, the importance of entanglement in condensed matter physics has been elucidated in several systems through the study of the scaling behavior of the entanglement entropy, which has enabled the identification and characterization of exotic phases of matter such as topological quantum states [58] and quantum spin liquids [59, 60].

Fully characterizing the entanglement properties of a system cannot be done by looking solely at the entanglement entropy [57, 61, 62]. The so-called entanglement spectrum has a much richer structure, and has been used to study many-body localization [61], observable thermalization [63], irreversibility in quantum circuits [62], and preparation of ground states of non-integrable quantum models [64]. In addition, the entanglement spectrum has been used to study the properties of variational methods such as the Restricted Boltzmann Machine [48]. The entanglement spectrum is defined as the eigenvalue spectrum of the entanglement Hamiltonian

$$
\begin{equation*}
H_{\mathrm{ent}}(\rho)=-\log \rho . \tag{2.23}
\end{equation*}
$$

From Equation (2.21) it follows directly that this Hamiltonian has eigenvalues $\xi_{k}$. For random quantum states distributed according to the Haar measure, the entanglement spectrum follows the Marchenko-Pastur (MP) distribution [65, 66]. This distribution describes
the asymptotic average density of eigenvalues of Wishart matrices, i.e., matrices of the form $X X^{*}$ where $X$ be $m \times n$ random matrices.

Finally, the Page entropy [67] describes the average entanglement entropy over randomly drawn pure states in the entire Hilbert space, and is given by

$$
\begin{equation*}
S_{\text {Page }}\left(n_{A}, n_{B}\right)=-\frac{n_{A}-1}{2 n_{B}}+\sum_{k=n_{B}+1}^{n_{A} n_{B}} \frac{1}{k} \approx \log \left(n_{A}\right)-\frac{n_{A}}{2 n_{B}} \tag{2.24}
\end{equation*}
$$

where $n_{A}$ and $n_{B}$ are the dimensions of subsystem $A$ and $B$, respectively.

### 2.2.4 The ansatz space through the lens of entanglement spectrum

The effectiveness of a VQE optimization is determined by two factors. First, one requires an expressive enough ansatz space that contains the ground state. Within the context of HVA, the ansatz space of a specific model $H$ and depth $L$ refers to the set of all possible quantum states that can be reached by applying a depth- $L$ HVA circuit corresponding to $H$ to a fixed initial state $\left|\psi_{0}\right\rangle$ which depends on the model. Secondly, the non-convex cost landscape induced by the variational energy of Equation (2.7) must be favorable, in the sense that the optimization does not get stuck in local minima and can reliably reach the ground state.

Here, we investigate the properties of the ansatz space by examining the entanglement spectra of HVA quantum states generated with random parameters sampled uniformly in the range $[0, \pi]$ for the TFIM and $[0,2 \pi]$ for the XXZ model. For each model, we sample 5000 sets of parameters and calculate the entanglement spectrum of the resulting state. If the spectrum of the sampled states follows a distribution close to the Marchenko-Pastur distribution, a random HVA state has entanglement spectrum that resembles that of a Haar random state. On the contrary, a distribution far away from the MP distribution indicates a restricted manifold of states that has a non-random structure. We hypothesize that the shape of the average entanglement spectrum can give insight into the performance of the VQE optimization by revealing the structure of the ansatz space.

Figure 2.3 shows the average entanglement spectrum for a state in the ansatz space of circuits with depths ranging from $1,2, \ldots, n$ for the 16 -qubit TFIM and XXZ models. From the insets we see that both ansätze have enough entangling power to express the ground state, even for low depth circuits. For the TFIM with 16 qubits (Figure 2.3a), we see that for all $L$ the HVA spectrum is further away from the MP distribution, and the
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Figure 2.3: Average entanglement spectrum of HVA quantum states. We show layer $L=1$ (bottom line in purple) to $L=n$ (top line in yellow) over 5000 random parameter initializations. $\xi_{k}$ denotes the $k$-th eigenvalue of $H_{\text {ent }}$. The eigenvalues are arranged in descending order and cut off at $\xi_{k}=-30$. The black lines in the insets show how close the average entanglement entropy is to the Page-entropy (purple dashed line) as a function of increasing circuit depth. The lower blue dashed line in the inset indicates the entanglement entropy of the ground state. We see that the average HVA state is more entangled than the ground states of interest.

HVA space corresponding to the TFIM appears to be a manifold of states with restricted entanglement structure. In contrast, for the XXZ model, we see that the average spectra gets closer to the MP distribution as $L$ increases. This suggests that the HVA space for the XXZ model is not as restricted as for the TFIM. This can be understood directly by looking at the circuit complexity, which for the XXZ model contains more gates and parameters per layer. However, this is necessary because the XXZ model is inherently a much richer model in terms of physics, and it may be necessary for HVA space to accommodate more variety of states.

We now turn to examining the entanglement features of the XXZ model HVA states explored during optimization. For the variational minimization of Equation (2.7) we use a gradient descent algorithm (see Appendix B. 1 for details). Since the cost function is non-convex, the quality of the solution will vary significantly between different starting points in parameter space. We compare the following initialization strategies:

1. A completely random-state initialization, where all parameters are sampled as $\theta_{l} \sim$ $\mathcal{U}(0,2 \pi)$.
2. An identity initialization. We set all parameters equal to $\pi$, so that our circuit is equal to the identity circuit and a global phase $i$.

Our approach of starting close to the identity is similar to the block identity initialization strategy discussed in [68], however, we study a simpler version by setting all parameters equal to $\pi$. For both parameter initializations, we extract the final layer state from the circuit at multiple times during the optimization and calculate its entanglement spectrum with Equation (2.23). Not surprisingly, our experiments indicate that a random start is prone to getting stuck in a local minimum, due to our local optimization strategies combined with a non-convex energy landscape.

To study this finding in more detail, we study the dynamics of the entanglement spectrum for different initialization strategies. In Figure 2.4a we see that an identity state initialization stays far away from the MP distribution at all times, indicating that we are accessing a highly structured restricted subspace of the full HVA space. Additionally, this initialization reaches a state with $\mathcal{F}=99.9 \%$. On the contrary, the random state initialization in Figure 2.4b starts close to the MP distribution and then moves to a more structured, local minima with $\mathcal{F}=70 \%$. We conclude that even though the shape of the entanglement spectrum from Figure 2.3b indicates a possible large unstructured ansatz space, a local optimization is still capable of finding the ground state if we choose a suitable parameter initialization. We further investigate the qualitative properties of the optimization dynamics in Appendix B.2. In the next section, we will see that the disadvantage of starting at a bad initial point can be overcome by making the circuit sufficiently deep, a process known as overparameterization.

### 2.2.5 Overparameterization in HVA

Overparameterization is a phenomenon in certain types of non-convex optimization problems. For an overparameterized model, the optimization landscape becomes dramatically


Figure 2.4: Change of the entanglement spectrum of the final layer during the optimization. Both figures are for a 16 qubit XXZ model with a depth $L=n / 2$ circuit. The times are percentages of the total optimization time. Figure (a) correspond to a converged state of fidelity, whereas figure (b) corresponds to $\mathrm{a} \approx 70 \%$ fidelity state. (a) The identity state initialization remains far away from the MP distribution at all times during the optimization and convergence to state with $>99.9 \%$ with the ground state. Since this initialization strategy starts with the identity circuit, we find the $t=0 \%$ state to be a product state, as indicated by the single eigenvalue. (b) The random initialization starts close to the MP distribution and converges to a local minimum with $\approx 70 \%$ fidelity.
better (e.g., almost trap free or almost-convex) as the number of parameters reaches some threshold. In most cases the rate of convergence also becomes better, sometimes even exponentially faster after passing this threshold.

Overparameterization has been studied extensively in the classical deep neural network literature [69, 70]. For example, in [69] it was shown that under certain mild assumptions, the optimization landscape of a deep neural network is almost-convex in a large neighborhood of a random starting point. As a consequence the stochastic gradient descent algorithm can almost always find an accurate solution.

For VQE algorithms it is clear that growing the ansatz allows us to cover more of the Hilbert space, which could lead to finding better minima in the cost landscape. However, it is not clear if this minimum can be found consistently due to the non-convexity of the energy landscape. Hence, a deeper understanding of the energy landscape with increasing


Figure 2.5: Overparameterization in HVA. Each line corresponds the VQE optimization at depth $L$ that took the most iterations to converge out of 100 random initializations. Both figures are for $n=12$ qubits. The rapid oscillations in figure (b) are artifacts of the Adam optimizer and are less severe as the circuit depth increases. Due to our stopping criterion, we know that if the number of iterations is smaller than 3000 , then $\epsilon_{\text {res }} \leq 10^{-4}$ and so the model did converge to a good ground state approximation.
depth is required. There is some work on overparameterization in the context of controllable quantum systems with unconstrained time-varying controls [71, 72, 73], where the authors show that there are no suboptimal local minima in the optimization landscape. For the case of a constrained controllable quantum system, a recent work [74] considers the problem of learning $N$-dimensional Haar random unitaries by gradient descent using general alternating operator ansatz of the form $e^{-i \gamma_{L} A} e^{-i \beta_{L} B} \cdots e^{-i \gamma_{1} A} e^{-i \beta_{1} B}$, where $A$ and $B$ are matrices sampled from the Gaussian Unitary Ensemble [75]. The authors show that gradient descent always converges to an accurate solution when the number of parameters is $N^{2}$ or greater, and a "computational phase transition" is observed between an under-parameterization $\left(<N^{2}\right)$ and overparameterization $\left(>N^{2}\right)$ regimes.

Since HVA also has the form of an alternating operator ansatz, and the problem of finding the ground states can also be seen as a constrained quantum control problem, we expect a similar overparameterization phenomenon in our setting. To investigate this, we randomly sample 100 initial parameters $\boldsymbol{\theta}$ (uniformly drawn from the interval $[0, \pi]$ for the TFIM and $[0,2 \pi)$ for the XXZ model) and perform the optimization for increasing values of $L$. Here, we set the stopping criterion for the optimization to $\epsilon_{\text {res }}=E(\boldsymbol{\theta})_{p}-E_{\text {ground }}<$
$10^{-4}$ and the maximum number of iterations to 3000 . Indeed, Figure 2.5 shows that the overparameterization phenomenon also occurs in HVA for the 12-qubit TFIM and XXZ model. We find that for both the TFIM and XXZ model, gradient descent from all 100 random starting points converges to an accurate solution once the depth $L$ reaches a certain threshold $\tilde{L}(n)$.

Moreover, we also observe a "computational phase transition" around this threshold where the convergence speed becomes exponentially fast, i.e., the decrease of the residue energy as a function of the number of iterations. However, this threshold $\tilde{L}(n)$ is not tight, i.e., for depth $L<\tilde{L}(n)$ it is possible that gradient descent still converges to a high fidelity state. This indicates that in the setting of finding ground states using HVA, the problem is more structured and gradient descent is effective. In Figure 2.7 we see that for all system sizes, the mean number of iterations eventually converges to about 100 iterations. In addition, we can find the overparameterization thresholds $\tilde{L}(n)$ in Table 2.1 for the TFIM and XXZ model with different system sizes. Our data suggests that $\tilde{L}(n)$ has a polynomial scaling, which is compatible with the analogous parameter count required to express critical 1D ground states with an MPS. A more detailed view of this data can be found in Figure 2.6, which shows that all random initializations converge to the ground state after a certain threshold $\tilde{L}(n)$.


Figure 2.6: Ratio of random initializations that converge to the ground state. We consider a run converged if $\epsilon_{\text {res }} \leq 10^{-4}$.

This is a striking difference with [74] where the number of parameters to achieve overparameterization is $\left(2^{n}\right)^{2}$. From Figure 2.7 we can also see that the iteration time decreases
substantially as $L$ increases, which saturates to around 100 iterations after a certain $L$ for all $n$.

We tried to observe the overparameterization phenomenon in random quantum circuits (RQC), which has layers that consists of arbitrarily chosen single and two qubit gates. We observed there is no indication or evidence that the landscape of RQC gets better as one increases the depth. On the contrary, in our experiments with random circuits of comparable depths to our HVA circuits, we were unable to observe the same overparameterization phenomenon. This can be explained from the barren plateau point of view and the lack of structure in the ansatz space.


Figure 2.7: The mean iteration time to convergence as a function of depth. Error bars indicate the standard deviation over 100 different initializations. For both models there is a clear cutoff where the number of iterations saturate. Note that if the number of iterations is smaller than 3000 , then we know that $\epsilon_{\text {res }} \leq 10^{-4}$, indicating that the optimization has converged to a good ground state approximation. We see that the error bars decrease systematically with depth. For both models, there is a critical $L$ after which all random initializations converge to a good ground state approximation. Moreover, for depth $L=34$ and $L=52$ for the TFIM and XXZ model respectively, the number of iterations to find the ground state is of the order of 100 iterations for every starting point.

|  | TFIM | XXZ model |
| :---: | :---: | :---: |
| $n$ | $\tilde{L}(n)$ | $\tilde{L}(n)$ |
| 4 | 6 | 4 |
| 6 | 6 | 4 |
| 8 | 8 | 8 |
| 10 | 10 | 12 |
| 12 | 14 | 36 |

Table 2.1: Overparameterization threshold $\tilde{L}(n)$ for TFIM and XXZ model with different system sizes $n$. By threshold, we mean that when $L \geq \tilde{L}(n)$, all the random initializations converged to an accurate solution.

### 2.2.6 Ameliorated barren plateaus in HVA

In Ref. [35], a barren plateau phenomenon was observed for VQE on random quantum circuits, where all gradients are exponentially close to zero with overwhelmingly high probability, making local optimization within the ansatz space very challenging. The barren plateau phenomenon is due to the fact that RQCs consisting of single- and two-qubit gates form a 2-design, which means that gradients of the energy objective function will obey the same concentration of measure properties as if the circuits were Haar-random unitaries.

In contrast to the RQC ansatz, we show that the optimization landscape of HVA is much more favorable. This is clearly illustrated when optimizing the HVA corresponding to the TFIM: to begin with, as discussed in Section 2.2.4 the manifold of states has a much more restricted entanglement structure than a typical, Haar-random state - this already indicates that the HVA circuits do not form 2-designs, and thus do not obey the same kind of concentration of measure phenomenon as RQCs. On the other hand, the entanglement spectrum of the ansatz space corresponding to the XXZ model does not immediately rule out the same barren plateau behavior as exhibited by RQCs.

Nonetheless, we determined that the barren plateau problem is significantly ameliorated in the TFIM and mild in the XXZ model. In Figure 2.8, we calculated the variance of gradients as a function of qubits number $n$ and depth $L$ over 20 random points per $n$ and per $L$. For the TFIM, the flatness of the variance curve indicates no barren plateau problem. However, for the XXZ model, we see an exponential decay, but this decay is not as strong as in RQCs [35]. The scaling of the mean gradient magnitudes follows a similar pattern. Nonetheless, we can reliably find an accurate solution when choosing an identity start, where the barren plateau problem is absent. Indeed, sampling gradients close to the identity initialization gives a constant gradient variance for all $n$. This indicates that
the vanishing gradient problem can be circumvented by choosing a suitable initialization strategy.


Figure 2.8: Variance of the gradients of a single $Z_{1} Z_{2}$ term with respect to $\theta_{0}$ as a function of the number of qubits at initialization. The number of samples used per $n$ for each $L$ is 20 . (a) For the TFIM, the gradient variance decay is almost constant for all $n$. (b) The XXZ model gradient variance is still exponential, although the effect is not as pronounced as for the RQCs of [35], where the $n=16$ variance is two orders of magnitude smaller.

### 2.2.7 The entangling power of HVA circuits

For a 1D gapped quantum system, the entanglement entropy of the ground state obeys an area law $[76,77,78]$, i.e., the entanglement entropy grows proportionally to the boundary area $|\partial I|$ of the subsystem $\rho_{A}$ :

$$
S\left(\rho_{A}\right)=\mathcal{O}(|\partial I|)
$$

In 1 D , the boundary area $|\partial I|$ is either 1 (for an open chain) or 2 (for a closed chain), and the area law simply says that the entanglement entropy should be constant as $n$ increases. For a 1D conformally invariant gapless (critical) system, the entanglement entropy of the ground state has a logarithmic scaling instead [79], i.e.,

$$
S\left(\rho_{A}\right)=\mathcal{O}(\log (n))
$$

Entangling power is an important factor for characterizing the expressiveness and efficiency of many variational ansätze in condensed matter physics. It characterizes how much entanglement (measured by the entanglement entropy) can be generated by the variational circuit. For example, in the Matrix Product State representation, the entangling power is limited by the so-called bond dimension $D$ which affects the expressive power and computational cost of the ansatz. For a 1D gapped system with energy gap $\epsilon$, the ground state can be approximated well by an MPS with sublinear bond dimension $D=\exp \left(\tilde{O}\left(\frac{\log ^{3 / 4} n}{\epsilon^{1 / 4}}\right)\right)$ [80]. In the case of HVA, the amount of entanglement generated by the circuit depends on the depth $L$ of the circuit. Indeed, we observed in Figure 2.3 numerically that the HVA circuits for the TFIM and XXZ model have enough entangling power to express the ground states.

As a demonstration that the full entangling power of HVA can be utilized effectively, we solve for the ground state of the so-called modified Haldane-Shastry (MHS) Hamiltonian. This model has long range interactions and is expected to have power-law entanglement scaling in the ground state [81, 82]. The MHS Hamiltonian is given by

$$
H_{\mathrm{MHS}}=\sum_{j<k}^{n} \frac{1}{d_{j k}^{2}}\left(-X_{j} X_{k}-Y_{j} Y_{k}+Z_{j} Z_{k}\right)
$$

where $d_{j k}=\frac{n}{\pi}|\sin (\pi(j-k) / n)|$. Due to the form of the Hamiltonian, we can use the same HVA Equation (2.18) as for the XXZ model. In Figure 2.9 we see that it is possible to find the ground state with $>99.7 \%$ fidelity using a depth $L=n$ circuit for $n=4,8,12,16$.

### 2.2.8 Conclusion

We have shed light on some of the desirable properties of HVA as a critical ingredient in the variational quantum eigensolver algorithm. In particular, we show evidence that there are only mild or entirely absent barren plateaus in HVA. This is strikingly different from the commonly used random quantum circuits. Moreover, we also observe an overparameterization phenomenon in HVA. Similar to what was observed in the deep neural networks, the optimization landscape of HVA becomes increasingly better as the ansatz is overparameterized and eventually becomes trap free as the overparameterization reaches a certain threshold. In contrast with the case of learning Haar random unitaries, we observe that such threshold in HVA scales at most polynomially with the system size. Finally, we provide numerical evidence that HVA can be used to find the ground state of the MHS Hamiltonian, which has a power-law scaling entanglement. We believe that our findings point to important features of HVA that will lead to a deeper understanding of its effec-


Figure 2.9: Infidelities found after optimization for the MHS Hamiltonian. The circuit is initialized with an identity start. For the 4 -qubit case we get close to machine precision, and hence the fidelities are unstable.
tiveness, and point the way to developing more sophisticated ansätze for other many-body problems, as well as more informed optimization/initialization strategies.

As for future work, since most 1D quantum many-body systems can be simulated efficiently with classical methods, the crucible for HVA will be 2D systems. If low-depth circuits are capable of reproducing non-trivial 2D quantum states, then one can start thinking when a quantum advantage can be reached for systems where classical methods are computationally expensive or even ineffective. The effectiveness of the identity initialization, both in terms of the absence of vanishing gradients and reliability of finding a good ground state approximation is striking. Scrutinizing the mechanism for why this is the case will require a deeper understanding of the energy landscape of HVA. Our preliminary results for the XXZ model and TFIM on rectangular lattices show that this initialization strategy remains effective even for 2D systems.

Lastly, the overparameterized regime is a double-edged sword. On the one hand, it implies that we can improve the energy landscape by increasing the depth of the circuit, ameliorating the effects of local minima. On the other hand, the growth in circuit depth, may well nullify this increase in performance due to the longer coherence times required
and multiplicative gate errors. In order to assess how useful this regime is for hardware implementations, it would require an understanding of the effect that noise has on the optimization in the overparameterized regime. The recent work [83] of Wang et al. indicates that for a class of VQE ansätze including the quantum alternating operator ansatz, there could be severe noise-induced barren plateaus when the number of layers scales polynomially. However, for the practical performance of general HVA, a more careful analysis of the trade-off between the benefits of overparameterization and the detrimental effects of noise-induced barren plateaus is needed. Moreover, research on designing more effective variational quantum circuits based on HVA should also be pursued.

### 2.3 Measurement-induced entanglement phase transitions in quantum gradients

Recently, significant progress has been made in understanding the evolution of quantum entanglement in random unitary quantum circuits undergoing intermediate projective measurements. In these circuits, random nearest neighbor two-qubit gates locally entangle qubits, which generally leads to volume-law entanglement growth. When such a system is measured at randomly selected locations throughout the circuit, the measured subsystems become disentangled from the rest of the state. One might expect that this leads to a simple decrease in the coefficient of the entanglement growth volume law. However, the competition between local entanglement creation and non-local disentanglement induces a phase transition in the entanglement growth from a volume to an area law at a critical measurement rate $p_{c}[84,85,86,87,88,89,90,91,92,93,94]$. Moreover, it appears that this critical behavior is universal, independent of the specific implementation of both the unitary or measurement dynamics. A significant amount of theoretical understanding has been gained about the properties of entanglement phase transitions in random unitary circuits [89, 95] by mapping such systems to well-defined statistical mechanics models.

In this section, we connect research in condensed matter theory and variational quantum computing, by showing that measurement-induced entanglement phase transitions take place in two prototypical variational quantum circuits used within VQE [29]. This variational quantum algorithm is used throughout the literature to approximate quantum many-body ground states [40, 41, 52, 1, 96], perform quantum chemistry simulations [32, 97, 98, 99, 100] or in quantum machine learning approaches [101, 102, 103, 104]. Our motivation to investigate the measurement-induced entanglement transitions in variational quantum circuits are twofold. First, most of the quantum ground states of interacting many-body systems follow the area-law entanglement (up to a logarithmic correction). However, ballistic growth of entanglement in time evolution implies that circuits used in VQE can rapidly develop much more entanglement than what may be needed to simulate these ground states of interest $[105,106,1]$. Secondly, as we discussed in Section 2.2, it is known that randomly initialized variational quantum circuits tend to approximate unitary 2-designs, which are known to have exponentially decaying gradients with respect to the gate parameters as a function of system size. It has been shown that there is a close relation between entanglement production in a circuit and barren plateaus, hence it is natural to consider constraining the amount of entanglement during parts of the variational optimization as a useful strategy for increasing the trainability of variational circuits [107, 108, 109]. In fact, constraining the amount of entanglement that two-qubit gates can generate has been shown to be a potential strategy for avoiding barren plateaus[108]. We anticipate
that the inclusion of interspersed measurements in variational quantum circuits may additionally offer a way to control their quantum entanglement, which could be used as a strategy to overcome barren plateaus. Quantum hardware that allows for intermediate measurements can potentially be used to test these ideas in practice [110, 111, 112].

Here, we give numerical evidence to show that a measurement-induced entanglement phase transition takes place in the variational quantum circuits, and coincides with a "landscape transition", a change from a landscape with severe barren plateaus to a landscape with mild or no barren plateaus. This suggests that VQE with intermediate projective measurements can potentially be used to avoid barren plateaus and improve current optimization strategies. In deriving our results, we also provide a modified parameter shift rule for calculating the quantum gradients with intermediate projective measurements that may lead to the development of such algorithms.


Figure 2.10: Quantum circuit undergoing projective measurements. (a) Schematic representation of the circuit $U(\boldsymbol{\theta})$. Each layer $U_{m}\left(\theta_{m}\right)$ can consist of multiple gates with multiple parameters, hence $\theta_{m}$ is a vector of parameters. (b) For a circuit undergoing projective measurements, we apply a projector $\Pi_{m}$ to all qubits. Whether we apply a measurement (green circle) or not is determined by flipping a coin with probability $p$. Once we decide that a measurement will be applied, we sample the projector according to the quantum probability $\tilde{p}_{m, i}=\operatorname{Tr}\left\{\Pi_{m, i} \rho\right\}$.

### 2.3.1 Variational quantum circuits undergoing measurements

We start with the parameterized $n$-qubit circuit of Equation (2.4),

$$
\begin{equation*}
U(\boldsymbol{\theta})=\prod_{l=1}^{\overleftarrow{L}} U_{l}\left(\theta_{l}\right) \tag{2.25}
\end{equation*}
$$

We want to find an approximation of the ground state of $H$ by a VQE optimization. We therefore calculate the variational energy of Equation (2.9),

$$
E(\boldsymbol{\theta})=\operatorname{Tr}\left\{U(\boldsymbol{\theta}) \rho_{0} U^{\dagger}(\boldsymbol{\theta}) H\right\},
$$

with $\rho_{0}=\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|$, and solve the optimization problem of Equation (2.8)

$$
\boldsymbol{\theta}^{*}=\underset{\boldsymbol{\theta}}{\arg \min } E(\boldsymbol{\theta}) .
$$

As with other variational methods, the choice of ansatz $U(\boldsymbol{\theta})$ is crucial since the ground states must be reachable from the initial state by application of this unitary. There exists a variety of proposals, including the HVA [40, 41, 1, 52, 96] which we discussed in Section 2.2 and the Hardware Efficient Ansatz (HEA) [39, 32, 113], a type of random quantum circuit. The former exploits the structure of the Hamiltonian for the unitary ansatz design, whereas the latter aims to provide a hardware-friendly parameterization with enough degrees of freedom to capture a variety of states.

We are interested in studying random ensembles of typical VQE circuits undergoing projective measurements and the entanglement properties of the states they produce. Given a state $\rho$, a projective measurement in the computational basis results in

$$
\begin{equation*}
\rho^{\prime}=\frac{\Pi_{i} \rho \Pi_{i}}{\operatorname{Tr}\left\{\Pi_{i} \rho\right\}}, \tag{2.26}
\end{equation*}
$$

where $\Pi_{i}=|i\rangle\langle i|$ are the projectors onto the $Z$ (computational) basis (see also Appendix A.2). Which projector $\Pi_{i}$ is applied depends on the quantum probability $\operatorname{Tr}\left\{\Pi_{i} \rho\right\}$.

Consider the circuit in Equation (2.25). After each layer $l$, with probability $p$ (the measurement rate), we apply a projective measurement to each qubit. For $L$ layers, we then obtain the variational state

$$
\begin{equation*}
\rho_{L}(\boldsymbol{\theta})=\left(\prod_{l=1}^{\overleftarrow{L}} \Pi_{l} U_{l}\left(\theta_{l}\right)\right) \rho_{0}\left(\prod_{l=1}^{\vec{L}} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) p_{L}^{-1}(\boldsymbol{\theta}) \tag{2.27}
\end{equation*}
$$

where $p_{L}(\boldsymbol{\theta})$ is the probability of obtaining the state $\rho_{L}(\boldsymbol{\theta})$ given the $L$ sets of measurements performed, see also Section 2.3. The projective measurement is represented by the projector $\Pi_{l}=\Pi_{l, 0} \otimes \ldots \otimes \Pi_{l, n}$ where $\Pi_{l, i} \in\{|0\rangle\langle 0|,|1\rangle\langle 1|\}$ if we perform a measurement and $\Pi_{l, i}=I$ otherwise. Here, $\rho_{L}(\boldsymbol{\theta})$ is the normalized state obtained after applying the circuit with intermediate measurements. Each projector $\Pi_{l}$ has $3^{n}$ different configurations, hence there will be a total of $3^{N L}$ possible states $\rho_{L}(\boldsymbol{\theta})$. Note that each state $\rho_{L}(\boldsymbol{\theta})$ corresponds to a pure state. Also, we want to emphasize that we are not performing any optimization; we consider the variational circuit at initialization.

### 2.3.2 Measurement-induced entanglement phase transitions

Given a state produced by quantum circuit interspersed with intermediate measurements, we can calculate the bipartite von Neumann entanglement entropy of Equation (2.20) as a function of the number of qubits $n$ and the measurement rate $p$ and denote this by

$$
S(n, p)=\operatorname{Tr}_{A}\left\{\rho_{L}(\boldsymbol{\theta})\right\},
$$

where $\rho_{L}(\boldsymbol{\theta})$ is depends on $n$ and $p$ and $A$ is one of the subsystems in the bipartition of Figure 2.2.

We know that the projective measurements disentangle the system over any length scale due to a local projection onto a single state. As a result, the unitary dynamics locally entangles nearest neighbor qubits, whereas measurements globally disentangle the different subsystems by projecting out part of the state. This competition induces a dynamical phase transition between a volume and area law regime of entanglement scaling at a critical measurement rate $p_{c}[84,85,86,87,88,89,90,91,92,93,94]$. Although the critical point $p_{c}$ can vary between different types of random unitary dynamics and measurement schemes, the critical exponent characterizing the correlation length scale divergence $\xi \propto\left(p-p_{c}\right)^{-\nu}$ appears to be the same for different models at $\nu \approx 4 / 3$. This critical exponent can be derived by considering toy models and mapping the projective dynamics to a twodimensional percolation model, which is exactly solvable [85, 86, 90, 95, 89].

Central to the investigations on phase transitions induced by measurements is the concept of steady state entanglement dynamics [85, 86, 87]. Given a circuit with a number of qubits $n$, we are primarily interested in the late time behavior when $L \rightarrow \infty$. In this infinite depth (long time) limit we expect the system to evolve into a steady state, characterized by a typical value of entanglement entropy that depends on the measurement rate $p$, but not the dynamics at finite times. In order to characterize this regime, we can investigate the average entanglement entropy as a function of depth for different values of
p. For the moderate system sizes considered here, we observe steady state entanglement dynamics at $L=16$.

For our numerical study, we investigate the projective entanglement dynamics of the XXZ-chain HVA and the HEA, whose circuits are depicted in Figure 2.11. Notice that the dynamics in the HVA is specified by a Hamiltonian in contrast to random unitaries. The HVA for the XXZ model is of particular interest since the XXZ Hamiltonian is Bethe-ansatz integrable, i.e. there exists an analytical solution for the energy spectrum. Additionally, the entanglement properties of these systems undergoing quenches can be understood analytically $[114,106]$. For such models, it is still an open question if the corresponding unitary dynamics interspersed with measurements will produce a measurement-induced entanglement phase transitions [89]. Here, we address a closely related model, where the unitary dynamics are generated by random quenches under the XXZ Hamiltonian. For the HEA, we expect that the behavior is close to that of random circuits [115].

Since phase transitions only occur in the thermodynamic limit $n \rightarrow \infty$, we have to take care of the finite-size effects in analyzing our numerical data. To account for finite-size effects, we fit the scaling form [86, 85, 89]

$$
S(n, p, \nu)-S\left(n, p_{c}, \nu\right)=f\left(n^{1 / \nu}\left(p-p_{c}\right)\right),
$$

where $f$ is a scaling function, to get a data collapse of the individual circuits of size $n$. To determine $p_{c}$ and $\nu$, we minimize a Chi-squared statistic between the scaling form above and the data, and use a statistical bootstrap to verify the integrity of the fit. In Figure 2.12 we find critical exponents close to the previously mentioned value of $\nu \approx 4 / 3$. To extrapolate the critical exponent to the thermodynamic limit, we do a linear fit of $\nu$ as a function of $1 / n^{\prime}$ where $n_{\max } / 2 \leq n^{\prime} \leq n_{\max }$ is the largest value of $n$ in the data set. The intercept then gives us the value of $\nu$ for $n^{\prime} \rightarrow \infty$ [85]. The details of our statistical estimation procedure are outlined in Appendix C.1. In addition to the finite scaling analysis, we can investigate the quantum mutual information,

$$
I(A, B)=S_{A}(n, p)+S_{B}(n, p)-S_{A \cup B}(n, p),
$$

between qubits $A$ and $B$ separated by a distance $r$, which we expect to peak at a critical point due to subsystem correlations becoming non-negligible. From these data, we find similar critical measurement rates $p_{c} \approx 0.25$ and $p_{c} \approx 0.5$ for the XXZ-HVA and HEA, respectively. In Appendix C. 2 we give further details on this procedure.

The results in Figure 2.12 suggest that an entanglement phase transition takes place in two prototypical circuits used in variational quantum algorithms. Although we have studied static circuits here where no optimization takes place, we can investigate how the


Figure 2.11: Schematic depiction of the variational circuits studied. (a) For the XXZ-HVA, we prepare a Bell state on the even sites and alternatingly and apply $Z Z, Y Y$ and $X X$ two-qubit rotations on odd and even bonds in the chain. See Section 2.2 .2 for more details. (b) The initial state in the HEA consists of the equal superposition followed by $L$ layers of low-depth entangling unitaries. These unitaries consists of $n$ Pauli-Y rotations on each qubit, a chain of nearest neighbor CNOTs and $n$ Pauli-X rotations on each qubit. All $2 N$ rotations are controlled by individual parameters $\theta_{i, l}, \phi_{i, l}$, where $i=1, \ldots, n$ indicates the qubit and $l=1, \ldots, L$ indicates the layer. After each layer, we perform a projective measurement according to Equation (2.26) with probability $p$ on each qubit (indicated by the green circles here), bringing the average number of measurements in the circuits to NMp.
projective measurements affect the gradients with respect to the gate parameters in the circuit.

(a) XXZ-HVA

(b) HEA

Figure 2.12: Data collapse of the average entanglement entropies. (a) For the XXZ-HVA, we find $p_{c}=0.25$ and $\nu \approx 1.22 \pm 0.24$. (b) For the HEA, we find $p_{c} \approx 0.5$ and $\nu \approx 1.26 \pm 0.23$. The error bars are calculated as the difference between the critical exponent in the thermodynamic extrapolation and the finite-size data collapse. The average $S(p, n)$ is obtained by averaging over $3 \times 10^{3}$ circuit realizations with all circuit parameters sampled uniformly in $(0,2 \pi)$. After each layer, we apply a computational basis measurement with probability $p$. Due to the difficulty in simulating large systems, we restrict ourselves to $n=6,8, \ldots, 18$.

### 2.3.3 Projective gradients and barren plateaus

The variational energy $E(\boldsymbol{\theta})$ is typically a non-convex function of the gate parameters $\boldsymbol{\theta}$. In practice one typically uses a gradient-based method to find a minimum of the cost function. To calculate the necessary gradients with respect to the layer parameters, we can employ hardware-friendly methods, most of which rely on the usage of the so-called parametershift rule which we discussed in Section 2.1.2 [30, 31, 116, 117, 118, 119, 120, 121]. In its standard form, this allows one to calculate the gradient with respect to the parameters of
a gate generated by a Pauli operator as

$$
\partial_{\theta_{l}} E(\boldsymbol{\theta})=\frac{1}{2}\left(E^{+, l}(\boldsymbol{\theta})-E^{-, l}(\boldsymbol{\theta})\right),
$$

where we use $\pm, l$ to denote the expectation value under a circuit $U(\boldsymbol{\theta})$ where parameter $l$ has been shifted by $\pm \pi / 2$. In other words, the gradient can be calculated by shifting the parameter $\theta_{l}$ by $\pm \pi / 2$ and calculating the difference of the expectation values of $H$ under the shifted circuits. Unfortunately, this kind of gradient calculation is plagued by barren plateaus in the cost landscape: gradients with respect to the gate parameters vanish exponentially with the number of qubits in the circuit, preventing us from optimizing the circuit. To mitigate this problem, a variety of recent works are aimed at finding ways to avoid these regions where optimization is hard [108, 37, 68, 122, 115, 123, 124].

Here, we investigate the barren plateau problem under the influence of projective measurements, more specifically the variance of the gradients in the XXZ-HVA and the HEA with intermediate projective measurements. There has been prior work on gradient through non-unitary quantum circuits. For instance, in [125] the quantum natural gradient [26] is extended to quantum channels. Additionally, in [126] measurement-based VQE is investigated, but only in the context where an entangled cluster state is prepared and measurements are directly part of the algorithm [127]. None of these works consider quantum gradients through a circuit undergoing projective measurements, which is the case we consider here.

The gradient with respect to a single parameter $\theta_{l}$ of the expectation value of a Hermitian operator $H$ undergoing a set of measurements is given by

$$
\partial_{\theta_{l}} E(\boldsymbol{\theta})=\partial_{\theta_{l}} \operatorname{Tr}\left\{H \rho_{L}(\boldsymbol{\theta}\},\right.
$$

where $\rho_{L}(\boldsymbol{\theta})$ is given in Equation (2.27)). In Appendix C.3, we show that the full projective gradient can be written as

$$
\begin{equation*}
\partial_{\theta_{l}} E(\boldsymbol{\theta})=\frac{1}{2}\left(\left(E^{+, l}(\boldsymbol{\theta})-E(\boldsymbol{\theta})\right) \frac{p_{L}^{+, l}}{p_{L}}-\left(E^{-, l}(\boldsymbol{\theta})-E(\boldsymbol{\theta})\right) \frac{p_{L}^{-, l}}{p_{L}}\right) . \tag{2.28}
\end{equation*}
$$

The probabilities $p_{L}$ and $p_{L}^{ \pm, l}$ are the probabilities of obtaining $\rho_{L}(\boldsymbol{\theta})$ and $\rho_{L}\left(\theta_{1}, \ldots, \theta_{l} \pm\right.$ $\left.\pi / 2, \ldots \theta_{L}\right)$, respectively. Note that obtaining these probabilities will be difficult and require a large number of measurements, since estimating the ratio $p_{L}^{-, l} / p_{L}$ requires full knowledge of the wave function.

To investigate the severity of the barren plateau effect, we consider the same circuits as in Figure 2.12 and examine the projective gradients of Equation (2.28) with respect to the
expectation value of $H=Z_{0} Z_{1}$. We calculate the projective gradients for the first circuit parameter ( $\theta_{1}$ in the first parameterized layer in both the HVA and HEA (see Figure 2.11)). We consider a depth $L=16$ circuit for system sizes $n=8, \ldots 18$. In Figure 2.13a and Figure 2.13b, we observe that the gradient variances in both the XXZ-HVA and HEA transition from exponentially decaying to a constant as the measurement rate increases. This transition coincides with the critical measurement rate for the volume-area law transition (See Appendix C.5). Therefore, we see that the measurement-induced entanglement phase transitions induces a landscape transition in the circuit from mild/severe barren plateaus to no barren plateaus.


Figure 2.13: Variance of the projective gradients taken with respect to the first parameter in the circuit. $\theta$ in the first parameterized layer in both the HVA and HEA, see Figure 2.11. The variances are estimated over $10^{3}$ samples where for each data point, we randomly choose measurements with probability $p$ and uniformly sample the gate parameters. The gradient is then calculated exactly from Equation (2.28). We emphasize that these gradients are thus calculated with respect to the individual pure states resulting from measuring the state during the application of the circuit. For the 1D XXZ-HVA circuits with depth $L=16$ (a) and the 1D HEA circuit with depth $L=16$ (b) the gradient variance becomes constant as the measurement rate $p$ increases.

This landscape transition can serve as the motivation for a projective gradient VQE algorithm where the early optimization of the circuit is done with projective gradients to escape barren plateaus due to initialization. However, calculating the gradients in Equation (2.28) is exponentially hard in the number of layers $L$, since we need accurate estimates of $p_{L}$ and $p_{L}^{ \pm, l}$.

On the contrary, the mixture of all pure states $\rho_{L}(\boldsymbol{\theta})$ has a simple gradient formula that can be calculated in practice, as we show in Appendix C.4. This approach does not require post-selection and can be applied by ignoring the results of the measurements. The resulting ensemble however, corresponds to system at infinite temperature [85, 87, 86]. It is known that such a high temperature ensemble will suffer again from barren plateaus [83]. Additionally, we require a pure state as the outcome of our optimization algorithm, which will require annealing the measurement rate to zero during the optimization. Any useful variational algorithm with intermediate measurements must not remix all projective states but still be efficiently calculable. We leave the exploration of this class of algorithms as future work.

### 2.3.4 Conclusion

We demonstrated the existence of a measurement-induced entanglement phase transition in variational quantum circuits which coincides with a "landscape transition" in the behavior of quantum gradients. As mentioned earlier, the exponentially-vanishing quantum gradients in presence of volume-law entanglement growth, the so-called barren plateau, is a serious obstacle in the applications of variational quantum circuits. Our work suggests that intermediate projective measurements may provide a useful knob to control the barren plateau issue. Inclusion of the measurement protocol in the quantum-classical hybrid algorithm would be a timely development given that quantum computing hardware companies like IBM and Honeywell now allow their users to perform mid-circuit measurements, enabling the real-time logic required for performing these algorithms in an experimental setting [110, 111, 112]. In particular, the HVA quantum circuits considered in here could be implemented in the quantum hardware. For the projective gradient VQE, the exponential sum in Equation (2.28) currently inhibits the number of measurements that can be performed in practice. A detailed analysis of when and how a projective circuit optimization can be practical and "advantageous" would be an excellent topic of future study.

For a practical implementation of a projective gradient VQE algorithm, note that the scheme we provided here is quite general and many extensions and modifications are possible. For instance, the projective measurements used in here can be replaced by general

Positive Operator Value Measures (POVM) or parameterized measurements. Additionally, we have focused on one-dimensional quantum circuits where the measurement-induced entanglement transition belongs to the same universality class as in the random unitary circuits. It would be interesting to consider moderately sized quantum circuits with a twodimensional topology, and see if a similar phase transition appears there and investigate the universality class.

### 2.4 Quantum-Classical-Quantum interfaces

The paradigm of NISQ devices limits quantum algorithms to circuits of low qubit numbers, low depth, and low connectivity [20]. This poses serious concerns on the actual usefulness of quantum computers in the near term and has thus ignited a both experimental and theoretical quest to make use of NISQ hardware [128, 129, 24].

To combat the noise in these systems, subsequent variants incorporated the idea of quantum error mitigation [130, 131, 132, 133]. This refers to schemes whereby noisy experimental implementations (e.g., in different noise regimes or with different gate choices), together with suitable classical post-processing, are used to simulate a target, noiseless quantum circuit of limited size. This offers a NISQ alternative to quantum error correction (which requires large-scale quantum circuits), where full fault tolerance is achieved by actively correcting errors on the quantum hardware during the execution of the computation. Here, we achieve error correction by removing noisy gates from circuit at the cost of an increase in the sampling budget.

More recently, a different type of hybrid method has been put forward [134, 135, 136, $137,138,139]$. There, a classical algorithm calls a quantum computer as a sub-routine to simulate a larger quantum circuit. However, the cost of this is that both the number of queries to the quantum sub-routine and the classical post-processing runtime unavoidably grow exponentially with the size of the target circuit. Moreover, a particularly challenging aspect of NISQ devices is their inability to run algorithms that require high, long-range connectivity among the constituent qubits. In most NISQ hardware, long-range gates are synthesized by a long sequence of nearest-neighbor gates. This drastically inflates the circuit depth and causes large infidelity due to noise accumulation incurred during the syntheses. This is a crucial limitation in the NISQ era.

Here, we take a conceptually different direction from previous hybrid schemes: instead of assembling a large quantum circuit from small pieces, we simulate a high-connectivity circuit from circuits with low connectivity and depth. To that end, we introduce the notion of Quantum-Classical-Quantum (QCQ) interfaces. A QCQ interface for a gate $U$ corresponds to a local measurement on the qubits on which $U$ acts followed by a repreparation of those same qubits in a random product state that depends on $U$. In other words, the interface performs a hybrid quantum-classical simulation of $U$. Each interface introduces a multiplicative statistical overhead that, as we prove below, is independent of the on-chip distance between the qubits. Hence, for fixed number of interfaces, e.g., the longer the range of the target gates is, the more drastic the reduction in depth attained is at the expense of a constant overall statistical overhead.

More technically, our interfaces combine state-of-the-art state estimation based on single-qubit random measurements $[46,140]$ with quasi-probability representations based on frames [141, 142]. Such representations have been used for classically simulating a quantum circuit with Monte Carlo sampling techniques [143, 144, 145]. In particular, our algorithm can be seen as a hybrid version of the scheme of Ref. [145] where everything is quantum except for a subset of gates that one wishes to "cut out" of the experimental circuit. Here, we choose such subset in terms of the on-chip qubit distance. However, other relevant choices may be due simply to error mitigation or hardware-specific limitations. As most quasi-probability schemes, our method suffers from the infamous sign problem [146, 147, 148]. Remarkably, the severity of the problem depends only on the number of interfaces and not the on-chip distance between the qubits. Moreover, as by-product contribution, in order to minimize the average sign of our quasi-probability representation, we develop a Metropolis-Hastings simulated-annealing algorithm based on random walks in the space of a dual Positive Operator Valued Measurement (POVM). We implement such walks through a convenient, long-known parameterization of generalized inverse matrices [149]. This allows us to decrease the sample complexity overhead per interface by almost a factor of four relative to the canonical POVM choice, constituting a practical tool of general relevance for sign-problem mitigation [150, 151].

### 2.4.1 Positive Operator Valued Measures

Here, we give a high level description of our method and leave the formal treatment in terms of frame theory $[141,142]$ for the Appendix (See Appendix D.1).

We consider an $n$-qubit system $\mathcal{S}$ described by a density matrix $\rho$. This density matrix can be fully described via the measurement statistics of an informationally complete positive operator valued measure (IC-POVM) $\boldsymbol{M}=\left\{M_{\boldsymbol{a}}\right\}_{\boldsymbol{a} \in\{1, \ldots, m\}^{n}}$, which can be constructed by taking the tensor product of single qubit IC-POVMS, $M_{a}=M_{a_{1}} \otimes \ldots \otimes M_{a_{N}}$, where $M_{a_{i}} \geq 0$ and $\sum_{a_{i}=1}^{m} M_{a_{i}}=I[28,152]$ (see Appendix A.3). For each operator $M_{\boldsymbol{a}}$ we can define a dual IC-POVM element $\tilde{M}_{\boldsymbol{a}}$ such that the following equality holds

$$
\begin{equation*}
\rho=\sum_{\boldsymbol{a}} p_{\rho}(\boldsymbol{a}) \tilde{M}_{\boldsymbol{a}} \tag{2.29}
\end{equation*}
$$

where $p_{\rho}(\boldsymbol{a}):=\operatorname{Tr}\left\{M_{\boldsymbol{a}} \rho\right\}$ is the probability of measurement outcome $\boldsymbol{a}$ on $\rho$. Equation (2.29) is the basis of classical-shadow tomography, a powerful technique to get compact classical representations of states from measurements [153, 140]. Note that Equation (2.29) also works if $M_{\boldsymbol{a}}$ acts on a subset of all $n$ qubits, e.g. $\rho=\sum_{\boldsymbol{a}} p_{\rho}(\boldsymbol{a})\left(\tilde{M}_{\boldsymbol{a}} \otimes \rho_{\mathrm{red}}(\boldsymbol{a})\right)$ where $\rho_{\mathrm{red}}(\boldsymbol{a})$ is the normalized state on the rest of the system after applying $M_{\boldsymbol{a}}$.


Figure 2.14: Schematic depiction of the QCQ interfaces.(a) A QCQ interface $\mathcal{V}(\boldsymbol{a}, \boldsymbol{b})$ applying the identity operator $U_{k}=I$ between qubits 1 and $n$. We measure the POVM $\boldsymbol{M}$ on both qubits reprepare them in a product state that depends on the simulated gate and the outcome $\boldsymbol{a}$. The other $n-2$ qubits are left untouched. (b) An exemplary 4qubit circuit (left) is simulated by a hybrid quantum-classical circuit (right), where the non nearest-neighbor gates $\mathcal{U}_{1}$ and $\mathcal{U}_{3}$ are substituted by QCQ interfaces $\left(\mathcal{V}_{1}\left(\boldsymbol{a}_{s_{1}}, \boldsymbol{b}_{s_{1}}\right)\right.$ and $\mathcal{V}_{3}\left(\boldsymbol{a}_{s_{3}}, \boldsymbol{b}_{s_{3}}\right)$, respectively). The summation over $\left(\boldsymbol{a}_{s_{1}}, \boldsymbol{b}_{s_{1}}, \boldsymbol{a}_{s_{3}}, \boldsymbol{b}_{s_{3}}\right)$ represents the average over all interface outcomes sampled (see text).

The dual POVM elements $\tilde{M}_{\boldsymbol{a}}$ can be expressed in terms of the $M_{\boldsymbol{b}}$ 's as

$$
\begin{equation*}
\tilde{M}_{\boldsymbol{a}}=\sum_{\boldsymbol{b}} \tilde{T}_{\boldsymbol{a}, \boldsymbol{b}} M_{\boldsymbol{b}} \tag{2.30}
\end{equation*}
$$

where $\tilde{T}=\mathfrak{T} T \mathfrak{T}$ and $T_{\boldsymbol{a}, \boldsymbol{b}}:=\operatorname{Tr}\left\{M_{\boldsymbol{a}} M_{\boldsymbol{b}}\right\}$, hence $T$ is an $m^{n} \times m^{n}$ matrix. The matrix $\mathfrak{T}$ has to satisfy the equation $T=T \mathfrak{T} T$, i.e. $\mathfrak{T}$ is a generalized inverse of $T$ [154].

By virtue of Eqs. (2.29) and (2.30), we can then express any $\rho$ as an affine combination of product states by normalizing the POVM elements.

This fact has been used to reconstruct quantum states [46], processes [155], and overlaps [156] from single-qubit measurements. Additionally, this has been used to simulate quantum circuits [157] with generative machine learning models, where $\mathfrak{T}$ was taken as the canonical pseudo-inverse of $T$. However, other choices of $\mathfrak{T}$ are possible. The columns of $\mathfrak{T}$ are normalized, but in general, its elements can be positive or negative, hence we can understand it as a quasi-probability distribution [145]. The negativity of $\mathfrak{T}$ has important consequences for the sample complexity of our algorithm.

### 2.4.2 Interfaces for hybrid classical-quantum circuits

Our goal is to simulate observable measurements on quantum circuits using hybrid classicalquantum ones. More precisely, we are given an observable $O$, an $n$-qubit input state $\rho_{0}:=|0\rangle\langle 0|$, and a target circuit $C:=\left\{U_{k}\right\}_{k=1, \ldots, K}$, consisting of single- or two-qubit unitary gates $U_{k}$. We denote by $s_{k} \subset \mathcal{S}$ the subset of qubits on which $U_{k}$ acts, and by $\boldsymbol{a}_{s_{k}}$ a corresponding sub-string of POVM measurement outcomes on $s_{k}$. There are $K$ gates $\left\{U_{k}\right\}_{k=k_{1}, \ldots, k_{K}} \subset C$ where $k_{i} \leq L$ in the circuit that we intend to replace, because they are for instance particularly experimentally demanding for NISQ implementations or do not match the native hardware connectivity of the device.

The case we explicitly study below is that of two-qubit gates on qubits far apart in the connectivity graph in question. We want to estimate the expectation value $\operatorname{Tr}\left\{\rho_{L} O\right\}$ of $O$ on the output state $\rho_{L}:=U_{L} \ldots U_{1} \rho_{0} U_{1}^{\dagger} \ldots U_{L}^{\dagger}$ by substituting every $U_{k}$ by a classical simulation of it. Our main tool to achieve this are interfaces between quantum objects and their (classical) representations. Note that we can also use a partial state reconstruction. The first one is based on Equation (2.29):
Definition 2.4.1 (Quantum-classical interfaces). We refer to a $Q C$ interface on $s_{k}$ as the assignment of a classical snapshot $\tilde{M}_{\boldsymbol{a}_{s_{k}}}$ according to the measurement outcome $\boldsymbol{a}_{s_{k}}$ of a factorable POVM $\boldsymbol{M}$ on a state $\rho$, occurring with probability $p_{\rho}\left(\boldsymbol{a}_{s_{k}}\right):=\operatorname{Tr}\left\{M_{\boldsymbol{a}_{s_{k}}} \rho\right\}$.

Hence, the QC interface is a list of bitstrings corresponding to measurement outcomes on the subsystem $s_{k}$ (see Appendix A.2).

From the outcomes $\boldsymbol{a}_{s_{k}}$ of the QC interface, we can use Equation (2.30) to reconstruct the state by importance sampling $\boldsymbol{b}_{s_{k}}$. To achieve this, we first define the normalized states $\bar{\rho}_{\boldsymbol{b}}:=M_{\boldsymbol{b}} / \operatorname{Tr}\left\{M_{\boldsymbol{b}}\right\}$. Next, we rewrite $\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}$ as

$$
\begin{equation*}
\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}=:\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}\right\|_{1} \operatorname{sgn}\left(\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}\right) p\left(\boldsymbol{b}_{s_{k}} \mid \boldsymbol{a}_{s_{k}}\right), \tag{2.31}
\end{equation*}
$$

where $\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}\right\|_{1}:=\sum_{\boldsymbol{b}_{s_{k}}}\left|\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}\right|$ is the $l_{1}$-norm of the rows $\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}$, and $p\left(\boldsymbol{b}_{s_{k}} \mid \boldsymbol{a}_{s_{k}}\right):=$ $\left|\tilde{T}_{a_{s_{k}}, b_{s_{k}}}\right| /\left\|\tilde{T}_{a_{s_{k}}}\right\|_{1}$ the conditional probability distribution obtained by taking the absolute value of the rows and normalizing appropriately. By construction, $p\left(\circ \mid \boldsymbol{a}_{s_{k}}\right)$ is a valid probability distribution, which allows us to quantum Monte Carlo simulate $\tilde{M}_{\boldsymbol{a}_{s_{k}}}$ by sampling $\boldsymbol{b}_{s_{k}}[145]$. This leads us to the definition of our second interface:
Definition 2.4.2 (Classical-quantum interface). We refer as $C Q$ interface on $s_{k}$ as the repreparation of the state $\bar{\rho}_{\boldsymbol{b}_{s_{k}}}$, with probability $p\left(\boldsymbol{b}_{s_{k}} \mid \boldsymbol{a}_{s_{k}}\right)$, given a classical snapshot $\tilde{M}_{\boldsymbol{a}_{s_{k}}}$. Each sampled pair $\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right)$ is assigned the value $\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}\right\|_{1} \operatorname{sgn}\left(\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}\right) \operatorname{Tr}\left\{M_{\boldsymbol{b}}\right\}$.

The CQ interface is thus a collection of bitstrings indicating which state to reprepare on $s_{k}$, while we keep track of the signs and norms of $\tilde{T}$. One can combine the QC with the CQ interface to represent $\rho$ by measuring and repreparing states on $s_{k}$. The main contribution of our work is going beyond this identity. To do this, we absorb the action of a gate $U_{k}$ acting on $s_{k}$ into the measurement-and-repreparation of $\rho$ by defining $\tilde{T}^{U_{k}}:=\mathfrak{T} T^{U_{k}} \mathfrak{T}$, where

$$
T^{U_{k}}:=\operatorname{Tr}\left\{U_{k} M_{a_{s_{k}}} U_{k}^{\dagger} M_{b_{s_{k}}}\right\}
$$

We provide a derivation of this quantity in Appendix D.1. This leads us to our final definition:

Definition 2.4.3 (Quantum-classical-quantum interface). We refer as a $Q C Q$ interface on $s_{k}$ given a gate $U_{k}$ as the measurement of $\boldsymbol{M}$ with outcome $\boldsymbol{a}_{s_{k}}$, followed by the repreparation of $\bar{\rho}_{\boldsymbol{b}_{s_{k}}}$ with probability $p_{U_{k}}\left(\boldsymbol{b}_{s_{k}} \mid \boldsymbol{a}_{s_{k}}\right)$. Each sampled pair $\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right)$ is assigned the value $v_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}:=\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}^{U_{k}}\right\|_{1} \operatorname{sgn}\left(\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}^{U_{k}}\right) \operatorname{Tr}\left\{M_{\boldsymbol{b}}\right\}$. We represent this interface by $\mathcal{V}_{k}\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right)$.

Note that we can place an interface at any point in the circuit to replace a gate. For example, we can perform the gates $\left\{U_{1} \ldots U_{l_{1}-1}\right\}$ to our initial state $\rho_{0}$, create an interface $\mathcal{V}_{l_{1}}\left(\boldsymbol{a}_{s_{l_{1}}}, \boldsymbol{b}_{s_{l_{1}}}\right)$ and then apply the rest of the circuit $\left\{U_{l_{1}+1} \ldots U_{K}\right\}$ to the reprepared state $\bar{\rho}_{s_{1}}$. By combining Eqs. Equation (2.29), Equation (2.30) and Equation (2.31) we can obtain the following equation for the expectation value of an observable $O$ via a QCQ interface:

$$
\begin{align*}
\operatorname{Tr}\{\rho O\} & =\sum_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}} p_{\rho}\left(\boldsymbol{a}_{s_{l_{1}}}\right) v_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}} \operatorname{Tr}\left\{M_{\boldsymbol{b}_{s_{k}}}\right\} \\
& \times \operatorname{Tr}\left\{U_{K} \ldots U_{l_{1}+1} \bar{\rho}_{\boldsymbol{b}_{s_{k}}} U_{l_{1}+1} \ldots U_{K} O\right\} \tag{2.32}
\end{align*}
$$

We can extend the single QCQ interface example above to multiple interfaces by applying subsequent measurement-and-repreparation steps and multiplying the norms and signs $v_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}$ of each interface accordingly.

Equation (2.32) and its generalization to multiple interfaces can be experimentally calculated with a finite statistics estimator $O_{M_{s}}^{*}$ over $M_{s}$ runs (see Appendix D.2.). We refer to $M_{s}$ as the sample complexity of our protocol. Clearly, the estimation of observables via QCQ interfaces comes at a cost. In particular, the multiplicative factors of $v_{a_{s_{k}}, \boldsymbol{b}_{s_{k}}}$ increase the variance of the observable estimator $O_{M_{s}}^{*}$, hence we need more runs $M_{s}$ to get an accurate estimate of $\operatorname{Tr}\left\{\rho_{K} O\right\}$. In practice, $M_{s}$ needs to be chosen to guarantee that the statistical error and significance level (failure probability) of the estimation are
respectively given by target values $\varepsilon$ and $\delta$. The entire procedure is sketched by the pseudocode in Algorithm 1.

To quantify the runtime of the algorithm given $\varepsilon$ and $\delta$, we define the interface negativity of the gate $U_{k}$ and the total forward interface negativity of the entire circuit $C$ respectively as

$$
\begin{equation*}
\mathcal{N}_{U_{k}}:=\max _{a_{s_{k}}, \boldsymbol{b}_{s_{k}}}\left\|\tilde{T}_{a_{s_{k}}}^{U_{s_{k}}}\right\|_{1} \operatorname{Tr}\left\{M_{\boldsymbol{b}_{s_{k}}}\right\} \quad \text { and } \quad \mathcal{N}_{\rightarrow}:=\prod_{k \in K} \mathcal{N}_{U_{k}} . \tag{2.33}
\end{equation*}
$$

This allows us to state the following theorem.
Theorem 2.4.1. [Correctness and sample complexity] The finite-statistics average $O_{M}^{*}$ of Algorithm 1 is an unbiased estimator of $\operatorname{Tr}\left\{\rho_{L} O\right\}$ (See Appendix D.2). Moreover, if

$$
\begin{equation*}
M_{s} \geq \mathcal{N}_{\rightarrow}^{2} \times \frac{2\|O\|^{2} \log (2 / \delta)}{\varepsilon^{2}} \tag{2.34}
\end{equation*}
$$

with $\|O\|$ the operator norm of $O$, then, with probability at least $1-\delta$, the statistical error of $O_{M}^{*}$ is at most $\varepsilon$.

The proof follows straightforwardly from the Hoeffding bound. We note that the factor $\frac{2\|O\|^{2} \log (2 / \delta)}{\varepsilon^{2}}$ in Equation (2.34) is the equivalent sample complexity bound one would obtain if $\operatorname{Tr}\left\{\rho_{L} O\right\}$ was estimated from measurements on the actual state $\rho_{L}$. Hence, $\mathcal{N}_{\rightarrow}^{2}$ quantifies the runtime overhead introduced by the interfaces. In that regard, the interface negativities play the same role in our hybrid classical-quantum simulation as the negativities of Ref. [145] in fully classical simulations with quasi-probability representations. An innovative and advantageous feature of Equation (2.33) is the presence of the POVMelement trace $\operatorname{Tr}\left\{M_{b_{s_{k}}}\right\}$ in $\mathcal{N}_{U_{k}}$, which comes from the state repreparation. Indeed, since $\operatorname{Tr}\left\{M_{b_{s_{k}}}\right\}<1$, the $\mathcal{N}_{U_{k}}$ 's (and therefore also $\mathcal{N}_{\rightarrow}$ ) are significantly smaller than their counterparts for fully classical simulations [145]. This is consistent with the intuition that hybrid classical-quantum Monte Carlo simulations should cause lower sample-complexity increases than fully classical ones. Our bound is similar to sample complexity of the spacelike circuit cuts in [139] and [158], but is not restricted specific gates.

Either way, the most relevant property for our purposes is that $\mathcal{N}_{\rightarrow}^{2}$ (and therefore also $M_{s}$ ) is independent not only of the numbers of gates $L$ or qubits $n$ but most importantly, of the connectivity-graph distance between the qubits on which the interfaces act. In other words, for a fixed budget of measurement runs, simulating a gate $U_{k}$ with a QCQ interface increases the statistical error at most by a constant factor $\mathcal{N}_{U_{k}}$, regardless how far apart in the circuit the qubits $s_{k}$ are. In contrast, experimentally synthesizing $U_{k}$ with noisy
nearest-neighbor gates would give a systematic error due to infidelity accumulation that grows with the distance between those qubits.

With regard to the limitations of our method, we note that $\mathcal{N}_{\rightarrow}^{2}$ grows exponentially with the number $K$ of interfaces used. We can therefore only simulate a limited a number of gates before the number of measurement-and-repreparation steps becomes too large to perform in practice. Additionally, the forward negativity depends on $\left\|\tilde{T}_{a_{s_{k}}}^{U_{s_{k}}}\right\|_{1}$ which increases with the number of qubits onto which the simulated gate acts. However, we are usually only interested in simulating two qubit gates, where this effect is small. Even with these drawbacks, Algorithm 1 constitutes a better alternative for many circuits than the bare NISQ implementation. Also, Theorem 2.4.1 provides a direct way to get a sense of whether implementing a QCQ interface will be too difficult to perform in practice, since we can obtain an upper bound on the number of shots required to perform an accurate simulation of a certain gate. We study relevant exemplary circuits with such trade-offs in the next sections.

Finally, note that $\mathcal{N}_{\rightarrow}^{2}$ is POVM-dependent. This is crucial to the efficiency of classical simulations $[146,147,148]$. For instance, in quantum Monte Carlo, it is known that the statistical overhead due to negative (quasi-)probabilities can be ameliorated [151] or even removed [150] by local base changes. Something similar applies here: the interface negativities depend not only on the choice of POVM, but also on how we construct the dual POVM elements.

```
Algorithm 1: Hybrid classical-quantum simulation with QCQ interfaces.
    Input: \(\rho_{0}, C, O, \varepsilon, \delta\)
    Output: \(O_{M_{s}}^{*}\) s.t. \(\left|O_{M_{s}}^{*}-\operatorname{Tr}\left[O \rho_{L}\right]\right| \leq \varepsilon\) with probability at least \(1-\delta\).
    Initialize \(O_{M_{s}}^{*}=0, v=1\), and \(M_{s}\) as in Equation (2.34).
    for \(m \in\left(1, \ldots, M_{s}\right)\) do
        for \(k \in(1, \ldots, L)\) do
            if \(k \in\left\{l_{1}, \ldots, l_{L}\right\}\) then
                Apply a QCQ interface for \(U_{k}\) on qubits \(s_{k}\), obtaining the pair \(\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right)\);
                    \(v \leftarrow v \times v_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}\), with \(v_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}\) as in Definition 2.4.3.
            else
                Apply the gate \(U_{k}\) on qubits \(s_{k}\).
        Measure \(O\), obtaining the measurement outcome (eigenvalue of \(O\) ) \(o\);
        \(O_{M_{s}}^{*} \leftarrow O_{M_{s}}^{*}+o \times v\).
    \(O_{M_{s}}^{*} \leftarrow \frac{O_{M_{s}}^{*}}{M_{s}}\).
```


### 2.4.3 Numerical experiments

Here, we provide numerical experiments to validate the procedure outlined in Algorithm 1. Throughout the rest of this section, we take $\left\{M_{\boldsymbol{a}}\right\}_{\boldsymbol{a}}$ to be the Pauli-6 IC-POVM,

$$
\left\{M_{\boldsymbol{a}}\right\}_{a}^{\text {Pauli- } 6}:=\bigcup_{i=x . y, z}\left\{\frac{1}{3}\left|\uparrow_{i}\right\rangle\left\langle\uparrow_{i}\right|, \frac{1}{3}\left|\downarrow_{i}\right\rangle\left\langle\downarrow_{i}\right|\right\},
$$

where the vectors $\left|\uparrow_{i}\right\rangle,\left|\downarrow_{i}\right\rangle$ correspond to the eigenvectors of the Pauli operators with eigenvalue $\pm 1$ respectively. Note that this POVM can be implemented in an experimental setting without the usage of ancilla qubits (see Appendix A.3).

For our simulations, we make use of full density matrix simulations and Locally Purified Density Operator tensor networks [159] (see Appendix D.3). For the latter, we choose the bond and Kraus dimensions $D$ and $\kappa$, respectively, such that the simulation errors are under control, and we end up with a high fidelity ( $>99.9 \%$ ) state approximation. To simulate realistic experimental settings, we apply noise to the two-qubit gates in our circuit. In particular, for each numerical experiment reported in this section, we implement noisy CNOTs throughout our circuits by applying single-qubit depolarizing channels $\mathcal{E}: \rho \mapsto$ $\mathcal{E}(\rho)$ to both the control and target qubit of the CNOT gate. We apply depolarizing noise in the CNOTs with $\lambda_{\text {unit }}=0.005$. These values correspond to experimentally realistic values of Google's Sycamore quantum processor [160]. At the end of the circuit we estimate observables $\operatorname{Tr}\{\rho O\}$ exactly, i.e. without further sampling bitstrings but relying on the full state representation.

Since we are considering two-qubit gates for our numerical experiments, our interfaces only act on two-qubit systems. Hence, for our measurement-and-repreparation step, hence we only need to store bitstrings $\boldsymbol{a}_{s_{l}}$ of length 2 , as well as the $6^{2} \times 6^{2}$ overlap matrix $\tilde{T}^{U_{k}}$.

### 2.4.4 Random Walk Metropolis-Hastings for negativity minimization

To improve the sample complexity of our algorithm, we use a Monte Carlo algorithm to minimize the interface negativities. We first note that the matrix $\tilde{T}^{U_{k}}$ defined under Equation (2.30) defines a domain over which to optimize such negativity. Similar optimizations have been used for alleviating the sign problem in partition-function estimations $[150,151]$. In our setting, we use a convenient parameterization of generalized inverse matrices by Rao [149] to propose new dual POVM elements for an adaptive random walk

Metropolis-Hastings algorithm. This allows us to decrease the multiplicative sample complexity overhead per interface by almost a factor of four relative to the canonical dual POVM (corresponding to $\tilde{T}=T^{-1}$, with $T^{-1}$ the pseudo-inverse of $T$ ), which reduces the number of samples required by a factor of four.

In particular, we present a method to minimize the sample-complexity overhead by the interface of a unitary gate $U$ exploiting the freedom in the choice of dual POVM, namely the choice of $\mathfrak{T}$ subject to Equation (D.4). For concreteness, we focus on the case where all POVM elements have the same trace, so $\operatorname{Tr}\left[M_{\boldsymbol{b}}\right]=1 / D$ for all $\boldsymbol{b}$, with $D$ the number of POVM elements. Moreover, we optimize a modified version of the interface negativity $n_{U}$ where, instead of maximizing $\left\|\tilde{T}_{\boldsymbol{a}}^{U}\right\|_{1}$ over $\boldsymbol{a}$ (as in Equation (D.9), we average $\left\|\tilde{T}_{\boldsymbol{a}}^{U}\right\|_{1}^{2}$ over $\boldsymbol{a})$. Such an average is the sample-complexity overhead directly given by the Hoeffding bound for when the sampled random variables can lie within segments of different lengths. The reason for this modification is that, while in Theorem D.1.1 we are interested in the worst-case complexity, here we are interested in the more practical problem of the average case.

For optimizing $\tilde{T}^{U}$ over $\mathfrak{T}$, we express it as $\tilde{T}^{U}=\mathfrak{T}_{1} T^{U} \mathfrak{T}_{2}$, with $T^{U}$ given by $T^{U_{k}}:=$ $\operatorname{Tr}\left[U_{k} M_{\boldsymbol{a}_{s_{k}}} U_{k}^{\dagger} M_{\boldsymbol{b}_{s_{k}}}\right]$. Note that by not enforcing that $\mathfrak{T}_{1}=\mathfrak{T}_{2}$, we are explicitly allowing for the more general case of possibly different input and output dual POVMs. Hence, we want to solve the constrained non-convex optimization

$$
\begin{align*}
\min _{\mathfrak{T}} & \frac{1}{D} \sum_{a}\left\|\left(\mathfrak{T}_{1} T^{U} \mathfrak{T}_{2}\right)_{\boldsymbol{a}}\right\|_{1}^{2}  \tag{2.35}\\
& \text { s.t. } \quad T=T \mathfrak{T}_{i} T, \text { for } i=1,2, \tag{2.36}
\end{align*}
$$

where $\left(\mathfrak{T}_{1} T^{U} \mathfrak{T}_{2}\right)_{\boldsymbol{a}}$ is a shorthand notation for the $\boldsymbol{a}$-th row of $\mathfrak{T}_{1} T^{U} \mathfrak{T}_{2}$ and $\left\|\left(\mathfrak{T}_{1} T^{U} \mathfrak{T}_{2}\right)_{\boldsymbol{a}}\right\|_{1}$ its $l_{1}$-norm. Equation (2.36) is a necessary but not sufficient condition for $\mathfrak{T}_{i}$ to be the Penrose-Moore pseudo-inverse of $T$. Indeed, such condition implies that $\mathfrak{T}_{i}$ is a so-called generalized inverse of $T$ [161, 154]. So, the first question we need to consider is how to variationally explore the space of generalized inverses of $T$ in a practical way.

Fortunately, this question has been previously studied. In particular, in Ref. [149] it was shown that for an arbitrary matrix $A \in \mathbb{R}^{m \times n}$ and given any particular generalized inverse $A^{-}$of it, every generalized inverse $B^{-}$can be obtained from some $C \in \mathbb{R}^{m \times n}$ by the map

$$
\begin{equation*}
B^{-}(C):=A^{-}+C-A^{-} A C A A^{-} . \tag{2.37}
\end{equation*}
$$

That is, the entire space of generalized inverses is parameterized by $C$. This leads us to a practical way to obtain a random walk across the space of generalized inverses: In the first iteration, take the Penrose-Moore pseudo-inverse $A^{-1}$ as starting generalized inverse and a randomly sampled $C$. This produces the first $B^{-}$. As inputs for the second iteration, use the first iteration's output $B^{-}$as generalized inverse and a fresh, independently sampled C. This produces a new $B^{-}$. Then continue to iterate.


Figure 2.15: Monte Carlo random walk for interface negativity optimization of the $Z Z$ gate used in Section 2.4.6. The total number of steps in the annealing schedule is 5000 . The gray dashed line indicates the mean average squared negativity of the pseudoinverse, whereas the blue line indicates the one for the newly accepted $\mathfrak{T}$ 's during the Monte Carlo random walk. The inset shows the adaptive scheme that fine-tunes the search with the temperature and variance, given in black and red, respectively.

Using this recipe for $A=T$ and $A^{-1}=T^{-1}$, we can ergodically explore the space of generalized inverses $\mathfrak{T}_{i}$ of $T$. In turn, the resulting random walk can be used as Markov Chain Monte Carlo dynamics for a simulated-annealing optimization $[162,163]$ that approximates a solution to Equation (2.35). More precisely, for each random walk iteration, we (probabilistically) accept or reject the newly produced $\mathfrak{T}_{i}$ via a standard MetropolisHastings algorithm with $\frac{1}{D} \sum_{\boldsymbol{a}}\left\|\left(\mathfrak{T}_{1} T^{U} \mathfrak{T}_{2}\right)_{\boldsymbol{a}}\right\|_{1}^{2}$ as energy function.

For $U$ a two-qubit gate and the Pauli-6 POVM, each dual-overlap matrix can be expressed as $\mathfrak{T}_{i}=\mathfrak{T}_{i}^{(1)} \otimes \mathfrak{T}_{i}^{(2)}$, where $\mathfrak{T}_{i}^{(1)}$ and $\mathfrak{T}_{i}^{(2)}$ are respectively the $6 \times 6$ real dual-overlap matrices of the two qubits on which $U$ acts. We can independently sample all four matrices, $\mathfrak{T}_{1}^{(1)}, \mathfrak{T}_{1}^{(2)}, \mathfrak{T}_{2}^{(1)}$, and $\mathfrak{T}_{2}^{(2)}$. Hence, the search-space dimension is $4 \times 6 \times 6=142$.

For the simulated-annealing schedule, we take random matrices $C \sim \mathcal{N}\left(0, \sigma^{2}\right)^{6 \times 6}$. We set the initial temperature to be $T=10$ and decrease it with a factor 0.999 at each Monte Carlo step. In addition to the temperature, the Monte dynamics are controlled by the variance $\sigma^{2}$ of the normal distribution $\mathcal{N}\left(0, \sigma^{2}\right)^{6 \times 6}$ for $C$. We start with a large initial $\sigma^{2}=0.1$ to coarsely explore the search space. However, as the temperature decreases, we want to refine the search without freezing the Monte Carlo dynamics. Therefore, we use an adaptive scheme where $\sigma^{2}$ is decreased according to the acceptance ratio. Specifically, we halve the value of $\sigma$ if the acceptance ratio per 100 MCS is smaller than 0.23 , a well-known heuristic for continuous-variable MCMC [164]. The search is terminated if the negativity decreases less than $10^{-2}$ after 100 accepted steps.

As a result, we consistently find dual frames whose averaged squared negativities are about half the value of the canonical dual frame from the pseudo-inverse (see Figure 2.15). This is also observed to greatly improve the sample complexity in practice (see Figure 2.16).

### 2.4.5 Simulation of long-range maximal Bell violations

As a proof of principle experiment, we show that a maximally entangled state simulated with our method attains the maximal violation of the Clauser-Horne-Shimony-Holt (CHSH) inequalities as expected. The CHSH inequalities constrain a set of four correlators in an Alice (A) and Bob (B) type experiment and provide a condition to check if the correlations between the observations of Alice and Bob can be explained by a local theory, or necessitate a non-local theory such as quantum mechanics [165]. Consider the quantity

$$
\begin{aligned}
f_{\mathrm{CHSH}}(A, B)= & C^{00}(A, B)+C^{01}(A, B)+C^{10}(A, B) \\
& -C^{11}(A, B)
\end{aligned}
$$



Figure 2.16: Improvement of energy-estimator variance for the 8-qubit TFIM circuit experiment of Figure 2.18b. Sample variance is estimated over 50 runs. The red line shows sample variance corresponding to the canonical dual frame given by the pseudo-inverse of $T$. In blue, we see the variance of the energy corresponding to the dual frame obtained from the Monte Carlo search.
where

$$
\begin{aligned}
& C^{00}(A, B)=\frac{1}{\sqrt{2}}\left(-\left\langle Z_{A} Z_{B}\right\rangle-\left\langle Z_{A} X_{B}\right\rangle\right) \\
& C^{01}(A, B)=\frac{1}{\sqrt{2}}\left(-\left\langle X_{A} Z_{B}\right\rangle-\left\langle X_{A} X_{B}\right\rangle\right) \\
& C^{10}(A, B)=\frac{1}{\sqrt{2}}\left(\left\langle Z_{A} Z_{B}\right\rangle-\left\langle Z_{A} X_{B}\right\rangle\right) \\
& C^{11}(A, B)=\frac{1}{\sqrt{2}}\left(\left\langle X_{A} Z_{B}\right\rangle-\left\langle Z_{A} X_{B}\right\rangle\right)
\end{aligned}
$$

are the correlations obtained from the state shared by Alice and Bob. The observables $X$ and $Z$ are the Pauli matrices. We call $f_{\mathrm{CHSH}}(A, B)$ the Bell polynomial. The CHSH inequality is given by $f_{\mathrm{CHSH}}(A, B) \leq 2$, which if satisfied, implies that a local hidden variable theory can explain the observed correlations. On the other hand, for $f_{\mathrm{CHSH}}(A, B)>2$
we have to invoke quantum theory to explain the correlations. The maximum value of $f_{\text {CHSH }}(A, B)$ is $2 \sqrt{2}$ which is obtained for a maximally entangled two qubit state.

We consider the Bell state $\left|\Phi^{+}\right\rangle=\frac{1}{2}(|00\rangle+|11\rangle)$ which has the maximum CHSH violation $f_{\text {CHSH }}(A, B)=2 \sqrt{2}$. We consider the case where the state is prepared on two qubits separated by a distance $d$. Applying the CNOT between these distant qubits requires implementing a swap chain to bring the two states close together. In Figure 2.17 we compare the CHSH violation of the Bell state simulated with our algorithm and one prepared with a circuit containing a noisy swap chain. We see that the CHSH violation is only affected by the statistical fluctuations of our method and therefore approximates the maximum value independent of the distance between the qubits.

### 2.4.6 The Transverse Field Ising-model circuit

As a practical example of implementing our method in an experimentally realistic setting, we investigate the ground state of a prototypical model for quantum magnetism: the transverse field Ising-model (TFIM) on a one dimensional ring. The Hamiltonian of the TFIM for the 1D chain is given by

$$
\begin{equation*}
H_{\mathrm{TFIM}}=-\sum_{i=1}^{n}\left[Z_{i} Z_{i+1}+g X_{i}\right] \tag{2.38}
\end{equation*}
$$

where we assume periodic boundary conditions and set $g=1$. The ground state of $H$ can be approximated reliably with a depth $L=n / 2$ HVA circuit (see Section 2.2) [40, 52, 1].

To evaluate the accuracy of the state reconstruction, we compare the finite statistics estimator of the energy $\left\langle\hat{H}_{M}\right\rangle$ from our algorithm with the ground-state energy $E_{\text {gs }}=$ $\left\langle\psi_{\mathrm{gs}}\right| H\left|\psi_{\mathrm{gs}}\right\rangle$ from exact diagonalization.

We consider three setups: First, we consider the $n=4$ and $n=8$ qubit TFIM chains where the last long range $Z Z$ gate (in the 2nd and 4th layer respectively) is classically simulated with our algorithm (See Figure 2.18). Next, we apply our method twice for the same circuits, with simulation of both the last and first-to-last long range $Z Z$ gate (See Figure 2.19). Finally, we consider the ground state of an $n=20$ TFIM chain, where we only apply the first two layers of the circuit and simulate the second long range $Z Z$ gate (See Figure 2.20 ). For all simulations, we confirm that we can greatly improve the final energy estimates by making use of QCQ interfaces at the cost of $M_{s}$ measurement-and-reprepare steps.


Figure 2.17: CHSH violation as a function the number of qubits. These results where obtained with an LPDO simulation where $D=12$ and $\kappa=24$. In addition to the gate noise, we apply a depolarizing channel to simulate measurement noise with $\lambda_{\text {meas }}=$ 0.01 and repreparation noise with $\lambda_{\text {reprep }}=0.005$. The classical bound (pink) and maximal violation (green) are 2 and $2 \sqrt{2}$ respectively for all $d$. We see that the violation in the noisy circuit (green) decreases linearly with the number of qubits as a result of the $4(d-2)+1$ noisy swap gates required to prepare the state. Our algorithm provides the maximum CHSH violation up to statistical fluctuations independent of the distance between the qubits. This comes at a cost of sampling $M=60000$ measurement-and-repreparation steps to estimate the violation.

### 2.4.7 Conclusion

We have introduced a rigorous framework of hybrid quantum-classical interfaces for quantumcircuit simulations. We applied a specific variant of these gadgets - which we dub quantum-classical-quantum (QCQ) interfaces - to simulate long-range gates in low-connectivity devices without using swap-gate ladders. QCQ interfaces replaces an experimentally problematic gate (e.g. a very long-range one) by single-qubit random measurements and statepreparations sampled according to a classical quasi-probability simulation of the ideal target gate. This procedure eliminates long swap-gate ladders which would otherwise be


Figure 2.18: Comparison of QCQ interface simulation with both noisy and noiseless TFIM circuits. (a) $n=4$ and (b) $n=8$ qubits obtained with a full density matrix simulation. Each dot represents the average energy $\mathbb{E}\left[\left\langle\hat{H}_{M}\right\rangle\right]$ estimated over 50 separate instances. The error bars indicate the standard deviation. As the number of samples $M_{s}$ increases, the statistical fluctuations of our method become small in accordance with the central limit theorem. We can determine the scaling of the size of the error bars by fitting $\sigma=\bar{\sigma} / \sqrt{N_{\text {samples }}}$. While for 4 qubits $\bar{\sigma} \approx 27.8$, for 8 qubits we have $\bar{\sigma} \approx 76.5$. This scaling only depends on the mean negativity, which differs between the two circuits because we apply a different ZZ rotation on each circuit. The energy of the noiseless circuit (orange dashed line) corresponds to the ground-state energy $E_{\text {gs }}$. The noisy circuit (green dashed line) shows the energy obtained when we apply depolarizing channels with $\lambda_{\text {unit }}=0.005$ to the CNOT gates in the circuit. We see that for both the 4 and 8 qubit our algorithm provides a significant improvement on the final estimated energy of the circuit for a reasonable number of measure-and-reprepare steps. In (b) we observe that the large number of number of noisy CNOTs dominates the simulation, hence the improvement is not as significant as for 4 qubit.
required to physically synthesize the target gate. This results in a drastic increase in gate fidelity. The final output of the scheme is an estimate of the expectation value of a given observable on the output of the target high-connectivity circuit.

The quasi-probability distribution used is given by a POVM representation of the gate simulated at each interface. As any sampling scheme based on non-positive quasi-


Figure 2.19: Comparison of double QCQ interface simulation with both noisy and noiseless TFIM circuits. (a) $n=4$ and (b) $n=8$ qubits. These results were obtained with a full density matrix simulation. In (a), we see that we can almost approximate the true ground-state energy of the 4 qubit state, because the only noisy operations are the 12 CNOTs required for implementing the 6 nearest neighbor $Z Z$ gates in layers 1 and 2 . In (b) we see a more significant improvement over the energies from Figure 2.18b, but still the noise dominates. Since we apply the QCQ method twice, the standard deviation $\sigma=\bar{\sigma} / \sqrt{N_{\text {samples }}}$ of the error bars increases quadratically, as per Equation (2.33). We find $\bar{\sigma} \approx 333.1$ and $\bar{\sigma} \approx 856.8$ for 4 and 8 qubits respectively.
probabilities, our method suffers from the sign problem. Because of this, the overall sample complexity grows exponentially with the number of interfaces applied. However, the statistical overhead per interface is independent of the on-chip distance between the qubits on which the interface acts. To ameliorate the sign problem, we developed a Metropolis-Hastings simulated-annealing algorithm based on random walks in the space of dual POVMs. This allowed us to decrease the statistical overhead per interface by almost a factor of two over that of the canonical dual POVM. This is potentially interesting on its own beyond the current scope and further optimization is possible. All together, we show that any circuit with a limited number of gates to cut out can be simulated at the expenses of a moderate overall overhead in sample complexity. As examples, we explicitly considered a Bell-state preparation circuit for two qubits increasingly far apart and variational ground-state solvers for the transverse-field Ising model on ring lattices. The former involves a single long-range gate, whereas the latter contains one such gate per variational


Figure 2.20: Comparison of a QCQ interface simulation with both noisy and noiseless circuits for a 20 qubit TFIM circuit. These results where obtained with an LPDO simulation where $D=50$ and $\kappa=50$. Only two of the 8 layers of the circuit are simulated here, to keep simulation errors under control. The sample variance $\hat{\sigma} \approx$ 195.0.
layer.
Interestingly, the quasi-probability approach we use here is not the only route to gate simulation. In [166], similar in spirit to [145], quantum circuits are simulated via Monte Carlo simulation. However, instead of using the language of frames, a HubbardStratanovich transformation is applied. In this context, the sign problem manifests itself in the form of a complex action that inhibits the efficient simulation of a large number of gates. A potential fruitful direction of future work would be to investigate the limits of this alternative gate simulation approach (see Appendix D.4).

Importantly, our method requires platforms supporting mid-circuit measurements and state preparations, which are readily provided by some quantum hardware companies such as, e.g., IBM and Honeywell $[110,111]$. This may pave the way to implement our method in a practical setting in the near future. However, the efficacy of our method will rely on the speed and accuracy of intermediate measurements. Although our numerical experiments for the CHSH violation indicate that our algorithm is insensitive to imperfect measurements,
slow measurements may be more problematic since NISQ devices only have a limited coherence time.

Finally, we emphasize that our framework is not restricted to connectivity boosts only. It could also be applied to any gate that is too noisy for a given platform or combined with error-correcting codes to remove a gate that is particularly difficult to implement faulttolerantly by the code. Another interesting application that will be studied elsewhere is circuit-depth boosts, where a deep circuit is simulated by shallower experimental circuits together with classical simulations of entire slices of the target circuit. In conclusion, our framework provides a versatile toolbox for both error-mitigation and circuit boosts well suited for noisy, intermediate-scale quantum hardware.

## Chapter 3

## Riemannian geometry in Variational Quantum Computing

### 3.1 Differential Geometry and Lie groups

To establish notation, we briefly summarize some of the key concepts in differential geometry needed for our purposes. There exist many excellent references on the topic, see $[167,168]$ for the physicist-friendly references and $[169,170]$ for the more technical expositions on the subject. Since this is a physics thesis, we will not spend too much time discussing the beautiful mathematics of differential geometry, and only introduce the necessary concepts.

### 3.1.1 Differentiable Manifolds

An $n$-dimensional (topological) manifold $\mathcal{M}$ is a set that locally looks like $\mathbb{R}^{n}$. This local description is given by charts $\varphi_{a}$, which smoothly map open subsets $U_{a}$ of the manifold onto coordinate patches in $\mathbb{R}^{n}$. So if $\left\{x^{i}\right\}$ are the coordinates in $\mathbb{R}^{n}$, and $p \subseteq U_{a} \in \mathcal{M}$, then

$$
\begin{equation*}
\varphi(p)=\boldsymbol{x} \tag{3.1}
\end{equation*}
$$

If all charts between two subsets of the manifold are compatible, the manifold is differentiable. For the purposes of this work, all manifolds will be $C^{\infty}$ differentiable. The beauty of differential geometry is that you can work in a "coordinate-free" description where you
never choose coordinates, however, due to the applied nature of this thesis we will mostly work in an explicit coordinate chart.

### 3.1.2 Tangent spaces

In calculus, we learn about function and its derivatives on a real vector space $\mathbb{R}^{n}$. Given that differentiable manifolds can be described locally via charts, many ideas of calculus carry over directly to the manifold setting, with the caveat that they are defined locally.

A prime example of this is the idea of a tangent space $T_{p} \mathcal{M}$ at a point $p \in \mathcal{M}$. We can think of the tangent space as a collection of vectors that provide the possible directions one can move in on the manifold from point $p$. Consider a curve $\gamma: I \rightarrow \mathcal{M}$ where $I=(-a, a)$ is an open subset of $\mathbb{R}$ and $\mathcal{M}$ is a differentiable manifold. We can construct a curve on $\mathcal{M}$ so that $\gamma(0)=p$. Then we can ask, what is the derivative of a function $f: \mathcal{M} \rightarrow \mathbb{R}$ in the direction of this curve? By working in a chart $(U, \phi), p \in U$ and $\phi(p)=\left\{x^{i}\right\}$ where $x^{i}$ is the $i$ th coordinate of the vector $\phi(p)$, we find

$$
\begin{equation*}
\left.\frac{d f(\gamma(t))}{d t}\right|_{t=0}=\left.\frac{\partial\left(f \circ \phi^{-1}\right)}{\partial x^{i}} \frac{d(\phi \circ \gamma)(t)}{d t}\right|_{t=0}=\left.\frac{\partial f}{\partial x^{i}} \frac{d x^{i}(\gamma(t))}{d t}\right|_{t=0} . \tag{3.2}
\end{equation*}
$$

This allows us to define a tangent vector at $p$ as

$$
\begin{equation*}
\boldsymbol{v}=\sum_{i}^{n} v^{i} \frac{\partial}{\partial x^{i}} \equiv \sum_{i}^{n} v^{i} \partial_{i}, \quad v^{i}=\left.\frac{d x^{i}(\gamma(t))}{d t}\right|_{t=0} \tag{3.3}
\end{equation*}
$$

So a tangent vector is an operator that differentiates a function in the direction of some curve $\gamma(t)$ going through a point $p$ as $\boldsymbol{v}(f)(p)$. There exist many such curves, and these curves form an equivalence class. The collection of these equivalence classes is then called the tangent space $T_{p} \mathcal{M}$ of $\mathcal{M}$ at $p$, which is a vector space that be spanned by a basis of differential operators $\left\{\partial / \partial x_{i}\right\} \equiv\left\{\partial_{i}\right\}$. This may be somewhat surprising, since we are not used to think about derivatives as elements that can span a vector space, however this is what tangent vectors represent: operators that can differentiate a function on $\mathbb{R}^{n}$.

We can change the coordinates with a simple transformation. To see this, consider two tangent vectors $\boldsymbol{v}, \boldsymbol{u}$ defined in different charts $\left(U_{a}, \varphi_{a}\right),\left(U_{b}, \varphi_{b}\right)$ such that $p \in U_{a} \cap U_{b}$ and
$\varphi_{a}(p)=\boldsymbol{x}, \varphi_{b}(p)=\boldsymbol{y}$. Then

$$
\begin{align*}
\sum_{i}^{n} v^{i} \frac{\partial}{\partial x^{i}} & =\sum_{j}^{n} u^{j} \frac{\partial}{\partial y^{j}} \\
v^{i} & =\sum_{j}^{n} u^{j} \frac{\partial x^{i}}{\partial y^{j}} . \tag{3.4}
\end{align*}
$$

The object $\partial x_{i} / \partial y_{i}$ should look familiar: it is the Jacobian matrix of the coordinates $\boldsymbol{x}$ with respect to the coordinates $\boldsymbol{y}$ which tells us how tangent vectors in one coordinate system transform to another coordinate system.

### 3.1.3 Cotangent vectors (one-forms)

Since $T_{p} \mathcal{M}$ is a vector space, there exists a dual vector space $T_{p}^{*} \mathcal{M}$ called the cotangent space. Elements of the cotangent space are called cotangent vectors or one-forms $\boldsymbol{\omega}$ : $T_{p} \mathcal{M} \rightarrow \mathbb{R}$, which accept a tangent vector and produce real number. Similar to the tangent vectors in Equation (3.3), a one-form can be expanded into a basis $\left\{d x^{i}\right\}$ that is dual to $\left\{\partial_{i}\right\}$,

$$
\begin{equation*}
\partial_{i} d x^{j}=\delta_{i}^{j} \tag{3.5}
\end{equation*}
$$

so that

$$
\begin{equation*}
\boldsymbol{\omega}=\sum_{i}^{n} \omega_{i} d x^{i} \tag{3.6}
\end{equation*}
$$

One-forms are also known as covectors. In the following, we will drop the explicit basis vectors $\partial_{i}$ and $d x^{i}$ and denote the components of tangent vectors $\boldsymbol{v}$ and one-forms $\boldsymbol{\omega}$, with an upper index $v^{i}$ and lower index $\omega_{i}$, respectively. We will also make use of the Einstein summation convention,

$$
\begin{equation*}
\sum_{i} v_{i} u^{i} \equiv v_{i} u^{i} \tag{3.7}
\end{equation*}
$$

### 3.1.4 Riemannian manifolds

At this point, we know how to take a manifold $\mathcal{M}$, equip it with coordinates and calculate derivatives at points of the manifold. In order to talk about distances between points we
need to define a metric, which is a positive-definite bilinear tensor that takes two points in a tangent space and produces a scalar. Once we equip $\mathcal{M}$ with a metric, it becomes a Riemannian manifold.

Specifically, a Riemannian manifold is a manifold $\mathcal{M}$ equipped with a symmetric, nondegenerate metric $g: T_{p} \mathcal{M} \times T_{p} \mathcal{M} \rightarrow \mathbb{R}$. Hence, the metric takes two vectors in the tangent space at a point $p$ and produces a positive number. For example, given $\boldsymbol{v}, \boldsymbol{u} \in T_{p} \mathcal{M}$ we get

$$
g(\boldsymbol{v}, \boldsymbol{u})=v^{i} u^{j} g_{i j} .
$$

The components $g_{i j}$ of $g$ are always defined with respect to a basis $\left\{\partial^{i}\right\}$, so $g_{i j}=g_{i j}\left(\partial^{i}, \partial^{j}\right)$ and we can represent $g$ as an $n \times n$ matrix. Consider now the function $g(\boldsymbol{v}):, T_{p} \mathcal{M} \rightarrow \mathbb{R}$. Remember that a one-form $\boldsymbol{\omega}$ is function $\boldsymbol{\omega}: T_{p} \mathcal{M} \rightarrow \mathbb{R}$. Hence, we can use the metric to turn tangent vectors into one-forms:

$$
g(\boldsymbol{v},)=v^{i} g_{i j}=v_{j}
$$

so that

$$
g(\boldsymbol{v}, \boldsymbol{u})=v_{j} u^{j} .
$$

Since the metric is symmetric and non-degenerate, we can define the inverse metric $g^{-1}$ as providing a distance measure between one-forms,

$$
g^{-1}(\boldsymbol{\omega}, \boldsymbol{\eta})=\omega_{i} \eta_{j} g^{i j}=\omega_{i} \eta^{i} .
$$

Remember that the metric is defined locally at each point $p$. In order to calculate distances between two points $p$ and $p^{\prime}$, we need to define a curve that connects these points. If we take $\gamma(t)$ to be the curve such that $\gamma(0)=p$ and $\gamma(1)=p^{\prime}$, then we can calculate the distance between these points by adding up all infinitesimal line elements along the curve

$$
\begin{equation*}
L=\int_{0}^{1} \sqrt{g\left(\gamma^{\prime}(t), \gamma^{\prime}(t)\right)} d t \tag{3.8}
\end{equation*}
$$

### 3.1.5 Riemannian gradients

Now that we have defined a metric, we can talk in a meaningful way about the concept of a gradient. To do so, we will consider a function $f: \mathcal{M} \rightarrow \mathbb{R}$ at a point $p$ and a tangent vector $\boldsymbol{v}$. We can define a curve $\gamma:(-a, a) \rightarrow \mathcal{M}$ with $\gamma(0)=p$ such that $E(\gamma(t))=$ constant for all $t$. Differentiating with respect to $t$ then gives

$$
\left.\left(\partial_{i} f(\gamma(t))\right) \gamma^{\prime}(t)\right|_{t=0}=0
$$



Figure 3.1: Schematic depiction of the gradient of a function $E(\boldsymbol{\theta})$ on $\mathbb{R}^{2}$. The gradient is always orthogonal to the curve $\gamma(t)$ where the function is constant. Here, $\boldsymbol{v}$ corresponds to $\gamma^{\prime}(t)$ at some point $p$.

In other words, the gradient of a function produces a vector orthogonal to the level curves through a point (see Figure 3.1). To define the gradient in local coordinates, we need the metric to establish what it means for two vectors to be orthogonal.

This can be achieved with the following construction. Instead of the curve $\gamma(t)$ on $\mathcal{M}$, we can pick local coordinates $\boldsymbol{x}$ around $p$ and establish the notion of a gradient in an explicit coordinate system. To start, we consider the differential $d f$, which takes the function $f$ and creates a one-form in the chosen coordinate system $\left\{\partial_{i}\right\}$,

$$
d f=\partial_{i} f\left(x^{1}, \ldots, x^{n}\right) d x^{i} .
$$

When we apply this function to a tangent vector, we get

$$
d f(\boldsymbol{v})=\partial_{i} f\left(x^{1}, \ldots, x^{n}\right) v^{j} d x^{i} .
$$

Remember that $v^{j} \equiv v^{j} \partial_{j}$ and $\partial_{j} d x^{i}=\delta_{j}^{i}$, which gives

$$
\begin{equation*}
d f(\boldsymbol{v})=\partial_{i} f\left(x^{1}, \ldots, x^{n}\right) v^{j} \delta_{j}^{i} . \tag{3.9}
\end{equation*}
$$

In other words, the differential gives us the rate of change of the function $f$, at the point $p$ in the direction of $v$. If we change coordinates, $\boldsymbol{x} \rightarrow \boldsymbol{y}$, we can always use the Jacobian
matrix of Equation (3.4) to account for the change. The (Riemannian) gradient is then implicitly defined as

$$
\begin{equation*}
g(\operatorname{grad} f, \boldsymbol{v})=d f(\boldsymbol{v}) \tag{3.10}
\end{equation*}
$$

which is known as the compatibility condition. In other words the Riemannian gradient is a tangent vector that preserves the inner product with any other tangent vector $\boldsymbol{v}$. We find

$$
(\operatorname{grad} f)^{i} v^{j} g_{i j}=\partial_{i} f\left(x^{1}, \ldots, x^{n}\right) v^{j} \delta_{j}^{i}
$$

so

$$
(\operatorname{grad} f)^{i} g_{i j}=\partial_{i} f\left(x^{1}, \ldots, x^{n}\right) \delta_{j}^{i}
$$

So in vector form

$$
\begin{equation*}
\operatorname{grad} f=g^{-1} \cdot(\nabla f) \tag{3.11}
\end{equation*}
$$

where we defined $(\nabla f)^{i}=\partial_{i} f\left(x^{1}, \ldots, x^{n}\right)$. If $g$ is the euclidean metric, then the Riemannian gradient becomes the standard gradient operator in calculus. However, Equation (3.11) is works for any manifold and a valid metric $g$.

Analogous to the gradient flow in a Euclidean space that we saw in Section 2.1.2, we can use the Riemannian gradient to construct a Riemannian gradient flow

$$
\dot{\boldsymbol{x}}=\operatorname{grad} f(\boldsymbol{x}) .
$$

Riemannian gradient flows show up in different fields of optimization. For example, consider a probability density function $p(x \mid \boldsymbol{\theta})$ for a random variable $X$ which takes values in $\Omega$, parameterized by $\boldsymbol{\theta} \in \mathbb{R}^{n}$. The manifold of probability distributions $p$ is smooth, and the induced metric on the coordinate space $\mathbb{R}^{n}$ is given by the Fisher metric [171]:

$$
\begin{equation*}
g_{i j}=-\int_{\Omega} \frac{\partial^{2} \log p(x \mid \boldsymbol{\theta})}{\partial \theta_{i} \partial \theta_{j}} p(x \mid \boldsymbol{\theta}) d x . \tag{3.12}
\end{equation*}
$$

If we plug this metric into Equation (3.11), we obtain Natural Gradient Descent [172], a well-known second order optimization method for statistical models.

The quantum analogue of this can be constructed as follows. Global phases are physically unobservable, so quantum states are actually rays in a projective complex Hilbert space $\mathbb{C} P^{N-1}$. This is formalized via the equivalence relation

$$
\begin{equation*}
|\psi\rangle \sim \lambda|\psi\rangle, \quad \lambda \in \mathbb{C},|\psi\rangle \in \mathcal{H} \tag{3.13}
\end{equation*}
$$

Given some parameterization $|\psi(\boldsymbol{\theta})\rangle$, the induced metric on $\mathbb{C} P^{N-1}$ is given by (see [173, 174])

$$
\begin{equation*}
g_{i j}=\left\langle\partial_{i} \psi(\boldsymbol{\theta}) \mid \partial_{j} \psi(\boldsymbol{\theta})\right\rangle-\left\langle\partial_{i} \psi(\boldsymbol{\theta}) \mid \psi(\boldsymbol{\theta})\right\rangle\left\langle\partial_{j} \psi(\boldsymbol{\theta}) \mid \psi(\boldsymbol{\theta})\right\rangle, \tag{3.14}
\end{equation*}
$$

which is known as the Fubini-Study metric. The resulting Riemannian gradient flow of Equation (3.11) is known as Stochastic Reconfiguration in Variational Monte Carlo [175] and Quantum Natural Gradient in variational quantum computing [26].

### 3.1.6 Lie groups

A Lie group is differentiable manifold that is equipped with a group structure. Remember that a group $G$ is a set of objects that satisfies the following properties

1. $a \cdot(b \cdot c)=(a \cdot b) \cdot c$ for all $a, b, c \in G$ (associativity)
2. $e \cdot g=g$ (existence of the identity)
3. $g^{-1} \cdot g=e$ (existence of inverse)

For this group to be a differentiable manifold, we need both the group product $g$. and its inverse $g^{-1}$. to be differentiable in the sense of Section 3.1.1. Lie groups are omnipresent in physics. They are at the foundation of the standard model, can be used to describe the internal symmetries of spin systems and are at the heart of universality theorems in quantum computing.

In this work we will only be considered with finite-dimensional groups. We will always work with the fundamental matrix representation of the group (the smallest possible representation of the group), unless specified otherwise. The most relevant ones in the quantum computing context are the following subgroups of the group of complex invertible matrices $\mathrm{GL}(N, \mathbb{C})$

$$
\begin{aligned}
& \mathrm{U}(N)=\left\{X \in \mathbb{C}^{N \times N} \mid X^{\dagger} X=I\right\} \\
& \mathrm{O}(N)=\left\{X \in \mathbb{R}^{N \times N} \mid X^{T} X=I\right\}
\end{aligned}
$$

which are called the unitary and orthogonal group, respectively. We also have the symplectic group

$$
\operatorname{Sp}(2 N, \mathbb{C})=\left\{X \in \mathbb{C}^{2 N \times 2 N}: X^{T} J X=J\right\}, \quad J=\left(\begin{array}{cc}
0 & I_{N}  \tag{3.15}\\
-I_{N} & 0
\end{array}\right)
$$

In the quantum context we typically work with the compact counterpart of $\operatorname{Sp}(2 N, \mathbb{C})$,

$$
\begin{equation*}
\operatorname{Sp}(N)=\operatorname{Sp}(2 N, \mathbb{C}) \cap \mathrm{U}(2 N) \tag{3.16}
\end{equation*}
$$

which is the set of unitary operators that is also symplectic.

### 3.1.7 $\operatorname{SU}(N)$ and its Lie algebra

Consider the special unitary Lie group $\mathrm{SU}(N)$ :

$$
\begin{equation*}
\mathrm{SU}(N)=\left\{X \in \mathbb{C}^{N \times N} \mid X^{\dagger} X=I, \operatorname{det}\{X\}=1\right\} \tag{3.17}
\end{equation*}
$$

In general, quantum gates belong to the unitary group $\mathrm{U}(N)$, which drops the determinant condition and thus allows for an additional global phase. Restricting ourselves to $\mathrm{SU}(N)$ therefore is physically equivalent. Consider a curve $X(t): \mathbb{R} \rightarrow \mathrm{SU}(N), t \in(-a, a)$ such that $X(0)=I$ and $d /\left.d t X(t)\right|_{t=0} \equiv \dot{X}(0)=\Omega$. If we differentiate the unitarity condition with respect to $t$, we obtain

$$
\begin{aligned}
\left.\frac{d}{d t}\left(X^{\dagger}(t) X(t)\right)\right|_{t=0} & =0 \\
\dot{X}^{\dagger}(t) X(t)+\left.X^{\dagger}(t) \dot{X}(t)\right|_{t=0} & =0 \\
\Omega^{\dagger}+\Omega & =0
\end{aligned}
$$

and so we find that $\Omega^{\dagger}=-\Omega$, i.e., $\Omega$ is a skew-Hermitian matrix.
The matrices $\Omega$ which result from such curves are elements of the Lie algebra

$$
\begin{equation*}
\mathfrak{s u}(N)=\left\{\Omega \in \mathbb{C}^{N \times N} \mid \Omega^{\dagger}=-\Omega, \operatorname{Tr}\{\Omega\}=0\right\} \tag{3.18}
\end{equation*}
$$

The second condition, $\operatorname{Tr}\{\Omega\}=0$, can be found by realizing that the Lie algebra is connected to a Lie group via the exponential map: $e^{t X} \in \mathrm{SU}(N), \forall t \in \mathbb{R}$ and $X \in \mathfrak{s u}(N)$ and so $1=\operatorname{det}\left\{e^{X}\right\}=e^{\operatorname{Tr}\{X\}}$. Furthermore, from Equation (3.2), we can see that we have constructed the tangent space $T_{I} \mathrm{SU}(N)$; the tangent space of the special unitary group at the identity. To keep things in the realm of differential geometry, we will defer more background and details about Lie algebras to Chapter 4, since they are the central object of study there. For now, it's only important to know that $\mathfrak{s u}(N)$ is the tangent space of the unitary group at the identity.

Instead of considering a curve going through the identity at $t=0$, we can consider a curve $X(t)$ such that $X(0)=U$ and $\dot{X}(0)=\Xi$. We can repeat the same argument as before,

$$
\begin{aligned}
\dot{X}^{\dagger}(t) X(t)+\left.X^{\dagger}(t) \dot{X}(t)\right|_{t=0} & =0 \\
\Xi^{\dagger} U+U^{\dagger} \Xi & =0
\end{aligned}
$$

We quickly see that this equation is solved by setting

$$
\Xi=\Omega U
$$

with $\Omega \in \mathfrak{s u}(N)$. Hence, the tangent space at $U$ is given by

$$
T_{U} \mathrm{SU}(N)=\{\Omega U \mid \Omega \in \mathfrak{s u}(N)\} .
$$

In other words, we can always move to the tangent space at a point $U$ from the tangent space at the identity by multiplying with $U$ on the left. Note that the left multiplication is a choice; we could have also picked $\Xi=U \Omega$, but this does not affect the final results.

### 3.1.8 The exponential map and its gradient

The following is due to [176, Chapter 1, Theorem 5]. Let $G$ be a matrix Lie group $G \in$ $\operatorname{GL}(N, \mathbb{C})$ with a corresponding Lie algebra $\mathfrak{g}$. Define conjugation by $h \in G$ to be the transformation $c_{h}: G \rightarrow G$ given by $c_{h}(g)=h g h^{-1}$. Note that $c$ is an (inner) automorphism of $G$, since it is an isomorphism from $G$ onto itself. Let $\exp : \mathfrak{g} \rightarrow G$ be the exponential map from the Lie algebra to the group. Taking $X \in \mathfrak{g}$ and $t \in \mathbb{R}$, the differential of the conjugation map at the identity is

$$
d\left(c_{h}\right)(X)=\left.\frac{d}{d t}\left(h e^{t X} h^{-1}\right)\right|_{t=0}=h X h^{-1}
$$

which maps an element of the Lie algebra to another element of the Lie algebra. This map is called the adjoint representation $\operatorname{Ad}_{h}: \mathfrak{g} \rightarrow \mathfrak{g}$ and takes $X \mapsto h X h^{-1}$. Given $X, Y \in \mathfrak{g}$, we compute

$$
\begin{aligned}
\left.\frac{d}{d t} \operatorname{Ad}_{e^{t X}} Y\right|_{t=0} & =\left.\frac{d}{d t} e^{t X} Y e^{-t X}\right|_{t=0} \\
& =X Y-Y X \\
& =[X, Y] \\
& =\operatorname{ad}_{X} Y
\end{aligned}
$$

The operator ad: $\mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ is the Lie bracket on $\mathfrak{g}$, which for our purposes will be the standard commutator. It now follows that

$$
\begin{aligned}
\frac{d}{d t} \operatorname{Ad}_{e^{t X}} Y & =\frac{d}{d t}\left(e^{t X} Y e^{-t X}\right) \\
& =X e^{t X} Y e^{-t X}+e^{t X} Y e^{-t X}(-X) \\
& =\operatorname{ad}_{X}\left(\operatorname{Ad}_{e^{t X}} Y\right)
\end{aligned}
$$

With the boundary condition $\left.\operatorname{Ad}_{e^{t x}}\right|_{t=0}=\mathrm{Id}$ we find that the above differential equation is solved by

$$
\begin{equation*}
\operatorname{Ad}_{e^{X}}=e^{\operatorname{ad} X} \tag{3.19}
\end{equation*}
$$

at $t=1$.

### 3.2 Riemmannian Gradient Flows in variational quantum circuits

As discussed in Section 2.1.1, in a typical VQE setup one calculates gradients with respect to gate parameters in a quantum circuit to minimize a cost function that depends on the variational state. Since these approaches often involve minimizing non-convex cost functions, the choice of optimizer can greatly affect the result [177]. Unlike in deep learning, where backpropagation can remain effective despite a large number of parameters, calculating gradients in a variational quantum circuit quickly becomes inefficient. This is due to the fact that the gradients for single parameters cannot be calculated concurrently, but require additional circuit evaluations for each parameter [30, 31].

Gradient-based methods can be improved by considering additional structure of the model under consideration. For instance, when dealing with a statistical model, one can make use of the Fisher information to quantify the statistical distance between probability distributions [178]. This induces a metric on parameter space, which provides the direction of steepest descent with respect to the information geometry [172]. The resulting gradient is called the natural gradient, and forms the basis of a second order optimization algorithm called natural gradient descent. This method is used in deep learning [179, 180] but can also be extended to variational quantum Monte Carlo [181] and variational quantum circuits, where the distance between rays in Hilbert space provides an analogue of the Fisher information [26, 182].

Optimization algorithms that rely on the Fisher information fall into the category of Riemannian optimization algorithms [183, 184]. However, they are limited to optimizing over a real parameter space $\mathbb{R}^{d}$ with a non-Euclidean metric. Riemannian optimization has a much broader application: we can consider minimizing a function over a differentiable manifold $\mathcal{M}$ equipped with a non-degenerate, positive metric. This construction is more general, and allows one to take the structure of the manifold into account during the optimization. Such applications have been considered in the context of quantum control [185, 186, 187, 188, 189, 190], tensor networks [191, 192] or optimization of neural networks $[193,194,195,196,197]$. In the quantum circuit setting, the Riemannian manifold perspective has been considered to study the computational complexity of constructing specific circuits by approximating geodesics on the unitary group [198, 199]. In this section, we introduce the optimization of quantum circuits over the special unitary group $\mathrm{SU}(N)$ using Riemannian gradient flows [185]. We show the resulting algorithm can produce quantum circuits with favorable optimization properties but which may be exponentially deep. To obtain a practically feasible circuit optimizer, we make approxima-
tions that keep gate costs under control. We explore several toy problems to illustrate the properties of the resulting exact and approximate Riemannian gradient flow.

### 3.2.1 Gradient flows in quantum circuits

Consider the cost function of Equation (2.9),

$$
\begin{equation*}
E(\boldsymbol{\theta})=\operatorname{Tr}\left\{H U(\boldsymbol{\theta}) \rho_{0} U(\boldsymbol{\theta})^{\dagger}\right\}, \tag{3.20}
\end{equation*}
$$

where $U(\boldsymbol{\theta})$ is a variational quantum circuit with $d$ parameters. To solve the optimization problem $\min _{\boldsymbol{\theta}} E(\boldsymbol{\theta})$, we can consider the flow

$$
\begin{equation*}
\dot{\boldsymbol{\theta}}=\nabla_{\boldsymbol{\theta}} E(\boldsymbol{\theta}), \tag{3.21}
\end{equation*}
$$

where $\nabla_{\boldsymbol{\theta}}=\sum_{i}^{d} \partial_{\theta_{i}}$ is the standard gradient operator. Equation (3.21) provides a differential equation for the evolution of the parameters based on the gradient of the function at a point $\boldsymbol{\theta}$. As shown in Section 2.1.2, this flow equation can be discretized as

$$
\begin{equation*}
\boldsymbol{\theta}^{(k+1)}=\boldsymbol{\theta}^{(k)}-\epsilon \nabla_{\boldsymbol{\theta}^{(k)}} E\left(\boldsymbol{\theta}^{(k)}\right), \tag{3.22}
\end{equation*}
$$

where $\epsilon$ is the step size that controls the precision of the discretization. Using this equation to update the parameters of $U(\boldsymbol{\theta})$ is called steepest descent, since we follow the gradient of the function to a minimum, since the gradient always points in the direct orthogonal to the level curves of the function. As a result, infinitesimal steps in the direction of the gradient will decrease the function's value until we reach a local minimum (under reasonable assumptions) [200].

As we have seen in Chapter 2, an important point in obtaining a successful VQE optimization is that the parameterization of the variational circuit $U(\boldsymbol{\theta})$ must be chosen appropriately. This implies that one must try different ansätze and assume that the state of interest can be expressed with the chosen ansatz. However, due to the non-convexity of the cost landscape, we have no guarantees that our optimizer can find a good approximation to the desired state.

### 3.2.2 Gradient flows on Lie groups

Since a quantum circuit is ultimately a unitary operation, we can think of an $n$-qubit quantum circuit $U$ as an element of the special unitary group $\mathrm{SU}(N)$ (remember that


Figure 3.2: Difference between the Riemannian gradient flow and Euclidean gradient flow. (a) At the top, we have a mapping from real parameters $\boldsymbol{\theta} \in \mathbb{R}^{d}$ to a unitary in $U \in \operatorname{SU}(N)$. Gradient updates in the parameter space from $\theta$ to $\theta^{\prime}$ result in a new unitary $U^{\prime}$ on the group. Starting instead at $U$, we first obtain the Riemannian gradient at $U$ in the tangent space $T_{U} \mathrm{SU}(N)$. Since the Riemannian gradient can be written as $\Omega U$ with $\Omega \in \mathfrak{s u}(N)$, we can move to the Lie algebra $\mathfrak{s u}(N)$ by multiplying the Riemannian gradient with $U^{\dagger}$ from the right. Then, the exponential map and subsequent right multiplication with $U$ projects the Riemannian gradient back onto the manifold which results in a new unitary $U^{\prime}$. (b) At the top, we see how a standard gradient flow optimizes a quantum circuit: The circuit stays fixed and the gradient is calculated via the parameter-shift rule. Next, the free parameters describing the unitary are updated via gradient descent. In the bottom figure, we see that a step of the Riemannian optimization corresponds to appending a new unitary to the original circuit.
$N=2^{n}$ ). Hence, instead of minimizing the cost Equation (3.20) over $\mathbb{R}^{d}$ for a particular parameterization $U(\boldsymbol{\theta})$, we can instead directly optimize over $\mathrm{SU}(N)$. To achieve this, we rewrite Equation (3.20) as a scalar function on the special unitary group, $E: \mathrm{SU}(N) \rightarrow \mathbb{R}$, to obtain

$$
\begin{equation*}
E(U)=\operatorname{Tr}\left\{H U \rho_{0} U^{\dagger}\right\} \tag{3.23}
\end{equation*}
$$

where $U \in \mathrm{SU}(N)$. To solve the optimization problem $\min _{U} E(U)$, we can consider the Riemannian gradient flow

$$
\dot{U}=\operatorname{grad} E(U)
$$

We now need to determine the Riemannian gradient grad $E(U)$. As we have pointed out in Section 3.1.6, $\mathrm{SU}(N)$ is a Lie group, which carries a differentiable manifold structure. We can therefore use the language of differential geometry to define a gradient on the group [167, 168, 169, 170]. In Section 3.1.7, we showed that the tangent space $T_{U} \mathrm{SU}(N)$ of the manifold at a point $U$ is a vector space that consists of a collection of vectors $\Omega \in T_{U} \mathrm{SU}(N)$ that provide the possible directions one can move in on the manifold from point $U$. The tangent vectors $\Omega$ can be defined as derivatives of curves going through the point $U$ and are fully described by the Lie algebra $\mathfrak{s u}(N)$. Once we introduce a metric, the manifold becomes a Riemannian manifold, with well-defined notions of angles and distance that allow use to define a gradient (see Section 3.1.4).

Here, we will explicitly construct grad $E(U)$. First, we remember that the tangent space of $\operatorname{SU}(N)$ at the identity element $U_{0}=I_{N}$ is given by the Lie algebra $\mathfrak{s u}(N)$, the set of $N \times N$ skew-Hermitian matrices $\Omega$ with $\operatorname{Tr}\{\Omega\}=0$. The elements of $T_{U} \mathrm{SU}(N)$ can then be found by right multiplying an element of the Lie algebra with $U$ :

$$
T_{U} \mathrm{SU}(N):=\{\Omega U \mid \Omega \in \mathfrak{s u}(N)\}
$$

With the notion of a tangent vector on $\operatorname{SU}(N)$, we can enforce the compatibility condition of Equation (3.10) to derive the resulting Riemannian gradient flow on $\mathrm{SU}(N)$.

We start with the left hand side of Equation (3.10),

$$
d E(U)(\Omega U)=\operatorname{Tr}\left\{H U \rho_{0} d\left(U^{\dagger}\right)(\Omega U)+H d(U)(\Omega U) \rho_{0} U^{\dagger}\right\}
$$

where we simply used the product rule with the differential. Remember that $\Omega$ is a tangent vector, hence we can define a curve $\gamma(t)$, with $t \in(-a, a)$ such that $\gamma(0)=U$ and $\dot{\gamma}(t)=$ $\Omega U$. We the see that

$$
d(U)(\Omega U)=\left.\frac{d \gamma(t)}{d t}\right|_{t=0}=\Omega U, \quad d\left(U^{\dagger}\right)(\Omega U)=\left.\frac{d \gamma^{\dagger}(t)}{d t}\right|_{t=0}=U^{\dagger} \Omega^{\dagger}
$$

hence

$$
\begin{aligned}
d E(U)(\Omega U) & =\operatorname{Tr}\left\{H U \rho_{0} U^{\dagger} \Omega^{\dagger}+H \Omega U \rho_{0} U^{\dagger}\right\} \\
& =\operatorname{Tr}\left\{\left(-H U \rho_{0} U^{\dagger}+U \rho_{0} U^{\dagger} H\right) \Omega\right\} \\
& =\operatorname{Tr}\left\{\left[U \rho_{0} U^{\dagger}, H\right] \Omega\right\}
\end{aligned}
$$

where in the second line we used the cyclicity of the trace and the fact that $\Omega^{\dagger}=-\Omega$.
For the right hand side, we need to define a metric. For $\operatorname{SU}(N)$, there exists a (biinvariant) metric $g: T_{U} \mathrm{SU}(N) \times T_{U} \mathrm{SU}(N) \rightarrow \mathbb{R} \quad[185,201]$. This metric is given by

$$
g(\Omega U, \zeta U)=g(\Omega, \zeta)=\operatorname{Tr}\left\{\Omega^{\dagger} \zeta\right\}, \quad \forall \Omega, \zeta \in T_{U} \mathrm{SU}(N)
$$

Plugging this in, we then find

$$
\begin{aligned}
d E(U)(\Omega U) & =g(\operatorname{grad} E(U), \Omega U) \\
\operatorname{Tr}\left\{\left[U \rho_{0} U^{\dagger}, H\right] \Omega\right\} & =\operatorname{Tr}\left\{(\operatorname{grad} E(U))^{\dagger} \Omega U\right\}
\end{aligned}
$$

from which we conclude that

$$
\begin{aligned}
(\operatorname{grad} E(U))^{\dagger} & =U^{\dagger}\left[U \rho_{0} U^{\dagger}, H\right] \\
\operatorname{grad} E(U) & =-\left[U \rho_{0} U^{\dagger}, H\right] U
\end{aligned}
$$

Flipping the sign to find the minimum of Equation (3.23) instead of the maximum gives the Riemannian gradient flow

$$
\begin{equation*}
\dot{U}=\operatorname{grad} E(U)=\left[U \rho_{0} U^{\dagger}, H\right] U \tag{3.24}
\end{equation*}
$$

Analogous to the gradient in $\mathbb{R}^{d}$, the Riemannian gradient flow of Equation (3.24) converges to a critical point of $E(U)$ on $\mathrm{SU}(N)$ by descending along the level curves of the function [186]. To numerically compute the flow, we need to discretize the gradient steps.

The commutator $\left[U \rho_{0} U^{\dagger}, H\right]$ is a skew-Hermitian matrix in the tangent space of $\mathrm{SU}(N)$ at $U$, hence left multiplication of $U$ with the commutator will in general not keep us on the manifold. To perform a discrete gradient update step, we have to retract the Riemannian gradient from the tangent space onto $\mathrm{SU}(N)$ [202]. In contrast, for the Euclidean case of Equation (3.21) where $\mathcal{M}=\mathbb{R}^{d}$ this is not necessary since the tangent space of $\mathbb{R}^{d}$ coincides with the manifold at all points: $T_{\theta} \mathbb{R}^{d} \cong \mathbb{R}^{d}$.

The canonical retraction for our setting is the Lie exponential map $\exp _{U}: T_{U} \mathrm{SU}(N) \rightarrow$ $\mathrm{SU}(N)$ given by $\Omega \mapsto \exp _{U}\{\Omega\}$, so that $\exp _{U}\{t \Omega\}$ for $t \in[0,1]$ describes a unique geodesic
at $U$ with initial "velocity" $\Omega \in T_{U} \mathrm{SU}(N)$. The operator $\exp _{U}$ can be decomposed as follows. We realize that $\operatorname{grad} E(U)=\Omega U$ with $\Omega=\left[U \rho_{0} U^{\dagger}, H\right]$, hence right multiplication with the inverse $U^{\dagger}$ yields an element of the Lie algebra. Taking $\exp \{\Omega\}$ and multiplying with $U$ from the right then produces the retracted gradient (see Figure 3.2a). If we discretize Equation (3.24) and perform the retraction, we finally obtain

$$
\begin{equation*}
U^{(k+1)}=\exp \left\{\epsilon\left[U^{(k)} \rho_{0} U^{(k) \dagger}, H\right]\right\} U^{(k)}, \tag{3.25}
\end{equation*}
$$

where $\epsilon$ is the step size and $U^{(k)} \in \mathrm{SU}(N)$ the unitary at step $k$.
To analyze the convergence properties of Equation (3.25), we rely on the fact that the map $\rho_{0} \mapsto U^{(k)} \rho_{0} U^{(k) \dagger}$ can be understood as a so-called double bracket flow on the adjoint orbits of the group [201, 203, 204].

Double bracket flows can be used to solve a variety of tasks such as sorting lists [205], describing Toda flows [206], or diagonalizing Hamiltonians in many-body physics [207, 208, 209]. Additionally, they have been studied in the context of quantum gate design [210]. The properties of this optimization scheme are well understood, in particular, if the Hamiltonian $H$ is non-degenerate there exist exactly $N$ ! minima on $\mathrm{SU}(N)$, and $(N-1)$ ! global minima. Amazingly, only the global minima are stable attractors of the optimization dynamics, and one can show that almost all points will converge to these minima given a suitable step size [186]. Hence the Riemannian gradient flow is guaranteed to find the ground state of a non-degenerate Hamiltonian $H$.

### 3.2.3 Exact Riemannian gradient flow in quantum circuits

If $U^{(k)}$ in Equation (3.25) is implemented by a quantum circuit, then left multiplication of $U^{(k)}$ with the retracted Riemannian gradient is nothing more than appending a set of gates to that circuit, as illustrated in Figure 3.2b. However, it should come as no surprise that an implementation of the Riemannian gradient flow on a quantum computer will require an exponential number of gates as the number of qubits $n$ increases, since an element in the Lie algebra $\mathfrak{s u}\left(2^{n}\right)$ is described by $4^{n}-1$ parameters in general. Nevertheless, we describe an approach for implementing the Riemannian gradient in a circuit in order to set up an approximate scheme that requires only a polynomial number of operations.

An exact approach to implement the Riemannian gradient on a quantum circuit is to decompose the skew-Hermitian operators $\left[U^{(k)} \rho_{0} U^{(k) \dagger}, H\right.$ ] in terms of a basis of the Lie algebra $\mathfrak{s u}\left(2^{n}\right)$. One such basis is the set of Pauli strings $\mathcal{P}_{n}:=\{I, X, Y, Z\}^{\otimes n}$ (see Appendix A.1. We denote a Pauli string multiplied with the imaginary unit $i$ by $P_{j}=i a$ with $a \in \mathcal{P}_{n}$, which ensures that all $P_{j}$ are skew-Hermitian.


Figure 3.3: Schematic depiction of the compatibility condition and subspace restriction. (a) Restricting the algebra to a subspace and projecting the Riemannian gradient onto this subspace. Schematically, one can also break down the projected subspace into further component subspaces (represented for simplicity as single lines). (b) The compatibility condition. By taking the Euclidean inner product as the reference inner product, we can enforce the invariance of the inner product under a change of metric and explicitly construct grad $E(U)$.

We can write the commutator in the exponent of Equation (3.25) in terms of this basis,

$$
\begin{equation*}
\left[U^{(k)} \rho_{0} U^{(k) \dagger}, H\right]=-\frac{1}{2^{n}} \sum_{j=1}^{4^{n}-1} \operatorname{Tr}\left\{\left[U^{(k)} \rho_{0} U^{(k) \dagger}, H\right] P_{j}\right\} P_{j} . \tag{3.26}
\end{equation*}
$$

The coefficients

$$
\begin{equation*}
c_{j}^{(k)}=\operatorname{Tr}\left\{\left[U^{(k)} \rho_{0} U^{(k) \dagger}, H\right] P_{j}\right\}=\left\langle\left[H, P_{j}\right]\right\rangle_{\rho_{k}}, \tag{3.27}
\end{equation*}
$$

with $\rho_{k}=U^{(k)} \rho_{0} U^{(k) \dagger}$ can then be calculated on a quantum device with the parameter-shift rule [30, 31, 116, 119] (see also Section 2.1.2):

$$
\begin{equation*}
\left\langle\left[H, P_{j}\right]\right\rangle=i\left\langle V^{\dagger}\left(\frac{\pi}{2}\right) H V\left(\frac{\pi}{2}\right)-V^{\dagger}\left(-\frac{\pi}{2}\right) H V\left(-\frac{\pi}{2}\right)\right\rangle_{\rho_{k}} \tag{3.28}
\end{equation*}
$$

with $V(t)=\exp \left\{i t P_{j} / 2\right\}$ and the expectation value is calculated with respect to the state $U^{(k)} \rho_{0} U^{(k) \dagger}$. Hence estimating the coefficients $c_{j}^{(k)}$ requires taking the gradient of

$$
E(U, t)=\left\langle\psi_{0}\right| U^{(k) \dagger} V^{\dagger}(t) H V(t) U^{(k)}\left|\psi_{0}\right\rangle
$$

with respect to $t$. The resulting Riemannian gradient flow can be compactly written as

$$
\begin{equation*}
U^{(k+1)} \approx \prod_{j=1}^{4^{n}-1} \exp \left\{-\epsilon c_{j}^{(k)} P_{j}\right\} U^{(k)} \tag{3.29}
\end{equation*}
$$

where we absorbed the exponential factor into $\epsilon$ and took the sum out of the product via the Trotter formula at the cost of an error of $\mathcal{O}\left(\epsilon^{2}\right)$. In addition to requiring $4^{n}-1$ estimates of $c_{j}^{(k)}$, this also requires applying the corresponding multi-qubit gates generated by all Pauli strings of size $n$, which will be very difficult in practice.

Note that instead of splitting the exponent of the sum with a Trotter decomposition, we could directly use a Cartan decomposition algorithm, e.g., the Khaneja-Glaser or D'Alessandro decomposition to recursively decompose the Riemannian gradient into products of single- and two-qubit unitaries [211, 212, 213].

### 3.2.4 Approximate Riemannian gradient flow in quantum circuits

To circumvent the exponential resources required for the exact Riemannian gradient, we consider an approximation scheme that requires only a polynomial number of parameters and gates. A natural approximation is restricting the Riemannian gradient to a subspace $\mathfrak{m} \subseteq \mathfrak{s u}\left(2^{n}\right)$ via an orthogonal projection onto $\mathfrak{m}$. We show this schematically in Figure 3.3a. If we let $\left\{K_{j}\right\} \subset \mathcal{P}_{n}$ for $j=1, \ldots, m$ be a basis of the subspace $\mathfrak{m}$, then from Equation (3.29) we obtain the local Riemannian gradient flow

$$
\begin{equation*}
U^{(k+1)} \approx \prod_{j=1}^{m} \exp \left\{-\epsilon c_{j}^{(k)} K_{j}\right\} U^{(k)} \tag{3.30}
\end{equation*}
$$

where now $c_{j}^{(k)}=\left\langle\left[H, K_{j}\right]\right\rangle_{\rho_{k}}$. This approximation gives us control over which directions in the Lie algebra we want to explore. Depending on the choice of $\mathfrak{m}$, we append a sequence of $m$ gates at each optimization step. This approximation is an example of a stochastic Riemannian gradient algorithm [214].

Interestingly, the approximate Lie algebra optimization coincides with some VQE approaches for particular choices of $\mathfrak{m}$. For instance, if we restrict the Riemannian gradient to single qubit Paulis ,

$$
\mathcal{P}_{n}^{1-\text { local }}:=\left\{I^{\otimes i-1} \otimes \sigma_{i} \otimes I^{\otimes n-i} \mid \sigma_{i} \in\{X, Y, Z\}\right\}
$$

where $\sigma_{i}$ acts on qubit $i$, then we are performing a variant of the circuit structure learning algorithm called Rotosolve, [215, 216, 217] where instead of minimizing the expectation value $\langle H\rangle$ per added gate, we follow the Riemannian gradient with a step $\epsilon$. Additionally, we can choose the subspace $\mathfrak{m}$ in such a way that the terms in the product Equation (3.30) become two-qubit gates. For example, we could take the subspace to consist only of 2-local Paulis,

$$
\mathcal{P}_{n}^{2-\text { local }}:=\left\{I \otimes \sigma_{i} \otimes I \ldots I \otimes \sigma_{j} \otimes I \mid \sigma_{i}, \sigma_{j} \in\{X, Y, Z\}\right\}
$$

which contains $\left|\mathcal{P}_{2 \text {-local }}^{n}\right|=9 n(n-1)$ terms. We can also consider the nearest neighbor 2-local Paulis,

$$
\mathcal{P}_{n}^{2-\text { local n.n. }}:=\left\{I \otimes \sigma_{i} \otimes \sigma_{j} \otimes \ldots \otimes I \mid \sigma_{i}, \sigma_{j} \in\{X, Y, Z\}\right\}
$$

which contains $\left|\mathcal{P}_{n}^{2-\text { local n.n. }}\right|=9(n-1)$ terms. If instead of appending all $K_{j}$ in our set we only append the unitary generated by the $K_{j}$ with the largest $c_{j}^{(k)}$, we are performing a popular meta-heuristic first introduced in [113] called ADAPT-VQE. The difference being that we do not re-optimize the parameters of previous layers at each step. Additionally, the Lyapunov control strategy FALQON [218] can be understood as a Trotterized time evolution where the stepsize of the drift Hamiltonian is set to the Riemannian gradient.

Analogous to these methods, the choice of operator pool that will be appended to the circuit will affect the quality of the ground state approximation. From the optimal control literature, we know that if $\left\{K_{j}\right\}$ spans $\mathfrak{s u}\left(2^{n}\right)$ under nested commutation, the system is controllable and any state can be reached given sufficient depth [219, 220]. In the ADAPTVQE setting, there are various proposals for which operators $K_{j}$ to choose if one considers a fermionic Hamiltonian [221, 222, 223].

With the subspace restriction, the fixed point analysis becomes highly non-trivial. Although we still have the same convergence criterion as before, $\left.\operatorname{grad} E(U)\right|_{\mathfrak{m}}=0$ can be satisfied if the Riemannian gradient has nonzero components orthogonal to the restricted subspace of the algebra, i.e., $\left.\operatorname{grad} E(U)\right|_{\mathfrak{m}} \in \mathfrak{p}$ where $\mathfrak{s u}(N)=\mathfrak{p} \perp \mathfrak{m}$. As a result, we lose the global minima guarantees from the exact optimization. However, with the right choice of subspace, it is possible that the local Riemannian gradient information is enough to give a good approximation of the global minimum of Equation (3.23). Recently, a randomized algorithm was proposed that randomly twirls the local directions with a random unitary, which recovers the global convergence guarantees [224].


Figure 3.4: Numerical examples on two qubits. (a) Two-qubit example for the Hamiltonian $H=X_{1}+X_{2}+Y_{2}$. The circuit at initialization for both the VQE and Riemannian optimzer is given by the Hardware Efficient Ansatz [32]. This circuit ansatz consists of two RY gates with initial parameters ( $0.1,2.1$ ), followed by two RZ gates with initial parameters $(0.3,0.1)$ and finally a CNOT where the second qubit is the target. The step size for both the Riemannian gradient and parameter-shift VQE are $\epsilon=0.5$. The VQE optimization gets stuck in a local minimum, whereas, the Riemannian gradient-flow optimizer rapidly reaches the optimal solution of $\langle H\rangle \approx-2.40$. We see that the use of the quantum natural gradient (QNG) does not improve the overal convergence [26].(b) Twoqubit example for the exact Riemannian gradient for the Hamiltonian $H=X_{1}+Y_{1}+X_{2}$. The circuit at initialization consists of two Hadamards on each qubit. The learning rate is set at $\epsilon=0.2$. After 20 steps, the optimization gets stuck in an eigenstate. We generate a stochastic $4 \times 4$ matrix $X \sim \mathcal{N}(0,0.1)^{4 \times 4}$ and obtain a random direction in the Lie algebra $K=\frac{i}{2}\left(X-X^{T}\right)$. After 5 perturbations, we escape the saddle point, and the optimization reaches the ground state of $H$.

### 3.2.5 Numerical examples

Here, we provide several numerical experiments on toy models to test the Riemannian gradient descent algorithm. Our Riemannian and VQE optimization procedures minimize the costs in Equation (3.23) and Equation (3.20), respectively. We have implemented the Riemannian optimizer in PennyLane as the LieAlgebraOptimizer [225].

First, we consider the exact Riemannian gradient flow, which can be implemented on a circuit for small system sizes. In Figure 3.4a, we compare the optimizer with the parametershift rule for a two-qubit circuit (see Section 2.1.2). We see that the Riemannian gradient flow can reach the ground state of a simple Hamiltonian, whereas the VQE optimization can only reach a sub-optimal solution.

To further illustrate the optimization properties of the exact Riemannian gradient flow, we study a two-qubit example in Figure 3.4 b where the optimization gets stuck in an eigenstate, which corresponds to a saddle point in the optimization landscape. After performing a small perturbation in the Lie algebra, we escape the saddle point minimum and converge to the ground state.

In Figure 3.5, we see a simple example of the approximate Riemannian gradient flow, where we restricted the full Lie algebra to a subset of directions. We see that after a few steps, we get close to the minimum of the function. For this example, the Lie algebra restriction still allows us to reach the ground state of the Hamiltonian.

Although the local approximation provides an accurate solution for the previous toy example, we can run into issues for more non-trivial problems, as we see in the final example. We consider the problem of finding the ground state of the Transverse Field Ising model on four qubits, whose Hamiltonian is given in eq. (2.15). We assume periodic boundary conditions and set $g=1$. The ground state of this model can be reached with a depth $n / 2$ ansatz for an $n$-qubit chain using gradient-based VQE [40,52, 1]. We find that the approximate Riemannian gradient optimizer can get close to the ground state. But unlike standard VQE, we cannot approximate the ground state closer than $10^{-2}$, as can be seen in Figure 3.6.

Here, we see a limitation of the approximate Riemannian gradient flow. If we restrict the Lie algebra to $\mathfrak{s u}(2)$ and $\mathfrak{s u}(4)$ operators, the Riemannian gradient only has a local view of the cost landscape, and cannot access higher-order Lie algebra directions. On the contrary, VQE can access these directions, since the ansatz is often universal, i.e., made from a product of single and two-qubit unitaries. In principle, the unitary that is implemented by such an ansatz could have a generator $W(\theta)$ such that

$$
U_{\mathrm{VQE}}(\theta)=\exp \{-i W(\theta)\}
$$



Figure 3.5: Non-zero components of the Riemannian gradient versus the optimization step. The initial circuit consists of two Hadamard gates. The Hamiltonian is $H=X_{1}+Y_{1} Z_{2}$. At each step in the optimization, the Riemannian gradient $\operatorname{grad} E(U)=-\left[U^{(k)} \rho_{0} U_{k}^{\dagger}, H\right]$ only has components in the $Y Y$ and $Z Z$ direction, keeping the state in the submanifold spanned by the states reachable by $(X X, Y Y, Z Z)$. We can therefore restrict the Lie algebra to the subspace $\mathfrak{m}$ spanned by $\{Y Y, Z Z\}$ and perform the approximate Riemannian gradient flow. At each step, we need to calculate $\left\{\omega_{k}^{Y Y}, \omega_{k}^{Z Z}\right\}$. In the inset we see the residual energy $\epsilon_{\text {res }}=E_{0}-\langle H\rangle$ versus the optimization steps. As the optimization progresses, we get exponentially closer to the ground state of $H$.
that can explore additional $\mathfrak{s u}(N)$ directions in the Lie algebra for $N=8,16, \ldots$, albeit with a restricted parameterization.

A bottleneck for gradient-based VQE is that the number of circuit evaluations per optimization step scales linearly in the number of parameters, which is difficult in practice since parallel evaluation of quantum gradients requires multiple quantum devices. The
approximate Riemannian gradient flow does not suffer from this issue, since the amount of circuit evaluations is constant independent of circuit depth: we only require $|\mathfrak{m}|$ gradient calculations at each step. However, the Riemannian gradient flow may produce a circuit that is much deeper than the VQE ansatz, since we are appending gates to the circuit at each step $k$.

Ultimately, the approximate Riemannian gradient flow may not provide an accurate approximation to the ground state of a given Hamiltonian $H$. However, it could dynamically produce an ansatz that serves as a good starting point for further VQE optimization, similar to ADAPT-VQE.

### 3.2.6 Conclusion

We proposed Riemannian gradient flows in the context of variational quantum circuits. We showed that one can perform these types of optimizations on a quantum circuit, with strong convergence guarantees holding for exponentially deep variants of this algorithm. The usefulness of the local approximations to the Riemannian gradient flow merits further investigation in order to understand the power of this class of algorithms.

We hope that this alternative optimization paradigm can lead to new variational quantum algorithms, and provide insight for existing variational methods in noisy intermediatescale quantum hardware. Additionally, we believe that the differential geometry and quantum control perspective can be a fruitful direction of research to further our understanding of the optimization properties such algorithms [227, 228]. In particular, these ideas could be used to investigate overparameterization in VQE [74, 1, 229, 230, 231]. Perhaps the global convergence guarantees of double bracket flows can be used to understand the convergence properties of deep quantum circuits and provide deeper insight into the power and limitations of VQE.


Figure 3.6: Comparison of Riemannian gradient optimization versus gradientbased VQE for the 4-qubit transverse field Ising-model. The Riemannian gradient circuit is initialized with a Hadamard on each qubit. To minimize gate costs, we use an adaptive scheme to reduce the amount of gates appended at each step of the Riemannian optimization. We obtain the $c_{j}^{(k)}$ 's on all qubits or pairs of qubits for $\mathfrak{s u}(2)$ and $\mathfrak{s u}(4)$, respectively. Then, we select the largest $c_{j}^{(k)}$ and use we use a structure optimization algorithm to calculate the optimal step size $\epsilon[226,216,116,119]$. The gradient-based VQE optimizer has step size $\epsilon=0.01$. Finally, we append a single gate corresponding to the chosen Lie algebra direction with this step size. (a) The residual energy $\epsilon_{\text {res }}=$ $E_{0}-E(U)$ plateaus for the Riemannian gradient close to the ground state energy. We verify that the optimizer is not stuck in an eigenstate close to the ground state, and so the optimization gets stuck due to the projection of the gradient onto the local algebra. The VQE optimization on the other hand is still getting closer to the ground state. In addition, the QNG optimizer finds the ground state much more rapidly than the vanilla gradient descent optimizer by taking the geometry of the Hilbert space into account. (b) Here, we plot the magnitude of all components of the Riemannian gradient versus the optimization steps. We see that Riemannian gradient becomes zero in the $\mathfrak{s u}(4)$ direction, but higher order Lie algebra directions are still non-zero. This explains why we cannot converge close to the ground state: we need to access higher order elements of the Lie algebra. The transverse field Ising-model has symmetries that we can exploit. In particular, we can use the dynamical Lie algebra of the model to construct a Riemannian gradient flow within a subgroup, see Appendix E.1.

### 3.3 Here comes the $\mathrm{SU}(\mathrm{N})$ : multivariate quantum gates and gradients

Typically, the gates in variational quantum circuits are parameterized unitary matrices generated by single Pauli-string operators that can locally rotate a state around some axis: $U(t)=\exp \{i t G\}$, where $t$ is a gate parameter and $G$ a Pauli string. For a specific family of cost functions, there exist a variety of methods that allow one to obtain the gradient with respect to $t[232,30,31,233,118,116,119]$ on quantum hardware. With these gradients, the cost function can be minimized via any gradient-descent-based algorithm.

Instead of considering a gate generated by a single Pauli string, one can construct more general parameterized gates that can perform an arbitrary rotation in $\mathrm{SU}(N)$, the special unitary group. These general $\mathrm{SU}(N)$ rotations are used in a variety of quantum algorithms [234, 235, 236, 32]. In practice, rotations in $\mathrm{SU}(N)$ can be implemented by composing several simple parameterized gates together into a more complicated one. For example, for single and two-qubit gates (where $N=2,4$, respectively), there exist several general decomposition schemes of such gates into products of single-qubit gates and CNOTs [211, 237, 238, 239, 240, 213]. In practice, this compilation comes with hardwarespecific challenges, since quantum hardware usually has a set of native gates into which all others have to be decomposed [241, 242].

Choosing the right parameterization for a function is important because it can significantly affect the properties of its gradients. Reparameterizing functions to obtain more useful gradients is a well-known method in statistics and machine learning. For example, in restricted maximum likelihood methods one can ensure numerical stability of quasi-Newton methods by decomposing covariance matrices into Cholesky factors [243]. In addition, methods like auxiliary linear transformations [244], batch normalization [245] and weight normalization [246] are used to improve the gradients in neural networks. In variational inference, the reparameterization trick [247] is at the core of variational autoencoder approaches and allows for gradients for stochastic back-propagation [248, 249]. Therefore, it may be worthwhile to investigate alternative parameterizations of quantum gates for variational quantum algorithms.

Here, we propose a family of parameterized unitaries called $\mathbb{S U}(N)$ gates and provide a method to evaluate their gradients on quantum hardware. In doing so, we generalize the prior literature one step further, since many past schemes can be understood as special cases of our proposal $[232,30,31,233,118,116,119]$. We provide numerical results to support the validity of our approach and give several examples to illustrate the capabilities of the $\mathbb{S U}(N)$ gate. We show that this gate satisfies the quantum speed limit and that
it is easier to optimize compared to $\mathrm{SU}(N)$ parameterizations that consist of products of gates. We argue that this is the case because the product of unitaries creates a "bias" in the Lie algebra that deforms the cost landscape. In addition, we highlight the connections between our formalism and the properties of semisimple Lie algebras and establish a bound on the computational complexity of the gradient estimation using tools from representation theory.

### 3.3.1 $\mathbb{S U}(N)$ gates

As we saw in Section 3.2, we can understand a quantum circuit as an element of the unitary group. Similarly, we can consider the quantum gates that the circuit consists of as elements of the unitary group. Note that all the following works for any $N>1$, but here we restrict ourselves to the qubit case. We are interested in constructing a quantum gate that parameterizes all of $\operatorname{SU}(N)$. To achieve this, we make use of the theory of Lie algebras. We will not be concerned with the formal treatment of this topic, which can be found in many excellent textbooks [250, 251, 176].

To construct our gate, we realize that $\mathrm{SU}(N)$ is a (semisimple) Lie group and so there exists a unique connection between its elements and the Lie algebra $\mathfrak{s u}(N)$ via the so-called Lie correspondence, or Lie's third theorem [252, 176]. In particular, each $g \in \mathrm{SU}(N)$ can be identified with an $A \in \mathfrak{s u}(N)$ via the exponential map $g=\exp \{A\}$. For our purposes, we can understand the Lie algebra $\mathfrak{s u}(N)$ as a vector space of dimension $N^{2}-1$ that is closed under the commutator, $[A, B]=A B-B A \in \mathfrak{s u}(N)$ for $A, B \in \mathfrak{s u}(N)$. For $\mathfrak{s u}(N)$, we choose as a basis the tensor products of Pauli matrices $\mathcal{P}_{n}$ multiplied by the imaginary unit $i$. This then gives the following parameterization of $\operatorname{SU}(N)$ :

$$
\begin{equation*}
U(\boldsymbol{\theta})=\exp \{A(\boldsymbol{\theta})\}, \quad A(\boldsymbol{\theta})=\sum_{m} \theta_{m} G_{m}, \tag{3.31}
\end{equation*}
$$

where $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{N^{2}-1}\right) \in \mathbb{R}^{N^{2}-1}$ and $\left\{G_{m}\right\}$ where $G_{m}=i a$ with $a \in \mathcal{P}^{(n)}$. To distinguish between the group and the gate, we call the parameterization in Equation (3.31) an $\mathbb{S U}(N)$ gate. The coordinates $\boldsymbol{\theta}$ are called the canonical coordinates, which uniquely parameterize $U$ through the Lie algebra $\mathfrak{s u}(N)$. Since we typically cannot implement the above gate in hardware, we will have to be decompose it via a standard unitary decomposition algorithm [211, 237, 238, 239, 240, 213]. We emphasize here that even though the gate will be decomposed, it is parameterized as an exponential map. Hence, we can understand Equation (3.31) as a change of coordinates from the $\mathrm{SU}(N)$ gate decomposition.

If we do not want to parameterize all of $\operatorname{SU}(N)$, we can instead parameterize a more restricted Hamiltonian by setting some of the parameters $\theta_{m}$ to zero. This makes Equation (3.31) a natural parameterization of several Hamiltonians available on modern quantum hardware platforms. These Hamiltonians often have multiple independently tunable fields which can be active at the same time and do not necessarily commute. One typically has local control on each qubit and access to an interacting Hamiltonian between pairs of qubits, depending on the topology of the quantum device [253]. The interacting pair can for example be a $Z Z$ interaction for Josephson flux qubits [254], a Heisenberg interaction for nuclear spins in doped silicon [255] or an $X Y$ interaction in quantum dots interacting with a cavity [256].

To use this gate in a gradient-based variational quantum algorithm, we have to be able to obtain partial derivatives of $U(\boldsymbol{\theta})$ with respect to each parameter $\theta_{l}$. Although there exist a variety of works that provide analytical expressions for gradients through quantum circuits via the parameter-shift rule $[232,30,31,233,118,116,119,257]$, these works almost uniformly assume that the gate is of the form $U(\theta)=\exp \{i \theta P\}$ (see also Equation (2.12)), where $P$ is a Hermitian operator. As far as we are aware, the only methods to obtain gradients of Equation (3.31) with respect to $\boldsymbol{\theta}$ are the stochastic and Nyquist parametershift rules of [233] and [234], respectively. The first approach relies on an integral identity for bounded operators that is estimated via Monte Carlo [258], whereas the latter is based on a theorem in Fourier analysis [259].

### 3.3.2 Obtaining the gradient

Here, we provide a new approach to obtain the gradient of Equation (3.31) that makes use of differentiable programming, which is efficient for gates acting on a small number of qubits. We are interested in calculating the following gradient:

$$
\frac{\partial}{\partial \theta_{l}} U(\boldsymbol{\theta})=\frac{\partial}{\partial \theta_{l}} \exp \{A(\boldsymbol{\theta})\} .
$$

We know that this derivation must result in an element of the tangent space of $\mathrm{SU}(N)$,

$$
T_{U} \mathrm{SU}(N)=\{U \Omega \mid \Omega \in \mathfrak{s u}(N)\} .
$$

Where we emphasize that we use the convention of left multiplication by $U$ for the tangent vector as opposed to right multiplication in Section 3.2.

Consider a curve $X(t): \mathbb{R} \rightarrow \mathrm{SU}(N), t \in(-a, a)$ such that $X(0)=I$ and $d /\left.d t X(t)\right|_{t=0} \equiv$ $\dot{X}(0)=\Omega$. We define the following parameterized matrix function $Y: \mathbb{R} \times \mathbb{R} \rightarrow \mathrm{SU}(N)$,

$$
Y(s, t)=e^{-s X(t)} \frac{\partial}{\partial t} e^{s X(t)}
$$

where $X(t)$ is a curve on $\mathfrak{s u}(N)$. We then find

$$
\begin{aligned}
\frac{\partial Y(s, t)}{\partial s} & =e^{-s X(t)}(-X(t)) \frac{\partial}{\partial t} e^{s X(t)}+e^{-s X(t)} \frac{\partial}{\partial t}\left(X(t) e^{s X(t)}\right) \\
& =-e^{-s X(t)} X(t) \frac{\partial}{\partial t} e^{s X(t)}+e^{-s X(t)} X(t) \frac{\partial}{\partial t} e^{s X(t)}+e^{-s X(t)} \frac{d X(t)}{d t} e^{s X(t)} \\
& =e^{-s X(t)} \frac{d X(t)}{d t} e^{s X(t)} \\
& =\operatorname{Ad} e^{-s X(t)} \frac{d X(t)}{d t}
\end{aligned}
$$

Then with equation Equation (3.19), we find

$$
\frac{\partial Y(s, t)}{\partial s}=e^{-\operatorname{ad} s X(t)} \frac{d X(t)}{d t}
$$

Using that $Y(0, t)=0$, we find by integration

$$
Y(1, t)=\int_{0}^{1} d s \frac{\partial Y(s, t)}{\partial s}
$$

Estimating the above integral forms the basis of the stochastic parameter-shift rule of [121] (see Appendix F.3). Continuing,

$$
\begin{aligned}
Y(1, t) & =\int_{0}^{1} d s \sum_{n=0}^{\infty} \frac{(-1)^{n} s^{n}}{n!}(\operatorname{ad} X)^{n} \frac{d X(t)}{d t} \\
& =\left[\sum_{n=0}^{\infty} \frac{(-1)^{n} s^{n+1}}{(n+1)!}(\operatorname{ad} X)^{n}\right]_{s=0}^{s=1} \frac{d X(t)}{d t} \\
& =\left(\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(n+1)!}(\operatorname{ad} X)^{n}\right) \frac{d X(t)}{d t} .
\end{aligned}
$$

Hence, we see that

$$
\begin{equation*}
\frac{d}{d t} e^{X(t)}=e^{X(t)} Y(1, t)=e^{X(t)}\left(\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(n+1)!}(\operatorname{ad} X)^{n}\right) \frac{d X(t)}{d t} \tag{3.32}
\end{equation*}
$$

Note that at this point the Baker-Campbell-Hausdorff formula can be derived with Equation (3.32) by considering the derivative of

$$
e^{Z(t)}=e^{t X} e^{t Y}
$$

and subsequent integration of the derivative of $Z(t)[260,176]$.
From Equation (3.32) we see that the partial derivative with respect to a parameter $\theta_{l}$ is given by

$$
\begin{equation*}
\frac{\partial}{\partial \theta_{l}} U(\boldsymbol{\theta})=U(\boldsymbol{\theta}) \sum_{p=0}^{\infty} \frac{(-1)^{p}}{(p+1)!}\left(\operatorname{ad}_{A(\boldsymbol{\theta})}\right)^{p} \frac{\partial}{\partial \theta_{l}} A(\boldsymbol{\theta}) \tag{3.33}
\end{equation*}
$$

Here, $\operatorname{ad}_{X}$ denotes the adjoint action of the Lie algebra given by the commutator $\operatorname{ad}_{X}(Y)=$ $[X, Y][176]$. Furthermore, we write $\left(\operatorname{ad}_{X}\right)^{p}(Y)=[X,[X, \ldots[X, Y]]]$, hence $\left(\operatorname{ad}_{X}\right)^{p}$ denotes a nested commutator of $p$ terms. Note that the term on the right of $U(\boldsymbol{\theta})$ in Equation (3.33) is an element of the Lie algebra, since $\partial / \partial \theta_{l} A(\boldsymbol{\theta})=G_{l} \in \mathfrak{s u}(N)$ and so the commutator keeps the entire sum in the algebra. For notational clarity we define

$$
\begin{equation*}
\Omega_{l}(\boldsymbol{\theta})=\sum_{p=0}^{\infty} \frac{(-1)^{p}}{(p+1)!}\left(\operatorname{ad}_{A(\boldsymbol{\theta})}\right)^{p} \frac{\partial}{\partial \theta_{l}} A(\boldsymbol{\theta}), \tag{3.34}
\end{equation*}
$$

where $\Omega_{l}(\boldsymbol{\theta}) \in \mathfrak{s u}(N)$ is a skew-Hermitian operator that generates a unitary, which we call the effective generator. This gives the equation

$$
\frac{\partial}{\partial \theta_{l}} U(\boldsymbol{\theta})=U(\boldsymbol{\theta}) \Omega_{l}(\boldsymbol{\theta}) \in T_{U(\boldsymbol{\theta})} \mathrm{SU}(N) .
$$

Given that Equation (3.34) is an infinite series of nested commutators it is not clear how $\Omega_{l}(\boldsymbol{\theta})$ can be calculated in practice without truncating the sum.

We make the following observation. One can think of $U(\boldsymbol{\theta})$ as a function $U: \mathbb{R}^{N^{2}-1} \rightarrow$ $\mathrm{SU}(N)$ that we evaluate at the point $\boldsymbol{\theta}$. Since $\mathrm{SU}(N)$ is a differentiable manifold, we can define a set of local coordinates on the group and represent $U(\boldsymbol{x})$ as a vector described by $N^{2}-1$ real numbers. Hence, we can think of our gate as a coordinate transformation between the parameters $\boldsymbol{x}$ and the entries of the matrix representing the unitary. Since $U(\boldsymbol{x})$ depends smoothly on $x_{l}$ via the matrix exponential, this coordinate transformation comes with a corresponding Jacobian (or more accurately, pushforward) $d U(\boldsymbol{x}): T_{\boldsymbol{x}} \mathbb{R}^{N^{2}-1} \rightarrow T_{U(\boldsymbol{x})} \mathrm{SU}(N)$ that maps vectors tangential to $\mathbb{R}^{N^{2}-1}$ to vectors tangential to $\operatorname{SU}(N)$ (see also Equation (3.4). We can obtain this Jacobian by differentiating the
elements $U_{n m}(\boldsymbol{x})$ with respect to $x_{l}$ :

$$
\begin{equation*}
\frac{\partial}{\partial x_{l}} U_{n m}(\boldsymbol{x})=\partial_{x_{l}} \mathfrak{\Re e}\left[U_{n m}(\boldsymbol{x})\right]+i \partial_{x_{l}} \mathfrak{I m}\left[U_{n m}(\boldsymbol{x})\right] \tag{3.35}
\end{equation*}
$$

To obtain the above matrix function numerically, we rely on the fact that the matrix exponential and its derivative are implemented in differentiable programming frameworks such as JAX [261], PyTorch [262] and Tensorflow [263] through automatic differentiation. Here we make use of the JAX implementation, which provides the matrix exponential through a differentiable Padé approximation [264, 265].

Continuing, we note that evaluating $\partial U(\boldsymbol{x}) / \partial x_{l}$ at a point $\boldsymbol{\theta}$ produces an element of the tangent space $T_{U(\boldsymbol{\theta})} \mathrm{SU}(N)$. We can move from the tangent space to the Lie algebra by left (or right depending on the chosen convention) multiplying the elementwise derivative of Equation (3.35) in Equation (3.33) with $U^{\dagger}(\boldsymbol{\theta})$ (see Section 3.1.7),

$$
\begin{equation*}
U^{\dagger}(\boldsymbol{\theta})\left(\left.\frac{\partial}{\partial x_{l}} U(\boldsymbol{x})\right|_{\boldsymbol{\theta}}\right)=U^{\dagger}(\boldsymbol{\theta}) U(\boldsymbol{\theta}) \Omega_{l}(\boldsymbol{\theta})=\Omega_{l}(\boldsymbol{\theta}) \tag{3.36}
\end{equation*}
$$

which allows us to obtain $\Omega_{l}(\boldsymbol{\theta})$ exactly, up to machine precision. We emphasize that these steps can be performed on a classical computer, with a cost that is only dependent on the number of qubits the gate acts on, not the number of qubits in the circuit.

We now make the following observation: $\Omega_{l}(\boldsymbol{\theta})$ corresponds to a tangent vector on $\mathrm{SU}(N)$ and generates the one-parameter subgroup $V(t)=\exp \left\{t \Omega_{l}(\boldsymbol{\theta})\right\}$ such that

$$
\Omega_{l}(\boldsymbol{\theta})=\left.\frac{d}{d t} \exp \left\{t \Omega_{l}(\boldsymbol{\theta})\right\}\right|_{t=0}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial \theta_{l}} U(\boldsymbol{\theta})=\left.U(\boldsymbol{\theta}) \frac{d}{d t} \exp \left\{t \Omega_{l}(\boldsymbol{\theta})\right\}\right|_{t=0} \tag{3.37}
\end{equation*}
$$

We sketch this procedure schematically in Figure 3.7.
Next, consider a typical variational setting, where we are interested in minimizing the following cost function:

$$
\begin{equation*}
E(\boldsymbol{\theta})=\operatorname{Tr}\left\{U(\boldsymbol{\theta}) \rho U^{\dagger}(\boldsymbol{\theta}) H\right\} \tag{3.38}
\end{equation*}
$$

where $H$ is some Hermitian operator and $\rho$ the initial state of the system. For simplicity, we consider a circuit consisting of a single $\mathbb{S U}(N)$ gate. Differentiating the cost function with respect to $\theta_{l}$ gives

$$
\frac{\partial}{\partial \theta_{l}} E(\boldsymbol{\theta})=\operatorname{Tr}\left\{\left(\frac{\partial}{\partial \theta_{l}} U(\boldsymbol{\theta})\right) \rho U^{\dagger}(\boldsymbol{\theta}) H\right\}+\text { h.c.. }
$$



Figure 3.7: Schematic depiction of our gradient method. We move to the Lie algebra from the tangent space by left multiplication with $U^{\dagger}(\boldsymbol{\theta})$ and obtain $\Omega_{l}(\boldsymbol{\theta})$. The orbit generated by $\Omega_{l}(\boldsymbol{\theta})$ corresponds to the gate we have to insert in the circuit to compute the gradient.

Then, plugging in Equation (3.37) we find,

$$
\begin{equation*}
\frac{\partial}{\partial \theta_{l}} E(\boldsymbol{\theta})=\left.\frac{d}{d t} \operatorname{Tr}\left\{\left(U(\boldsymbol{\theta}) e^{t \Omega_{l}(\boldsymbol{\theta})} \rho e^{-t \Omega_{l}(\boldsymbol{\theta})} U^{\dagger}(\boldsymbol{\theta})\right) H\right\}\right|_{t=0} \equiv E(t) \tag{3.39}
\end{equation*}
$$

where we used the skew-Hermitian property of the tangent vector $\Omega_{l}^{\dagger}(\boldsymbol{\theta})=-\Omega_{l}(\boldsymbol{\theta})$. Note that Equation (3.39) corresponds to a new circuit with the gate $\exp \left\{t \Omega_{l}(\boldsymbol{\theta})\right\}$ inserted before $U(\boldsymbol{\theta})$ (see Figure 3.8).

$$
\frac{\partial}{\partial \theta_{l}}-U(\boldsymbol{\theta}) \Rightarrow \frac{d}{d t}=e^{t(\boldsymbol{\theta})}-U(\boldsymbol{\theta})=\left.\right|_{t=0}
$$

Figure 3.8: Rewriting the gradient calculation. The partial derivative with respect to the gate parameter $\theta_{l}$ can be obtained by adding a gate to the circuit that is generated by $\Omega_{l}(\boldsymbol{\theta})$. Calculating the derivative with respect to $t$ and evaluating at $t=0$ then provides one with the correct gradient.

The gradient of this new circuit can be computed on quantum hardware with a generalized parameter-shift rule (GPSR) [116, 118, 119]. In Algorithm 2, we outline the entire
algorithm for our gradient estimation, where we denote the GPSR subroutine with gpsr. An alternative to the generalized shift rule is to decompose the effective generators and apply the original two-term parameter-shift rule to the constituents (see Appendix F. 5 for details). In [121], the authors proposed the so-called stochastic parameter-shift rule for multivariate gates, which is based on the Monte Carlo approximation of an operator identity.

```
Algorithm 2: \(\mathrm{SU}(N)\) gradients.
    Input: \(U(\boldsymbol{x}), \rho, H, \boldsymbol{\theta}\)
    Obtain the Jacobian function:
    for \(l \in\left(1, \ldots, N^{2}-1\right)\) do
        \(\partial_{x_{l}} U_{l}(\boldsymbol{x})=\partial_{x_{l}} \mathfrak{R e}[U(\boldsymbol{x})]+i \partial_{x_{l}} \mathfrak{I} \mathfrak{m}[U(\boldsymbol{x})]\)
    For each gradient step:
    for \(l \in\left(1, \ldots, N^{2}-1\right)\) do
        \(\left.\Omega_{l}(\boldsymbol{\theta}) \leftarrow U^{\dagger}(\boldsymbol{\theta}) d U_{l}(\boldsymbol{x})\right|_{\boldsymbol{\theta}}\)
        \(E(t) \leftarrow \operatorname{Tr}\left\{U(\boldsymbol{\theta}) e^{t \Omega_{l}(\boldsymbol{\theta})} \rho e^{-t \Omega_{l}(\boldsymbol{\theta})} U^{\dagger}(\boldsymbol{\theta}) H\right\}\)
        \(\frac{\partial}{\partial \theta_{l}} E(\boldsymbol{\theta}) \leftarrow \operatorname{gpsr}\left(\Omega_{l}(\boldsymbol{\theta})\right)\)
```

In Figure 3.9 we consider a toy example using a random Hamiltonian on a single qubit and compare the exact derivative of an $\mathbb{S U}(2)$ gate with our generalized parameter-shift method (Algorithm 2), the stochastic parameter-shift rule and the central finite difference derivative with shifts $\pm \frac{\delta}{2}$. In particular, we consider the gate $U(\boldsymbol{\theta})=\exp (i a X+i b Y)$ with $\boldsymbol{\theta}=(a, b)$ and compute the partial derivative with respect to $a$ over the range $a \in[0, \pi]$ for three fixed values of $b$ on a state vector simulator (without shot noise). For the finite difference recipe we use $\delta=0.75$, which we found to be a reasonable choice for a shot budget of 100 shots per cost function evaluation (see Appendix F.4). We observe that the generalized $\mathrm{SU}(N)$ derivative reproduces the exact value while the finite difference derivative is slightly biased. This is to be expected because the latter is an approximate method. While decreasing the shift size $\delta$ reduces the deterministic approximation error, it leads to larger overall estimation errors in shot-based computations like on quantum computers (see Appendix F. 4 and e.g., [266]). Finally, the stochastic parameter-shift rule yields an unbiased estimator for the exact derivative but has a finite variance, which we estimated using 100 samples (see Appendix F.3). We stress that this variance is a property of the differentiation method itself and not due to sampling on the quantum computer. All methods require two unique circuits per derivative, but the stochastic shift rule needs additional circuits in order to suppress the variance. We provide the code for all our numerical experiments at [267].


Figure 3.9: Gradients of $E(\boldsymbol{\theta})$ for a single $\mathbb{S U}(2)$ gate and a random single-qubit Hamiltonian, in the limit of infinitely many shots on quantum hardware. We take $A(\boldsymbol{\theta})=i a X+i b Y$ where $\boldsymbol{\theta}=(a, b)$ and consider the fixed values $b=0.5,1.0,2.0$ together with $a \in[0, \pi]$. Our generalized shift rule (dotted) reproduces the exact value (solid), whereas the central finite difference (dashed) is biased and the stochastic shift rule (solid, shaded) comes with a finite statistical error even without shot noise from the quantum measurements. Since we look at a single-qubit operation, $\Omega_{a}(\boldsymbol{\theta})$ has a single spectral gap, so we require two shifted circuits to calculate the gradient entry (see Appendix F. 1 for details). The finite difference and the stochastic shift rule require two circuits as well, but additional executions are need for the latter to reduce the shown single-sample error.

In addition, we compare the three methods in the presence of shot noise in Figure 3.10. We show the means and single-shot errors estimated with 1000 shots, which we split over 100 samples for the stochastic shift rule. We observe that the generalized $\mathrm{SU}(N)$ shift rule
systematically performs best. It is not only unbiased but also has the smallest variance. Note that for smaller parameters $b$, the $\operatorname{SU}(N)$ shift rule and the stochastic shift rule show very similar variances. This is because $U(\boldsymbol{\theta})$ approaches the gate $R_{X}(a)=\exp (i a X)$, which can be differentiated with the original parameter-shift rule, and both rules indeed reduce to the two-term shift rule for $R_{X}$.

### 3.3.3 Comparison with Riemannian gradient flow

We note that Equation (3.39) is closely related to the Riemannian gradient on $\mathrm{SU}(N)$ we discussed in Section 3.2.2 [185, 4]. However, instead of a gradient flow on a Lie group, we have defined a flow on the Lie algebra $\mathfrak{s u}(N)$, which we retract back to the manifold via the exponential map. This subtle difference induces a different flow from the $\mathrm{SU}(N)$ one. Next, we follow the results of [196] in our notation. Consider the cost function

$$
E(A)=\operatorname{Tr}\left\{e^{A} \rho e^{-A} H\right\}
$$

where $A \in \mathfrak{s u}(N)$. Note that although the minimum of the function is unchanged, the parameterization of a unitary via the Lie algebra changes the resulting gradient flow. To see this, we consider again the differential,

$$
d(E \circ \exp A)(\Omega)=\operatorname{Tr}\left\{d\left(e^{A}\right) \rho e^{-A} H+e^{A} \rho d\left(e^{-A}\right) H\right\}(\Omega),
$$

where now $d(E \circ \exp A): \mathfrak{s u}(N) \rightarrow \mathbb{R}$ and $\Omega \in \mathfrak{s u}(N)$. We can now make use of the result in Equation (3.32) (in the right multiplication convention of the tangent space),

$$
\begin{aligned}
d\left(e^{A}\right)(\Omega) & =\left(\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(n+1)!}(\operatorname{ad} A)^{n}\right) e^{A}(\Omega) \\
& =\Phi_{X}(\Omega) e^{A}
\end{aligned}
$$

to obtain

$$
d(E \circ \exp A)(\Omega)=\operatorname{Tr}\left\{\Phi_{X}(\Omega) e^{A} \rho e^{-A} H+e^{A} \rho e^{-A} \Phi_{X}^{\dagger}(\Omega) H\right\}
$$

Using that $\Phi_{X}^{\dagger}(\Omega)=-\Phi_{X}(\Omega)$ and $\Phi_{X}^{\dagger}\left(\Phi_{X}(\Omega)\right)=\Omega$, we then have

$$
\begin{aligned}
d(E \circ \exp A)(\Omega) & =\operatorname{Tr}\left\{\left[e^{-A} \rho e^{A}, H\right] \Phi_{X}(\Omega)\right\} \\
& =\operatorname{Tr}\left\{\Phi_{X}\left(\left[e^{-A} \rho e^{A}, H\right]\right) \Omega\right\}
\end{aligned}
$$



Figure 3.10: Gradients of $E(\boldsymbol{\theta})$ as in Figure 3.9 but for finitely many shots on quantum hardware. We show the single-shot error for each method, estimated with 1000 shots, which varies with the gate parameters as noted e.g., in [119]. Our generalized $\mathrm{SU}(N)$ shift rule systematically outperforms the other methods. For small $b$, the $\mathrm{SU}(N)$ and the stochastic shift rule approach the single-parameter shift rule and hence behave similarly. The finite difference shift $\delta=0.75$ is chosen such that the bias and variance are traded off reasonably for 100 shots (see Appendix F. 3 and e.g., [266]). For other shot numbers, $\delta$ needs to be optimized anew, whereas the parameter-shift rules are known to perform optimally at fixed shifts.

With the metric

$$
\begin{equation*}
g(\Omega U, \zeta U)=g(\Omega, \zeta)=\operatorname{Tr}\left\{\Omega^{\dagger} \zeta\right\}, \quad \forall \Omega, \zeta \in T_{U} \mathrm{SU}(N) \tag{3.40}
\end{equation*}
$$

we find through the compatibility condition of Equation (3.10),

$$
d(E \circ \exp A)(\Omega)=g(\operatorname{grad} E(A), \Omega)
$$

from which we conclude

$$
\begin{aligned}
(\operatorname{grad} E(A))^{\dagger} & =\Phi_{X}\left(\left[e^{-A} \rho e^{A}, H\right]\right) \\
\operatorname{grad} E(A)) & =-\Phi_{X}\left(\left[e^{-A} \rho e^{A}, H\right]\right) .
\end{aligned}
$$

Hence, with a similar argument as in Section 3.2.2, the gradient on $\mathfrak{s u}(N)$ is

$$
\operatorname{grad} E(A)=-\Phi_{X}\left(\left[e^{-A} \rho e^{A}, H\right]\right)
$$

Compare this with the Riemmannian gradient on $\operatorname{SU}(N)$ of section 3.2.2

$$
\operatorname{grad} E(U)=-\left[U \rho_{0} U^{\dagger}, H\right] U
$$

We see that only when $\Phi_{X}=I$ do we obtain the Riemannian gradient on $\operatorname{SU}(N)$; hence only if $A \in \mathfrak{g}$ where $\mathfrak{g}$ is Abelian. An example would be the case where $A=Z$, i.e. the generator is a single Pauli. The optimization path followed by optimizing the parameters of an $\mathbb{S U}(N)$ gate is thus different from the one following a Riemannian gradient descent on $\operatorname{SU}(N)$ for non-Abelian Lie algebras.

### 3.3.4 Comparison with decomposed unitaries

Previous parameterizations of $\mathrm{SU}(N)$ unitaries consist of products of single-qubit gates and CNOTs [211, 237, 238, 239, 240, 213]. We refer to this parameterization as decomposed $\mathbb{S U}(N)$ gates. On the other hand, Equation (3.31) describes a general $\mathrm{SU}(N)$ unitary by exponentiating a parameterization of the Lie algebra $\operatorname{SU}(N)$. Here, we investigate the effects of this alternative parameterization.

## Gate speed limit

First, we investigate a speed limit in terms of the gate time. We slightly modify the definition of Equation (3.31) for a unitary evolution of the system, $U(\boldsymbol{\theta} ; t) \in \mathrm{SU}(N)$, to include a time $t \in \mathbb{R}^{+}$,

$$
\begin{equation*}
U(\boldsymbol{\theta} ; t)=\exp \{\bar{A}(\boldsymbol{\theta}) t\} \tag{3.41}
\end{equation*}
$$

where $\bar{A}(\boldsymbol{\theta})=A(\boldsymbol{\theta}) / \sqrt{\operatorname{Tr}\left\{A(\boldsymbol{\theta})^{\dagger} A(\boldsymbol{\theta})\right\}}$ is a normalized time-independent Hamiltonian (the imaginary unit $i$ is included in $A(\boldsymbol{\theta})$ ). The normalization of $\bar{A}(\boldsymbol{\theta})$ is equivalent to the normalization of $\boldsymbol{\theta}$ in Euclidean norm, see Lemma F.6.1 in Appendix F.6. The normalization of the Hamiltonian (or, equivalently, $\boldsymbol{\theta}$ ) means that the total path length covered by the evolution is directly proportional to the evolution time $t$, since we are effectively setting the speed of the evolution to 1 .

The Lie group $\mathrm{SU}(N)$ can be turned into a Riemannian manifold by equipping it with the Hilbert-Schmidt inner product of Equation (3.40). The unitary evolution $U(\boldsymbol{\theta} ; t)$, parameterized by $t$, is a one-parameter subgroup that gives the geodesic [185, Theorem III.6] from the identity element at time $t=0$. Geodesics can be defined as generalizations of straight lines in Euclidean geometry. Using Lemma F.6.2 (Appendix F.6), the length of the path (see Equation (3.8)) after time $t$ is constant for time-independent normalized Hamiltonians with $|\boldsymbol{\theta}|=1$,

$$
L[U(\boldsymbol{\theta} ; t), t]=\sqrt{N} t
$$

In general, there is more than one geodesic between two points on the manifold. For example, two points on the Bloch sphere can be connected by rotations about the same axis moving in opposite directions. Using Lemma F.6.3 ( Appendix F.6), one of these geodesics must be the curve of the minimal path length. Hence, the minimum time to generate the evolution $U\left(\boldsymbol{\theta} ; t_{g}\right)$ is $t_{g}$ along the geodesic of the minimal path. For an initial state $\rho$ and final state $\rho_{f}$, the Fubini-Study metric is used to find a minimum evolution time

$$
t_{g}=\frac{1}{\sqrt{N}} \arccos \left(\sqrt{\operatorname{Tr}\left\{\rho \rho_{f}\right\}}\right)
$$

giving the Mandelstam-Tamm bound for time-independent normalized Hamiltonians.
In practice, we may only have access to a restricted family of gates within $\mathrm{SU}(N)$, for example due to hardware limitations, in which case we require a decomposition of a desired gate in $\mathrm{SU}(N)$ into gates from this family. Here we want to compute the additional evolution time required by such a decomposition. The simplest gate decomposition is to break the unitary into two terms, $U\left(\boldsymbol{\theta} ; t_{g}\right)=U\left(\boldsymbol{\phi}^{(2)} ; t_{2}\right) U\left(\boldsymbol{\phi}^{(1)} ; t_{1}\right)$. The parameters $\boldsymbol{\phi}^{(1)}$ and $\phi^{(2)}$ are also normalized Hamiltonians, i.e., they have the norm $\left|\phi^{(1)}\right|=\left|\phi^{(2)}\right|=1$. The following theorem shows that using a decomposed circuit over an $\mathbb{S U}(N)$ gate gives an additional evolution time, which corresponds to longer circuit run times.

Theorem 3.3.1. For unitary gates generated by normalized time-independent Hamiltonians, consider a general circuit decomposition of two gates $U\left(\phi^{(2)} ; t_{2}\right) U\left(\phi^{(1)} ; t_{1}\right)$. There
exists an equivalent evolution with an $\mathbb{S U}(N)$ gate $U\left(\boldsymbol{\theta} ; t_{g}\right)=U\left(\boldsymbol{\phi}^{(2)} ; t_{2}\right) U\left(\boldsymbol{\phi}^{(1)} ; t_{1}\right)$, with evolution time $t_{g}$, such that

$$
t_{g} \leq t_{1}+t_{2}
$$

with equality if $\boldsymbol{\phi}^{(1)}+\boldsymbol{\phi}^{(2)}=\boldsymbol{\theta}$.

The proof of the theorem is in Appendix F.6. As expected, a decomposition into two gates gives a longer total evolution time than is possible with an $\mathbb{S U}(N)$ gate due to the normalizations of $\boldsymbol{\phi}^{(1)}, \phi^{(2)}$, and $\boldsymbol{\theta}$. A decomposition into more gates would generally lead to an even greater evolution time. A corollary of Theorem 3.3.1 is that any circuit with multiple non-commuting layers of gates cannot be optimal in total time.

## Unbiased cost landscapes

An additional advantage of the $\mathbb{S U}(N)$ gate is that it weighs all optimization directions equally. In contrast, a parameterization of $\operatorname{SU}(N)$ in terms of a product of gates will create a bias in the parameter space. We illustrate this point with the following example. Consider the decomposed $\mathbb{S U}(2)$ gate $V(\boldsymbol{\theta})=R_{Z}\left(\theta_{3}\right) R_{Y}\left(\theta_{2}\right) R_{Z}\left(\theta_{1}\right)$ where $R_{A}(\theta)=\exp \{i \theta A\}$ and $A=X, Y, Z$. This is the $Z Y Z$ decomposition. Using similar techniques as in Appendix F.6, we can rewrite $V(\boldsymbol{\theta})$ to be parameterized in terms of the Lie algebra:

$$
V(\boldsymbol{\theta})=\exp \{i \boldsymbol{\phi} \cdot \boldsymbol{\sigma}\}
$$

where $\boldsymbol{\sigma}=(X, Y, Z)$ and

$$
\begin{aligned}
\phi= & \frac{\arccos \left(\cos \left(\theta_{2}\right) \cos \left(\theta_{1}+\theta_{3}\right)\right)}{\sqrt{1-\cos ^{2}\left(\theta_{2}\right) \cos ^{2}\left(\theta_{1}+\theta_{3}\right)}} \\
& \times\left(\begin{array}{c}
\sin \left(\theta_{2}\right) \sin \left(\theta_{1}-\theta_{3}\right) \\
\sin \left(\theta_{2}\right) \cos \left(\theta_{1}-\theta_{3}\right) \\
\cos \left(\theta_{2}\right) \sin \left(\theta_{1}+\theta_{3}\right)
\end{array}\right) .
\end{aligned}
$$

If we look at the components of $\boldsymbol{\phi}$, we see that the different directions in the Lie algebra are stretched or compressed as a result of the particular choice of parameterization. Consider the normalization $\left|\theta_{1}\right|+\left|\theta_{2}\right|+\left|\theta_{3}\right|=1$ for the $Z Y Z$ decomposition and $|\boldsymbol{\theta}|=1$ for the $\mathbb{S U}(N)$ gate. With each Hamiltonian term normalized to 1 , the prefactor gives the evolution time.

These choices of norm give equal total evolution times for the $Z Y Z$ decomposition and $\mathbb{S U}(2)$ gate, $T_{\mathrm{ZYZ}}=T_{\mathrm{SU}(N)}=\sqrt{2}$, irrespective of the specific parameters chosen. In

Figure 3.11, we graphically illustrate the Lie algebra deformation by showing the $\phi$ surface for both the $Z Y Z$ decomposition and $\mathbb{S U}(2)$ gate. Note that we have not considered any cost function here; the bias occurs at the level of the parameterization of a specific unitary.


Figure 3.11: Comparing the decomposed unitary with the $\mathrm{SU}(N)$ parameterization. The total unitary evolution for the $Z Y Z$ decomposition (red) and the $\mathbb{S U}(2)$ gate (blue) can be expressed in the form $\exp \{i \boldsymbol{\phi} \cdot \boldsymbol{\sigma}\}$. The components $\boldsymbol{\phi}=\left(\phi_{1}, \phi_{2}, \phi_{3}\right)$ give the magnitude of the respective basis generators $\boldsymbol{\sigma}=(X, Y, Z)$. The original parameterization in $\boldsymbol{\theta}$ with norm $\left|\theta_{1}\right|+\left|\theta_{2}\right|+\left|\theta_{3}\right|=1$ gives a surface of possible values of $\boldsymbol{\phi}$ and therefore possible unitary evolutions. The $\mathbb{S U}(2)$ gate (blue) is unbiased because its parameterization gives the correspondence $\boldsymbol{\theta}=\boldsymbol{\phi}$ with normalization $\phi_{1}^{2}+\phi_{2}^{2}+\phi_{3}^{2}=1$. The unitary evolution for the $Z Y Z$ decomposition (red) is biased because the surface in the $\phi$ coordinates does not maintain an equal magnitude in all directions.

The effect of this bias is demonstrated in Figure 3.12 for the simplest case of a singlequbit system with an $\mathbb{S U}(2)$ gate. The optimal parameters of the circuit are those that produce the state that gives the minimum of the cost function $E(\boldsymbol{\theta})=-\langle Y\rangle$ (green star). We consider various initial parameters acting on the reference state $\rho=|0\rangle\langle 0|$. The corresponding training paths are shown for each initial parameter vector. The training paths for the decomposed $Z Y Z$ circuit are depicted in Figure 3.12(a). As the initial parameter $\boldsymbol{\theta}_{0}$
acting on the reference state $\rho$ (purple dots) moves closer to an unstable equilibrium point (orange diamond) the training path becomes increasingly suboptimal. At the unstable equilibrium the only gradient information is directly away from the instability rather than providing information about the direction towards the global minimum. This behavior is further illustrated by the gradient vector field on the Bloch sphere in Figure 3.12(c). For the $\mathbb{S U}(N)$ gate, we see in Figure 3.12(b) that the optimization trajectories follow a direct path to the minimum.


Figure 3.12: Comparison of the update of circuit parameters from various initial parameters acting on the initial state $\rho=|0\rangle\langle 0|$. The training paths are depicted on the Bloch sphere for: (a) parameterized single-qubit rotations for the $Z Y Z$ ansatz; and (b) using the $\mathbb{S U}(N)$ gate. The purple dots represent initial states generated by applying $U\left(\boldsymbol{\theta}_{0}\right)$ with $\boldsymbol{\theta}_{0}=(0, a, 0)$ where $a \in\left\{\frac{\pi}{64}, \frac{\pi}{8}, \frac{2 \pi}{8}, \frac{3 \pi}{8}, \frac{\pi}{2}\right\}$ to $\rho$. Note that for this choice of initial parameters, $U\left(\boldsymbol{\theta}_{0}\right)=V\left(\boldsymbol{\theta}_{0}\right)$. The objective function is $E(\boldsymbol{\theta})=-\langle Y\rangle$, giving the target final state at the green star-the state that gives the global minimum of $E(\boldsymbol{\theta})$. The unstable equilibrium points are given by orange diamonds, at $(0,0,1)$ and $(0,0,-1)$, and the black point is at the maximum of the cost function, $(0,1,0)$. (c) shows the gradient vector field of the decomposed $Z Y Z$ ansatz. The vector field for the $\mathbb{S U}(2)$ gate, shown in (d), coincides with the geodesic flow towards the target final state at all points which satisfies the gate speed limit.

## Numerical experiments

To investigate the effect on the performance of a typical optimization, we study how an $\mathbb{S U}(N)$ gate compares with a decomposed gate in a larger circuit. In Figure 3.13a we provide a non-trivial example, where we incorporate our gates into a circuit and show that it performs better than a decomposed $\mathbb{S U}(4)$ gate on a set of random problem instances. We show the individual optimization trajectories in Figure 3.13b which illustrate the faster optimization of $\mathbb{S U}(N)$ gates compared to decomposed gates. Like for the examples in

Figure 3.9 and Figure 3.10, we assume that there is no gate or measurement noise. Additionally, we assume that we can always implement the gate generated by $\Omega_{l}(\boldsymbol{\theta})$, and have control over all Pauli operators $G_{m}$. In practice, we typically only have access to a fixed set of generators $\operatorname{span}\left(\left\{G_{m}\right\}\right)<\operatorname{span}(\mathfrak{s u}(N))$. If this is the case, then we require a decomposition of $\exp \left\{t \Omega_{l}(\boldsymbol{\theta})\right\}$ in terms of the available operations on the device [211, 213]. All numerical results were obtained with PennyLane [225], and the $\mathbb{S U}(N)$ gates can be accessed via the qml.SpecialUnitary class. Although we do not explore this here, one could make use of sparse optimization methods such as stochastic optimization [268, 269] and frugal optimization [270] for the GPSR subroutine in our algorithm.

### 3.3.5 Resource estimation

To obtain the partial derivative in Equation (3.39) in practice we need to estimate the gradient of a circuit that contains a gate generated by $\Omega_{l}(\boldsymbol{\theta})$. As noted in recent works on GPSR rules $[116,118,119]$, the computational cost of estimating this gradient is related to the spectral gaps of $\Omega_{l}(\boldsymbol{\theta})$. In particular, if $\left\{\lambda_{j}\right\}$ is the set of (possibly degenerate) eigenvalues of $\Omega_{l}(\boldsymbol{\theta})$, we define the set of unique spectral gaps as $\Gamma=\left\{\left|\lambda_{j}-\lambda_{j^{\prime}}\right|\right\}$ where $j^{\prime}>j$. Note that for $d$ distinct eigenvalues, the number of unique spectral gaps $R$ is at most $R \leq d(d-1) / 2$. The total number of parameter-shifted circuits is then $2 R$ for a single partial derivative $\partial_{\theta_{l}} E(\boldsymbol{\theta})$

Depending on the generator $\Omega_{l}(\boldsymbol{\theta})$, this complexity can be improved. For instance, in [118], a Cartan decomposition is used to improve the number of circuits required from polynomial to linear or even logarithmic in $N$. Additionally, in [116], the different costs for first- and second-order gradients are determined for specific varational quantum algorithms like QAOA [49] and RotoSolve [271, 272, 217, 216]. Finally, in [119], the computational cost of a variety of different gates is investigated in detail and the variance across the parameter regime is studied.

Instead of focusing on specific instances of the generator $\Omega_{l}(\boldsymbol{\theta})$, we make a more general observation about the computational complexity of parameter-shift gradient rules. In general, $\Omega_{l}(\boldsymbol{\theta})$ has full support on $\mathfrak{s u}(N)$, since the consecutive applications of ad ${ }_{A(\boldsymbol{\theta})}$ in Equation (3.33) typically generate all of $\mathfrak{s u}(N)$ [7]. However, for specific choices of $A(\boldsymbol{\theta})$, the application of $\operatorname{ad}_{A(\boldsymbol{\theta})^{p}}$ to $\partial_{\theta_{l}} A(\boldsymbol{\theta})$ closes to form a subalgebra, called the dynamical Lie algebra of $A(\boldsymbol{\theta})$, that is contained in $\mathfrak{s u}(N)$. These algebras are well-known in the context of quantum optimal control [219, 27], and have recently been studied in the context of variational quantum algorithms [227, 230].


Figure 3.13: Comparison of decomposed gates versus $\mathbb{S U}(N)$ gates in bricklayer circuits for random 10-qubit Hamiltonians and various depths. (a) We consider the bricklayer circuit indicated with $\ell=2$ in the inset, with general two-qubit gates acting on the even and odd qubits in each layer. The decomposed gate is the $\mathrm{SU}(4)$ parameterization of [238], which is optimal in the number of CNOTs required. For each instance, we sample a Hamiltonian from the Gaussian unitary ensemble and minimize the cost in Equation (3.38) via standard gradient descent. We show the difference of the relative errors in energy $\bar{E}=\left(E-E_{\min }\right) /\left(E_{\max }-E_{\min }\right)$ between the decomposed gates and the $\mathbb{S U}(N)$ gates, that is $\Delta \bar{E}=\bar{E}_{\mathrm{SU}(N)}-\bar{E}_{\text {Decomp. }}$. The plotted lines are the mean $\bar{E}$, averaged over 50 random Hamiltonians for each circuit depth $\ell$. We see that for all depths $\Delta \bar{E}<0$ at all points during the optimization, hence the bricklayer circuit with the $\mathbb{S U}(N)$ gates outperforms the circuit where the two-qubit interactions are parametrized as a gate composition. (b) We show the trajectories from the optimizations in Figure 3.13a for 50 random 10-qubit Hamiltonians sampled from the Gaussian unitary ensemble and an $\ell=5$ bricklayer circuit of 2 -qubit building blocks. We compare the relative error energy (see Figure 3.13a for the definition of $\bar{E}$ ) when using a standard gate composition to that when using $\mathbb{S U}(4)$ gates as building blocks. The optimization is performed with vanilla gradient descent using a learning rate of $\eta=10^{-3}$. The $\mathbb{S U}(4)$ gate consistently leads to faster optimization and better approximations of the ground state energy throughout all $10^{5}$ optimization steps.

Here, we define the dynamical Lie algebra (DLA) $\langle A(\boldsymbol{\theta})\rangle_{\text {Lie }}$ as the subalgebra formed under the closure of the non-zero terms in $A(\boldsymbol{\theta})$ under the commutator:

$$
\langle A(\boldsymbol{\theta})\rangle_{\text {Lie }}:=\operatorname{span}\left\{\operatorname{ad}_{G_{i_{1}}} \cdots \operatorname{ad}_{G_{i_{r}}}\left(G_{j}\right) \mid G_{i_{1}}, \ldots, G_{i_{r}}, G_{i} \in\left\{G_{m}\right\} \text { if } \theta_{m} \neq 0\right\} .
$$

Ignoring global phases, this will always result in a subalgebra $\mathfrak{a} \subseteq \mathfrak{s u}(N)$. For example, given $A(\boldsymbol{\theta})=i(a X+b Y), \forall a, b \in \mathbb{R}$, we have $\langle\{i X, i Y\}\rangle_{\text {Lie }}=\operatorname{span}\{i X, i Y, i Z\}$, since $\operatorname{ad}_{X}(Y)=[X, Y]=i Z$ and successive commutators generate no new contributions. Note that for this example the DLA equals the full Lie algebra $\mathfrak{s u}(2)$. Explicit constructions of DLAs that $\operatorname{span} \mathfrak{s o}(N)$ and $\mathfrak{s p}(N)$ are given in [220]. In a more recent work, the DLAs of several typical quantum many-body Hamiltonians are studied and their properties are used to prepare efficient time-evolution circuits [228]. In one dimension, the DLAs that are generated by Pauli strings have recently been classified [6], and we will discuss this classification in detail in Chapter 4.

Interestingly, if the DLA is maximal, i.e., there exists no smaller non-trivial subalgebra within $\mathfrak{a}$, then the roots of the Lie algebra can be related directly to the computational cost of estimating the gradients in Equation (3.39). We formally establish this connection with the following theorem:

Theorem 3.3.2. The number of unique spectral gaps $R$ of $\Omega_{l}(\boldsymbol{\theta})$ is upper bounded by the number of roots $|\Phi|$ of any maximal semisimple $D L A$,

$$
R \leq|\Phi| / 2
$$

We provide the proof of Theorem 3.3.2 in Appendix F.8. We make use of the fact that any semisimple Lie algebra can be written as a direct sum of its weight spaces, which can be identified with its root system [273]. The number of roots $|\Phi|$ can then be used to bound the total number of unique spectral gaps of $\Omega_{l}(\boldsymbol{\theta})$. We can thus use Theorem 3.3.2 to assess the run time of Algorithm 2. We give several examples of $\mathbb{S U}(N)$ gates in Appendix F. 8 together with the corresponding values of $R$. Depending on the physical system or hardware that we are working with, we have to choose a representation for $\mathfrak{s u}(N)$, which is a $\operatorname{map} \mathfrak{s u}(N) \rightarrow \mathfrak{g l}(N, \mathbb{C})$. We chose this representation to be the tensor product of the fundamental representation, i.e., Pauli monomials $\mathcal{P}_{n}$ times $i$. Note however, that Equation (3.39) and Theorem 3.3.2 hold for any irreducible representation of $\mathfrak{s u}(N)$.

Additionally, by connecting the spectral gaps to the root system of the DLA, we can make use of a beautiful result in representation theory: the classification of all maximal subalgebras of the classical Lie algebras [274]. Each root system can be uniquely identified
with a particular subalgebra of a Lie algebra and it can be shown that there exist a finite number of root systems. Since a DLA is a subalgebra of $\mathfrak{s u}(N)$, we can identify all possible DLAs and by extension all possible families of $\mathbb{S U}(N)$ gates. We provide examples of this procedure in Appendix F.8.

### 3.3.6 Conclusion

We have proposed an alternative parameterization of general $\mathbb{S U}(N)$ gates and a method of optimizing these gates in prototypical variational quantum algorithms. We have shown that in toy example settings, our gates are more powerful, and motivated why we believe this is the case based on quantum speed-limit arguments. A natural extension of our work would be to test our method in experimental settings, both on gate-based quantum computers or quantum simulators $[12,275,276]$. With regard to the latter, several methods have been investigated that could provide pulse-level optimization of energy cost functions [277, 278]. This would obviate the need for a gate-based model of quantum computing to prepare specific states on quantum hardware. Instead, we work on the Hamiltonian level and control the system directly. Our algorithm could be applied to this setting as well, since we're effectively learning the parameters of some fixed Hamiltonian. An interesting future direction would be to see how truncating the support of the gradient affects the accuracy of the final gradient. We briefly explore this in Appendix F.9.

Additionally, our approach could be used for the purpose of unitary design. In [279], we study the problem of finding a time-independent Hamiltonian that implements some unitary operation $U$. To avoid getting stuck in local minima, we use the gradient method presented in Section 3.3.2 to follow the geodesic to the optimal gate Hamiltonian given the experimental constraints.

We have shown that the $\mathbb{S U}(N)$ gate in a circuit outperforms a decomposed gate. The number of parameters in our proposed gate equals $4^{n}$, hence $\mathbb{S U}(N)$ gates acting on a large number of qubits will be impractical. Additionally, it is not clear for which problems one would rather have a deeper circuit with simple gates as opposed to a shallow circuit with more powerful gates. This also begs another question: will our gates suffer from barren plateaus [35]? It is likely that a circuit of 2-qubit $\mathbb{S U}(N)$ gates that has linear depth in $N$ will lead to a circuit that forms an approximate 2-design, which will suffer from vanishing gradients. However, appropriate choices of the generators $A(\boldsymbol{\theta})$ of our gate could keep the circuit in a polynomially scaling DLA of the entire circuit, which can avoid barren plateaus [227, 230]. Additionally, we can consider parameter initialization strategies that can improve the optimization $[68,123]$.

With regard to the connections with DLAs, recent work has explored the use of the adjoint representation of a Lie algebra to efficiently simulate polynomially-sized DLAs [280, 281]. With this in mind, it should be possible to perform the gradient method of Section 3.3.2 in the adjoint representation, which is explored in a recent work [282].

Finally, we believe that the connections between variational quantum circuits and representation theory merit further investigation. We connected the classification of all $\mathbb{S U}(N)$ gates with the classification of semisimple Lie algebras. However, this could possibly be extended to a classification of all variational quantum circuits based on the DLA of an ansatz. It seems that the tools to provide such a classification are available and could provide one with a method to assess the trainability and expressivity of variational circuits without explicitly referring to specific ansätze. We study this problem in Chapter 4.

## Chapter 4

## A Lie algebra perspective of Variational Quantum Computing

We have already sporadically encountered DLA in previous sections. After our work in [1], subsequent investigation revealed that overparameterization phenomena and barren plateaus were intricately related to the DLA of a variational quantum circuit [227, 230]. In Section 3.2, we referred to the idea of a Riemannian gradient flow in the dynamical Lie algebra of a circuit (see Appendix E.1) and in Section 3.3 we encountered the DLA in our resource estimation of the gradient estimation procedure of the $\mathbb{S U}(N)$ gate. In this section, we dive deeper into the world of DLAs by classifying these objects for a large class of Hamiltonians and quantum circuits. Although we have mentioned Lie algebras and its properties before, we will here discuss them from more mathematical point of view, since this will be required to understand the results in Section 4.2.

### 4.1 Lie algebras

The purpose of this section is to review some standard terminology concerning Lie algebras, especially $\mathfrak{s u}(N), \mathfrak{s o}(N)$, and $\mathfrak{s p}(N)$.

The set $\mathbb{C}^{N \times N}$ of $N \times N$ matrices with complex entries is a vector space over $\mathbb{C}$, as matrices can be added or multiplied by complex scalars. If we equip $\mathbb{C}^{N \times N}$ with a matrix product $a b$, it becomes an associative algebra, i.e., $a b$ is bilinear (depends linearly on both $a$ or $b$ ) and associative: $a(b c)=(a b) c$. Under the commutator bracket $[a, b]=a b-b a$, we
get a complex Lie algebra denoted as $\mathfrak{g l}(N, \mathbb{C})$, which is known as the general linear Lie algebra.

In general, a Lie algebra is defined as a vector space $\mathfrak{g}$ (over $\mathbb{C}$ ), equipped with a bilinear operation $[a, b] \in \mathfrak{g}$ for $a, b \in \mathfrak{g}$, which satisfies the following skew-symmetry and Jacobi identity:

$$
\begin{align*}
{[a, b] } & =-[b, a]  \tag{4.1}\\
{[a,[b, c]] } & =[[a, b], c]+[b,[a, c]] . \tag{4.2}
\end{align*}
$$

It is convenient to use the notation $\operatorname{ad}_{a}(b):=[a, b]$ for $a, b \in \mathfrak{g}$. Then $\operatorname{ad}_{a}$ is a linear operator on $\mathfrak{g}$ for every $a \in \mathfrak{g}$. This is straightforward to see, since

$$
\begin{align*}
\operatorname{ad}_{a} & =[a, .]  \tag{4.3}\\
\operatorname{ad}_{a}(b+c) & =[a, b+c]=\operatorname{ad}_{a}(b)+\operatorname{ad}_{a}(c) . \tag{4.4}
\end{align*}
$$

In fact, since the Lie algebra is closed under the commutator, $\mathrm{ad}_{a}$ is an endomorphism on $\mathfrak{g}$ : a linear map from a vector space onto itself. Remember that we encountered this map (and its group equivalent) already in Section 3.1 .8 when we were studying the Baker-Campbell-Hausdorff formula as the adjoint operator. A trivial example of a Lie algebra is any vector space $\mathfrak{g}$ with the zero bracket $[a, b]=0$ for all $a, b \in \mathfrak{g}$; such Lie algebras are called Abelian.

A subalgebra $\mathfrak{s}$ of a Lie algebra $\mathfrak{g}$ is a subspace (i.e., closed under vector addition and scalar multiplication), which is also closed under the bracket: $a, b \in \mathfrak{s} \Rightarrow[a, b] \in \mathfrak{s}$. For example, the set $\mathfrak{s l}(N, \mathbb{C})$ of all $N \times N$ complex matrices with trace 0 is a subalgebra of $\mathfrak{g l}(N, \mathbb{C})$. This is straightforward to show if we take $c=[a, b]$ with $a, b \in \mathfrak{s l}(N, \mathbb{C})$

$$
\begin{equation*}
\operatorname{Tr}\{[a, b]\}=\operatorname{Tr}\{a b-b a\}=\operatorname{Tr}\{a b\}-\operatorname{Tr}\{b a\}=0 \tag{4.5}
\end{equation*}
$$

by linearity and cyclicity of the trace. Hence, $\mathfrak{s l}(N, \mathbb{C})$ is itself a Lie algebra. We could have also realized that the commutator is skew-symmetric, hence it must always produce a traceless object.

An ideal in a Lie algebra $\mathfrak{g}$ is a subspace $\mathfrak{s}$ such that $a \in \mathfrak{g}, b \in \mathfrak{s} \Rightarrow[a, b] \in \mathfrak{s}$. Hence, any element in $\mathfrak{g}$ gets projected back into $\mathfrak{s}$ under the commutation with an element in $\mathfrak{s}$. For example, both $\mathfrak{s l}(N, \mathbb{C})$ and $\mathbb{C} I_{N}$ (where $I_{N}$ is the $N \times N$ identity matrix) and $z \in \mathbb{C}$ are ideals of $\mathfrak{g l}(N, \mathbb{C})$. For $\mathbb{C} I_{N}$, every element in $\mathfrak{g}$ gets sent to 0 under commutation:

$$
\begin{equation*}
[a, b]=0, \forall a \in \mathfrak{g}, b \in \mathbb{C} I_{N} \tag{4.6}
\end{equation*}
$$

and since a Lie algebra is a vector space it always contains the zero element, hence $0 \in \mathfrak{s}$. The space $\mathbb{C} I_{N}$ is the center $Z(\mathfrak{g})$ of $\mathfrak{g}=\mathfrak{g l}(N, \mathbb{C})$, i.e., the set of all $c \in \mathfrak{g}$ such that $[c, a]=0$ for all $a \in \mathfrak{g}$. We can think of the center as the kernel of the adjoint map ad.

From Equation (4.5) it should be clear that $[a, b] \in \mathfrak{s l}(N, \mathbb{C})$ for all $a \in \mathfrak{g}$ and all $b \in \mathfrak{s l}(N, \mathbb{C})$. Furthermore, we note that

$$
\mathfrak{g l}(N, \mathbb{C})=\mathfrak{s l}(N, \mathbb{C}) \oplus \mathbb{C} I_{N}
$$

is a direct sum of not just subspaces but of commuting subalgebras and ideals. When we write a direct sum of Lie algebras, we will always mean that the summands are subalgebras that commute with each other.

### 4.1.1 The Lie algebras $\mathfrak{s u}(N), \mathfrak{s o}(N)$, and $\mathfrak{s p}(N)$

The Lie algebra $\mathfrak{s l}(N, \mathbb{C})$ is simple, which means that it is not Abelian and has no ideals other than the trivial $\{0\}$ and the whole algebra. The absence of ideals turns simple Lie algebras into the elementary objects of study, since they contain no subspaces that act in a non-trivial way on elements of the algebra. If we take a direct sum of simple Lie algebras, we obtain a semisimple Lie algebra.

Other examples of simple Lie algebras over $\mathbb{C}$ are provided by the orthogonal Lie algebras $\mathfrak{s o}(N, \mathbb{C})$ and the symplectic Lie algebras $\mathfrak{s p}(2 N, \mathbb{C})$. Let us recall that $\mathfrak{s o}(N, \mathbb{C})$ is defined as the set of all complex skew-symmetric matrices (i.e., such that $a^{T}=-a$ ), and it is a subalgebra of $\mathfrak{s l}(N, \mathbb{C})$. Consider the $2 N \times 2 N$ matrix

$$
J_{2 N}:=\left(\begin{array}{cc}
0 & I_{N} \\
-I_{N} & 0
\end{array}\right) .
$$

Then $\mathfrak{s p}(2 N, \mathbb{C})$ is defined as the set of all $a \in \mathfrak{g l}(2 N, \mathbb{C})$ such that $a^{T} J_{2 N}=-J_{2 N} a$; this is a subalgebra of $\mathfrak{s l}(2 N, \mathbb{C})$.

Up to this point, we have considered complex Lie algebras, and we will now consider their real counterparts; Lie algebras over $\mathbb{R}$.

The set of all skew-Hermitian matrices (i.e., satisfying $a^{\dagger}=-a$ ) is a real vector space, and is closed under the commutator; hence, it is a real Lie algebra, denoted $\mathfrak{u}(N)$. Imposing that the trace of the matrix is 0 , we get the Lie algebra $\mathfrak{s u}(N)$.

$$
\begin{equation*}
\mathfrak{s u}(N):=\left\{a \in \mathfrak{s l}(N, \mathbb{C}) \mid a^{\dagger}=-a\right\} . \tag{4.7}
\end{equation*}
$$

If a matrix has real entries, then it is skew-Hermitian if and only if it is skew-symmetric. Thus, we have the subalgebra

$$
\begin{equation*}
\mathfrak{s o}(N):=\mathfrak{s o}(N, \mathbb{R})=\left\{a \in \mathfrak{s u}(N) \mid a^{T}=-a\right\} \subset \mathfrak{s u}(N) \tag{4.8}
\end{equation*}
$$

On the other hand, the Lie algebra of real symplectic matrices $\mathfrak{s p}(2 N, \mathbb{R})$ is not a subalgebra of $\mathfrak{s u}(2 N)$. Instead of it, the relevant subalgebra is

$$
\begin{equation*}
\mathfrak{s p}(N):=\mathfrak{s p}(2 N, \mathbb{C}) \cap \mathfrak{s u}(2 N)=\left\{a \in \mathfrak{s u}(2 N) \mid a^{T} J_{2 N}=-J_{2 N} a\right\} \subset \mathfrak{s u}(2 N) \tag{4.9}
\end{equation*}
$$

The Lie algebras $\mathfrak{s u}(N), \mathfrak{s o}(N), \mathfrak{s p}(N)$ are simple and compact (they are Lie algebras of compact Lie groups). One way to understand compactness is through the corresponding Lie group it generates. When a Lie algebra $\mathfrak{g}$ is compact and simple Lie algebra, one can associate to it a compact Lie group $G$ via the exponential map $G=e^{\mathfrak{g}}$. For our purposes, the specifics of compactness are not that important, we can understand it as a topological property of the generated Lie group that makes it "nice".

The dimensions of these Lie algebras over $\mathbb{R}$ are given by:

$$
\begin{equation*}
\operatorname{dim} \mathfrak{s u}(N)=N^{2}-1, \quad \operatorname{dim} \mathfrak{s o}(N)=\frac{1}{2} N(N-1), \quad \operatorname{dim} \mathfrak{s p}(N)=N(2 N+1) \tag{4.10}
\end{equation*}
$$

There are five other Lie algebras called the exceptional Lie algebras that will be of little importance to us, since they will not arise naturally in the setting of Section 4.2. It is known (see e.g. [283, 27]) that any subalgebra of $\mathfrak{u}(N)$ is either Abelian or a direct sum of a center (which could be $\{0\}$ ) and Lie algebras isomorphic to one of $\mathfrak{s u}, \mathfrak{s o}, \mathfrak{s p}$ or to one of five exceptional compact simple Lie algebras. For completeness, we provide the proof of this important fact here.

Proposition 4.1.1. Any subalgebra of $\mathfrak{u}(N)$ is either Abelian or a direct sum of compact simple Lie algebras and a center.

Proof. First, recall that the trace form $\operatorname{Tr}\{a b\}$ is negative definite on $\mathfrak{u}(N)$. Indeed, one can see that

$$
\operatorname{Tr}\left\{H^{2}\right\}=\sum_{j=1}^{N} \lambda_{j}^{2}>0
$$

for any nonzero Hermitian matrix $H \in i \mathfrak{u}(N)$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{N}$, because all $\lambda_{j}$ are real. Second, the trace is bilinear, symmetric and invariant; the latter meaning that

$$
\operatorname{Tr}\{[a, b], c\}=-\operatorname{Tr}\{b,[a, c]\}, \quad a, b, c \in \mathfrak{u}(N) .
$$

All of these follow easily from the properties of the trace.
Now let $\mathfrak{g}$ be a subalgebra of $\mathfrak{u}(N)$. Then the same proof as in [284], Corollary 4.25, shows that $\mathfrak{g}$ is reductive, i.e., it is a direct sum of simple or Abelian ideals. Indeed, for any ideal $\mathfrak{s}$ of $\mathfrak{g}$, we have an orthogonal direct sum

$$
\mathfrak{g}=\mathfrak{s} \oplus \mathfrak{s}^{\perp}
$$

due to the definiteness of the trace form. Furthermore, the invariance of the trace form implies that $\mathfrak{s}^{\perp}$ is itself an ideal of $\mathfrak{g}$. As both $\mathfrak{s}$ and $\mathfrak{s}^{\perp}$ are ideals, they must commute: $\left[\mathfrak{s}, \mathfrak{s}^{\perp}\right] \subseteq \mathfrak{s} \cap \mathfrak{s}^{\perp}=\{0\}$. Thus, $\mathfrak{g}$ is a direct sum of commuting ideals. Suppose that $\operatorname{dim} \mathfrak{s}>1$ and $\mathfrak{s}$ is not simple as a Lie algebra. Then $\mathfrak{s}$ has a nonzero proper ideal $\mathfrak{t}$. From $[\mathfrak{t}, \mathfrak{s}] \subseteq \mathfrak{t}$ and $\left[\mathfrak{t}, \mathfrak{s}^{\perp}\right]=\{0\}$, we get that $[\mathfrak{t}, \mathfrak{g}] \subseteq \mathfrak{t}$, so $\mathfrak{t}$ is an ideal of $\mathfrak{g}$. Hence, we can proceed by induction on $\operatorname{dim} \mathfrak{g}$ and break $\mathfrak{g}$ into a direct sum of commuting ideals, each of which is either simple or 1-dimensional (Abelian).

Finally, we note that any simple subalgebra $\mathfrak{g}$ of $\mathfrak{u}(N)$ is compact, i.e., the Lie group $e^{\mathfrak{g}}$ is compact as a closed subgroup of the compact Lie group $\mathrm{U}(N)$ (see e.g. [284], Proposition 4.27 , whose proof still applies). The classification of all compact simple Lie algebras is due to Cartan, and can be found in standard textbooks; for example in [284], Chapter VI.

Let now $N=2^{n}$ where $n$ is the number of qubits. Then a basis for $\mathfrak{u}\left(2^{n}\right)$ is given by the Pauli strings $i \mathcal{P}_{n}$ (see Appendix A.1). To get a basis for $\mathfrak{s u}\left(2^{n}\right)$, we just have to remove $i I^{\otimes n}$, since $I^{\otimes n}=I_{N}$ is the identity matrix.

Similarly, a basis for $\mathfrak{s o}\left(2^{n}\right)$ consists of all $i a$ where $a \in \mathcal{P}_{n}$ is a Pauli string containing an odd number of $Y$ 's, since this ensures that they are skew-symmetric instead of skewHermitian.

Finally, to describe the subalgebra $\mathfrak{s p}\left(2^{n-1}\right) \subset \mathfrak{s u}\left(2^{n}\right)$, we observe that

$$
Y_{1}=Y \otimes I^{\otimes(n-1)}=-i\left(\begin{array}{cc}
0 & I_{\frac{N}{2}} \\
-I_{\frac{N}{2}} & 0
\end{array}\right)=-i J_{N}
$$

Therefore,

$$
\begin{equation*}
\mathfrak{s p}\left(2^{n-1}\right)=\left\{a \in \mathfrak{s u}\left(2^{n}\right) \mid a^{T} \cdot Y_{1}=-Y_{1} \cdot a\right\} \tag{4.11}
\end{equation*}
$$

### 4.1.2 Dynamical Lie Algebras

We now give a formal definition of a dynamical Lie algebra that we will use throughout the rest of this thesis.

Definition 4.1.1. For a Lie algebra $\mathfrak{g}$ and a subset $\mathcal{A} \subset \mathfrak{g}$, we define $\langle\mathcal{A}\rangle_{\text {Lie }}$ to be the minimal (under inclusion) subalgebra of $\mathfrak{g}$ that contains $\mathcal{A}$. We say that $\langle\mathcal{A}\rangle_{\text {Lie }}$ is the subalgebra generated by $\mathcal{A}$, and that $\mathcal{A}$ is a set of generators of $\langle\mathcal{A}\rangle_{\text {Lie }}$. In the case when $\mathcal{A} \subset \mathcal{P}_{n}$ is a set of Pauli strings, we will slightly abuse the notation and write $\langle\mathcal{A}\rangle_{\text {Lie }}$ for the subalgebra of $\mathfrak{s u}\left(2^{n}\right)$ generated by the subset $i \mathcal{A} \subset \mathfrak{s u}\left(2^{n}\right)$.

More explicitly, it follows from the Jacobi identity that $\langle\mathcal{A}\rangle_{\text {Lie }}$ is the set of all linear combinations of all nested commutators of the form

$$
\begin{equation*}
\operatorname{ad}_{a_{1}} \operatorname{ad}_{a_{2}} \cdots \operatorname{ad}_{a_{r}}\left(a_{r+1}\right)=\left[a_{1},\left[a_{2},\left[\cdots\left[a_{r}, a_{r+1}\right] \cdots\right]\right]\right], \quad a_{j} \in \mathcal{A}, \quad r \geq 0 \tag{4.12}
\end{equation*}
$$

where $r=0$ corresponds to an empty commutator $=a_{1}$. In the context of Proposition 4.1.1, this means that any dynamical Lie algebra will be a subalgebra of $\mathfrak{u}\left(2^{n}\right)$ that is either Abelian or a direct sum of compact simple Lie algebras and a center. Since these objects have been classified, we can therefore always express a DLA in terms of these known constituents.

The following observation will be useful.
Lemma 4.1.1. For any subset $\mathcal{A} \subset \mathcal{P}_{n}$, the Lie algebra $\langle\mathcal{A}\rangle_{\text {Lie }} \subseteq \mathfrak{s u}\left(2^{n}\right)$ generated by $i \mathcal{A}$ has a basis consisting of Pauli strings times $i$. In other words,

$$
\langle\mathcal{A}\rangle_{\text {Lie }}=\operatorname{span}_{\mathbb{R}}\left(i \mathcal{P}_{n} \cap\langle\mathcal{A}\rangle_{\text {Lie }}\right) .
$$

Proof. By definition, $\langle\mathcal{A}\rangle_{\text {Lie }}$ is linearly spanned over $\mathbb{R}$ by all elements of the form Equation (4.12) with $a_{j} \in i \mathcal{A} \subset i \mathcal{P}_{n}$. All such elements are scalar multiples of Pauli strings, i.e., lie in $i \mathbb{R} \mathcal{P}_{n}$. From any spanning set, one can choose a subset that forms a basis.

This Lemma will enable us to work with Pauli strings, which have useful algebraic properties that we can exploit.

### 4.2 Classification of dynamical Lie algebras in one dimension

Mathematical classifications of the fundamental symmetries of physical systems date back to the work of Wigner, who proposed three symmetry classes of non-interacting fermionic Hamiltonians depending on their time-reversal and spin-rotation properties [285]. Three decades later, Dyson would mathematically solidify this theory and connect the spectral properties of these different types of Hamiltonians with random matrix theory [286] (see [287] for a modern treatment). It would take another thirty years before Altland and Zinbauer extended these results to ten symmetry classes [288], each of which correspond to a symmetric space in Cartan's original classification of these spaces [289, 290]. Further extensions of these results were made in recent years with regard to topological phases of matter [291, 292, 293].

The above mathematical classifications in quantum physics rest on the powerful theory of Lie groups, which provides a framework for describing the continuous symmetries and transformations that characterize the behavior of quantum systems. The study of Lie groups, and by extension physical symmetries, can often be simplified by considering the corresponding Lie algebra of the group. The commutation relations of operators in the Lie algebra capture the essential features of the underlying symmetries and can be used to analyze the spectrum, eigenstates, and dynamics of quantum systems.

A Hamiltonian of a finite-dimensional system can be understood as ( $i$ times) an element of some Lie algebra $\mathfrak{g} \subseteq \mathfrak{s u}(N)$. Here, $\mathfrak{s u}(N)$ is the vector space of all skew-Hermitian $N \times N$ matrices equipped with the standard commutator. Typically, a Hamiltonian is described by a linear combination of terms that correspond to a certain physical interaction. The algebra formed by taking all (finite) products and linear combinations of the terms in a Hamiltonian is called the bond algebra of the Hamiltonian [294, 295, 296]. Bond algebras have been studied extensively to understand the symmetries and spectra of different classes of Hamiltonians. More recently, they have been used to study thermalization phenomena in quantum many-body systems [297, 298]. Instead of studying the algebra formed by taking products of individual interactions in the Hamiltonian, we can study the Lie algebra generated by these terms under commutation. The result is called the Hamiltonian algebra or dynamical Lie algebra (DLA) [299, 300, 301, 302, 303], which is intricately linked to the unitary dynamics of a quantum system.

Since each DLA is a subalgebra of $\mathfrak{s u}(N)$, a classification of DLAs can be phrased as a classification of all subalgebras of $\mathfrak{s u}(N)$. Such a classification is intractable, except when specific constraints are placed on the subalgebras one considers. For example, in the original
works of Killing and Cartan, all simple Lie algebras were classified [304]; similarly, Dynkin provided a classification of the maximal subalgebras of simple Lie algebras [305, 306]. We follow a different approach: instead of adding algebraic constraints such as simplicity or maximality, we make use of the fact that any Lie algebra can be described by a set of generators, and we consider the Lie algebras that arise by using the terms of specific Hamiltonians as the generators. In contrast with the previously-mentioned classifications of [285, 286, 288], this approach covers interacting quantum many-body systems.

Specifically, we consider the class of Hamiltonians that correspond to 1-dimensional 2local spin chains, and provide a classification of the Lie algebras that are generated under commutation by the individual Pauli terms of the Hamiltonian. Much about these systems is well-understood, from their entanglement properties [76], their phases [307] and their integrability [308, 309]. Additionally, they show up in the study of bond algebras [294, 298]. However, to the best of our knowledge, the Lie algebraic properties of these Hamiltonians have not yet been explored in full. It is thus reasonable to ask, given our comprehensive knowledge of the physics governing these systems, what more can be learned from the Lie algebra? We provide an answer to this question by classifying all unique dynamical Lie algebras of linear, circular and permutation invariant spin systems generated by 2-local Pauli operators. We discuss how our classification has bearing on areas of quantum control, variational quantum computing, and quantum dynamics and thermodynamics.

For variational quantum computing, one is not interested in representing the whole unitary group, but in using a parameterized subgroup in order to generate a state that maximizes a given objective function. Understanding what subgroup a particular quantum circuit parameterizes can give insight into its representational power. For example, one can connect the dimension of the DLA to a phenomenon called overparameterization [74, 1, 231, 230]. Additionally, DLAs can be used to understand barren plateaus [227] - flat areas in the cost landscape of a variational quantum algorithm that hinder optimization [35, 38]. Finally, a recent work uses knowledge of the DLA to perform efficient classical simulations of several quantum algorithms [281]. We discuss these results by showing that barren plateau and overparameterization phenomena show for several examples found in our classification as expected, which highlights the usefulness of classifying sets of quantum circuits by their Lie algebraic properties.

In quantum control, the DLA of a dynamical quantum system can be related to the set of reachable states of that system. In particular, DLAs can be used to define a notion of controllability of a quantum system [220, 310, 311], which is highly relevant when it comes to designing unitary operations for quantum simulators and quantum computers. One is typically interested in Hamiltonians that can generate an arbitrary unitary operator, while the existence of symmetries can inhibit the control of a physical system [283].

Finally, one can use the knowledge of the DLA to provide insights into the dynamics of physical systems. Here, it should be noted that the physical properties of models described by the Hamiltonian whose terms generate the DLA strongly depend on the coefficients of said terms. Our classification, which neglects the coefficients, is thus limited to the properties that belong to the entire class of models described by the same terms. While this is a coarse classification, we can nevertheless make quite general observations from just the study of the DLA. For example, one can construct constant-depth quantum circuits for the dynamical simulation of a specific quantum system $[228,312,313,312]$, or state preparation via adiabatic state preparation [312, 312], or implement Hartree-Fock [99]. The dimension of the DLA is directly related to the quantum circuit depth needed to capture the full dynamics [228]. Additionally, Non-Abelian commutants describe nonAbelian symmetries.

This section is structured as follows. We end the introduction with a summary of our main mathematical results. Then, in Section 4.3, we establish our notation and introduce the necessary mathematical preliminaries. We discuss the method of our classification in Section 4.4 and present the main results in Section 4.5. Finally, we discuss the implications of our results in Section 4.6. In the Appendix we review preliminaries present the full details of the proofs of the main results.

### 4.2.1 Summary of the main results

Here, we give a brief summary of our main results, which include the classification of all DLAs generated by 2-local spin Hamiltonians of length $n$ in one dimension. We emphasize that our method is not limited to one-dimensonal topologies, but can be extend to other graphs, which we will explore in a follow-up work [314]. Recall that a Lie algebra can be constructed by a set of generators so that it is closed under linear combinations and under the Lie bracket. In our case, the Lie bracket is the standard commutator $[A, B]=A B-B A$. We now choose the generators of our Lie algebra to be ( $i$ times) the terms of a 2-local spin chain Hamiltonian generated by Pauli strings. Since a Hamiltonian is always a Hermitian operator, we can understand it as ( $i$ times) an element of the Lie algebra $\mathfrak{u}\left(2^{n}\right)$. Therefore, we can limit ourselves to the study of DLAs that are subalgebras of $\mathfrak{u}\left(2^{n}\right)$, for which we have the following useful fact. Although this result is known (see e.g. [283, 27]), for completeness, we provide its proof and review the necessary definitions in Section 4.1.1.
Proposition 4.2.1. Any DLA must be either Abelian, isomorphic to $\mathfrak{s u}\left(N^{\prime}\right), \mathfrak{s o}\left(N^{\prime}\right)$, $\mathfrak{s p}\left(N^{\prime \prime}\right)$ (with $N^{\prime} \leq 2^{n}$, $\left.N^{\prime \prime} \leq 2^{n-1}\right)$, an exceptional compact simple Lie algebra, or a direct sum of such Lie algebras. Indeed, any subalgebra of $\mathfrak{u}(N)$ is either Abelian or a direct sum of compact simple Lie algebras and a center.

Note that all simple Lie algebras over the complex and real numbers have been classified by Killing and Cartan [250]. The above proposition forms the backbone of our classification, as we know that any DLA generated by our class of Hamiltonians must be of the described form.

To obtain our classification, we first calculate all DLAs that can be generated by Pauli strings of length 2. Then we identify the orbits under the symmetries of the Pauli group and the swap of the two sites, thus reducing the number of unique Lie algebras to 27 . Next, we find several isomorphisms between some of the sets of generators, reducing the set of unique structures even further. Finally, we determine how these Lie algebras scale with system size as the number of spins grows beyond 2 sites. In this final step, we take the boundaries of the spin chain into account, since the Lie algebra will behave differently for open or periodic boundary conditions of the chain. The following is our main result.

Result 4.2.1 (Classification of spin chain DLAs). We provide a classification of all dynamical Lie algebras of 2-local spin Hamiltonians in one dimension. For both open and closed spin chains, there are 17 unique Lie algebras that can be generated by a spin chain Hamiltonian.

The formal statement of this result is presented in the main text with Theorems 4.5.1 and 4.5.2 along with a sketch of the proof.

The dimension of a DLA can be related to the trainability of variational quantum circuits, and may therefore be of high interest. Since we know the dimensions of all simple Lie algebras, a direct corollary of our result is the following.

Result 4.2.2 (Dimension scaling of DLAs). The dimension of any dynamical Lie algebra of a 2-local spin chain Hamiltonian of length $n$ will scale as either $O\left(4^{n}\right), O\left(n^{2}\right)$ or $O(n)$.

To illustrate this, we plot the dimensions of the open DLAs in our classification in Figure 4.1.

Our proof technique also applies to the case of a permutation-invariant graph, where each site is interacting with every other site via at most 2-local interactions; in other words, all-to-all connected. We therefore also include this topology in our classification.

Result 4.2.3 (Classification of permutation invariant DLAs). We provide a classification of all dynamical Lie algebras of 2-local permutation-invariant spin Hamiltonians. There are 8 unique Lie algebras that can be generated by such a spin chain Hamiltonian.


Figure 4.1: Scaling of the DLAs of spin chains with open boundary conditions. The exponentially scaling DLAs are denoted in red, the quadratically scaling ones in blue, and the linearly scaling algebras are denoted in green. The full and dashed line denote the smallest and largest scaling algebra in our classification, respectively.

We present the formal statement of this result in Theorem 4.5.3. Similarly to Result 4.2.2, we find DLAs with linear, quadratic and exponentially scaling dimensions.

In addition to the classification of unique Lie algebraic structures, we also provide an explicit list of Hamiltonians that generate them in Table G.1. Some of the generators in our classification show up in well-known models such as the transverse-field Ising model or the Heisenberg model, whereas other Hamiltonians we find are perhaps not realizable in nature. However, some of these more exotic models may be of interest due to their properties. For instance, we find a class of Hamiltonians with globally non-commuting charges.

### 4.3 Background

### 4.3.1 Preliminaries

We assume knowledge of finite-dimensional Lie algebras (for a formal treatment, see e.g. Refs. [290, 250]), but will review some essential concepts here. A Lie algebra $\mathfrak{g}$ is a vector space equipped with a Lie bracket $[\cdot, \cdot]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ satisfying certain axioms (which are reviewed in Section 4.1.1). The Lie bracket defines the adjoint endomorphism $\operatorname{ad}_{a}: \mathfrak{g} \rightarrow \mathfrak{g}$ where $\operatorname{ad}_{a}(b)=[a, b]$. For our purposes, the Lie bracket is the standard commutator of linear operators on a vector space: $[a, b]=a b-b a$. When $\mathfrak{g}$ is a compact simple Lie algebra (cf. Section 4.1.1 and Proposition 4.2.1), one can associate to it a compact Lie group $G$ via the exponential map $G=e^{\mathfrak{g}}$.

Consider a set of generators $\mathcal{A}=\left\{a_{1}, a_{2}, \ldots, a_{M}\right\}$ with $a_{k} \in \mathfrak{g}$. We first define the nested commutator,

$$
\begin{equation*}
\operatorname{ad}_{a_{i_{1}}} \cdots \operatorname{ad}_{a_{i_{r}}}\left(a_{j}\right)=\left[a_{i_{1}},\left[a_{i_{2}},\left[\cdots\left[a_{i_{r}}, a_{j}\right] \cdots\right]\right]\right] \tag{4.13}
\end{equation*}
$$

which is just $a_{j}$ in the special case $r=0$. The linear span of all nested commutators

$$
\langle\mathcal{A}\rangle_{\text {Lie }}:=\operatorname{span}_{\mathbb{R}}\left\{\operatorname{ad}_{a_{i_{1}}} \cdots \operatorname{ad}_{a_{i_{r}}}\left(a_{j}\right) \mid a_{i_{1}}, \ldots, a_{i_{r}}, a_{j} \in \mathcal{A}\right\}
$$

is then called a dynamical Lie algebra (DLA) [27, 299]. This is the minimal (under inclusion) subalgebra of $\mathfrak{g}$ that contains the set $\mathcal{A}$. The depth $r$ of the nested commutator is finite and will depend on the size of the DLA, which we typically do not know beforehand. In practice, the DLA of a given set of generators $\mathcal{A}$ can be obtained recursively with Algorithm 3.

```
Algorithm 3: Calculating the DLA
    Input: Set of generators \(\mathcal{A}\)
    for \(a_{i} \in \mathcal{A}\) do
        for \(a_{j} \in \mathcal{A}\) do
            \(a_{k}=\left[a_{i}, a_{j}\right]\)
            if \(a_{k} \notin \operatorname{span}(\mathcal{A})\) then
                \(\mathcal{A} \leftarrow \mathcal{A} \cup\left\{a_{k}\right\}\)
    \(\langle\mathcal{A}\rangle_{\text {Lie }} \leftarrow \operatorname{span}(\mathcal{A})\)
```

Remark 4.3.1. We are interested in the case where the generators $\mathcal{A}$ are Pauli strings. Then, since the commutator of two Pauli strings is up to a scalar again a Pauli string, Algorithm 3 can be simplified by replacing the condition $a_{k} \notin \operatorname{span}(\mathcal{A})$ with $a_{k} \notin \mathcal{A} \cup\{0\}$. Moreover, as different Pauli strings are linearly independent, the final set $\mathcal{A}$ will be a basis for the $D L A\langle\mathcal{A}\rangle_{\text {Lie }}$.

### 4.3.2 2-local spin systems in one dimension

Due to Proposition 4.2.1, we know what form the subalgebras of $\mathfrak{s u}(N)$ must take. Our goal is to find which of these direct sums of simple or Abelian Lie algebras can be generated by a physically inspired set of generators.

In particular, we are interested in the subalgebras of $\mathfrak{s u}\left(2^{n}\right)$ that are generated by the terms of 1-dimensional 2-local Hamiltonians. By this we mean that we consider operators that couple up to two neighboring sites and where the interactions between neighboring sites is the same, but the interaction strength may vary per interaction, and could potentially depend on time due to an external field allowing control over the system. We consider a spin system with a complex Hilbert space $\left(\mathbb{C}^{2}\right)^{\otimes n}$ Hamiltonian $H$, which is a Hermitian operator on $\left(\mathbb{C}^{2}\right)^{\otimes n}$ of the form

$$
\begin{equation*}
H=\sum_{k=1}^{n-1} \sum_{a \otimes a^{\prime} \in \mathcal{A}} J_{k, a, a^{\prime}} a_{k} \otimes a_{k+1}^{\prime}, \tag{4.14}
\end{equation*}
$$

where $J_{k, a, a^{\prime}}$ are arbitrary real coefficients, and

$$
\begin{equation*}
a_{k} \otimes a_{k+1}^{\prime}:=I^{\otimes(k-1)} \otimes a \otimes a^{\prime} \otimes I^{\otimes(n-k-1)} \tag{4.15}
\end{equation*}
$$

with $a \otimes a^{\prime} \in \mathcal{A}$ and $I$ is the $2 \times 2$ identity matrix. We consider $a, a^{\prime} \in \mathcal{P}_{1}:=\{I, X, Y, Z\}$ (Pauli matrices), and

The generating set $\mathcal{A} \subseteq \mathcal{P}_{2}:=\mathcal{P}_{1}^{\otimes 2}$ defines a specific set of 2-local operators that make up the Hamiltonian $H$; in the parlance of quantum computing and physics, this is a 2 local Hamiltonian corresponding to a spin chain. Note that physical models come with coefficients $J_{k, a, a^{\prime}}$ in front of each $a_{k} \otimes a_{k+1}^{\prime}$ term that determine the equilibrium and nonequilibrium physics of the model. Here, we are only concerned with the algebraic properties of the Hamiltonian $H$ on the Lie algebra level, and we will not consider any spectral properties of $H$. Additionally, we note that we are considering a directed interaction graph, since we allow terms like $X \otimes Y$, which do not act symmetrically between neighboring qubits.

Continuing, we note that Pauli matrices $i \mathcal{P}_{1} \backslash\{i I\}$ form a basis of $\mathfrak{s u}(2)$, and the tensor products $i \mathcal{P}_{2} \backslash\left\{i I^{\otimes 2}\right\}$ form a basis of $\mathfrak{s u}(4)$. Hence, $\operatorname{span}(\mathcal{A}) \subseteq \mathfrak{s u}(4)$ (recall that span $=i \operatorname{span}_{\mathbb{R}}$ ). In the following, we will suppress the tensor product between Pauli operators and identities for clarity, and we denote $a \otimes a^{\prime}=a a^{\prime}$. We now give some examples to illustrate how several well-known spin chains can be written in this notation.
Example 4.3.1. Random field Ising model. The Hamiltonian of the TFIM in one dimension with open boundary conditions and random transverse field is given by

$$
H_{\mathrm{TFIM}}=J \sum_{i=1}^{n-1} Z_{i} Z_{i+1}+\sum_{i=1}^{n} g_{i} X_{i}
$$

where $J, g_{i} \in \mathbb{R}$. As it was stated before, we only consider the Pauli strings in this Hamiltonian. Thus, we consider its generating set of Pauli strings, which is the following

$$
\mathcal{A}_{\mathrm{TFIM}}:=\{Z Z, X I, I X\} .
$$

Example 4.3.2. $X X Z$ chain. For the 1-dimensional XXZ chain with open boundary conditions, the Hamiltonian is given by

$$
H_{\mathrm{XXZ}}=\sum_{i=1}^{n-1}\left(X_{i} X_{i+1}+Y_{i} Y_{i+1}+\Delta Z_{i} Z_{i+1}\right)
$$

which has generators

$$
\mathcal{A}_{\mathrm{xxz}}:=\{X X, Y Y, Z Z\} .
$$

Example 4.3.3. Spinless fermionic Gaussian state. A free fermion Hamiltonian chain in one dimension with periodic boundary conditions can be built from the generators on two sites:

$$
c_{1}^{\dagger} c_{2}^{\dagger}, c_{1}^{\dagger} c_{1}, c_{2}^{\dagger} c_{2}, c_{1}^{\dagger} c_{2}, c_{2}^{\dagger} c_{1}, c_{1} c_{2}
$$

where $c^{\dagger}$ and $c$ are fermionic raising and lowering operators, respectively. The corresponding Hamiltonian is

$$
H_{\mathrm{FF}}=\sum_{i=1}^{n-1}\left(c_{i}^{\dagger} c_{i+1}^{\dagger}+c_{i}^{\dagger} c_{i+1}+c_{i} c_{i+1}^{\dagger}+c_{i} c_{i+1}\right)
$$

The fermionic raising and lowering operators may be translated to Pauli string form via a number of transformations. If we use the common Jordan-Wigner transformation, the resulting set of Pauli generators is

$$
\mathcal{A}_{\mathrm{FF}}:=\{X X, Z I, I Z, Y Y, X Y, Y X\} .
$$

### 4.3.3 Growing the dynamical Lie algebras

Since we are only interested in the algebraic structure of the class of Hamiltonians, we will focus on the structure of the generators and ignore the coefficients in front of the individual Pauli terms. On a 2-qubit system, these terms will generate a Lie algebra $\langle\mathcal{A}\rangle_{\text {Lie }}=\mathfrak{a}$ that is a subalgebra of $\mathfrak{s u}(4)$. We now investigate the structure of these algebras as we add terms that have been translated by one site. Starting from a subalgebra $\mathfrak{a} \subseteq \mathfrak{s u}(4)$, let $\mathfrak{a}(n)$ be the subalgebra of $\mathfrak{s u}\left(2^{n}\right)$ generated by the set

$$
\bigcup_{1 \leq k \leq n-1} I^{\otimes(k-1)} \otimes \mathfrak{a} \otimes I^{\otimes(n-k-1)} .
$$

In particular, $\mathfrak{a}(2)=\mathfrak{a}$. By construction, we have a Lie algebra embedding $\mathfrak{a}(n) \hookrightarrow$ $\mathfrak{a}(n+1)$, given by appending $I$ to the last qubit (see Figure 4.2).

Example 4.3.4. Consider the generating set $\mathcal{A}=\{X Y\}$ on 2 qubits. The DLA is given by

$$
\langle\mathcal{A}\rangle_{\text {Lie }}=\operatorname{span}\{X Y\}
$$

which is an Abelian Lie algebra isomorphic to $\mathfrak{u}(1)$. Constructing the generators of $\mathfrak{a}(3)$ according to the procedure above gives

$$
\mathfrak{a}(3)=\langle X Y I, I X Y\rangle_{\mathrm{Lie}}=\operatorname{span}\{X Y I, I X Y, X Z Y\}
$$

It is easy to confirm that $\mathfrak{a}(3) \cong \mathfrak{s o}(3)$. We see that going from $n=2$ to $n=3$, the DLA changes from $\mathfrak{u}(1)$ to $\mathfrak{s o}(3)$.


Figure 4.2: Growing a Lie algebra by adding a site to the chain. Increasing the system size from 2 sites to 3 sites changes the DLA from $\mathfrak{a}(2)$ to $\mathfrak{a}(3)$ within $\mathfrak{s u}(4)$ and $\mathfrak{s u}(8)$, respectively. The goal of our classification is to describe the behavior for any $n \geq 3$.

The above example illustrates that the algebraic structure of a DLA can change as we increase the system size. Additionally, when we extend the number of sites to $n>2$, we need to take into account what happens at the edge of the chain. For 1-dimensional systems, this leads to two cases: open boundary conditions (operators on a line) and periodic boundary conditions (operators on a circle). We will denote the resulting DLAs of these two cases with $\mathfrak{a}(n)$ and $\mathfrak{a}^{\circ}(n)$, respectively.

### 4.4 Method

We can now state the central question of our work. Given a Hamiltonian of the form Equation (4.14), we seek a classification of all DLAs generated by the terms of the Hamiltonian, for $n \geq 3$ with both open and periodic boundary conditions.

### 4.4.1 The power sets

First, for the generators of $\mathfrak{a}$-type Lie algebras, we note that there are 9 Pauli strings that consist of two Pauli operators. Hence, the power set of the possible generators $\mathcal{A}$ contains $2^{9}-1=511$ elements. Similarly, for the $\mathfrak{b}$-type Lie algebras, there are 15 Pauli strings, which results in a power set of $2^{15}-1=32767$ possible sets of generators. Clearly, the sets of generators of the $\mathfrak{a}$-type are included in the $\mathfrak{b}$-type power set. We thus only report the $\mathfrak{b}$-type Lie algebras that are not also $\mathfrak{a}$-types. Within the $\mathfrak{b}$-type set, there is a third class of Lie algebras, the c-type Lie algebras, which are an edge case where there are generators which Pauli strings of the form $a \otimes I$, but not the corresponding term $I \otimes a$. The structure of these Lie algebras is captured by the $\mathfrak{b}$-type Lie algebras, except for a small boundary effect at the last site in the chain. We therefore exclude the c-type Lie algebras from our classification (see Figure 4.3).

We proceed by going through all sets of generators $\mathcal{A}$ (of either $\mathfrak{a}$ or $\mathfrak{b}$-type) and use Algorithm 3 (in the simplified form from Remark 4.3.1) to perform the nested commutators in Equation (4.13). We then store only the unique subalgebras generated by this procedure, and we obtain only 127 and 19 generating sets for $\mathfrak{a}$-type and $\mathfrak{b}$-type, respectively. Since the largest power set we consider has only 32767 elements, this procedure can be performed numerically with ease. We provide the code to reproduce this at [267].
Example 4.4.1. Consider the generating sets:

$$
\begin{aligned}
& \mathcal{A}_{1}=\{X Y, X Z\}, \\
& \mathcal{A}_{2}=\{I X, X Y\}
\end{aligned}
$$



Figure 4.3: The three types of Lie algebras in the classification. The $\mathfrak{a}$-type Lie algebras can be generated only by nearest neighbor 2-Pauli interactions. The $\mathfrak{b}$-type Lie algebras are generated by nearest neighbor 2-Pauli interactions and 1-Pauli operators acting on every qubit; for $\boldsymbol{c}$-type Lie algebras the 1-Pauli operators act differently on the boundary.

Note that $\mathcal{A}_{1}$ is of $\mathfrak{a}$-type and $\mathcal{A}_{2}$ is of $\mathfrak{c}$-type. After running Algorithm 3, we find:

$$
\begin{aligned}
& \left\langle\mathcal{A}_{1}\right\rangle_{\mathrm{Lie}}=\operatorname{span}\{X Y, X Z, I X\}, \\
& \left\langle\mathcal{A}_{2}\right\rangle_{\mathrm{Lie}}=\operatorname{span}\{I X, X Y, X Z\} .
\end{aligned}
$$

We see that $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ generate the same Lie algebra; hence, this Lie algebra is counted among the $\mathfrak{a}$-type Lie algebras.

Example 4.4.2. Consider the generating sets of $\mathfrak{a}$-type:

$$
\begin{aligned}
\mathcal{A}_{1} & =\{X X, Y Y\}, \\
\mathcal{A}_{2} & =\{X X, Y X\} .
\end{aligned}
$$

After running Algorithm 3, we find:

$$
\begin{aligned}
\left\langle\mathcal{A}_{1}\right\rangle_{\mathrm{Lie}} & =\operatorname{span}\{X X, Y Y\}, \\
\left\langle\mathcal{A}_{2}\right\rangle_{\mathrm{Lie}} & =\operatorname{span}\{X X, Y X, Z I\}
\end{aligned}
$$

Hence, $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ generate distinct Lie algebras, both of $\mathfrak{a}$-type.

Example 4.4.3. The set of $\mathfrak{b}$-type

$$
\mathcal{A}=\{X Y, X I, I X\}
$$

generates the Lie algebra

$$
\langle\mathcal{A}\rangle_{\mathrm{Lie}}=\operatorname{span}\{X Y, X Z, X I, I X\}
$$

If we try to generate it from the $\mathfrak{a}$-type subset $\{X Y, X Z\}$, we find the strictly smaller subalgebra

$$
\langle X Y, X Z\rangle_{\mathrm{Lie}}=\operatorname{span}\{X Y, X Z, I X\}
$$

### 4.4.2 Symmetries of the power sets

There are certain symmetries that can be exploited to reduce the number of subalgebras of $\mathfrak{s u}(4)$ in the above power sets. To start, we note that the Pauli matrices satisfy the following algebraic relations:

$$
\left[\sigma^{\alpha}, \sigma^{\beta}\right]=2 i \sum_{\gamma=1}^{3} \epsilon_{\alpha \beta \gamma} \sigma^{\gamma}
$$

where $\epsilon_{\alpha \beta \gamma}$ is the Levi-Civita tensor and $\alpha, \beta, \gamma \in\{1,2,3\}$, respectively (see Appendix A. 1 for more details). We will ignore the factor $2 i$, since we only care about the linear span of nested commutators. Note that the above relation is independent of how we assign $X, Y, Z$ to $\sigma^{\alpha}$. In other words, we can relabel the Paulis and retain the algebraic structure of the subalgebras, which together with ignoring the prefactors formally corresponds to an $S_{3}$ permutation symmetry.

In addition to relabelling, we consider the exchange of location of the two Pauli terms, since the order of such terms is an arbitrary choice that does not impact the structure of the resulting Lie algebras. This location exchange corresponds to a $\mathbb{Z}_{2}$ symmetry. Hence, the symmetry group of the Pauli algebra for $n=2$ is $S_{3} \times \mathbb{Z}_{2}$. Subalgebras of $\mathfrak{s u}(4)$ that are in the same orbit of this symmetry group are considered equivalent, which allows us to reduce the number of subalgebras significantly.

Example 4.4.4. We have that $\{X X, Y Z\} \equiv\{Y Y, Z X\}$ under relabeling $X \rightarrow Y \rightarrow Z \rightarrow$ $X$. On the other hand, $\{X X, Y Z\}$ and $\{X X, Y Y\}$ are not equivalent.

In order to determine the orbits of the symmetry group $S_{3} \times \mathbb{Z}_{2}$ on the set of subalgebras of $\mathfrak{s u}(4)$, we introduce their invariants $s, p, e, d$, defined as follows. These enumerate the number of single Paulis (such as $X I$ ) in the basis of the Lie algebra, the number of single Pauli pairs (such as $X I, I X$ ), the number of double equal Paulis (such as $X X$ ) and the number of double different Paulis (such as $X Y$ ), respectively. Since all these quantities are invariant under the action of the symmetry group, two subalgebras are not equivalent if they have different invariants.

Example 4.4.5. Consider the following bases of subalgebras and their invariants:

$$
\begin{aligned}
& \mathcal{A}_{1}=\{Z Z, Y X, X Y\} \rightarrow(0,0,1,2), \\
& \mathcal{A}_{2}=\{X X, Y Z, Z Y\} \rightarrow(0,0,1,2), \\
& \mathcal{A}_{3}=\{Y Y, Z X, X Z\} \rightarrow(0,0,1,2) .
\end{aligned}
$$

We see that $\mathcal{A}_{1} \equiv \mathcal{A}_{2}$ under $Z \rightleftharpoons X$. Similarly, $\mathcal{A}_{2} \equiv \mathcal{A}_{3}$ under $X \rightleftharpoons Y$ and $\mathcal{A}_{3} \equiv \mathcal{A}_{1}$ under $Y \rightleftharpoons Z$.

Example 4.4.6. Consider the following bases of subalgebras and their invariants:

$$
\begin{aligned}
& \mathcal{A}_{1}=\{X X, X Z, I Y\} \rightarrow(1,0,1,1), \\
& \mathcal{A}_{2}=\{X Y, X Z, I X\} \rightarrow(1,0,0,2) .
\end{aligned}
$$

We see that $\mathcal{A}_{1} \not \equiv \mathcal{A}_{2}$, since they have different invariants.
Example 4.4.7. Even though the two bases

$$
\begin{aligned}
& \mathcal{A}_{1}=\{X Y, Y X\} \rightarrow(0,0,0,2), \\
& \mathcal{A}_{2}=\{X Y, Y Z\} \rightarrow(0,0,0,2)
\end{aligned}
$$

have the same invariants, they are not equivalent under the symmetry group $S_{3} \times \mathbb{Z}_{2}$.
Carrying out this procedure exhaustively for the 127 and 19 subalgebras of $\mathfrak{a}$-type and $\mathfrak{b}$ type gives us 23 and 5 inequivalent Lie algebras, respectively. We denote these subalgebras by $\mathfrak{a}_{k}(0 \leq k \leq 22)$ and $\mathfrak{b}_{l}(0 \leq l \leq 4)$. For the full list of invariants, see Table G. 1 in the Supplemental Materials. In particular, it turns out that the only case in which the invariants $(s, p, e, d)$ cannot distinguish inequivalent subalgebras is that presented in Example 4.4.7.

By Proposition 4.2.1, we can identify these subalgebras by inspection with direct sums of simple Lie algebras plus a center.

Example 4.4.8. The set

$$
\mathcal{A}=\{X X, Y Y, Z Z, Z Y\}
$$

generates the Lie algebra

$$
\begin{aligned}
& \mathfrak{a}_{20}:=\langle\mathcal{A}\rangle_{\mathrm{Lie}}=\operatorname{span}\{X X, Y Y, Z Z, Y Z, Z Y, X I, I X\} \\
& =\operatorname{span}\{Y Y+Z Z, Y Z+Z Y, X I+I X\} \\
& \oplus \operatorname{span}\{Y Y-Z Z, Y Z-Z Y, X I-I X\} \oplus \operatorname{span}\{X X\} \\
& \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(2) \oplus \mathfrak{u}(1)
\end{aligned}
$$

At this point, we have reduced the number of possible DLAs significantly by taking into account the symmetries of the Pauli group. As a final step, we now generate all $\mathfrak{a}_{k}(n)$, $\mathfrak{b}_{k}(n), \mathfrak{a}_{k}^{\circ}(n)$ and $\mathfrak{b}_{k}^{\circ}(n)$ up to $n=8$ with Algorithm 3 and Remark 4.3.1. Inspired by this list of Lie algebras we construct formal proofs to determine them for all $n \geq 3$, which is discussed in the next section.

### 4.5 Results

### 4.5.1 Main theorem

We state the main theorem of our work below, and tabulate the generators of the Lie algebras of our classification in Table 4.1. For convenience, we recall our definition of dynamical Lie algebras of types $\mathfrak{a}$ and $\mathfrak{b}$. A DLA of $\mathfrak{a}$-type on an open spin chain of length $n$ is a Lie algebra of the form $\mathfrak{a}(n)$ (cf. Section 4.3.3), where $\mathfrak{a}=\langle\mathcal{A}\rangle_{\text {Lie }}$ for some generating set of 2-site Pauli strings $\mathcal{A} \subseteq\{X, Y, Z\}^{\otimes 2}$. Explicitly, $\mathfrak{a}(n)=\langle\mathcal{A}(n)\rangle_{\text {Lie }}$ where

$$
\begin{equation*}
\mathcal{A}(n)=\left\{A_{i} B_{i+1} \mid A B \in \mathcal{A}, 1 \leq i \leq n-1\right\} \tag{4.16}
\end{equation*}
$$

with $A B$ denoting 2 -site Pauli strings. A $\mathfrak{b}$-type $D L A$ on an open spin chain of length $n$ is one that cannot be expressed as $\mathfrak{a}$-type and has the form $\mathfrak{b}(n)=\langle\mathcal{A}(n) \cup \mathcal{B}(n)\rangle_{\text {Lie }}$ for some $\mathcal{A} \subseteq\{X, Y, Z\}^{\otimes 2}$, a non-empty set of Paulis $\mathcal{B} \subseteq\{X, Y, Z\}$, and

$$
\begin{equation*}
\mathcal{B}(n)=\left\{B_{i} \mid B \in \mathcal{B}, 1 \leq i \leq n\right\} . \tag{4.17}
\end{equation*}
$$

Theorem 4.5.1 (Classification of Open DLAs). Every dynamical Lie algebra of type $\mathfrak{a}$ or $\mathfrak{b}$ on an open spin chain of length $n \geq 3$ is isomorphic to one of the following:

$$
\mathfrak{a}_{0}(n) \cong \mathfrak{u}(1)^{\oplus(n-1)}
$$

$$
\begin{aligned}
& \mathfrak{a}_{1}(n) \cong \mathfrak{s o}(n), \\
& \mathfrak{a}_{2}(n) \cong \mathfrak{a}_{4}(n) \cong \mathfrak{s o}(n) \oplus \mathfrak{s o}(n), \\
& \mathfrak{a}_{3}(n) \cong \begin{cases}\mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}, & n \equiv 0 \bmod 8, \\
\mathfrak{s o}\left(2^{n-1}\right), & n \equiv \pm 1 \bmod 8, \\
\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 2}, & n \equiv \pm 2 \bmod 8, \\
\mathfrak{s p}\left(2^{n-2}\right), & n \equiv \pm 3 \bmod 8, \\
\mathfrak{s p}\left(2^{n-3}\right)^{\oplus 4}, & n \equiv 4 \bmod 8,\end{cases} \\
& \mathfrak{a}_{5}(n) \cong \begin{cases}\mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}, & n \equiv 0 \bmod 6, \\
\mathfrak{s o}\left(2^{n-1}\right), & n \equiv \pm 1 \bmod 6, \\
\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 2}, & n \equiv \pm 2 \bmod 6, \\
\mathfrak{s p}\left(2^{n-2}\right), & n \equiv 3 \bmod 6,\end{cases} \\
& \mathfrak{a}_{6}(n) \cong \mathfrak{a}_{7}(n) \cong \mathfrak{a}_{10}(n) \\
& \cong \begin{cases}\mathfrak{s u}\left(2^{n-1}\right), & n \text { odd }, \\
\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}, & n \geq 4 \text { even },\end{cases} \\
& \mathfrak{a}_{8}(n) \cong \mathfrak{s o}(2 n-1), \\
& \mathfrak{a}_{9}(n) \cong \mathfrak{s p}\left(2^{n-2}\right), \\
& \mathfrak{a}_{11}(n)=\mathfrak{a}_{16}(n)=\mathfrak{s o}\left(2^{n}\right), \quad n \geq 4, \\
& \mathfrak{a}_{k}(n)=\mathfrak{s u}\left(2^{n}\right), \quad k=12,17,18,19,21,22, \quad n \geq 4, \\
& \mathfrak{a}_{13}(n)=\mathfrak{a}_{20}(n) \cong \mathfrak{a}_{15}(n) \cong \mathfrak{s u}\left(2^{n-1}\right)^{\oplus 2}, \\
& \mathfrak{a}_{14}(n) \cong \mathfrak{s o}(2 n), \\
& \mathfrak{b}_{0}(n) \cong \mathfrak{u}(1)^{\oplus n}, \\
& \mathfrak{b}_{1}(n) \cong \mathfrak{u}(1)^{\oplus(2 n-1)}, \\
& \mathfrak{b}_{2}(n) \cong \mathfrak{s p}\left(2^{n-2}\right) \oplus \mathfrak{u}(1), \\
& \mathfrak{b}_{3}(n) \cong \mathfrak{s u}(2)^{\oplus n}, \\
& \mathfrak{b}_{4}(n) \cong \mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{u}(1) .
\end{aligned}
$$

The following corollary immediately follows from Theorem 4.5.1 and knowledge of the dimensions of $\mathfrak{s u}$, $\mathfrak{s o}$ and $\mathfrak{s p}$ (see SM Equation (4.10)). As can be seen from Theorem 4.5.2 below, it holds for both open and closed spin chains.
Corollary 4.5.1 (Dimension scaling of DLAs). The dimensions of all non-trivial dynamical Lie algebras of 2-local spin chains of length $n$ in one dimension scale as either $O\left(4^{n}\right)$, $O\left(n^{2}\right)$ or $O(n)$.

We thus see that the DLAs can be separated in three classes based on the scaling of their dimensions.

### 4.5.2 Sketch of the proof

The complete proof of Theorem 4.5.1 is presented in the Supplemental Materials. Here is a brief sketch of the proof; we refer to Appendix G.3.1 for a more detailed outline. We divide the set of Lie algebras $\mathfrak{a}_{k}(n), \mathfrak{b}_{l}(n)$ into three classes: linear, quadratic, and exponential, according to the anticipated growth of their dimension. The linear class consists of $\mathfrak{a}_{0}(n)$ and $\mathfrak{b}_{l}(n)$ with $l=0,1,3$, and their treatment is obvious. The quadratic class contains $\mathfrak{a}_{k}(n)$ with $k=1,2,4,8,14$. These Lie algebras are determined by using the frustration graphs of their generators in Appendix G.3.3. For the exponential class, we first observe that $\mathfrak{b}_{2}(n)=\mathfrak{a}_{9}(n) \oplus \operatorname{span}\left\{X_{1}\right\}$ and $\mathfrak{b}_{4}(n)=\mathfrak{a}_{15}(n) \oplus \operatorname{span}\left\{X_{1}\right\}$. Next, we identify the cases when $\mathfrak{a}_{k}(n)=\mathfrak{s u}\left(2^{n}\right)$; see Appendix G.2.4 for details. We also find isomorphisms that are obtained by relabeling of the Pauli matrices among some of the algebras (Appendix G.3.2).

The strategy in the remaining exponential cases is as follows.

1. For each of our Lie subalgebras $\mathfrak{s}=\mathfrak{a}_{k}(n) \subseteq \mathfrak{s u}\left(2^{n}\right)$, we find its stabilizer $\operatorname{St}(\mathfrak{s})$, which is defined as the set of all Pauli strings $\in \mathcal{P}_{n}$ that commute with every element of $\mathfrak{s}$. This can be done explicitly, because the stabilizer is determined only from the generators of $\mathfrak{s}$ (see Proposition G.3.3).
2. By definition, $\mathfrak{s}$ commutes with all elements of its stabilizer $\operatorname{St}(\mathfrak{s})$; hence, it is contained in the centralizer of $\operatorname{St}(\mathfrak{s})$ in $\mathfrak{s u}\left(2^{n}\right)$, which we denote $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$. We can reduce the Lie subalgebra $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$ further by factoring all elements of the center of $\operatorname{St}(\mathfrak{s})$, which will become central in it, because we have shown that $\mathfrak{s}$ has a trivial center (Lemma G.3.11). This results in a Lie algebra denoted $\mathfrak{g}_{k}(n)$ when $\mathfrak{s}=\mathfrak{a}_{k}(n)$.
3. By the above construction, we have $\mathfrak{a}_{k}(n) \subseteq \mathfrak{g}_{k}(n)$. In the case of associative algebras, we would get equality due to (a finite-dimensional version of) von Neumann's Double Commutant Theorem (see e.g. [315], Theorem 6.2.5). However, in the Lie case, we might have a strict inclusion. We improve the upper bounds for $\mathfrak{a}_{k}(n)$ by finding involutions $\theta_{k}$ of $\mathfrak{g}_{k}(n)$ such that all elements of $\mathfrak{a}_{k}(n)$ are fixed under $\theta_{k}$. The last condition can be checked only on the generators of $\mathfrak{a}_{k}(n)$ (see Appendix G.3.5).
4. We prove by induction on $n$ that the upper bound is exact, that is $\mathfrak{a}_{k}(n)=\mathfrak{g}_{k}(n)^{\theta_{k}}$ (see Appendix G.3.6). First we note that both $\mathfrak{a}_{k}(n)$ and $\mathfrak{g}_{k}(n)^{\theta_{k}}$ are linearly spanned by the Pauli strings contained in them. We start with an arbitrary Pauli string
$a \in i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)^{\theta_{k}}$ and want to show that it is in $\mathfrak{a}_{k}(n)$. The main idea is to use suitable commutators of $a$ with elements of $\mathfrak{a}_{k}(n)$ to produce a Pauli string $b \in i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)^{\theta_{k}}$ with $I$ in one of its positions. Erasing the $I$ in $b$ gives an element of $\mathfrak{g}_{k}(n-1)^{\theta_{k}}$, which by induction is in $\mathfrak{a}_{k}(n-1)$.
5. Finally, we identify the Lie algebras $\mathfrak{g}_{k}(n)^{\theta_{k}}$ with those from Theorem 4.5.1 (see Appendix G.3.7). This is accomplished by applying in each case a suitable unitary transformation that brings the stabilizer $\operatorname{St}(\mathfrak{s})$ to a more convenient form (cf. Appendix G.1).

### 4.5.3 Example: $\mathfrak{a}_{9}(n)$

Consider the example of $\mathfrak{a}_{9}=\langle X Y, X Z\rangle_{\text {Lie }}$, which produces the subalgebra $\mathfrak{a}_{9}(n) \subseteq \mathfrak{s u}\left(2^{n}\right)$ generated by:

$$
\begin{equation*}
X_{1} Y_{2}, X_{1} Z_{2}, X_{2} Y_{3}, X_{2} Z_{3}, \ldots, X_{n-1} Y_{n}, X_{n-1} Z_{n} \tag{4.18}
\end{equation*}
$$

Let us sketch the above steps in the strategy of the proof of Theorem 4.5.1 in the case $\mathfrak{s}=\mathfrak{a}_{9}(n)$.

1. The stabilizer $\operatorname{St}(\mathfrak{s})$ is the set of all Pauli strings $P \in \mathcal{P}_{n}$ such that $[a, P]=0$ for every $a \in \mathfrak{s}$. It is enough to check this for all $a$ in the list of generators Equation (4.18), which means that the substring of $P$ in positions $j, j+1$ commutes with $X Y$ and $X Z$ for all $1 \leq j \leq n-1$. By inspection, we find $\operatorname{St}(X Y, X Z)=$ $\{I I, X I, Y X, Z X\}$, so these are the only possible such substrings of $P$. This gives $\operatorname{St}(\mathfrak{s})=\left\{I^{\otimes n}, X_{1}, Y_{1} X_{2}, Z_{1} X_{2}\right\}$.
2. The centralizer $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$ is the set of all $a \in \mathfrak{s u}\left(2^{n}\right)$ such that $[a, P]=0$ for every $P \in \operatorname{St}(\mathfrak{s})$; hence it contains $\mathfrak{s}$. As the center of $\operatorname{St}(\mathfrak{s})$ is trivial, we have $\mathfrak{g}_{9}(n)=$ $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$. To illustrate this last step, we mention that $\operatorname{St}\left(\mathfrak{a}_{15}(n)\right)=\left\{I^{\otimes n}, X_{1}\right\}$. In this case, $X_{1} \in \mathfrak{s u}\left(2^{n}\right)^{X_{1}}$ is central and we have to quotient by it to obtain $\mathfrak{g}_{15}(n)=$ $\mathfrak{s u}\left(2^{n}\right)^{X_{1}} / \operatorname{span}\left\{X_{1}\right\}$.
3. We saw above that $\mathfrak{s} \subseteq \mathfrak{g}_{9}(n)$. Now we find an involution $\theta_{9}$ of $\mathfrak{g}_{9}(n)$ such that $\mathfrak{s} \subseteq \mathfrak{g}_{9}(n)^{\theta_{9}}$, the set of fixed points under $\theta_{9}$. Since $\theta_{9}$ respects the Lie brackets, it is enough to check $\theta_{9}(a)=a$ only for the generators Equation (4.18). Explicitly, we let $\theta_{9}(a)=-Q_{9} a^{T} Q_{9}$ where $Q_{9}=I Y Z Z \cdots Z$.
4. We prove by induction on $n$ that $\mathfrak{a}_{9}(n)=\mathfrak{g}_{9}(n)^{\theta_{9}}$. To show that any $a \in i \mathcal{P}_{n} \cap \mathfrak{g}_{9}(n)^{\theta_{9}}$ with $n \geq 4$ is in $\mathfrak{a}_{9}(n)$, we first take suitable commutators of $a$ with the generators

Equation (4.18) to produce $b \in i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)^{\theta_{k}}$ that has $I$ in some position $j \geq 3$. Erasing the $I$ gives an element $c \in \mathfrak{g}_{9}(n-1)^{\theta_{9}}$, which by induction is in $\mathfrak{a}_{9}(n-1)$. Inserting $I$ back in $j$-th place in $c$ gives that $b \in \mathfrak{a}_{9}(n)$.
5. As $\operatorname{St}(\mathfrak{s}) \cong\left\{I^{\otimes n}, X_{1}, Y_{1}, Z_{1}\right\}$, we can simplify $\mathfrak{g}_{9}(n)^{\theta_{9}}$ by applying a unitary transformation $a \mapsto U a U^{\dagger}$ that takes $\operatorname{St}(\mathfrak{s})$ to $\left\{I^{\otimes n}, X_{1}, Y_{1}, Z_{1}\right\}$. Explicitly, we take $U=e^{i \frac{\pi}{4} X_{1} X_{2}}$. Then $\mathfrak{g}_{9}(n) \cong \mathfrak{s u}\left(2^{n}\right)^{\left\{X_{1}, Y_{1}, Z_{1}\right\}}=I \otimes \mathfrak{s u}\left(2^{n-1}\right) \cong \mathfrak{s u}\left(2^{n-1}\right)$. The involution $\theta_{9}(a)=-Q_{9} a^{T} Q_{9}$ gets transformed to $-\tilde{Q}_{9} a^{T} \tilde{Q}_{9}$, where $\tilde{Q}_{9}=U Q_{9} U^{T}$ in this case happens to be $=Q_{9}$. Restricted to $\mathfrak{s u}\left(2^{n-1}\right)$, this gives the involution $-Q a^{T} Q$ with $Q=Y Z Z \cdots Z$, whose fixed points are $\cong \mathfrak{s p}\left(2^{n-2}\right)$ because $Q^{T}=-Q$.

We conclude that $\mathfrak{a}_{9}(n) \cong \mathfrak{s p}\left(2^{n-2}\right)$.

### 4.5.4 Periodic boundary conditions

In the periodic case, we define a $D L A$ of $\mathfrak{a}^{\circ}$-type on a closed spin chain of length $n$ as a Lie algebra of the form $\mathfrak{a}^{\circ}(n)=\left\langle\mathcal{A}^{\circ}(n)\right\rangle_{\text {Lie }}$ for some generating set of 2-site Pauli strings $\mathcal{A} \subseteq\{X, Y, Z\}^{\otimes 2}$, where

$$
\begin{equation*}
\mathcal{A}^{\circ}(n)=\left\{A_{i} B_{i+1}, A_{n} B_{1} \mid A B \in \mathcal{A}, 1 \leq i \leq n-1\right\} . \tag{4.19}
\end{equation*}
$$

A $\mathfrak{b}^{\circ}$-type $D L A$ on a closed spin chain of length $n$ is one that cannot be expressed as $\mathfrak{a}^{\circ}$-type and has the form $\mathfrak{b}^{\circ}(n)=\left\langle\mathcal{A}^{\circ}(n) \cup \mathcal{B}(n)\right\rangle_{\text {Lie }}$ for some $\mathcal{A} \subseteq\{X, Y, Z\}^{\otimes 2}$, a non-empty set of Paulis $\mathcal{B} \subseteq\{X, Y, Z\}$, and $\mathcal{B}(n)$ given by Equation (4.17).
Theorem 4.5.2 (Classification of Periodic DLAs). Every dynamical Lie algebra of type $\mathfrak{a}^{\circ}$ or $\mathfrak{b}^{\circ}$ on a closed spin chain of length $n \geq 3$ is isomorphic to one of the following:

$$
\begin{aligned}
\mathfrak{a}_{0}^{\circ}(n) & \cong \mathfrak{u}(1)^{\oplus n}, \\
\mathfrak{a}_{1}^{\circ}(n) & \cong \mathfrak{s o}(n)^{\oplus 2}, \\
\mathfrak{a}_{2}^{\circ}(n) & \cong \mathfrak{s o}(n)^{\oplus 4}, \\
\mathfrak{a}_{3}^{\circ}(n) & =\left\{\begin{array}{lll}
\mathfrak{a}_{13}(n), & n \text { odd }, \\
\mathfrak{a}_{3}(n), & n \equiv 0 & \bmod 4, \\
\mathfrak{a}_{6}(n), & n \equiv 2 \quad \bmod 4,
\end{array}\right. \\
& \cong\left\{\begin{array}{lll}
\mathfrak{s u}\left(2^{n-1}\right)^{\oplus 2}, & n \text { odd }, \\
\mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}, & n \equiv 0 & \bmod 8, \\
\mathfrak{s p}\left(2^{n-3}\right)^{\oplus 4}, & n \equiv 4 \quad \bmod 8, \\
\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}, & n \equiv 2 \quad \bmod 4,
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \mathfrak{a}_{4}^{\circ}(n) \cong \begin{cases}\mathfrak{s o}(2 n), & n \text { odd }, \\
\mathfrak{s o}(n)^{\oplus 4}, & n \text { even },\end{cases} \\
& \mathfrak{a}_{5}^{\circ}(n)= \begin{cases}\mathfrak{a}_{16}(n), & n \equiv \pm 1 \quad \bmod 3, \\
\mathfrak{a}_{5}(n), & n \equiv 0 \quad \bmod 3,\end{cases} \\
& \cong \begin{cases}\mathfrak{s o}\left(2^{n}\right), & n \equiv \pm 1 \quad \bmod 3, \\
\mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}, & n \equiv 0 \quad \bmod 6, \\
\mathfrak{s p}\left(2^{n-2}\right), & n \equiv 3 \bmod 6,\end{cases} \\
& \mathfrak{a}_{6}^{\circ}(n)= \begin{cases}\mathfrak{a}_{13}(n) \cong \mathfrak{s u}\left(2^{n-1}\right)^{\oplus 2}, & n \text { odd, } \\
\mathfrak{a}_{6}(n) \cong \mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}, & n \text { even, }\end{cases} \\
& \mathfrak{a}_{k}^{\circ}(n)=\mathfrak{a}_{k}(n), \quad k=7,13,16,20, \\
& \mathfrak{a}_{8}^{\circ}(n) \cong \mathfrak{s o}(2 n)^{\oplus 2}, \\
& \mathfrak{a}_{9}^{\circ}(n) \cong \mathfrak{s o}\left(2^{n}\right), \quad n \geq 4, \\
& \mathfrak{a}_{10}^{\circ}(n)= \begin{cases}\mathfrak{s u}\left(2^{n}\right), & n \equiv \pm 1 \quad \bmod 3, \\
\mathfrak{a}_{10}(n), & n \equiv 0 \quad \bmod 3,\end{cases} \\
& \cong \begin{cases}\mathfrak{s u}\left(2^{n}\right), & n \equiv \pm 1 \quad \bmod 3, \\
\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}, & n \equiv 0 \quad \bmod 6, \\
\mathfrak{s u}\left(2^{n-1}\right), & n \equiv 3 \quad \bmod 6,\end{cases} \\
& \mathfrak{a}_{11}^{\circ}(n)=\mathfrak{s o}\left(2^{n}\right), \quad n \geq 4, \\
& \mathfrak{a}_{k}^{\circ}(n)=\mathfrak{s u}\left(2^{n}\right), \quad k=12,15,17,18,19,21,22, \\
& \mathfrak{a}_{14}^{\circ}(n) \cong \mathfrak{s o}(2 n)^{\oplus 2}, \\
& \mathfrak{b}_{0}^{\circ}(n)=\mathfrak{b}_{0}(n) \cong \mathfrak{u}(1)^{\oplus n}, \\
& \mathfrak{b}_{1}^{\circ}(n) \cong \mathfrak{u}(1)^{\oplus 2 n}, \\
& \mathfrak{b}_{2}^{\circ}(n) \cong \mathfrak{s o}\left(2^{n}\right), \quad n \geq 4, \\
& \mathfrak{b}_{3}^{\circ}(n)=\mathfrak{b}_{3}(n) \cong \mathfrak{s u}(2)^{\oplus n}, \\
& \mathfrak{b}_{4}^{\circ}(n)=\mathfrak{s u}\left(2^{n}\right) .
\end{aligned}
$$

The proof of this theorem is given in Appendix G.3.8. The proof strategy is different from that of Theorem 4.5.1 because, unlike the open case, the periodic Lie algebras $\mathfrak{a}_{k}^{\circ}(n)$ are not generated inductively from $\mathfrak{a}_{k}^{\circ}(n-1)$. Instead, we use that $\mathfrak{a}_{k}^{\circ}(n)$ is generated from $\mathfrak{a}_{k}(n)$ and its cyclic shifts, and we utilize the explicit description $\mathfrak{a}_{k}(n)=\mathfrak{g}_{k}(n)^{\theta_{k}}$ (see Part 4. in Section 4.5.2, and for more details Appendix G.3.6).

### 4.5.5 Permutation-invariant subalgebras

The strategies employed for periodic boundary conditions can also be used to classify the DLAs in the case when the Hamiltonian is defined on a complete graph. For this, we have to adapt the definition of Equation (4.14) so that each spin is connected to each other spin via 2-local interactions given by Pauli strings. In more detail, we define a $D L A$ of $\mathfrak{a}^{\pi}$-type as a Lie algebra of the form $\mathfrak{a}^{\pi}(n)=\left\langle\mathcal{A}^{\pi}(n)\right\rangle_{\text {Lie }}$ for some generating set of 2-site Pauli strings $\mathcal{A} \subseteq\{X, Y, Z\}^{\otimes 2}$, where

$$
\begin{equation*}
\mathcal{A}^{\pi}(n)=\left\{A_{i} B_{j} \mid A B \in \mathcal{A}, 1 \leq i \neq j \leq n\right\} . \tag{4.20}
\end{equation*}
$$

A $\mathfrak{b}^{\pi}$-type $D L A$ is one that cannot be expressed as $\mathfrak{a}^{\pi}$-type and has the form $\mathfrak{b}^{\pi}(n)=$ $\left\langle\mathcal{A}^{\pi}(n) \cup \mathcal{B}(n)\right\rangle_{\text {Lie }}$ for some $\mathcal{A} \subseteq\{X, Y, Z\}^{\otimes 2}$, a non-empty set of Paulis $\mathcal{B} \subseteq\{X, Y, Z\}$, and $\mathcal{B}(n)$ given by Equation (4.17).

Theorem 4.5.3 (Classification of Permutation Invariant DLAs). For $n \geq 3$, every dynamical Lie algebra of type $\mathfrak{a}^{\pi}$ or $\mathfrak{b}^{\pi}$ is isomorphic to one of the following:

$$
\begin{aligned}
& \mathfrak{a}_{k}^{\pi}(n)=\mathfrak{a}_{k}(n), \quad k=7,16,20,22, \\
& \mathfrak{a}_{0}^{\pi}(n) \cong \mathfrak{u}(1)^{\oplus n(n-1) / 2}, \\
& \mathfrak{a}_{2}^{\pi}(n)=\mathfrak{s o}\left(2^{n}\right)^{Z \cdots Z} \cong \mathfrak{s o}\left(2^{n-1}\right)^{\oplus 2}, \\
& \mathfrak{a}_{4}^{\pi}(n)=\mathfrak{a}_{7}(n) \cong \begin{cases}\mathfrak{s u}\left(2^{n-1}\right), & n \text { odd }, \\
\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}, & n \geq 4 \text { even, }\end{cases} \\
& \mathfrak{a}_{6}^{\pi}(n)=\mathfrak{a}_{20}(n) \cong \mathfrak{a}_{14}^{\pi}(n) \cong \mathfrak{s u}\left(2^{n-1}\right)^{\oplus 2}, \\
& \mathfrak{b}_{0}^{\pi}(n)=\mathfrak{b}_{0}(n) \cong \mathfrak{u}(1)^{\oplus n}, \\
& \mathfrak{b}_{1}^{\pi}(n) \cong \mathfrak{u}(1)^{\oplus n(n+1) / 2}, \\
& \mathfrak{b}_{3}^{\pi}(n)=\mathfrak{b}_{3}(n) \cong \mathfrak{s u}(2)^{\oplus n} .
\end{aligned}
$$

The proof of this theorem is given in Appendix G.3.9.

### 4.6 Discussion

In the previous section, we have classified the dynamical Lie algebras generated by the Pauli terms of 2-local spin chain Hamiltonians, both for open and closed boundary conditions and on complete graphs. In this section, we discuss the importance of this classification for various fields in physics.

### 4.6.1 Relevance for variational quantum computing

As we saw in Equation (2.3), a quantum circuit can be described as a product of unitaries $U=\overleftarrow{\prod_{l}^{L}} U_{l}$. We can write $U_{l}=e^{a_{l}}$ where $a_{l}$ is a 1- or 2-local operator. For a set of generators $\mathcal{A}=\left\{a_{l}\right\}$ with a corresponding DLA $\mathfrak{a}=\langle\mathcal{A}\rangle_{\text {Lie }}$, we have that

$$
\begin{equation*}
e^{\mathfrak{a}}=\left\{e^{a_{l_{1}} t_{1}} e^{a_{l_{2}} t_{2}} \cdots e^{a_{l_{r}} t_{r}} \mid t_{i} \in \mathbb{R}, a_{l_{i}} \in \mathcal{A}\right\} . \tag{4.21}
\end{equation*}
$$

In other words, any element in the Lie group $e^{\mathfrak{a}}$ generated by the DLA can be reached by a finite product of unitaries in that group (see [27], Corollary 3.2.6). In quantum computing, if $e^{\mathfrak{a}}=\mathrm{SU}\left(2^{n}\right)$, then the gate set $\left\{e^{a_{k}}\right\}$ is called universal [7]. It is known that almost any combination of unitaries is universal [316, 317]. However, we can make specific choices for the generators $\left\{a_{l}\right\}$ that correspond to a non-universal gate set, which instead will generate a proper subgroup of $\mathrm{SU}\left(2^{n}\right)$. This is especially relevant for a class of quantum algorithms called variational quantum algorithms [24, 25].

If limited to 1-dimensional topology, the generators in our classification will produce a circuit that is an element of the Lie group $e^{\mathfrak{a}}$. This notion can be used to construct specific quantum algorithms that always act within a subgroup of $\mathrm{SU}\left(2^{n}\right)$. For example, if we consider a variational circuit of the form

$$
U(\boldsymbol{\theta})=U_{1}\left(\theta_{1}\right) U_{2}\left(\theta_{2}\right) \cdots U_{L}\left(\theta_{L}\right)
$$

with

$$
\begin{equation*}
U_{k}\left(\theta_{k}\right)=e^{\theta_{k} a_{k}} \tag{4.22}
\end{equation*}
$$

The gate parameters $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{L}\right)$ are real parameters that we can optimize with VQE (see Section 2.1.1). We restate the cost function for clarity,

$$
\begin{equation*}
E(\boldsymbol{\theta})=\operatorname{Tr}\left\{U(\boldsymbol{\theta}) \rho_{0} U^{\dagger}(\boldsymbol{\theta}) H_{c}\right\}, \tag{4.23}
\end{equation*}
$$

where $H_{c}$ is a Hermitian operator and $\rho_{0}=\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|$ is the initial state of the system. Crucial to the success of these algorithms is the choice of a circuit ansatz $U(\boldsymbol{\theta})$ and the properties of the cost function Equation (4.23).

## VQE ansätze

A large class of variational circuits consist of $L$ repeating layers of unitary blocks [32, 49, $39,40,318,228,319,320,321]$ and we have seen these used in Chapter 2. In this section, we will give some examples of these circuits and how our classification relates to them.

Example 4.6.1. Hamiltonian Variational Ansatz. The Hamiltonian Variational Ansatz circuit is obtained by Trotterizing the exponential of a Hamiltonian [39, 40]. Consider the Hamiltonian $H_{X Y}=\sum_{i=1}^{n-1} X_{i} Y_{i+1}$, which has $\mathfrak{a}_{1}(n)$ as its DLA. Exponentiation of $H$ and the application of the Trotter-Suzuki formula then gives:

$$
U(\boldsymbol{\theta})=\prod_{l=1}^{\overleftarrow{L}}\left(\overleftarrow{\prod_{\text {even } k}} e^{i \theta_{k}^{(l)} X_{k} Y_{k+1}} \overleftarrow{\prod_{\text {odd } k}} e^{i \theta_{k}^{(l)} X_{k} Y_{k+1}}\right)
$$

where we grouped the odd and even terms together due to the structure imposed by the 1 - and 2 -qubit gates available on the quantum computer. Due to Equation (4.21) and the knowledge that $\mathfrak{a}_{1}(n) \cong \mathfrak{s o}(n)$, we know that the above circuit must be a parameterization of a unitary operator $U(\boldsymbol{\theta}) \in \mathrm{SO}(n)$.

Similarly, we can take the DLA $\mathfrak{a}_{9}(n)$ with generators $\{X Y, X Z\}$, which gives a circuit within $\operatorname{Sp}\left(2^{n-2}\right)$ :

$$
U(\boldsymbol{\theta}, \boldsymbol{\phi})=\prod_{l=1}^{\overleftarrow{L}}\left(\overleftarrow{\prod_{\text {even } k}} e^{i \theta_{k}^{(l)} X_{k} Y_{k+1}} \overleftarrow{\prod_{\text {odd } k}} e^{i \theta_{k}^{(l)} X_{k} Y_{k+1}} \overleftarrow{\prod_{\text {even } k}} e^{i \phi_{k}^{(l)} X_{k} Z_{k+1}} \overleftarrow{\prod_{\text {odd } k}} e^{i \phi_{k}^{(l)} X_{k} Z_{k+1}}\right)
$$

We illustrate these circuits schematically in Figure 4.4.
Example 4.6.2. $A D A P T-V Q E$. In ADAPT-VQE, one dynamically grows the circuit using a predetermined operator pool, so that each gate lowers the cost function by the largest amount [113]. This class of dynamical circuit ansätze can be understood as a Riemannian gradient flow over a specific subgroup [4]. This heuristic is popular in quantum chemistry for circuit design, where specific operator pools are considered that are tailored to fermionic Hamiltonians [324, 223, 221]. The operator pool can be seen as a set of generators, with a corresponding DLA. In the context of our classification, we can thus determine the resulting subgroup of the dynamically grown circuit ansatz based on the generators in the operator pool.

Example 4.6.3. Permutation-invariant circuits. Instead of a 1-dimensional topology, one can consider a Hamiltonian with a fully connected topology (see Figure 4.6):

$$
H=\sum_{1 \leq i \neq j \leq n} A_{i} B_{j} .
$$

This topology is common in ion trap quantum computers [325] and also shows up in the context of quantum Boltzmann machines [326, 327], which are the quantum equivalent


Figure 4.4: Examples of brick layer circuits that fall within our classification. (a) Hamiltonian Variational Ansatz circuit for the Hamiltonian $H_{X Y}=\sum_{i=1}^{n-1} X_{i} Y_{i+1}$, which parameterizes an element of the group $\mathrm{SO}(n)$. (b) Variational ansatz that parameterizes a unitary in $\operatorname{Sp}\left(2^{n-2}\right)$ via products of unitaries generated by terms in $\mathfrak{a}_{9}(n)$. We note that these types of brick-layer circuits often show up in the tensor network literature on quantum compilation [322, 323].
of the Sherrington-Kirkpatrick model with tunable parameters [328]. Closely related are the so-called permutation-equivariant circuits, which consist of parameterized blocks of unitaries that are permutation invariant [329]. These circuit ansätze were shown to be powerful quantum machine learning models for permutation-invariant data sets. Our classification of permutation-invariant 2-site Hamiltonians in one dimension thus provides a classification of DLAs for these types of ansätze.

## Barren plateaus

A hurdle in minimizing a cost function of the form Equation (4.23) are so-called barren plateaus we explored in Chapter 2, which are flat areas in the cost landscape of a variational quantum algorithm. When barren plateaus are present, the variance of gradients with respect to the gate parameters will decay, on average, exponentially as a function of system size. Hence, obtaining accurate estimates quickly becomes intractable due to the large number of shots required. There is a variety of different setups in which barren plateaus


Figure 4.5: ADAPT-VQE circuit growing heuristic. We consider a generator pool in our classification and dynamically grow the circuit.
occur $[230,35,38,107,83,109,330]$. To mitigate this problem, several recent works are aimed at finding ways to avoid the regions where optimization is hard [108, 37, 68, 122, 123, 124, 2].

The relevance of our classification for barren plateaus stems from the conjecture of [227], which states that the variance of the gradients of gate parameters is inversely proportional to the dimension of the DLA $\mathfrak{g}$ of the circuit:

$$
\operatorname{Var}\left[\partial_{k} E(\boldsymbol{\theta})\right] \propto \frac{1}{\operatorname{dim} \mathfrak{g}}
$$

There are some subtleties involved in this conjecture, such as the locality of the cost function and the choice of initial state, which are discussed in [227, 331]. In the common case where $H_{c} \in i \mathfrak{g}$, an exact formula for the variance was obtained independently in Refs. [280, 331], which in particular refines and proves the above conjecture. This formula was interpreted in Ref. [331] in terms of the $\mathfrak{g}$-purity [332, 333]

$$
P_{\mathfrak{g}}(A)=\operatorname{Tr}\left\{\left(\left.A\right|_{\mathfrak{g}}\right)^{2}\right\}
$$

where $\left.A\right|_{\mathfrak{g}}$ denotes the projection of a linear operator $A$ onto the Lie algebra $\mathfrak{g}$. The $\mathfrak{g}$-purity


Figure 4.6: Permutation-invariant topology. Permuting sites leaves the Hamiltonian invariant.
of the initial state $\rho_{0}$ and the observable $H_{c}$ are intricately connected to barren plateaus, underscoring again the crucial role of the DLA.

As an illustration, we compare the barren plateau behavior for two of our Lie algebras, $\mathfrak{a}_{5}^{\circ}(n)$ and $\mathfrak{a}_{14}(n)$, whose dimensions scale exponentially and polynomially with $n$, respectively. We consider the cost function Equation (4.23) with $H_{c}=Z_{1} Z_{2}$ and $\rho_{0}=|0\rangle\left\langle\left. 0\right|^{\otimes n}\right.$. The circuit ansatz $U(\boldsymbol{\theta})$ consists of unitaries generated by generators in our classification. The parameters of the circuit are then uniformly sampled between 0 and $\pi$. To observe the barren plateau effect, we take the derivative of the cost function with respect to the first parameter in the first layer of the circuit, $\theta_{1}^{(1)}$. In Figure 4.7, we then observe the expected gradient decay as a function of the system size for an exponentially scaling DLA and a polynomially scaling DLA. In particular, in Figure 4.7(a) we consider the circuit generated by $H=\sum_{i=1}^{n-1}\left(X_{i} Y_{i+1}+Y_{i} Z_{i+1}\right)+X_{n} Y_{1}+Y_{n} Z_{1}$ with periodic boundary conditions, whose DLA $\mathfrak{a}_{5}^{\circ}(n)$ is isomorphic to $\mathfrak{s o}\left(2^{n}\right), \mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}$ or $\mathfrak{s p}\left(2^{n-2}\right)$ depending on $n$ (see Theorem 4.5.2). Since $\operatorname{dim} \mathfrak{a}_{5}^{\circ}(n)=O\left(4^{n}\right)$, we expect the gradients to decay exponentially. Similarly, in Figure $4.7(\mathrm{~b})$ we consider the circuit generated by $\mathfrak{a}_{14}(n) \cong \mathfrak{s o}(2 n)$, which is described by the Hamiltonian $H=\sum_{i=1}^{n-1}\left(X_{i} X_{i+1}+Y_{i} Y_{i+1}+X_{i} Y_{i+1}\right)$. Here, we have $\operatorname{dim} \mathfrak{a}_{14}(n)=O\left(n^{2}\right)$; hence, we expect the decay of gradients to be polynomial with respect to the system size.

According to Corollary 4.5.1, the only circuits free from barren plateaus generated by Hamiltonians in our classification, which are not composed of only 1-qubit gates, have to be composed of $\mathfrak{s o}(n)$-type, since these are the only polynomially scaling DLAs in our classification.


Figure 4.7: Barren plateaus in variational quantum circuits. We calculate the variance of 1000 randomly initialized circuits with $\boldsymbol{\theta}$ sampled uniformly in $[0, \pi]$. (a) The Lie algebra $\mathfrak{a}_{5}^{\circ}(n)$ is isomorphic to $\mathfrak{s o}\left(2^{n}\right), \mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}$ or $\mathfrak{s p}\left(2^{n-2}\right)$ depending on $n$; hence we expect exponentially decaying gradients for all $n$. This is confirmed in the figure above, since for a linear increase in $n$, we see an order of magnitude decrease in the gradient variances. (b) Since $\mathfrak{a}_{14}(n) \cong \mathfrak{s o}(2 n)$, we find polynomially decaying gradients as a function of system size.

## Overparameterization

Similar to the barren plateaus, we can place our classification in the context of the overparameterization phenomenon we discovered in Section 2.2.5. Recent works that have made progress in theoretically understanding this effect in quantum circuits can be connected to the DLA generated by the circuit ansätze used [230, 231]. In particular, in [230], the dimension of the DLA can be used to analyze the Hessian around the global minimum of a typical variational quantum eigensolver cost function [29]. Additionally, the authors


Figure 4.8: Overparameterization of variational quantum circuits. We plot the success probability of reaching a state with $\left|E_{0}-E(\boldsymbol{\theta})\right|<5 \times 10^{-4}$ as a function of the circuit depth $L$, where $E_{0}$ is the lowest energy of the cost Hamiltonian $H_{c}$. These results were obtained by averaging 100 random instances for each $L$ and $N$. The error bars indicate one standard deviation $\sigma$. A single random instance consists of 3000 optimization steps of the Adam optimizer [334] with learning rate $\eta=10^{-2}$. A handful of instances converge to solutions that are further than $5 \sigma$ from the mean and these outliers are therefore not included in the final plot. (a) The TFIM on a ring has DLA $\mathfrak{a}_{8}^{\circ}(n) \cong \mathfrak{s o}(2 n)^{\oplus 2}$, whose dimension scales quadratically. We see that for a moderate circuit depth, the probability of success goes to 1 . (b) Since the DLA $\mathfrak{a}_{11}(n) \cong \mathfrak{s o}\left(2^{n}\right)$, we expect that overparameterization occurs at depths that are exponential in the system size. Although this is not immediately clear in here, we see in (d) that the number of parameters indeed scales exponentially in $n$. (c) For the Heisenberg chain, which has an exponentially-scaling DLA $\mathfrak{a}_{7}(n)$, the choice of initial state $\rho_{0}=|0\rangle\left\langle\left. 0\right|^{\otimes n}\right.$ prevents overparameterization from occurring for odd $n$. (d) If we set the threshold for overparameterization to be a success probability of 0.99 , we can plot the required number of parameters to reach this threshold. We see that $\mathfrak{a}_{11}(n)$ and $\mathfrak{a}_{7}(n)$ require an exponentially scaling number of parameters, whereas $\mathfrak{a}_{8}^{\circ}(n)$ only requires a polynomial number. The dashed line is a guiding line that indicates $O\left(4^{n}\right)$ scaling.
find that the critical number of parameters needed to overparameterize a variational quantum circuit can be directly linked to the dimension of the associated DLA. In [231], the authors study the optimization dynamics of overparameterized quantum circuit as perturbations of Riemannian gradient flows [185]. The size of the DLA (defined as the effective dimension in [231]) allows one to bound the number of parameters required to reach the overparameterization regime.

Corollary 4.5.1 tells us that for quantum circuits constructed from the generators of 1-dimensional spin chains, there are only DLAs whose dimension scales as $O(n), O\left(n^{2}\right)$ and $O\left(4^{n}\right)$. Consequently, the linearly and quadratically scaling DLAs are expected to overparameterize with a non-exponential number of parameters. Additionally, the quadratically scaling DLAs in our classification correspond to free fermion models, whose dynamics can be simulated efficiently if $\rho_{0}$ is an eigenstate of $H_{c}$. However, choosing $\rho_{0}$ to be an arbitrary quantum state will still be intractable to simulate classically.

As discussed in [231], a requirement for overparameterization is that the initial state has non-vanishing overlap with the ground state. Similarly, in [335], it is shown that choosing the initial state in the right symmetry sector is crucial for the quality of the optimization. We highlight this importance in one of the numerical examples, where we choose an initial state that prevents overparameterization from occurring for an odd number of sites.

In Figure 4.8, we illustrate the overparameterization phenomenon for three examples in our classification. In particular, in Figure 4.8(a), we consider the TFIM on a ring, which is given by the Hamiltonian $H_{c}=\sum_{i=1}^{n}\left(Z_{i} Z_{i+1}+X_{i}\right)$ where $Z_{n+1}:=Z_{1}$. The corresponding DLA is given by $\mathfrak{a}_{8}^{\circ}(n) \cong \mathfrak{s o}(2 n)^{\oplus 2}$, whose dimension scales quadratically in $n$. We take the Hamiltonian Variational Ansatz of $H_{c}$ on even and odd qubits as a circuit ansatz, and take the initial state to be $\rho_{0}=|+\rangle\left\langle+\left.\right|^{\otimes n}\right.$. We observe that the cost landscape quickly becomes favorable, resulting in almost guaranteed convergence to the lowest energy state.

In Figure 4.8(b), we take the DLA $\mathfrak{a}_{11}(n) \cong \mathfrak{s o}\left(2^{n}\right)$, and a Hamiltonian $H_{c} \in \mathfrak{s o}\left(2^{n}\right)$ given by a random orthogonal $2^{n} \times 2^{n}$ matrix. The circuit consists of unitaries generated by the generators of $\mathfrak{a}_{11}$ on even and odd qubits, and we take $\rho_{0}=|0\rangle\langle 0|{ }^{\otimes n}$. It now takes much deeper circuits to reach the same success probabilities as in Figure 4.8(a), which is due to the exponential scaling of the DLA.

Finally, in Figure 4.8(c), we consider $\mathfrak{a}_{7}(n)$, which corresponds to the Heisenberg chain with $H_{c}=\sum_{i=1}^{n-1}\left(X_{i} X_{i+1}+Y_{i} Y_{i+1}+Z_{i} Z_{i+1}\right)$. The circuit is again the Hamiltonian Variational Ansatz of $H_{c}$, and $\rho_{0}=|0\rangle\left\langle\left. 0\right|^{\otimes n}\right.$. This choice of an initial state only works for an odd number $n$ of qubits, while it fails to produce the overparameterization phenomenon for even $n$, leading to a success probability of 0 (not plotted). Instead, for even $n$, the optimization of deep circuits gets stuck in a local minimum. We still observe the exponential
scaling of the number of parameters, in accordance with the scaling of the dimension of $\mathfrak{a}_{7}(n)$, which is $O\left(4^{n}\right)$.

### 4.6.2 Relevance for quantum control

In quantum control, one is interested in performing a specific unitary evolution by controlling individual terms in a Hamiltonian acting on a small number of qubits. In order to create any unitary, one requires the system to be controllable, which corresponds to the DLA being equal to $\mathfrak{s u}\left(2^{n}\right)$. The conditions for complete controllability are known [220], and it is in principle easy to create a controllable system since any real simple Lie algebra can be generated from 2 elements [336]. If the DLA is a proper subalgebra of $\mathfrak{s u}\left(2^{n}\right)$, we say that the system is uncontrollable. Note that this includes simple Lie algebras like $\mathfrak{s o}$ and $\mathfrak{s p}$ [310]. Uncontrollable systems can arise when there are conserved quantities or symmetries in the physical system one is trying to control. Note that, due to Proposition 4.2.1, the DLA must split into a direct sum of simple Lie algebras and a center. If this decomposition has the form $\mathfrak{s u}\left(N_{1}\right) \oplus \cdots \oplus \mathfrak{s u}\left(N_{k}\right)$ where $N_{1}+\cdots+N_{k}=2^{n}$, then we say that the system is subspace controllable [27, Section 4.3.3].

We can contextualize our classification in terms of these definitions. For example, we know that $\mathfrak{a}_{12}(n)$ will produce a controllable quantum system for $n \geq 4$ since this DLA is equal to $\mathfrak{s u}\left(2^{n}\right)$. Similarly, since $\mathfrak{a}_{1}(n) \cong \mathfrak{s o}(n)$, we know that it is uncontrollable. Finally, there are many examples of uncontrollable systems that consist of direct sums of $\mathfrak{s u}$ blocks and are subspace controllable. For instance, $\mathfrak{a}_{3}^{\circ}(n)$ for odd $n$ produces a DLA of the form $\mathfrak{s u}\left(2^{n-1}\right)^{\oplus 2}$. In addition to the notion of controllability of spin systems, we can ask what other types of systems we can simulate with our spin chains, e.g., fermionic or bosonic systems. This question was originally explored for Hamiltonians on cubic lattices with translation symmetry [337, 338]. In particular, the dynamics of quadratic fermionic Hamiltonians is described by DLAs of the $\mathfrak{s o}(2 n)$ or $\mathfrak{s o}(2 n+1)$ type, which show up in our classification as $\mathfrak{a}_{14}(n)$ and $\mathfrak{a}_{8}(n)$. Similarly, the dynamics of a bosonic quadratic Hamiltonian with $n$ modes is related to a symplectic DLA [283], which we can identify with $\mathfrak{a}_{5}(n)$ for $n \equiv 3 \bmod 6$.

### 4.6.3 Relevance for spin systems

Our classification of Lie algebras arising in one dimension has bearing on other areas of physics and quantum simulation. The most direct connection is that we have established a set of models, some of which are traditional spin models [339, 340] studied in physics,
while others are new (cf. Table G.2). The integrability [307, 53, 308], dynamical Lie algebra, and symmetry of 1-dimensional spin systems remains an active area of research, and our result provides a database of models where desired properties can be selected or different hypotheses tested.

The various properties of physical systems typically arise from the exact Hamiltonian. As a straightforward example, we can consider the transverse field Ising model; whether this model is in the paramagnetic or ferromagnetic phase depends on the relative strengths of the nearest neighbor coupling and applied magnetic field. Here, we have neglected these parameters in the Hamiltonian, and solely focused on the presence (or absence) of terms in the Hamiltonian. This coarsening of the problem hides much of the critical detail. However, here is still a remarkable amount of information that can be gleaned from this admittedly coarse view.

One example of this is the observation that Hamiltonians with polynomially-scaling dynamical Lie algebras belong to a special class of integrable models which can be simulated efficiently with Lie algebra-based algorithms [333, 341]. Additionally, the dynamics of such models can be simulated in less time than the duration of the desired evolution through a process called fast-forwarding [342]. These algorithms have recently been rediscovered for the purposes of simulating specific classes of quantum circuits [281, 280]. Interestingly, the number of polynomially-scaling algebras in our classification is relatively small $\left(\mathfrak{a}_{1}, \mathfrak{a}_{2}, \mathfrak{a}_{4}, \mathfrak{a}_{8}, \mathfrak{a}_{14}, \mathfrak{a}_{1}^{\circ}, \mathfrak{a}_{2}^{\circ}, \mathfrak{a}_{4}^{\circ}, \mathfrak{a}_{8}^{\circ}, \mathfrak{a}_{14}^{\circ}\right)$, and they are all of the $\mathfrak{s o}$ type. For example, the TFIM model, which is known to be integrable, arises in our classification as $\mathfrak{a}_{7}(n)$, which is polynomial in size.

The polynomially scaling algebras in principle come with a "maximal set of independently commuting quantum operators" [343], which enables the integration in the first place. Unfortunately, our method does not capture these because the conserved quantities are not single Pauli strings. However, global symmetries are preserved for some of the models; these include $\mathbb{Z}_{2}$ (spin flip), $\mathrm{SU}(2)$ (global spin rotation) and $\mathrm{U}(1)$ (global phase rotation).

One particular property of note is the presence of non-commuting charges which describe non-Abelian symmetries - that is, elements of the stabilizer that do not commute. These are found in $\mathfrak{a}_{8}(n), \mathfrak{a}_{9}(n)$ for all $n$, and in $\mathfrak{a}_{2}(n)-\mathfrak{a}_{7}(n), \mathfrak{a}_{10}(n)$ for odd $n$ only (see Appendix G.3.4). We emphasize that the non-commuting charges we find are intensive, as opposed to extensive. The latter consist of a sum of terms that grows with the system size, which can be related to a wide range of quantum effects in thermodynamics (see Ref. [344] for a review). Extensive non-commuting charges have been studied in the context of bond algebras to understand thermalization and quantum many body scars [345, 298],
hence our classification could potentially be used in this context. Notably, the presence of non-commuting charges complicates questions regarding thermalization. Depending on the context, they either help thermalization (e.g. by increasing entanglement entropy [346]) or hinder it (e.g. by invalidating the Eigenstate Thermalization Hypothesis [347]). Perhaps more interestingly within the context of quantum computing, non-commuting charges couple the dynamics between different irreducible representations of the charges, severely limiting the unitaries that can be implemented [348]. The DLA can also be used in the path integral formulation of quantum mechanics to study many-body systems [349].

A final point is the appearance of symplectic Lie algebras, which are not as common as the orthogonal or unitary types. Here they appear from an AIII Cartan decomposition of a larger Lie algebra; in applications, they come up in the preparation of bosonic quantum states [338], photonics [350] and Clifford circuits/error correction [351].

### 4.7 Conclusion

We have provided a classification of the dynamical Lie algebras of 2-local spin systems on a linear, circular or permutation invariant topology, and have discussed the relevance of this result in a variety of contexts. We have discovered several new examples beyond the standard Ising and Heisenberg models; thus increasing dramatically the number of explicit Hamiltonians available for theoretical investigations. It would be interesting to study in more detail the thermodynamic properties of these new Hamiltonians, and in particular to determine all of their symmetries, including the extensive non-commuting charges. This would require taking the coefficients of the Hamiltonian into account to refine the classification from the general form we consider here to a specific physical system. We hope that our classification can be used to inspire new quantum algorithms and allow researchers to identify the circuits that they use in practice with the Lie algebras in our classification to assess their optimization properties. Moreover, the methods that we have developed can be used to identify the DLA even in cases that fall outside of our classification.

In fact, we have been able to extend the classification presented in here from 2-local onedimensional topologies to arbitrary graphs. At the basis of these results are the results on permutation-invariant graphs, which serve as an upper bound for the DLA of an arbitrary graph [314]. Further extensions to 3-local Hamiltonians may be possible, but the initial set of Hamiltonians $\left(2^{63}-1\right)$ would have to be reduced beforehand to make a full enumeration tractable. Additionally, we would like to investigate how the coefficients of the Hamiltonian affect the DLA, which would require extending our method to the case where the generators are linear combinations of Pauli strings.

Another future direction would be to consider other types of systems. For example, instead of spin systems, we could consider fermionic or bosonic Hamiltonians. Such a classification already exists for nearest-neighbor, quadratic Hamiltonians on cubic lattices [338, 352], so this question would have to be explored in the context of non-cubic graphs.

| Label | Generating set | Example Model |
| :---: | :---: | :---: |
| $\mathfrak{a}_{0}$ | $X X$ | Ising model |
| $\mathfrak{a}_{1}$ | $X Y$ | Kitaev chain |
| $\mathfrak{a}_{2}$ | $X Y, Y X$ | Massless free fermion + magnetic field |
| $\mathfrak{a}_{3}$ | $X X, Y Z$ | Kitaev chain + Coulomb |
| $\mathfrak{a}_{4}$ | $X X, Y Y$ | XY-model |
| $\mathfrak{a}_{5}$ | $X Y, Y Z$ |  |
| $\mathfrak{a}_{6}$ | $X X, Y Z, Z Y$ | Massless free fermion + magnetic field + Coulomb |
| $\mathfrak{a}_{7}$ | $X X, Y Y, Z Z$ | Heisenberg chain |
| $\mathfrak{a}_{8}$ | $X X, X Z$ | Ising model + transverse field |
| $\mathfrak{a}_{9}$ | $X Y, X Z$ | Kitaev chain + longitudinal field |
| $\mathfrak{a}_{10}$ | $X Y, Y Z, Z X$ | Heisenberg |
| $\mathfrak{a}_{11}$ | $X Y, Y X, Y Z$ | XY-model + longitudinal field |
| $\mathfrak{a}_{12}$ | $X X, X Y, Y Z$ |  |
| $\mathfrak{a}_{13}$ | $X X, Y Y, Y Z$ | XY-model + longitudinal field |
| $\mathfrak{a}_{14}$ | $X X, Y Y, X Y$ | XY-model + transverse field |
| $\mathfrak{a}_{15}$ | $X X, X Y, X Z$ | Ising model + arbitrary field |
| $\mathfrak{a}_{16}$ | $X Y, Y X, Y Z, Z Y$ | Kitaev chain <br> + longitudinal field |
| $\mathfrak{a}_{17}$ | $X X, X Y, Z X$ | Ising model + arbitrary field |
| $\mathfrak{a}_{18}$ | $X X, X Z, Y Y, Z Y$ | XY-model + arbitrary field |
| $\mathfrak{a}_{19}$ | $X X, X Y, Z X, Y Z$ |  |
| $\mathfrak{a}_{20}$ | $X X, Y Y, Z Z, Z Y$ | Heisenberg chain + magnetic field |
| $\mathfrak{a}_{21}$ | $X X, Y Y, X Y, Z X$ | XY-model + arbitrary field |
| $\mathfrak{a}_{22}$ | $X X, X Y, X Z, Y X, Z X$ | Ising model + arbitrary field |
| $\mathfrak{b}_{0}$ | $X I, I X$ | Uncoupled spins |
| $\mathfrak{b}_{1}$ | $X X, X I, I X$ | Ising model |
| $\mathfrak{b}_{2}$ | $X Y, X I, I X$ | Kitaev chain + longitudinal field |
| $\mathfrak{b}_{3}$ | $X I, Y I, I X, I Y$ | Uncoupled spins |
| $\mathfrak{b}_{4}$ | $X X, X Y, X I, I X$ | Ising model + arbitrary field |

Table 4.1: List of generators of the DLAs in Theorem 4.5.1 and examples of conventional spin models that have the equivalent DLA.

## Chapter 5

## Conclusion

In this thesis we explored the use of variational quantum algorithms from three different perspectives. Then, in Chapter 2, we numerically investigated VQE optimization schemes and ways to improve them. In Chapter 3, we took a more geometric to variational optimization and incorporated ideas from differential geometry and Riemannian optimization into the current VQE paradigm. We concluded with a more mathematical approach in Chapter 4 to classify objects called dynamical Lie algebras, which are related to the trainability of variational quantum circuits.

At the moment, the field of variational quantum computing is in an interesting state. From a theoretical point of view, the results in Chapter 4 and [314], combined with the most recent iteration of barren plateau results in [331] paint a bleak picture: Most circuits one will have exponentially-sized DLAs which will have barren plateaus and can therefore not be optimized. Furthermore, the small known set of variational quantum circuits with polynomially-sized DLAs are known to be efficiently simulatable [333, 341], and fastforwardable [342], leaving little room for overparameterization phenomena of Section 2.2 that makes optimizing circuits efficient. Additionally, it seems that the current levels of noise in quantum hardware further reduce the trainability of variational quantum circuits [83], which will likely make applying the ideas of Section 2.3 and Chapter 3 challenging in practice.

The problem is that it is hard to challenge these theoretical results due to the absence of quantum computers (with reasonable error rates). Since one can only classically simulate systems around 20 qubits, where barren plateau issues might not be that prohibitive, there is no real way of testing the wide variety of training heuristics and initialization strategies to reliably train variational quantum circuits [113, 108, 37, 335, 2]. The field is
therefore in the opposite state of modern Deep Learning, where the neural networks which have effectively solved computer vision and natural language rely on many heuristics for training [353, 354, 355], while their training dynamics are not well understood. In fact, from a complexity theory point of view, training neural networks can be NP-Complete or NP-Hard [356, 357, 358], depending on the choice of neural network. Additionally, vanishing gradients also plagued machine learning approaches for a while, until we found suitable initialization strategies[359] and architectures to circumvent those [360]. Similarly, tailored initialization strategies can help with the convergence of DMRG algorithms [361].

These may be false equivalences. Perhaps the optimization problems that plague variational quantum algorithms are indeed as bad as the theory makes them out to be, and we should not compare them to heuristics in other numerical methods that are crucial to get stable performance. However, until we can test variational quantum algorithms at scale they merit further investigation. Luckily, quantum hardware is continuously improving, and we are getting closer to meso-scale devices with low enough error rates that we may be able to test these algorithms in the wild.
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## APPENDICES

## Appendix A

## Quantum computing preliminaries

## A. 1 Pauli strings and $\mathfrak{s u}\left(2^{n}\right)$

Length- $n$ Pauli strings, when multiplied with the imaginary unit $i$, form a natural basis for the Lie algebra $\mathfrak{u}\left(2^{n}\right)$ of skew-Hermitian matrices.

In this section, we review the notation and basic properties of Pauli strings.
Throughout the paper, we work with the Pauli matrices

$$
\sigma^{0}=I=\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right), \quad \sigma^{1}=X=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma^{2}=Y=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma^{3}=Z=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

including the identity matrix $I$, which form a basis for the real vector space of $2 \times 2$ Hermitian matrices. We will denote by $A^{T}$ the transpose of a matrix, and by $A^{\dagger}$ its Hermitian conjugate (which is obtained from $A^{T}$ by taking complex conjugates of all entries). Thus, $A^{\dagger}=A$ for all $A \in \mathcal{P}_{1}:=\{I, X, Y, Z\}$. On the other hand, we have

$$
Y^{T}=-Y, \quad A^{T}=A \quad \text { for } \quad A=I, X, Z
$$

Fix a positive number $n$. Length- $n$ Pauli strings are tensor products of $n$ Pauli matrices of the form

$$
\begin{equation*}
a=A^{1} \otimes A^{2} \otimes \cdots \otimes A^{n}, \quad A^{j} \in \mathcal{P}_{1} . \tag{A.1}
\end{equation*}
$$

We denote the set of all such Pauli strings by $\mathcal{P}_{n}:=\{I, X, Y, Z\}^{\otimes n}$. Every $a \in \mathcal{P}_{n}$ is a linear operator on the Hilbert space $\left(\mathbb{C}^{2}\right)^{\otimes n}$ of $n$ qubits, so $a$ can be represented as a matrix
of size $2^{n} \times 2^{n}$ (by the Kronecker product). In particular, $I^{\otimes n}$ is the $2^{n} \times 2^{n}$ identity matrix. The Hermitian conjugate and transpose of a Pauli string are done component-wise:

$$
\begin{aligned}
a^{\dagger} & =\left(A^{1}\right)^{\dagger} \otimes\left(A^{2}\right)^{\dagger} \otimes \cdots \otimes\left(A^{n}\right)^{\dagger}=a, \\
a^{T} & =\left(A^{1}\right)^{T} \otimes\left(A^{2}\right)^{T} \otimes \cdots \otimes\left(A^{n}\right)^{T}=(-1)^{\#\left\{A^{j}=Y\right\}} a .
\end{aligned}
$$

All Pauli strings are Hermitian, and $\mathcal{P}_{n}$ is a basis (over $\mathbb{R}$ ) of the vector space of $2^{n} \times 2^{n}$ Hermitian matrices.

To shorten the notation, we will often omit the tensor product signs in Pauli strings, so Equation (2.6) will be written as $a=A^{1} A^{2} \cdots A^{n}$. For example, we will write

$$
X X=X \otimes X, \quad X Y=X \otimes Y, \quad Z \cdots Z=Z^{\otimes n}, \quad \text { etc. }
$$

For $A \in \mathcal{P}_{1}$ and $1 \leq j \leq n$, we will denote by

$$
\begin{equation*}
A_{j}:=I^{\otimes(j-1)} \otimes A \otimes I^{\otimes(n-j)} \tag{A.2}
\end{equation*}
$$

the linear operator $A$ acting on the $j$-th qubit. For example, for $n=3$,
$X_{1}=X I I=X \otimes I \otimes I, \quad Z_{2}=I Z I=I \otimes Z \otimes I, \quad X_{1} Z_{2} Y_{3}=X Z Y=X \otimes Z \otimes Y, \quad$ etc.
With this notation, we distinguish

$$
A_{1} A_{2} \cdots A_{n}=A A \cdots A=A \otimes A \otimes \cdots \otimes A=A^{\otimes n}
$$

from Equation (2.6), where in the latter the tensor factors $A^{1}, \ldots, A^{n}$ are allowed to be different.

When there is a danger to confuse the tensor product and the matrix product, we will use • for the product of matrices. We have:

$$
X \cdot Y=i Z=-Y \cdot X, \quad Y \cdot Z=i X=-Z \cdot Y, \quad Z \cdot X=i Y=-X \cdot Z
$$

and each Pauli matrix squares to the identity:

$$
X \cdot X=Y \cdot Y=Z \cdot Z=I
$$

The matrix product of Pauli strings is done component-wise:

$$
\left(A^{1} \otimes \cdots \otimes A^{n}\right) \cdot\left(B^{1} \otimes \cdots \otimes B^{n}\right)=\left(A^{1} \cdot B^{1}\right) \otimes \cdots \otimes\left(A^{n} \cdot B^{n}\right)
$$

From here, it is easy to deduce the following important properties of Pauli strings.

Lemma A.1.1. For any $a, b \in \mathcal{P}_{n}$, we have $a \cdot a=I^{\otimes n}$ and $a \cdot b= \pm b \cdot a$. Hence, any two Pauli strings either commute or anticommute.

Notice that the product of two Pauli strings is again a Pauli string, up to a multiple of $\pm 1, \pm i$. Thus, the set $\left\{ \pm a, \pm i a \mid a \in \mathcal{P}_{n}\right\}$ is a group under the matrix product, called the Pauli group. The following corollary of Lemma A.1.1 will be useful in the future.

Corollary A.1.1. For any $a, b \in \mathcal{P}_{n}$, if $[a, b]:=a \cdot b-b \cdot a \neq 0$, then $[a,[a, b]]=4 b$.
Proof. When $[a, b] \neq 0$, we have $[a, b]=2 a \cdot b$ and $[a,[a, b]]=4 a \cdot a \cdot b=4 b$.
Another important consequence of Lemma A.1.1 is Euler's formula

$$
\begin{equation*}
e^{i \theta a}=(\cos \theta) I^{\otimes n}+i(\sin \theta) a, \quad a \in \mathcal{P}_{n}, \quad \theta \in \mathbb{R} \tag{A.3}
\end{equation*}
$$

A useful special case is $\theta=\pi / 2$; then

$$
\begin{equation*}
e^{i \frac{\pi}{2} a}=i a, \quad a \in \mathcal{P}_{n}, \tag{A.4}
\end{equation*}
$$

which we also saw more generally defined in Equation (2.11) for idempotent matrices. Note that any $a \in \mathcal{P}_{n}$ is Hermitian (i.e., $a^{\dagger}=a$ ), ia is skew-Hermitian (i.e., $(i a)^{\dagger}=-i a$ ), and $U=e^{i \theta a}$ is unitary (i.e., $U U^{\dagger}=I^{\otimes n}$ ). We will also need the following corollary of Euler's formulas Equation (A.3), Equation (A.4).

Corollary A.1.2. For any anticommuting $a, b \in \mathcal{P}_{n}$ and a real number $\theta$, we have

$$
\begin{equation*}
e^{i \theta a} \cdot b=b \cdot e^{-i \theta a} \tag{A.5}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
e^{i \frac{\pi}{4} a} b e^{-i \frac{\pi}{4} a}=i a \cdot b \tag{A.6}
\end{equation*}
$$

## A. 2 Projective measurements

Measurable quantities in quantum physics are given by observables, which are represented by linear, self-adjoint operators acting on a complex Hilbert space $\mathcal{H}$. The spectral theorem states that a self-adjoint operator $O$ can be decomposed into a linear combination of eigenspace projectors and eigenvalues (we restrict ourselves to the case where $\mathcal{H}$ is finite).

Let $\left\{\left|\psi_{n}\right\rangle\right\}$ be an eigenbasis of $O$ such that $O\left|\psi_{n}\right\rangle=r_{n}\left|\psi_{n}\right\rangle$ with $r_{n} \in \mathbb{R}$. We can write down orthonormal projectors onto the eigenspace of $O$

$$
\Pi_{n}=\left|\psi_{n}\right\rangle\left\langle\psi_{n}\right|
$$

so that

$$
O=\sum_{n} r_{n} \Pi_{n}
$$

where we assume $O$ to have a non-degenerate spectrum. Note that $\Pi_{n}$ is idempotent, i.e. $\Pi^{2}=\Pi$, and we have

$$
\begin{equation*}
\operatorname{Tr}\left\{\Pi_{n} \Pi_{m}\right\}=\delta_{m n} \tag{A.7}
\end{equation*}
$$

hence the projectors form an orthonormal basis.
Our interaction with a quantum system as observers come from the action of measurement. Formally, this means that if we want to measure observable $O$ on a state $|\phi\rangle$, the probability of seeing eigenvalue

$$
\begin{equation*}
r_{m}=\operatorname{Tr}\left\{\Pi_{m} O\right\} \tag{A.8}
\end{equation*}
$$

given a quantum state $\phi$ on our detector is given by the Born rule

$$
p\left(r_{m}\right)=\langle\phi| \Pi_{m}|\phi\rangle=\left|\left\langle\psi_{m} \mid \phi\right\rangle\right|^{2},
$$

or in terms of a density matrix

$$
p\left(r_{m}\right)=\operatorname{Tr}\{\Pi \rho\} .
$$

A projective measurement transforms a state as

$$
|\psi\rangle \mapsto \frac{\Pi|\psi\rangle}{\langle\psi| \Pi|\psi\rangle},
$$

or

$$
\rho \mapsto \frac{\Pi \rho \Pi}{\operatorname{Tr}\{\Pi \rho\}},
$$

Given a measurement, we can estimate the average value of an observable under the distribution $p(\boldsymbol{r})$

$$
\begin{aligned}
\langle O\rangle & =\langle\phi| O|\phi\rangle \\
& =\sum_{n} r_{n}\langle\phi| \Pi_{n}|\phi\rangle=\sum_{n} r_{n} p\left(r_{n}\right) .
\end{aligned}
$$

We can also estimate the variance,

$$
\operatorname{Var}[O]=\langle\psi| O^{2}|\psi\rangle-\langle\psi| O|\psi\rangle^{2} .
$$

To estimate observables we define an estimator for the expectation value based on the measurements we obtain. The sample mean estimator

$$
f(O)=\frac{1}{N_{s}} \sum_{i}^{N_{s}} r^{(i)}, \quad r^{(i)} \sim p(r)
$$

is an unbiased estimator of $\mathbb{E}[X]$ with $p(r)$ the probability distribution over all eigenvalues of $O$.

On a quantum computer, we typically only have access to a specific set of measurements, which are given by the projectors $\{|0\rangle\langle 0|,|1\rangle\langle 1|\}$ onto the eigenvectors of the Pauli $Z \in \mathcal{P}_{1}$ operator, with eigenvalues $r_{n}= \pm 1$ respectively. A finite-size estimator would then be

$$
\left\langle Z_{1}\right\rangle \approx \frac{1}{N_{s}} \sum_{i}^{N_{s}} r^{(i)}
$$

with $p(r)=\left\{|\langle\phi \mid 0\rangle|^{2},|\langle\phi \mid 1\rangle|^{2}\right\}$.
Multi-qubit observables are often described with tensor products of operators, such as Pauli strings (see Equation (A.2)). Consider $\left\langle Z_{1} Z_{2}\right\rangle$. We can decompose the operator $Z_{1} Z_{2}$ as

$$
\begin{aligned}
Z_{1} \otimes Z_{2} & =\left(\sum_{n} r_{n} \Pi_{n}\right) \otimes\left(\sum_{m} r_{m}^{\prime} \Pi_{m}\right) \\
& =\sum_{n, m} r_{n} r_{m}^{\prime} \Pi_{n} \otimes \Pi_{m},
\end{aligned}
$$

which gives for the expectation value

$$
\left\langle Z_{1} Z_{2}\right\rangle=\sum_{n, m} r_{n} r_{m}^{\prime}\langle\phi| \Pi_{n} \otimes \Pi_{m}|\phi\rangle=\sum_{n, m} r_{n} r_{m}^{\prime} p\left(r_{n}, r_{m}\right)
$$

Hence, the final estimator is an estimator for the product of eigenvalues $r_{n} r_{m}$

$$
\left\langle Z_{1} Z_{2}\right\rangle \approx \frac{1}{N_{s}} \sum_{i}^{N_{s}} r^{(i)} r^{\prime(i)} \cdot m_{j, 2}
$$

If we look at the variance of this estimator

$$
\begin{aligned}
\operatorname{Var}\left(Z_{1} Z_{2}\right) & =\langle\psi|\left(Z_{1} Z_{2}\right)^{2}|\psi\rangle-\langle\psi| Z_{1} Z_{2}|\psi\rangle^{2} \\
& =1-\left\langle Z_{1} Z_{2}\right\rangle^{2}
\end{aligned}
$$

because $\left(Z_{1} Z_{2}\right)^{2}=\mathrm{I}$ and $\langle\psi \mid \psi\rangle=1$.
In order to measure in a basis different from the computational basis, we need to appropriately transform the states prior to measurement to gather statistics. For measuring $Z_{1}$ we do not need to do anything:


To measure $X$ and $Y$, we need to transform the basis vectors of $Z$, to the eigenbases of $X$ and $Y$, respectively. These are given by

$$
\begin{aligned}
& v_{1}^{X}=\left\{\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle), \frac{1}{\sqrt{2}}(|0\rangle-|1\rangle)\right\} \equiv\{|+\rangle,|-\rangle\} \\
& v_{1}^{Y}=\left(\frac{1}{\sqrt{2}}(|0\rangle+i|1\rangle), \quad v_{2}^{Y}=\frac{1}{\sqrt{2}}(|0\rangle-i|1\rangle)\right)
\end{aligned}
$$

We see that applying the Hadamard gate $H$ to the basis of $Z$ gives
which produces the eigenbasis vectors of $X$


For $Y$, we need to apply a phase gate $S^{\dagger}$ in addition to Hadamard gate:

$$
\begin{aligned}
& S^{\dagger} H|0\rangle=S^{\dagger}|+\rangle=\frac{1}{\sqrt{2}}(|0\rangle+i|1\rangle) \\
& S^{\dagger} H|1\rangle=S^{\dagger}|-\rangle=\frac{1}{\sqrt{2}}(|0\rangle-i|1\rangle)
\end{aligned}
$$

where

$$
S=\left(\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right) .
$$

This gives the circuit


## A. 3 Informationally Complete POVMs

Determining what quantum state one has prepared on a device, a process known as quantum tomography, is a crucial task in building a functional quantum computer. In order to reconstruct a state, we need to measure it and one can use a particular set of measurements called positive operator valued measure to fully reconstruct a state.

A POVM is a set of operators $\left\{M_{a}\right\}_{a}$ with $M_{a} \geq 0$ that satisfies the condition

$$
\sum_{a} M_{a}=I
$$

A POVM is informationally complete if $\left\{M_{a}\right\}_{a}$ spans $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$. As opposed to the projective measurements in Appendix A.2, the measurements $M_{a}$ are not necessarily orthogonal,

$$
\sum_{\boldsymbol{a}, \boldsymbol{a}^{\prime}} \operatorname{Tr}\left\{M_{\boldsymbol{a}} M_{\boldsymbol{a}^{\prime}}\right\} \neq \delta_{\boldsymbol{a} \boldsymbol{a}^{\prime}} I
$$

in contrast with Equation (A.7).
Let $\left\{M_{a_{i}}\right\}_{a_{i}}$ be a POVM that acts on a single-qubit Hilbert space. We can define a factorable POVM as a tensor product of single-qubit POVM elements as

$$
M_{\boldsymbol{a}}=M_{a_{1}} \otimes \ldots \otimes M_{a_{N}}
$$

for $\boldsymbol{a}:=\left(a_{1}, \ldots a_{N}\right)$. Clearly, if all $M_{a_{i}}$ are informationally complete, then so is $M_{\boldsymbol{a}}$. An example of an informationally complete POVM is the Pauli-6 POVM, which is defined as

$$
\left\{M_{a}\right\}_{a}^{\text {Pauli-6 }}:=\bigcup_{i=x . y, z}\left\{\frac{1}{3}\left|\uparrow_{i}\right\rangle\left\langle\uparrow_{i}\right|, \frac{1}{3}\left|\downarrow_{i}\right\rangle\left\langle\downarrow_{i}\right|\right\}
$$

where the vectors $\left|\uparrow_{i}\right\rangle,\left|\downarrow_{i}\right\rangle$ correspond to the eigenvectors of the Pauli operators with eigenvalue $\pm 1$ respectively. We can implement this POVM by rotating to the Pauli basis with probability $1 / 3$. For the $\{X, Y, Z\}$ Paulis this means applying the gates $\{H, H S, I\}$ where $H$ is a Hadamard, $S$ is a Z-phase and $I$ the identity gate, respectively (see Appendix A.2). Measuring in the computational basis, then produces outcomes $\boldsymbol{a}$ according to the Pauli-6 POVM.

## Appendix B

## Additional details for the Hamiltonian Variational Ansatz

## B. 1 Computational Details

For the implementation of our quantum circuits, we use Zyglrox [362], a powerful TensorFlowbased quantum simulator. For the classical optimization process, we use Adam (adaptive moment estimation) [334], a gradient descent-based optimizer, which is widely used in the machine learning community. Compared to vanilla gradient descent and its other variants, Adam updates the learning rates adaptively on a per-parameter basis by using estimates of the first and second moments of the gradients. In our own investigation for solving the ground energy problem with HVA, Adam outperformed all the other optimizers available in TensorFlow, with respect to fidelity and convergence times.

Unless stated otherwise, the stopping criterion for our optimization is defined as

$$
\left|E\left(\boldsymbol{\theta}_{t}\right)-E\left(\boldsymbol{\theta}_{t+1}\right)\right|<10^{-13},
$$

where $t$ is the iteration number. The maximum number of iterations is set to 15000 . We use an initial learning rate $r=0.01$ for Adam which gives reasonably consistent results across all the models. Through our own investigation into initial Adam learning rates, we found a learning rate $10^{-3} \leq r \leq 4 \times 10^{-2}$ to be a good choice for the optimization for both the TFIM and the XXZ models, as it balances optimization accuracy and convergence speed.

## B. 2 Dynamics of Entanglement Entropy during Optimization

To further elucidate the difference in initialization strategies we qualitatively study the dynamics of the entanglement entropy during optimization. In Figures B. 1 and B.2, we calculate the entanglement entropy of $\rho_{A}$ at each layer of the circuit during the optimization. Although not much can be said about the intermediate states for the random state initialization, except that they are highly entangled, the entanglement entropy dynamics for the identity initialization have a distinct structure that is consistent as we increase the system size. In Figure B.3, we compare the scaling of the entanglement entropy for the identity start halfway through the circuit for different system sizes.


Figure B.1: Dynamics of entanglement entropy at each layer during optimization (TFIM). Each separate line indicates the entanglement entropy of the state in layer $l$. The gray dashed line denotes the maximum possible entanglement and the purple line gives the Page entropy. For all figures, the final state is a $>99.9 \%$ fidelity state. (a) Identity initialization for an 8 -qubit TFIM with $g=1.0$ and $L=4$. (b) Same TFIM with a random-state initialization and overparameterization $L=8$.


Figure B.2: Dynamics of entanglement entropy at each layer during optimization (XXZ). Each separate line indicates the entanglement entropy of the state in layer $l$. The gray dashed line denotes the maximum possible entanglement and the purple line gives the Page entropy. For all figures, the final state is a $>99.9 \%$ fidelity state. (a) Random-state initialization for an 8-qubit XXZ model with $\Delta=1.0$ and $L=4$. (b) Typical XXZ model dynamics for a random-state initialization and overparameterization $L=8$.


Figure B.3: Scaling of the entanglement entropy of the converged state after $L / 2$ and $L$ layers. (a) For the TFIM at the critical point, the ground state entanglement entropy has a logarithmic correction with increasing $n$. The entanglement halfway through the circuit is larger than in the final layer. (b) For a non-critical point, the ground state entanglement entropy is constant, but the entanglement entropy halfway through the circuit scales linearly with system size. (c)-(d) For the XXZ model, in addition to the logarithmic scaling of the entanglement entropy, the final layer entanglement is consistently higher than in the $L / 2$ depth layer.

## Appendix C

## Additional details for measurement-induced entanglement phase transitions in quantum gradients

## C. 1 Finite-scaling analysis and data collapse

The correlation length $\xi$ of a system quantifies the length scale over which parts of a system are correlated. When a system undergoes a continuous phase transition, the correlation length diverges. Phase transitions only occur in the thermodynamic limit, and hence simulations of finite-sized systems will contain artifacts that have to be accounted for in order to capture the correct behavior [363]. In particular, for a finite system the correlation length $\xi$ cannot become infinite and is cut off at $l^{d}$, the volume of a finite $d$-dimensional hypercube with edges of length $l$. To account for this effect, we can perform a finite-scaling analysis.

The entanglement entropy as a function of measurement rate is conjectured to follow a volume law for $p<p_{c}$, a constant plus logarithmic correction at $p=p_{c}$ and area law for $p>p_{c}[85,86,89]$. We can therefore construct a scaling form of the entanglement entropy as

$$
\begin{equation*}
S(n, p, \nu)=S\left(n, p_{c}, \nu\right)+f\left(n^{1 / \nu}\left(p-p_{c}\right)\right), \tag{C.1}
\end{equation*}
$$

where $S(n, p, \nu)$ denotes the von Neumann entropy at measurement rate $p$ and $f$ is a scaling function. The critical exponent $\nu$ determines the scaling of the entanglement entropy near $p_{c}$. If this scaling form is correct, we should be able to account for finite-size effects and all the data can be appropriately rescaled to match a single curve representing $f$ with a proper choice of $\nu$.

To determine the critical exponents, we fit a 5th-degree polynomial $g$ to our data using a Nelder-Mead optimization [364] and minimize the $\chi^{2}$-statistic

$$
\chi^{2}=\sum_{i} \frac{\left(S\left(n_{i}, p_{i}, \nu\right)-\tilde{S}\left(n_{i}, p_{i}, \nu\right)\right)^{2}}{\Delta S} .
$$

Here, $\tilde{S}\left(n_{i}, p_{i}, \nu\right)$ is estimated from the data and $S\left(n_{i}, p_{i}, \nu\right)$ is the proposed scaling form from Equation (C.1). $\Delta S$ is the standard deviation of the von Neumann entropies which arises due to the fluctuations induced by the randomized measurements and their outcomes. From the unscaled data, we determine a set of potential critical points $p_{c}$ and fit the above $\chi^{2}$-statistic to determine $\nu$. We then report the values of $p_{c}$ and $\nu$ that provided the best fit.

To verify the stability of the fit, we perform a statistical bootstrapping procedure to estimate the error bars on the fitted critical exponent $\nu$. We take $K_{\text {boot }}=100$, where each data set consists of $K$ samples obtained by sampling from the entire data set of $3 \times 10^{3}$ data points with replacement. The final obtained error bars on $\nu$ are $\approx 0.01$.

We can extrapolate our result to the thermodynamic limit by fitting the data for $n^{\prime}=$ $n_{\max } / 2$ to $n^{\prime}=n_{\max }$ and plotting the resulting values for $\nu$ against $1 / n^{\prime}$ [85]. By doing a linear fit on the resulting data, we obtain

$$
\tilde{\nu}\left(n^{\prime}\right)=a \frac{1}{n^{\prime}}+b,
$$

and so the intercept $b$ corresponds to the value of $\nu$ in the thermodynamic limit, since $\lim _{n^{\prime} \rightarrow \infty} 1 / n^{\prime}=0$. When fitting the data, we weigh the errors by the standard errors obtained in the statistical bootstrap described above.

## C. 2 Mutual information

The quantum mutual information can be used to quantify subsystem correlations, and subsequently detect phase transitions since we expect correlations to divergence at criticality [85, 86, 88]. As additional confirmation that the critical values $p_{c}$ estimated from the prior analysis are correct, we calculate the quantum mutual information as,

$$
I(A, B)=S_{A}(n, p)+S_{B}(n, p)-S_{A \cup B}(n, p)
$$

Here, we take the same approach as in [86], and take $A$ and $B$ to be two single qubit subsystems $|A|=1$ and $|B|=1$. We then vary the distance $r$ between qubit $A$ and $B$, to determine the effect of the distance on the subsystem correlations. In Figure C.1, we observe two broad peaks around the previously found values $p_{c} \approx 0.25$ and $p_{c} \approx 0.5$ for the XXZ-HVA and HAA, respectively.


Figure C.1: Quantum mutual information between two qubits $A$ and $B$ separated by a distance $r$ on a chain of length 16 . The mutual information is averaged over $3 \times 10^{3}$ samples, where each sample corresponds to a random circuit realization, as described in the main text.

## C. 3 Projective gradients

We consider the parameterized quantum circuit of Equation (2.5),

$$
|\psi(\boldsymbol{\theta})\rangle=\prod_{l=1}^{\overleftarrow{L}} U_{l}\left(\theta_{l}\right)|0\rangle
$$

where we take $\theta_{l} \in \mathbb{R}$ without loss of generality. Additionally, we consider the case where after each layer $U_{l}\left(\theta_{k}\right)$ we apply a projective measurement $\Pi_{l}$, where $\Pi_{l}=\Pi_{l, 0} \otimes \ldots \otimes$ $\Pi_{l, n}$ with $\Pi_{l, i} \in\{|0\rangle\langle 0|,|1\rangle\langle 1|, I\}$. We denote by $\rho_{L}$ the state resulting from applying $L$ projectors $\Pi$ to the circuit. Similarly, we denote by $p_{L}$ the probability of obtaining the state $\rho_{L}$ (see Appendix A.2).

Consider an initial state $\rho_{0}=|0\rangle\left\langle\left. 0\right|^{\otimes n}\right.$, to which we apply the unitary $U_{1}\left(\theta_{1}\right)$ followed by a projective measurement $\Pi_{1}$,

$$
\begin{aligned}
\rho_{1}\left(\theta_{1}\right) & =\frac{\Pi_{1} U_{1}\left(\theta_{1}\right) \rho_{0} U_{1}^{\dagger}\left(\theta_{1}\right) \Pi_{1}}{\operatorname{Tr}\left\{\Pi_{1} U_{1}\left(\theta_{1}\right) \rho_{0} U_{1}^{\dagger}\left(\theta_{1}\right) \Pi_{1}\right\}} \\
& =\frac{\Pi_{1} U_{1}\left(\theta_{1}\right) \rho_{0} U_{1}^{\dagger}\left(\theta_{1}\right) \Pi_{1}}{p_{1}\left(\theta_{1}\right)}
\end{aligned}
$$

Next, we add a unitary and measurement,

$$
\begin{aligned}
\rho_{2}\left(\theta_{1}, \theta_{2}\right) & =\frac{\Pi_{2} U_{2}\left(\theta_{2}\right) \rho_{1}\left(\theta_{1}\right) U_{2}^{\dagger}\left(\theta_{2}\right) \Pi_{2}}{\operatorname{Tr}\left\{\Pi_{2} U_{2}\left(\theta_{2}\right) \rho_{1}\left(\theta_{1}\right) U_{2}^{\dagger}\left(\theta_{2}\right) \Pi_{2}\right\}} \\
& =\frac{\Pi_{2} U_{2}\left(\theta_{2}\right) \Pi_{1} U_{1}\left(\theta_{1}\right) \rho_{0} U_{1}^{\dagger}\left(\theta_{1}\right) \Pi_{1} U_{2}^{\dagger}\left(\theta_{2}\right) \Pi_{2}}{\operatorname{Tr}\left\{\Pi_{2} U_{2}\left(\theta_{2}\right) \Pi_{1} U_{1}\left(\theta_{1}\right) \rho_{0} U_{1}^{\dagger}\left(\theta_{1}\right) \Pi_{1} U_{2}^{\dagger}\left(\theta_{2}\right) \Pi_{2}\right\}} \times \frac{p_{1}\left(\theta_{1}\right)}{p_{1}\left(\theta_{1}\right)} \\
& =\frac{\Pi_{2} U_{2}\left(\theta_{2}\right) \Pi_{1} U_{1}\left(\theta_{1}\right) \rho_{0} U_{1}^{\dagger}\left(\theta_{1}\right) \Pi_{1} U_{2}^{\dagger}\left(\theta_{2}\right) \Pi_{2}}{p_{2}\left(\theta_{1}, \theta_{2}\right)}
\end{aligned}
$$

Note how the normalization constant of $\rho_{1}\left(\theta_{1}\right)$ cancels. Generalizing this to $L$ projectors, we get the general form

$$
\begin{aligned}
\rho_{L}\left(\theta_{1}, \ldots, \theta_{L}\right) & =\left(\prod_{l=1}^{\overleftarrow{L}} \Pi_{l} U_{l}\left(\theta_{l}\right)\right) \rho_{0}\left(\prod_{l=1}^{\vec{L}} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) p_{L}^{-1}\left(\theta_{1}, \ldots, \theta_{L}\right) \\
& =\tilde{\rho}_{L}\left(\theta_{1}, \ldots, \theta_{L}\right) p_{L}^{-1}\left(\theta_{1}, \ldots, \theta_{L}\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \tilde{\rho}_{L}\left(\theta_{1}, \ldots, \theta_{L}\right)=\left(\prod_{l=1}^{\stackrel{\overleftarrow{L}}{ }} \Pi_{l} U_{l}\left(\theta_{l}\right)\right) \rho_{0}\left(\prod_{l=1}^{\vec{L}} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right), \\
& p_{L}\left(\theta_{1}, \ldots, \theta_{L}\right)=\operatorname{Tr}\left\{\tilde{\rho_{L}}\left(\theta_{1}, \ldots, \theta_{L}\right)\right\}
\end{aligned}
$$

are the unnormalized state and its normalization constant, respectively. To simplify the notation, we will write $\boldsymbol{\theta} \equiv\left(\theta_{1}, \ldots, \theta_{L}\right)$.

We are interested in the derivative of the variational energy of Equation (2.9)

$$
E(\boldsymbol{\theta})=\operatorname{Tr}\left\{\rho_{L}(\boldsymbol{\theta}) H\right\},
$$

where $H$ is a Hermitian operator. We write the state as the product of an unnormalized state and its normalization constant

$$
\operatorname{Tr}\left\{\rho_{L}(\boldsymbol{\theta}) H\right\}=\operatorname{Tr}\left\{\tilde{\rho}_{L}(\boldsymbol{\theta}) p_{L}^{-1}(\boldsymbol{\theta}) H\right\} .
$$

Hence, the derivative consists of two parts via the product rule

$$
\partial_{\theta_{k}} E(\boldsymbol{\theta})=\overbrace{\operatorname{Tr}\left\{\partial_{\theta_{k}}\left(\tilde{\rho}_{L}(\boldsymbol{\theta})\right) p_{L}^{-1}(\boldsymbol{\theta}) H\right\}}^{(i)}+\overbrace{\operatorname{Tr}\left\{\tilde{\rho}_{L}(\boldsymbol{\theta}) \partial_{\theta_{k}}\left(p_{L}^{-1}(\boldsymbol{\theta})\right) H\right\}}^{(i i)} .
$$

(i) For the derivative of the unnormalized state, we get

$$
\begin{aligned}
& \operatorname{Tr}\left\{\left(\partial_{\theta_{k}} \tilde{\rho}_{L}(\boldsymbol{\theta})\right) H\right\}=\langle 0|\left(\prod_{l=1}^{\vec{L}} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) H\left(\prod_{l=k+1}^{L} \Pi_{l} U_{l}\left(\theta_{l}\right)\right) \Pi_{k} \partial_{\theta_{k}} U_{k}\left(\theta_{k}\right)\left(\prod_{l=1}^{\overleftarrow{k-1}} \Pi_{l} U_{l}\left(\theta_{l}\right)\right)|0\rangle \\
& +\langle 0|\left(\prod_{l=1}^{\overrightarrow{k-1}} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) \partial_{\theta_{k}} U_{k}^{\dagger}\left(\theta_{k}\right) \Pi_{k}\left(\prod_{l=k+1}^{L} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) H\left(\prod_{l=1}^{\overleftarrow{L}} \Pi_{l} U_{l}\left(\theta_{l}\right)\right)|0\rangle \\
& =\left\langle\tilde{\psi}_{0}\right| U_{k}^{\dagger}\left(\theta_{k}\right) \tilde{H} \partial_{\theta_{k}} U_{k}\left(\theta_{k}\right)\left|\tilde{\psi}_{0}\right\rangle+\left\langle\tilde{\psi}_{0}\right| \partial_{\theta_{k}} U_{k}^{\dagger}\left(\theta_{k}\right) \tilde{H} U_{k}\left(\theta_{k}\right)\left|\tilde{\psi}_{0}\right\rangle,
\end{aligned}
$$

where

$$
\begin{equation*}
\left|\tilde{\psi}_{0}\right\rangle=\left(\prod_{l=1}^{\overleftarrow{k-1}} \Pi_{l} U_{l}\left(\theta_{l}\right)\right)|0\rangle \tag{C.2}
\end{equation*}
$$

is an unnormalized state and

$$
\tilde{H}=\Pi_{k}\left(\begin{array}{|}
\prod_{l=k+1}^{L} \tag{C.3}
\end{array} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) H\left(\prod_{l=k+1}^{L} \Pi_{l} U_{l}\left(\theta_{l}\right)\right) \Pi_{k}
$$

If $U\left(\theta_{k}\right)$ is generated by a Pauli string $A$ (see Appendix A.1), then $\partial_{\theta_{k}} U_{k}\left(\theta_{k}\right)=-\frac{i}{2} A U_{k}\left(\theta_{k}\right)$ and so we can use the parameter-shift rule $[30,31]$

$$
\begin{equation*}
-\frac{i}{2}\left\langle\tilde{\psi}_{0}\right|\left[A, U_{k}^{\dagger}\left(\theta_{k}\right) \tilde{H} U_{k}\left(\theta_{k}\right)\right]\left|\tilde{\psi}_{0}\right\rangle=\frac{1}{2}\left\langle\tilde{\psi}_{0}\right| U^{\dagger}\left(\theta_{k}+\frac{\pi}{2}\right) \tilde{H} U\left(\theta_{k}+\frac{\pi}{2}\right)-U^{\dagger}\left(\theta_{k}-\frac{\pi}{2}\right) \tilde{H} U\left(\theta_{k}-\frac{\pi}{2}\right)\left|\tilde{\psi}_{0}\right\rangle, \tag{C.4}
\end{equation*}
$$

which we derived in Equation (2.12).
If the expectation values in Equation (C.4) were with respect to properly normalized states, then this would provide a strategy for measuring the projective gradient. Hence, we need to first normalize the state in order to be able to perform the gradient calculation on the device. The normalization constants for the plus and minus shifted circuits are given by

$$
\begin{equation*}
p_{L}^{ \pm, k} \equiv\left\langle\tilde{\psi}_{0}\right| U^{\dagger}\left(\theta_{k} \pm \frac{\pi}{2}\right) \tilde{\Pi} U\left(\theta_{k} \pm \frac{\pi}{2}\right)\left|\tilde{\psi}_{0}\right\rangle \tag{C.5}
\end{equation*}
$$

where

$$
\tilde{\Pi}=\Pi_{k}\left(\prod_{l=k+1}^{\overrightarrow{k-1}} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) U_{L}^{\dagger}\left(\theta_{L}\right) \Pi_{L} U_{L}\left(\theta_{L}\right)\left(\prod_{l=k+1}^{\overleftarrow{k-1}} \Pi_{l} U_{l}\left(\theta_{l}\right)\right) \Pi_{k}
$$

is obtained by setting $H \rightarrow I$ in Equation (C.3). If we multiply with the identity

$$
\begin{align*}
\operatorname{Tr}\left\{\left(\partial_{\theta_{k}} \tilde{\rho}_{L}(\boldsymbol{\theta})\right) H\right\} & =\frac{1}{2}\left\langle\tilde{\psi}_{0}\right|\left(U^{\dagger}\left(\theta_{k}+\frac{\pi}{2}\right) \tilde{H} U\left(\theta_{k}+\frac{\pi}{2}\right) \times \frac{p_{L}^{+, k}}{p_{L}^{+, k}}\right. \\
& \left.-U^{\dagger}\left(\theta_{k}-\frac{\pi}{2}\right) \tilde{H} U\left(\theta_{k}-\frac{\pi}{2}\right) \times \frac{p_{L}^{-, k}}{p_{L}^{-, k}}\right)\left|\tilde{\psi}_{0}\right\rangle  \tag{C.6}\\
& =\frac{1}{2}\left(E(\boldsymbol{\theta})^{+, k} p_{L}^{+, k}-E(\boldsymbol{\theta})^{-, k} p_{L}^{-, k}\right) \tag{C.7}
\end{align*}
$$

Here, $E(\boldsymbol{\theta})^{ \pm, k}$ is the expectation value of the observable $H$ after the measurements $\left\{\Pi_{1}, \ldots, \Pi_{L}\right\}$ have been applied and parameter $\theta_{k}$ has been shifted by $\pm \pi / 2$.
(ii) For the gradient of the inverse of the normalization constant, we get

$$
\operatorname{Tr}\left\{\tilde{\rho}_{L}(\boldsymbol{\theta})\left(\partial_{\theta_{k}} p_{L}^{-1}(\boldsymbol{\theta})\right) H\right\}=-E(\boldsymbol{\theta}) p_{L}^{-1}(\boldsymbol{\theta}) \partial_{\theta_{k}} p_{L}(\boldsymbol{\theta}),
$$

where we used the normalization constant to write $\operatorname{Tr}\left\{\tilde{\rho}_{L}(\boldsymbol{\theta}) p_{L}^{-1}(\boldsymbol{\theta}) H\right\}=E(\boldsymbol{\theta})$, the expectation value of $H$ with respect to the measured circuit. The final step is to calculate $\partial_{\theta_{k}} p_{L}(\boldsymbol{\theta}):$

$$
\begin{aligned}
\partial_{\theta_{k}} p_{L}(\boldsymbol{\theta}) & =\operatorname{Tr}\left\{\partial_{\theta_{k}} \tilde{\rho}_{L}(\boldsymbol{\theta})\right\} \\
& =\langle 0|\left(\prod_{l=1}^{L-1} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) U_{L}^{\dagger}\left(\theta_{L}\right) \Pi_{L} U_{L}\left(\theta_{L}\right)\left(\prod_{l=k+1}^{L-1} \Pi_{l} U_{l}\left(\theta_{l}\right)\right) \Pi_{k} \partial_{\theta_{k}} U_{k}\left(\theta_{k}\right) \\
& \times\left(\prod_{l=1}^{\overleftarrow{k-1}} \Pi_{l} U_{l}\left(\theta_{l}\right)\right)|0\rangle+\langle 0|\left(\prod_{l=1}^{k-1} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) \partial_{\theta_{k}} U_{k}^{\dagger}\left(\theta_{k}\right) \Pi_{k}\left(\underset{l=k+1}{\stackrel{L-1}{\longrightarrow}} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) \\
& \times U_{L}^{\dagger}\left(\theta_{L}\right) \Pi_{L} U_{L}\left(\theta_{L}\right)\left(\prod_{l=1}^{\overleftarrow{L-1}} \Pi_{l} U_{l}\left(\theta_{l}\right)\right)|0\rangle \\
& =\left\langle\tilde{\psi}_{0}\right| U_{k}^{\dagger}\left(\theta_{k}\right) \tilde{\Pi}_{L} \partial_{\theta_{k}} U_{k}\left(\theta_{k}\right)\left|\tilde{\psi}_{0}\right\rangle+\left\langle\tilde{\psi}_{0}\right| \partial_{\theta_{k}} U_{k}^{\dagger}\left(\theta_{k}\right) \tilde{\Pi}_{L} U_{k}\left(\theta_{k}\right)\left|\tilde{\psi}_{0}\right\rangle,
\end{aligned}
$$

where

$$
\tilde{\Pi}_{L}=\Pi_{k}\left(\prod_{l=k+1}^{k-1} U_{l}^{\dagger}\left(\theta_{l}\right) \Pi_{l}\right) U_{L}^{\dagger}\left(\theta_{L}\right) \Pi_{L} U_{L}\left(\theta_{L}\right)\left(\prod_{l=k+1}^{\overleftarrow{k-1}} \Pi_{l} U_{l}\left(\theta_{l}\right)\right) \Pi_{k}
$$

and $\left|\tilde{\psi}_{0}\right\rangle$ is the same as in Equation (C.2). Again, we can apply the parameter-shift rule to obtain

$$
\partial_{\theta_{k}} p_{L}(\boldsymbol{\theta})=\frac{1}{2}\left(\left\langle\tilde{\psi}_{0}\right| U^{\dagger}\left(\theta_{k}+\frac{\pi}{2}\right) \tilde{\Pi}_{L} U\left(\theta_{k}+\frac{\pi}{2}\right)-U^{\dagger}\left(\theta_{k}-\frac{\pi}{2}\right) \tilde{\Pi}_{L} U\left(\theta_{k}-\frac{\pi}{2}\right)\left|\tilde{\psi}_{0}\right\rangle\right) .
$$

But these expectation values are simply the normalization constants $p_{L}^{ \pm, k}$ of Equation (C.5), hence the final result becomes

$$
\operatorname{Tr}\left\{\tilde{\rho}_{L}(\boldsymbol{\theta})\left(\partial_{\theta_{k}} p_{L}^{-1}(\boldsymbol{\theta})\right) H\right\}=-E(\boldsymbol{\theta}) \frac{1}{2}\left(\frac{p_{L}^{+, k}}{p_{L}}-\frac{p_{L}^{-, k}}{p_{L}}\right) .
$$

Combining (i) and (ii) we finally obtain the projective gradient:

$$
\partial_{\theta_{k}} E(\boldsymbol{\theta})=\frac{1}{2}\left(\left(E(\boldsymbol{\theta})^{+, k}-E(\boldsymbol{\theta})\right) \frac{p_{L}^{+, k}}{p_{L}}-\left(E(\boldsymbol{\theta})^{-, k}-E(\boldsymbol{\theta})\right) \frac{p_{L}^{-, k}}{p_{L}}\right) .
$$

To calculate these projective gradients and produce Figure 2.13 in the main text, we use the TensorFlow-based quantum simulator Zyglrox [362]. Note that in practice, estimating these gradients will be exponentially difficult due to the ratio $p_{L}^{-, k} / p_{L}$.

## C. 4 A practical optimization algorithm with projective measurements

Any state $\rho_{L}(\boldsymbol{\theta})$ is weighted by two probabilities: a classical and quantum probability. The former is the result of flipping a coin with probability $p$ after each layer for each qubit, which results in a measurement configuration. The latter is the quantum probability (obtained via the Born rule) of measuring an outcome of the particular measurement configuration, which we've denoted by $p_{L}(\boldsymbol{\theta})$.

We can denote the classical probability of a measurement configuration in layer $l$ with

$$
s_{l}^{\left(\boldsymbol{c}_{l}\right)}=\prod_{j=1}^{n} p^{\mathbb{I}\left(c_{l, j}=0\right)}(1-p)^{\mathbb{I}\left(c_{l, j}=1\right)},
$$

where $c_{l, j}=0$ indicates that we perform a measurement and $c_{l, j}=1$ indicates that we do not. The tuple $\boldsymbol{c}_{l}=\left(c_{l, 1}, \ldots, c_{l, n}\right)$ thus labels a measurement setting in layer $l$. The total probability over all layers is then given by the product of these individual layer-wise probabilities:

$$
s(\boldsymbol{c})=\prod_{l=1}^{L} s_{l}^{\left(\boldsymbol{c}_{l}\right)}
$$

The tuple $\boldsymbol{c}=\left(\boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{L}\right)$ then labels a possible measurement setting.
After choosing a measurement setting, we run the circuit and perform the measurements. This results in a set of outcomes $\boldsymbol{i}=\left(\boldsymbol{i}_{1}, \ldots, \boldsymbol{i}_{L}\right)$, where $\boldsymbol{i}_{l}=\left(i_{l, 1}, \ldots, i_{l, n}\right)$ indicates the outcomes per layer. The integer $i_{l, j} \in\{0,1,2\}$ with $j=1, \ldots, n$ indicates the measurement of $|0\rangle\langle 0|,|1\rangle\langle 1|$ and the identity operator, respectively. We now explicitly denote with
$\rho_{L}(\boldsymbol{i}, \boldsymbol{c}, \boldsymbol{\theta})$ the state resulting from a particular measurement setting, and with $p_{L}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c})$ the probability of obtaining a particular outcome $\boldsymbol{i}$, given a measurement setting $\boldsymbol{c}$.

If we remix the resulting pure states $\rho_{L}(\boldsymbol{i}, \boldsymbol{c}, \boldsymbol{\theta})$ according to the classical probability $s(\boldsymbol{c})$ and quantum probability $p_{L}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c})$ into a single density matrix, we obtain

$$
\rho=\sum_{\boldsymbol{i}, \boldsymbol{c}} s(\boldsymbol{c}) p_{L}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c})(\boldsymbol{\theta}) \rho_{L}(\boldsymbol{i}, \boldsymbol{c}, \boldsymbol{\theta}) .
$$

We can calculate a variational energy with respect to this density matrix as

$$
\begin{equation*}
E_{\mathrm{int}}(\boldsymbol{\theta})=\sum_{\boldsymbol{i}, \boldsymbol{c}} s(\boldsymbol{c}) p_{L}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c})(\boldsymbol{\theta}) \operatorname{Tr}\left\{\rho_{L}(\boldsymbol{i}, \boldsymbol{c}, \boldsymbol{\theta}) H\right\} \tag{C.8}
\end{equation*}
$$

where $H$ is a Hermitian operator. Clearly $E_{\text {ground }} \leq E_{\text {int }}(\boldsymbol{\theta})$. Calculating the gradient of Equation (C.8) involves calculating the gradient for all individual states in the mixture. Note that the mixture in Equation (C.8) can be written as a sum of unnormalized states

$$
\begin{aligned}
E_{\text {int }}(\boldsymbol{\theta}) & =\sum_{i, \boldsymbol{c}} s(\boldsymbol{c}) p_{L}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c})(\boldsymbol{\theta}) \operatorname{Tr}\left\{\tilde{\rho}_{L}(\boldsymbol{i}, \boldsymbol{c}, \boldsymbol{\theta}) p_{L}^{-1}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c}) H\right\} \\
& =\sum_{\boldsymbol{i}, \boldsymbol{c}} s(\boldsymbol{c}) \operatorname{Tr}\{\tilde{\rho}(\boldsymbol{i}, \boldsymbol{c}, \boldsymbol{\theta}) H\}
\end{aligned}
$$

From Equation (C.7) we then see immediately that the gradient of the mixed state is then given by

$$
\begin{equation*}
\operatorname{Tr}\left\{\left(\partial_{\theta_{k}} \rho\right) H\right\}=\sum_{i, \boldsymbol{c}} \frac{s(\boldsymbol{c})}{2}\left(E(\boldsymbol{\theta})^{+, l} p_{L}^{+, l}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c})-E(\boldsymbol{\theta})^{-, l} p_{L}^{-, l}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c})\right) \tag{C.9}
\end{equation*}
$$

Hence, the estimator for the gradient corresponds to the average expectation value over intermediate measurements done on parameter-shifted circuits weighted by $p_{L}^{ \pm, l}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c})$ and the classical probability $s(\boldsymbol{c})$. Therefore, the projective gradients can be estimated by obtaining statistics from the measurements done on the parameter-shifted circuits. Given a number of shots $N_{s}$, the gradient of Equation (C.9) can be obtained with Algorithm 4.

```
Algorithm 4: Algorithm to obtain the gradient of Equation (C.9)
    Input: \(\rho_{0}, U(\boldsymbol{\theta}), H, p, N_{s}, \theta_{k}\)
    \(h^{+, k} \leftarrow 0\)
    \(h^{-, k} \leftarrow 0\)
    for \(n \in\left(1, \ldots, N_{s}\right)\) do
        Create measurement configuration for \(l \in(1, \ldots, L)\) do
            for \(j \in(1, \ldots, n)\) do
            \(\boldsymbol{c}_{l, j} \sim \operatorname{Ber}(p)\)
            \(\theta_{k} \leftarrow \theta_{k}+\pi / 2\)
            Run \(U(\boldsymbol{\theta})\) with measurement setting \(\boldsymbol{c}\), obtain outcomes \(\boldsymbol{i}\) and \(\rho_{L}^{+, l}(\boldsymbol{i} \mid \boldsymbol{\theta} ; \boldsymbol{c})\).
            Measure \(H\) and obtain eigenvalue \(h\)
            \(h^{+, k} \leftarrow h^{+, k}+h\)
            \(\theta_{k} \leftarrow \theta_{k}-\pi\)
            Run \(U(\boldsymbol{\theta})\) with measurement setting \(\boldsymbol{c}\), obtain outcomes \(\boldsymbol{i}^{\prime}\) and \(\rho_{L}^{-, k}\left(\boldsymbol{i}^{\prime} \mid \boldsymbol{\theta} ; \boldsymbol{c}\right)\).
            Measure \(H\) and obtain eigenvalue \(h^{\prime}\)
            \(h^{-, k} \leftarrow h^{-, k}+h^{\prime}\)
    Output: \(\frac{1}{2}\left(h^{+, k}-h^{-, k}\right)\)
```


## C. 5 Data collapse of the projective gradients

To observe the phase transition in the variance of the projective gradients of Figure C.2, we perform a data collapse of the following quantity:

$$
\log \left(\left.\operatorname{Var}\left[\frac{\partial Z Z}{\partial \theta_{0}}\right]\right|_{n, p}\right)=\log \left(\left.\operatorname{Var}\left[\frac{\partial Z Z}{\partial \theta_{0}}\right]\right|_{n, p_{c}}\right)+g\left(n^{1 / \nu}\left(p-p_{c}\right)\right)
$$

We use the same method as in Appendix C.1. The resulting data collapse can be seen in Figure 2.13.

(a) XXZ-HVA

(b) HAE

Figure C.2: Data collapse for the projective gradients at $p_{c}=0.25$ and $p_{c}=0.5$ for the XXZ-HVA and HAE circuits, respectively. Since the data shown in Figure 2.13 is noisy, the data collapse is not as clean, especially for the XXZ-HVA circuit. However, we still find critical exponents that are close to the ones obtained from the entanglement entropy scaling collapse, with $\nu \approx 1.31$ and $\nu \approx 1.5$, respectively.

## Appendix D

## Additional details for Quantum-Classical-Quantum interfaces

## D. 1 Interfaces for hybrid classical-quantum circuits with Frames

Here we give a more formal presentation of the mathematical background of our algorithm in the language of frames.

## Preliminaries

We consider an $n$-qubit system $\mathcal{S}$ of Hilbert space $\mathcal{H}_{\mathcal{S}}$, and denote the space of bounded, linear operators on $\mathcal{H}_{\mathcal{S}}$ by $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$. We now consider the notion of a frame, which generalizes the notion of basis $[141,142]$. For our purposes, a frame $\mathcal{F}_{\mathcal{S}}$ for $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right.$ is any set $\mathcal{F}_{\mathcal{S}}:=\left\{M_{\boldsymbol{a}}\right\}_{\boldsymbol{a}}$ of Hermitian operators $M_{\boldsymbol{a}}$ that spans $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$. Such a (in general linearlydependent) spanning set is sometimes referred to as over-complete basis of $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$. In turn, a frame $\mathcal{D}_{\mathcal{S}}:=\left\{\tilde{M}_{a}\right\}_{a}$ s.t.

$$
\begin{equation*}
\left.\mathcal{I}=\sum_{a} \mid \tilde{M}_{a}\right)\left(M_{a} \mid,\right. \tag{D.1}
\end{equation*}
$$

where $\mathcal{I}$ is the identity map on $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$, is called dual to $\mathcal{F}_{\mathcal{S}}$ (and we then refer to $\mathcal{F}_{\mathcal{S}}$ as the primal to $\mathcal{D}_{\mathcal{S}}$ ). In Equation (D.1), the identity channel is written in the so-called Liouville or transfer matrix representation. That is, the round kets and bras denote $2^{2 N}$-dimensional column and row vectors, respectively, representing operators in $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$ and their Hermitian adjoints. Accordingly, $(A \mid B)$ denotes the Hilbert-Schmidt inner product $\operatorname{Tr}\left[A^{\dagger} B\right]$ in $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$. This is a popular notation in quantum information $[365,141,142]$ that will be used here interchangeably with the (more usual) operator notation upon convenience.

We take throughout $M_{\boldsymbol{a}} \geq 0$ for all $\boldsymbol{a}$ and $\sum_{a} M_{a}=I_{\mathcal{S}}$, with $I_{\mathcal{S}}$ the identity operator on $\mathcal{H}_{\mathcal{S}}$, so that $\mathcal{F}_{\mathcal{S}}$ is a positive operator-valued measure (POVM) on $\mathcal{H}_{\mathcal{S}}$. POVMs define generalized (i.e. beyond von Neumann) measurements [28, 152]. This, together with Equation (D.1), allows us to express any density operator $\rho \in \mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$ as

$$
\begin{equation*}
\left.\mid \rho)=\sum_{a} P_{\rho}(\boldsymbol{a}) \mid \tilde{M}_{a}\right) \tag{D.2}
\end{equation*}
$$

where $P_{\rho}(\boldsymbol{a}):=\left(M_{\boldsymbol{a}} \mid \rho\right)$ is the probability of measurement outcome $\boldsymbol{a}$ on $\rho$. Equation (D.2) is the basis of classical-shadow tomography, a powerful technique to get compact classical representations of states from measurements [153, 140].

Note that $M_{\boldsymbol{a}} \geq 0$ for all $\boldsymbol{a}$ implies $\tilde{M}_{\boldsymbol{a}} \nsupseteq 0$ in general [141, 142]. In addition, it will be useful to express the dual frame elements as affine combination of elements of $\mathcal{F}_{\mathcal{S}}$,

$$
\begin{equation*}
\left.\left.\mid \tilde{M}_{a}\right)=\sum_{a^{\prime}} \mathfrak{T}_{a, a^{\prime}} \mid M_{a^{\prime}}\right), \forall \boldsymbol{a} \tag{D.3}
\end{equation*}
$$

for some adequately chosen $\mathfrak{T}$. With this parametrization, the primal- and dual-frame overlap matrices $T$ and $\tilde{T}$, respectively defined as $T_{\boldsymbol{a}, \boldsymbol{a}^{\prime}}:=\left(M_{\boldsymbol{a}} \mid M_{\boldsymbol{a}^{\prime}}\right)$ and $\tilde{T}_{\boldsymbol{a}, \boldsymbol{a}^{\prime}}:=\left(\tilde{M}_{\boldsymbol{a}} \mid \tilde{M}_{\boldsymbol{a}^{\prime}}\right)$, are related as $\tilde{T}=\mathfrak{T} T \mathfrak{T}$.

An experimentally convenient choice of $\mathcal{F}_{\mathcal{S}}$ and $\mathcal{D}_{\mathcal{S}}$ is $M_{\boldsymbol{a}}=M_{a_{1}} \otimes \ldots \otimes M_{a_{n}}$ and $\tilde{M}_{\boldsymbol{a}}=\tilde{M}_{a_{1}} \otimes \ldots \otimes \tilde{M}_{a_{n}}$, for $\boldsymbol{a}:=\left(a_{1}, \ldots a_{n}\right)$. Here, $M_{a_{j}}$ is the $j$-th element of a singlequbit POVM frame and $\tilde{M}_{a_{j}}$ that of the corresponding dual frame. We refer to these as factorable frames. By virtue of Eqs. (D.2) and (D.3), these allow one to express any $\rho$ as an affine combination of product states $\sigma_{\boldsymbol{a}}:=M_{\boldsymbol{a}} / t_{\boldsymbol{a}}$, where $t_{\boldsymbol{a}}:=\operatorname{Tr}\left[M_{\boldsymbol{a}}\right]$ [46]. This fact has been used to reconstruct quantum states [46], processes [155], and overlaps [156] from single-qubit measurements. Additionally, this has been used to simulate quantum circuits [157] with generative machine learning models, where $\mathfrak{T}$ was taken as the canonical pseudo-inverse of $T$. However, other choices of $\mathfrak{T}$ are possible. It can be seen (see App. Appendix D.1.1) that Equation (D.3) defines a dual to $\mathcal{F}_{\mathcal{S}}$ iff $\mathfrak{T}_{a, a^{\prime}} \in \mathbb{R}, \sum_{a} \mathfrak{T}_{a, a^{\prime}}=1$, and

$$
\begin{equation*}
T=T \mathfrak{T} T . \tag{D.4}
\end{equation*}
$$

In general, the elements of $\mathfrak{T}$ can be positive or negative. As shown below, the negativity of $\mathfrak{T}$ governs the sample complexity of Monte Carlo estimations of expectation values of observables. Finally, note also that if $\mathfrak{T}$ fulfills Equation (D.4), necessarily so does $\tilde{T}=\mathfrak{T} T \mathfrak{T}$ ( $\tilde{T}$ and $\mathfrak{T}$ collapsing to each other for the canonical choice of $\mathfrak{T}$ being a pseudoinverse of $T$ ).

## Interfaces for hybrid classical-quantum circuits

Our goal is to simulate quantum circuits using hybrid classical-quantum ones. More precisely, we are given an observable $O$, an $n$-qubit input state $\rho_{0}:=|0\rangle\langle 0|$, and a target circuit $C:=\left\{U_{k}\right\}_{k \in[f]}$, with $f \in \mathbb{N}$ single- or two-qubit unitary gates $U_{k}$. We denote by $s_{k} \subset \mathcal{S}$ the subset of qubits on which $U_{k}$ acts, and by $\boldsymbol{a}_{s_{k}}$ a corresponding sub-string of measurement outcomes on $s_{k}$. In addition, we use the shorthand notations $\bar{s}_{k}:=\mathcal{S} \backslash s_{k}$ for the qubits on which $U_{k}$ does not act and $I_{\bar{s}_{k}}$ for the identity on $\mathcal{H}_{\bar{s}_{k}}$. From the $f$ gates, $l<f$ are particularly experimentally demanding for NISQ implementations, and they are marked by the set of labels $L:=\left\{k_{1}, k_{2}, \ldots k_{l}\right\}$. The case we explicitly study below is that of two-qubit gates on qubits far apart in the connectivity graph in question. However, other relevant cases may be due to error mitigation convenience or other hardware-specific limitations, e.g. Either way, our goal is to estimate the expectation value $\operatorname{Tr}\left[\rho_{K} O\right]$ of $O$ on the output state $\rho_{K}:=U_{f} \ldots U_{1} \rho_{0} U_{1}^{\dagger} \ldots U_{f}^{\dagger}$ by substituting every $U_{k}$ with $k \in L$ by a classical simulation of it.

Our main tool to achieve this are interfaces between quantum objects and their (classical) frame representations. The first one is based on Equation (D.2).

Definition D.1.1 (Quantum-classical interfaces). We refer as a QC interface on $s_{k}$ to the assignment of a classical snapshot $\tilde{M}_{\boldsymbol{a}_{s_{k}}}$ to $s_{k}$ according to the measurement outcome $\boldsymbol{a}_{s_{k}}$ of a factorable POVM frame $\mathcal{F}_{s_{k}}$ on a state $\rho \in \mathcal{H}_{\mathcal{S}}$, occurring with probability $P_{\rho}\left(\boldsymbol{a}_{s_{k}}\right)=$ $\left(I_{\bar{s}_{k}} \mid\left(M_{a_{s_{k}}} \mid \rho\right)\right.$.

The second one is the reverse interface, which simulates $\tilde{M}_{\boldsymbol{a}_{s_{k}}}$ as a linear combination of states $\sigma_{\boldsymbol{b}_{s_{k}}}:=M_{\boldsymbol{b}_{s_{k}}} / t_{\boldsymbol{b}_{s_{k}}}$. This is done by importance-sampling $\boldsymbol{b}_{s_{k}}$ from $\tilde{T}^{\left(\mathcal{I}_{s_{k}}\right)}$, given $\boldsymbol{a}_{s_{k}}$, with $\tilde{T}^{\left(\mathcal{I}_{s_{k}}\right)}$ the dual-frame overlap matrix on $s_{k}$. To see this, we apply on $\left.\mid \tilde{M}_{\boldsymbol{a}_{s_{k}}}\right)$ the Hermitian conjugate of Equation (D.1) and get $\left.\left.\mid \tilde{M}_{\boldsymbol{a}_{s_{k}}}\right)=\sum_{\boldsymbol{b}_{s_{k}}} \tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}^{\left(\mathcal{I}_{\boldsymbol{s}^{k}}\right)} t_{\boldsymbol{b}_{s_{k}}} \mid \sigma_{\boldsymbol{b}_{s_{k}}}\right)$. Then, using a standard trick, we rewrite

$$
\begin{equation*}
\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}=:\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}\right\|_{1} P_{\mathcal{I}_{s_{k}}}\left(\boldsymbol{b}_{s_{k}} \mid \boldsymbol{a}_{s_{k}}\right) \operatorname{sgn}\left(\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}\right) \tag{D.5}
\end{equation*}
$$

where $\tilde{T}_{\boldsymbol{a}_{s_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}$ is a shorthand notation for the vector given by the $\boldsymbol{a}_{s_{k}}$-th row of $\tilde{T}^{\left(\mathcal{I}_{s_{k}}\right)}$, $\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}\right\|_{1}:=\sum_{\boldsymbol{b}_{s_{k}}} \mid \tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{\boldsymbol{s}_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}$ its $l_{1}$-norm, and $P_{\mathcal{I}_{s_{k}}}\left(\boldsymbol{b}_{s_{k}} \mid \boldsymbol{a}_{s_{k}}\right):=\left|\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}\right| /\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}\right\|_{1}$.

By construction, $P_{\mathcal{I}_{s_{k}}}\left(\circ \mid \boldsymbol{a}_{s_{k}}\right)$ is a valid probability distribution, from which $\boldsymbol{b}_{s_{k}}$ can be sampled. This can be used to quantum Monte Carlo simulate $\tilde{M}_{\boldsymbol{a}_{s_{k}}}[145]$.

Definition D.1.2 (Classical-quantum interface). We refer as $C Q$ interface on $s_{k}$ to the repreparation of $s_{k}$ in the state $\sigma_{\boldsymbol{b}_{s_{k}}}$, with probability $P_{\mathcal{I}_{s_{k}}}\left(\boldsymbol{b}_{s_{k}} \mid \boldsymbol{a}_{s_{k}}\right)$, given a classical snapshot $\tilde{M}_{\boldsymbol{a}_{s_{k}}}$. Each sampled duple $\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right)$ is assigned the value $\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}\right\|_{1} t_{\boldsymbol{b}_{s_{k}}} \operatorname{sgn}\left(\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}^{\left(\mathcal{I}_{s_{k}}\right)}\right)$.

The third and final ingredient integrates QC and CQ interfaces with a classical simulation of $U_{k}$. We denote by $\mathcal{U}_{k}$ the superoperator representing the action of the unitary $U_{k}$ on $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$. Multiplying $\mathcal{U}_{k}$ from the right by Equation (D.1) and from the left by the Hermitian conjugate of Equation (D.1), we get $\left.\mathcal{U}_{k}=\sum_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}} \mid M_{\boldsymbol{b}_{s_{k}}}\right) \tilde{T}_{\boldsymbol{b}_{s_{k}}, \boldsymbol{a}_{s_{k}}}^{\left(\mathcal{U}^{\prime}\right)}\left(M_{\boldsymbol{a}_{s_{k}}} \mid\right.$, where $\tilde{T}_{\boldsymbol{b}_{s_{k}}, \boldsymbol{a}_{s_{k}}}^{\left(\mathcal{U}_{k}\right)}:=\left(\tilde{M}_{\boldsymbol{b}_{s_{k}}}\left|\mathcal{U}_{k}\right| \tilde{M}_{\boldsymbol{a}_{s_{k}}}\right)$. With this, we get

$$
\begin{equation*}
\left.\left.\mathcal{U}_{k} \mid \rho_{k-1}\right)=\sum_{\boldsymbol{a}, \boldsymbol{a}^{\prime}} \tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}^{\left(\mathcal{U}_{k}\right)} t_{\boldsymbol{b}_{s_{k}}} \mid \sigma_{\boldsymbol{b}_{s_{k}}}\right)\left(M_{\boldsymbol{a}_{s_{k}}} \mid \rho_{k-1}\right), \tag{D.6}
\end{equation*}
$$

where $\rho_{k-1}=U_{k-1} \ldots U_{1} \rho_{0} U_{1}^{\dagger} \ldots U_{k-1}^{\dagger}$. That is, the action of $\mathcal{U}_{k}$ is absorbed into the repreparation by sampling from $\tilde{T}^{\left(\mathcal{U}_{k}\right)}$ instead of $\tilde{T}^{\left(\mathcal{I}_{s_{k}}\right)}$. This leads to:

Definition D.1.3 (Quantum-classical-quantum interface). We refer as a QCQ interface for $U_{k}$ on $s_{k}$ to the measurement of $\mathcal{F}_{s_{k}}$, with outcome $\boldsymbol{a}_{s_{k}}$, followed by the repreparation of $\sigma_{\boldsymbol{b}_{s_{k}}}$ with probability $P_{\mathcal{U}_{k}}\left(\boldsymbol{b}_{s_{k}} \mid \boldsymbol{a}_{s_{k}}\right):=\left|\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}^{\left(\mathcal{U}_{k}\right)}\right| /\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}^{\left(\mathcal{U}_{k}\right)}\right\|_{1}$. Each sampled duple $\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right)$ is assigned the value $v_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}:=\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}^{\left(\mathcal{U}_{k}\right)}\right\|_{1} t_{\boldsymbol{b}_{s_{k}}} \operatorname{sgn}\left(\tilde{T}_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}^{\left(\mathcal{U}_{k}\right)}\right)$; and the corresponding interface realized in such experimental run is thus mathematically represented by the operator $\left.\mathcal{V}_{k}\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right):=v_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}} \mid \sigma_{\boldsymbol{b}_{s_{k}}}\right)\left(M_{\boldsymbol{a}_{s_{k}}} \mid\right.$.

Our hybrid-circuit simulation then applies on $\rho_{k-1}$ the gate $U_{k}$ if $k \notin L$, but a QCQ interface for $U_{k}$ instead if $k \in L$. Introducing the terminology

$$
\mathcal{W}_{k}\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right)= \begin{cases}\mathcal{U}_{k}, & \text { if } k \notin L  \tag{D.7}\\ \mathcal{V}_{k}\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right), & \text { if } k \in L\end{cases}
$$

and using the fact that $O$ is Hermitian, we can express the target expectation value $\operatorname{Tr}\left[\rho_{K} O\right]$ as

$$
\begin{equation*}
\left(O \mid \rho_{K}\right)=\sum_{\boldsymbol{\alpha}_{s_{L}}}\left(O\left|\prod_{k=1}^{f} \mathcal{W}_{k}\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right)\right| \rho_{0}\right), \tag{D.8}
\end{equation*}
$$

with the shorthand notation $\boldsymbol{\alpha}_{s_{L}}:=\left(\boldsymbol{a}_{s_{k_{l}}}, \boldsymbol{b}_{s_{k_{l}}}, \ldots \boldsymbol{a}_{s_{k_{1}}}, \boldsymbol{b}_{s_{k_{1}}}\right)$.
Equation (D.8) can be experimentally estimated through an average $O_{M_{s}}^{*}$ over $M_{s} \in \mathbb{N}$ runs. $M_{s}$ is chosen to guarantee that the statistical error and significance level (failure probability) of the estimation are respectively given by target values $\varepsilon$ and $\delta$. We refer to $M_{s}$ as sample complexity of the protocol and its explicit value is given in Theorem 2.4.1 below.

The procedure is sketched by the following pseudocode.

```
Algorithm 5: Hybrid classical-quantum simulation with QCQ interfaces.
    Input: \(\rho_{0}, C, O, \varepsilon, \delta\)
    Output: \(O_{M_{s}}^{*}\) s.t. \(\left|O_{M_{s}}^{*}-\operatorname{Tr}\left[O \rho_{K}\right]\right| \leq \varepsilon\) with probability at least \(1-\delta\).
    Initialize \(O_{M_{s}}^{*}=0, v=1\), and \(M_{s}\) as in Equation (D.10).
    for \(m \in\left(1, \ldots, M_{s}\right)\) do
        for \(k \in(1, \ldots, f)\) do
            if \(k \in L\) then
                Apply a QCQ interface for \(U_{k}\) on qubits \(s_{k}\), obtaining the duple
                \(\left(\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}\right) ;\)
                    \(v \leftarrow v \times v_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}\), with \(v_{\boldsymbol{a}_{s_{k}}, \boldsymbol{b}_{s_{k}}}\) as in Definition D.1.3.
            else
                Apply the gate \(U_{k}\) on qubits \(s_{k}\).
        Measure \(O\), obtaining the measurement outcome (eigenvalue of \(O\) ) \(o\);
        \(O_{M_{s}}^{*} \leftarrow O_{M_{s}}^{*}+o \times v\).
    \(O_{M_{s}}^{*} \leftarrow \frac{O_{M_{s}}^{*}}{M_{s}}\).
```

To quantify the runtime of the algorithm, we define the interface negativity of the gate $\mathcal{U}_{k}$ and the total forward interface negativity of the entire circuit $C$ respectively as

$$
\begin{equation*}
\mathcal{N}_{U_{k}}:=\max _{a_{s_{k}}, \boldsymbol{b}_{s_{k}}}\left\|\tilde{T}_{\boldsymbol{a}_{s_{k}}}^{\left(\mathcal{U}_{s_{k}}\right)}\right\|_{1} t_{\boldsymbol{b}_{s_{k}}} \quad \text { and } \quad \mathcal{N}_{\rightarrow}:=\prod_{k \in L} \mathcal{N}_{U_{k}} . \tag{D.9}
\end{equation*}
$$

This allows us to state the following theorem.

Theorem D.1.1. [Correctness and sample complexity] The finite-statistics average $O_{M_{s}}^{*}$ of Algorithm 5 is an unbiased estimator of $\operatorname{Tr}\left[\rho_{K} O\right]$ (See Appendix D.2). Moreover, if

$$
\begin{equation*}
M \geq \mathcal{N}_{\rightarrow}^{2} \times \frac{2\|O\|^{2} \log (2 / \delta)}{\varepsilon^{2}} \tag{D.10}
\end{equation*}
$$

with $\|O\|$ the operator norm of $O$, then, with probability at least $1-\delta$, the statistical error of $O_{M_{s}}^{*}$ is at most $\varepsilon$.

The proof follows straightforwardly from the Hoeffding bound. We note that the factor $\frac{2\|O\|^{2} \log (2 / \delta)}{\varepsilon^{2}}$ in Equation (D.10) is the equivalent sample complexity bound one would obtain if $\operatorname{Tr}\left[\rho_{K} O\right]$ was estimated from measurements on the actual state $\rho_{K}$. Hence, $\mathcal{N}_{\rightarrow}^{2}$ quantifies the runtime overhead introduced by the interfaces. In that regard, the interface negativities play the same role in our hybrid classical-quantum simulation as the negativities of Ref. [145] in fully classical simulations with quasi-probability representations. An innovative and advantageous feature of Equation (D.9) is the presence of the POVM-element trace $t_{\boldsymbol{b}_{s_{k}}}$ in $\mathcal{N}_{U_{k}}$, which comes from the state repreparation. Indeed, since $t_{b_{s_{k}}}<1$, the $\mathcal{N}_{U_{k}}$ 's (and therefore also $\mathcal{N}_{\rightarrow}$ ) are significantly smaller than their counterparts for fully classical simulations [145]. This is consistent with the intuition that hybrid classical-quantum Monte Carlo simulations should cause lower sample-complexity increases than fully classical ones.

Either way, the most relevant property for our purposes is that $\mathcal{N}_{\rightarrow}^{2}$ (and therefore also $M_{s}$ ) is independent not only of the numbers of gates $f$ or qubits $n$ but also, and most importantly, of the connectivity-graph distance between the qubits on which the interfaces act. In other words, for a fixed budget of measurement runs, simulating a gate $U_{k}$ with a QCQ interface increases the statistical error at most by a constant factor $\mathcal{N}_{U_{k}}$, regardless how far apart in the circuit the qubits $s_{k}$ are. In contrast, experimentally synthesizing $U_{k}$ with noisy nearest-neighbor gates would give a systematic error due to infidelity accumulation that grows linearly with the distance between those qubits. Clearly, the drawback is that $\mathcal{N}_{\rightarrow}^{2}$ grows exponentially with the number $l$ of interfaces used. However, for a many circuits, Algorithm 5 constitutes a better alternative than the bare NISQ implementation. We study relevant exemplary circuits with such trade-offs in the next sections.

Finally, note that $\mathcal{N}_{\rightarrow}^{2}$ is frame-dependent. This is crucial to the efficiency of classical simulations [146, 147, 148]. For instance, in quantum Monte Carlo, it is known that the statistical overhead due to negative (quasi-)probabilities can be ameliorated [151] or even removed [150] by local base changes. Something similar applies here: the interface negativities depend not only on the primal frame but also on the choice of dual to it.

## D.1.1 Dual frame decomposition

Here, we show that Equation (D.3) defines a dual frame with respect to $\mathcal{F}_{\mathcal{S}}$ if Equation (D.4) holds. For the forward direction of this statement, we start with Equation (D.1) and plug in Equation (D.3) to obtain

$$
\begin{equation*}
\left.\mathcal{I}=\sum_{\boldsymbol{a}, \boldsymbol{b}} \mathfrak{T}_{\boldsymbol{a}, \boldsymbol{b}} \mid M_{\boldsymbol{b}}\right)\left(M_{\boldsymbol{a}} \mid\right. \tag{D.11}
\end{equation*}
$$

Applying $\left(M_{\boldsymbol{c}} \mid\right.$ and $\left.\mid M_{\boldsymbol{d}}\right)$ to the left and right of Equation (D.11) then gives

$$
\left(M_{c} \mid M_{d}\right)=\sum_{a, b} \mathfrak{T}_{a, b}\left(M_{c} \mid M_{b}\right)\left(M_{a} \mid M_{\boldsymbol{d}}\right)
$$

therefore we see that $T=T \mathbb{T} T$ as required.
For the converse direction, we start with a map $\mathcal{J}$ on $\mathcal{L}\left(\mathcal{H}_{\mathcal{S}}\right)$,

$$
\begin{equation*}
\left.\mathcal{J}=\sum_{\boldsymbol{a}, \boldsymbol{b}} \mathfrak{T}_{\boldsymbol{a}, \boldsymbol{b}} \mid M_{\boldsymbol{b}}\right)\left(M_{\boldsymbol{a}} \mid .\right. \tag{D.12}
\end{equation*}
$$

Applying $\left(M_{\boldsymbol{c}} \mid\right.$ and $\left.\mid M_{\boldsymbol{d}}\right)$ to the left and right of Equation (D.12) then gives

$$
\left(M_{\boldsymbol{c}}|\mathcal{J}| M_{\boldsymbol{d}}\right)=\sum_{\boldsymbol{a}, \boldsymbol{b}} \mathfrak{T}_{a, \boldsymbol{b}}\left(M_{\boldsymbol{c}} \mid M_{\boldsymbol{b}}\right)\left(M_{\boldsymbol{a}} \mid M_{\boldsymbol{d}}\right)
$$

If we then plug in Equation (D.4) we find

$$
\left(M_{\boldsymbol{c}}|\mathcal{J}| M_{\boldsymbol{d}}\right)=\left(M_{\boldsymbol{c}} \mid M_{\boldsymbol{d}}\right),
$$

from which we conclude that $\mathcal{J} \equiv \mathcal{I}$, i.e. $\mathcal{J}$ equals the identity map and so Equation (D.1) holds.

## D. 2 Finite statistics estimator

Let $O$ be a generic observable we wish to measure, with support on an arbitrary subset of $\mathcal{S}$ and with arbitrary spectral norm $\|O\|_{\mathrm{sp}}:=o_{\max }$. Hence, it admits a spectral decomposition as $\mid O)=\sum_{\lambda} o_{\lambda}(\lambda)$, where $o_{\lambda}$ and $\left.\mid \lambda\right)$ are respectively its $\lambda$-th eigenvalue and eigenvector
projector, with $\left|o_{\lambda}\right| \leq o_{\max }$ for all $\lambda$. Using Equation (D.8), we write the finite statistics estimator of the expectation value $\langle O\rangle:=\operatorname{Tr}\left[O \rho_{\mathrm{f}}\right]$ of $O$ as

$$
\begin{equation*}
O_{M}^{*}:=\frac{1}{M} \sum_{i=1}^{M} o_{\lambda^{(i)}, \boldsymbol{\alpha}_{s_{L}}^{(i)}} \prod_{k \in L} v_{\boldsymbol{a}_{s_{k}}^{(i)}, \boldsymbol{b}_{s_{k}}^{(i)}}, \tag{D.13}
\end{equation*}
$$

where $o_{\lambda^{(i)}, \boldsymbol{\alpha}_{s_{L}}^{(i)}}$ is the eigenvalue obtained from the single-shot $i$ obtained from a state that is measured and reprepared according to $\boldsymbol{\alpha}_{s_{L}}^{(i)}$. The probability of observing $o_{\lambda^{(i)}, \boldsymbol{\alpha}_{s_{L}}^{(i)}}$ is given by

$$
\begin{equation*}
P\left(o_{\lambda^{(i)}, \boldsymbol{\alpha}_{s_{L}}^{(i)}}\right)=\left(\lambda^{(i)}\left|\prod_{k=1}^{f} \mathcal{W}_{k}\left(\boldsymbol{a}_{s_{k}}^{(i)}, \boldsymbol{b}_{s_{k}}^{(i)}\right)\right| \rho_{0}\right), \tag{D.14}
\end{equation*}
$$

with $\boldsymbol{a}_{s_{k}}^{(i)} \sim P_{\rho_{k-1}}\left(\boldsymbol{a}_{s_{k}}\right)$ and $\boldsymbol{b}_{s_{k}}^{(i)} \sim P_{\mathcal{U}_{k}}\left(\boldsymbol{b}_{s_{k}} \mid \boldsymbol{a}_{s_{k}}\right)$ where

$$
\begin{equation*}
\left.\left.\mid \rho_{k-1}\right)=\prod_{k=1}^{l-1} \mathcal{W}_{l}\left(\boldsymbol{a}_{s_{l}}^{(i)}, \boldsymbol{b}_{s_{l}}^{(i)}\right) \mid \rho_{0}\right) \tag{D.15}
\end{equation*}
$$

Importantly, $O_{M}^{*}$ is an unbiased estimator.

## D. 3 Locally Purified Density Operators

Numerical simulations with the full density matrix of size $2^{n} \times 2^{n}$ quickly become prohibitive due to the large memory requirements. Hence, we have to resort to tensor networks to find efficient representations of mixed quantum states. The canonical choice for representing operators with tensor networks are matrix product operators (MPO) [366]. A drawback of this approach is that applying completely positive maps to the state can still lead to the MPO becoming non-positive due to truncation errors. The Locally Purified Density Operator tensor network solves this issue by representing the state as $\rho=\chi \chi^{\dagger}$, where the purification operator $\chi$ is given by a tensor network

$$
[\chi]_{\kappa_{1}, \ldots, \kappa_{n}}^{p_{1}, \ldots, p_{n}}=\sum_{b_{1}, \ldots, b_{n-1}} A_{b_{1}}^{[1] p_{1}, \kappa_{1}} A_{b_{1}, b_{2}}^{[2] p_{2}, \kappa_{2}} \ldots A_{b_{n-1}}^{[n] p_{n} \kappa_{n}}
$$

with $1 \leq p_{l} \leq P, 1 \leq \kappa_{l} \leq \kappa$ and $1 \leq b_{l} \leq D$ [159]. Here, $P$ is called the physical dimension, $\kappa$ is the Kraus dimension and $D$ is the bond dimension.

Analogous to the bond dimension truncation in MPOs, truncating the Kraus dimension after applying a channel leads to errors in our state representation that can affect the accuracy of numerical simulations. However, we can control the accuracy of the simulation by increasing $D$ and $\kappa$ and keeping track of a runtime lower bound estimate of the state fidelity. Let $\rho=\chi^{\dagger} \chi, \sigma=\eta^{\dagger} \eta$, then the fidelity is given by

$$
F(\rho, \sigma)=\operatorname{Tr} \sqrt{\sqrt{\sigma} \rho \sqrt{\sigma}}
$$

From Lemma 1 in [159] we know that,

$$
F(\rho, \sigma) \geq \frac{1}{2}\left(2-\|\chi-\eta\|_{2}^{2}\right)
$$

Let $\chi$ be a locally purified description of a quantum state with local tensors $\left\{A^{[n]}\right\}$ that is in mixed canonical form with respect to a local tensor $A^{\left[l_{c p}\right]}$. If a single tensor $A^{[l]}$ is compressed by discarding singular values in either the Kraus or bond dimensions, then by Lemma 6 of [159] we know that

$$
\delta:=\left(\sum_{i, \text { discarded }} s_{i}^{2}\right)^{\frac{1}{2}}
$$

and subsequently

$$
\left\|\chi-\chi^{\prime}\right\|_{2}^{2}=2\left(1-\sqrt{1-\delta^{2}}\right)
$$

where $\chi^{\prime}$ is the compressed tensor. By the triangle inequality, the two norm errors introduced by the discarded weights can at most sum up. Hence, the true operator norm is lower bounded by the sum of all discarded weight errors

$$
\left\|\rho_{\text {exact }}-\rho_{\text {truncated }}\right\|_{2} \leq \sum_{d} \sqrt{2\left(1-\sqrt{1-\delta_{d}^{2}}\right)}
$$

With $d$ the number of truncations and $\delta_{k}$ the discarded weights. This brings the final runtime fidelity estimate to

$$
\begin{align*}
F(\rho, \sigma) & \geq \frac{1}{2}\left(2-\|\chi-\eta\|_{2}^{2}\right)  \tag{D.16}\\
& \geq \frac{1}{2}\left(2-\left(\sum_{d} \sqrt{2\left(1-\sqrt{1-\delta_{d}^{2}}\right)}\right)^{2}\right) . \tag{D.17}
\end{align*}
$$

In all our experiments, we apply depolarizing channels to both qubits only after applying a two qubit gate, since single qubit gate noise tends to be small in experimental settings. The single-qubit depolarizing channel is given by

$$
\rho=\sum_{m=1}^{M} K_{m} \rho K_{m}^{\dagger},
$$

where $\left\{K_{m}\right\}$ is a set of Kraus operators with

$$
\begin{aligned}
& K_{1}=\sqrt{\frac{(4-3 \lambda)}{4}} I, \quad K_{2}=\sqrt{\frac{\lambda}{4}} X \\
& K_{3}=\sqrt{\frac{\lambda}{4}} Y, \quad K_{4}=\sqrt{\frac{\lambda}{4}} Z .
\end{aligned}
$$

Here, $\{X, Y, Z\} \in \mathcal{P}_{1}$ are the Pauli matrices and $I$ is the identity. The scalar $\lambda \in[0,1]$ controls the strength of the depolarization. With these channels, illustrate the bound of Equation (D.17) by comparing the final state overlap of an exact full density matrix simulation and a LPDO simulation for a random 4 qubit circuit with a varying number of CNOT gates. In Figure D.1, we see that the runtime estimate of the fidelity is about two orders of magnitude above the true fidelity.

## D. 4 Circuit cutting via the Hubbard-Stratonovich transformation

In [166], a method is proposed to simulate a sequence of unitaries via Auxiliary MCMC. Consider a quantum gate

$$
\begin{equation*}
U(\alpha)=\exp \{-i \alpha A B\}, \quad[A, B]=0 \tag{D.18}
\end{equation*}
$$

In addition, we require that $A=A_{1} \otimes I$ and $B=I \otimes B_{2}$. For example, a CNOT gate can be constructed from

$$
A_{1}^{\mathrm{CNOT}}=I-Z, \quad B_{2}^{\mathrm{CNOT}}=I-X, \quad \alpha=\pi / 4,
$$

where $I_{2}=I \otimes I$.
The Hubbard-Stratonovich transformation is used in field theory to linearize a quadratic field in an exponent. This is achieved by completing the square, integrating and shifting


Figure D.1: Illustration of the lower bound of Equation (D.17). The circuit consists of an initial state $|+\rangle^{\otimes 4}$ to which we apply a varying number of CNOT gates with random control and target qubits. We set the noise to $\lambda=0.005$ and take $D=4$ and $\kappa=16$. The red line indicates the true accuracy of the LPDO simulation by comparing with the exact full density matrix simulation. The orange line gives the runtime fidelity estimate. We see that the accuracy of the simulation degrades as we add more two-qubit gates and depolarizing channels. The runtime fidelity gives an estimate two orders of magnitude above the exact error, indicating that for this example, the bound is a conservative estimate of the simulation error.
the integration variables. Let, $x$ be a scalar field, then by completing the square and introducing the auxiliary field $\mu$, we obtain

$$
\begin{aligned}
-a x^{2} & =-a(x-\mu)^{2}+a \mu^{2}-2 a \mu x \\
-a x^{2}+a(x-\mu)^{2} & =a \mu^{2}-2 a \mu x \\
\exp \left\{-a x^{2}+a(x-\mu)^{2}\right\} & =\exp \left\{a \mu^{2}-2 a \mu x\right\} \\
\int_{-\infty}^{\infty} d \mu \exp \left\{-a x^{2}+a(x-\mu)^{2}\right\} & =\int_{-\infty}^{\infty} d \mu \exp \left\{a \mu^{2}-2 a \mu x\right\} .
\end{aligned}
$$

By shifting the integration on the right side with $\mu \rightarrow \mu^{\prime}+x, d \mu \rightarrow d \mu^{\prime}$, we find

$$
\begin{aligned}
\exp \left\{-a x^{2}\right\} \int_{-\infty}^{\infty} d \mu^{\prime} \exp \left\{a\left(-\mu^{\prime}\right)^{2}\right\} & =\int_{-\infty}^{\infty} d \mu \exp \left\{a \mu^{2}-2 a \mu x\right\} \\
\exp \left\{-a x^{2}\right\} & =\sqrt{\frac{a}{\pi}} \int_{-\infty}^{\infty} d \mu \exp \left\{a \mu^{2}-2 a \mu x\right\}
\end{aligned}
$$

where in the last line we used the Gaussian integral

$$
\int_{-\infty}^{\infty} d x \exp \left\{-a x^{2}\right\}=\sqrt{\frac{\pi}{a}}
$$

We now apply the same idea to Equation (D.18). We have the identity,

$$
\begin{aligned}
i \alpha A B & =i \alpha((A-\tau)(B-\varphi)+\varphi A+\tau B-\tau \varphi) \\
i \alpha(A B-(A-\tau)(B-\varphi)) & =i \alpha(\varphi A+\tau B-\tau \varphi),
\end{aligned}
$$

where $\tau$ and $\varphi$ are real auxiliary fields. Integrating and shifting the integration variables then gives

$$
\exp \{-i \alpha A B\}=\frac{|\alpha|}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} d \tau d \varphi \exp \{-i \alpha(\varphi A+\tau B-\tau \varphi)\}
$$

We introduce the measure

$$
D \sigma=\frac{|\alpha|}{\pi} d \tau d \varphi
$$

and the gates

$$
\begin{aligned}
V(\tau) & =\exp \{-i \alpha \tau A\} \\
W(\varphi) & =\exp \{-i \alpha \varphi B\} \\
P[\sigma] & =V(\varphi) W(\tau),
\end{aligned}
$$

where $\sigma=(\tau, \varphi)$. We can therefore represent the gate $U(\alpha)$ as

$$
U(\alpha)=\int_{-\infty}^{\infty} D \sigma P[\sigma] e^{i S(\alpha, \tau, \varphi)}
$$

where $i S(\alpha, \tau, \varphi)=i \alpha \tau \varphi$ is a complex action.

Consider the evolution of a state $\rho$ under given this gate representation,

$$
\begin{aligned}
U(\alpha) \rho U^{\dagger}(\alpha) & =\int_{-\infty}^{\infty} D \sigma \int_{-\infty}^{\infty} D \sigma^{\prime} e^{i S(\alpha, \tau, \varphi)+i S\left(\alpha, \tau^{\prime}, \varphi^{\prime}\right)} P[\sigma] \rho P^{\dagger}\left[\sigma^{\prime}\right] \\
& =\int_{-\infty}^{\infty} D \sigma \int_{-\infty}^{\infty} D \sigma^{\prime} e^{i \tilde{S}\left(\alpha, \sigma, \sigma^{\prime}\right)} P[\sigma] \rho P^{\dagger}\left[\sigma^{\prime}\right]
\end{aligned}
$$

where we defined $i \tilde{S}\left(\alpha, \sigma, \sigma^{\prime}\right)=i S(\alpha, \tau, \varphi)+i S\left(\alpha, \tau^{\prime}, \varphi^{\prime}\right)$. We can calculate an expectation value given some Hermitian operator $H$ as

$$
\operatorname{Tr} U(\alpha) \rho U^{\dagger}(\alpha) H=\int_{-\infty}^{\infty} D \sigma \int_{-\infty}^{\infty} D \sigma^{\prime} e^{i \tilde{S}\left(\alpha, \sigma, \sigma^{\prime}\right)} \operatorname{Tr} P[\sigma] \rho P^{\dagger}\left[\sigma^{\prime}\right] H
$$

This quantity can be estimated via the auxiliary quantum Monte Carlo method [367].

## Appendix E

## Additional details Riemannian gradient flow

## E. 1 Dynamical Lie algebra gradient flow

Given a Hamiltonian $H=\sum_{n} O_{n}$, let $\mathfrak{g}$ denote the set of operators spanned by consecutive applications of the Lie bracket to the set $\left\{O_{n}\right\}$, i.e. the closure of $\left\{O_{n}\right\}$ under commutation (see Equation (4.1) and Chapter 4). The resulting dynamical Lie algebra is a subalgebra of $\mathfrak{s u}\left(2^{n}\right)$ and determines the set of states that can be reached by applying unitaries generated by elements of $\mathfrak{g}$ [219, 220, 228]. Let $H \in \mathfrak{g}$ and

$$
\rho_{0}=\frac{1}{2^{n}} I+\sum_{l} P_{l}, \quad \forall P_{l} \in \mathfrak{g} .
$$

We then find that the commutator

$$
\begin{aligned}
{\left[\rho_{0}, H\right] } & =\frac{1}{2^{n}}[I, H]+\sum_{l}\left[P_{n}, H\right] \\
& =\sum_{i}\left[P_{n}, H\right]
\end{aligned}
$$

is also an element of $\mathfrak{g}$ because $\mathfrak{g}$ is closed under commutation. Since $\mathfrak{g}$ is a subalgebra, there is a corresponding subgroup $G$ whose elements are generated by exponentiation of elements in $\mathfrak{g}$. Hence,

$$
U=\exp \left\{\epsilon\left[\rho_{0}, H\right]\right\}
$$



Figure E.1: Comparison of Riemannian gradient optimization versus gradientbased VQE for the 4-qubit transverse field Ising-model. The Riemannian gradient circuit is initialized the with the identity. The VQE circuit is initialized in the same way as in Figure 3.6 in the main text. The available directions for the Riemannian optimizer are the Pauli strings in the dynamical Lie algebra: $\mathfrak{g}:=\left\{X_{i}, Z_{i} Z_{j}, Y_{i} Z_{j}, Z_{i} Y_{j}, Y_{i} Y_{j} \mid 1 \leq i, j \leq\right.$ $N, i<j\}$, where $X_{i}, Y_{i}, Z_{i}$ are Paulis on location $i$ [228]. Even though the gradient flow stays within the dynamical Lie algebra at every step during the optimization, we see that the ground state is still unreachable and the optimization gets stuck in a local minimum.
is an element of the subgroup $G$. But then

$$
U_{k+1}=\exp \left\{\epsilon\left[\rho_{0}, H\right]\right\} U_{k},
$$

will stay in the group $G$ as long as $U_{0}$ is an element of $G$. We therefore see that an appropriate choice of $\rho_{0}$ and $U_{0}$ will keep the Riemannian gradient flow within the subgroup $G$. Unfortunately, it is possible that $H$ cannot be diagonalized by elements of $G$ and so the ground state may be unreachable for a flow that stays in the dynamical Lie algebra, see Figure E.1.

## Appendix F

## Additional details here comes the SU(N)

## F. 1 The generalized parameter-shift rule

When using our $\mathbb{S U}(N)$ gate in an application that involves gradient-based optimization, like demonstrated in the numerical experiments in this work, we require calculating the partial derivatives in Equation (3.39). Here we provide the details for how this can be achieved in practice via the generalized parameter-shift rule (GPSR) [116, 118, 119]. Without loss of generality, we rewrite the cost function in Equation (3.38) as

$$
\begin{equation*}
E(t)=\operatorname{Tr}\left\{\tilde{H} e^{t \Omega} \tilde{\rho} e^{-t \Omega}\right\} \tag{F.1}
\end{equation*}
$$

where we absorbed the rest of the circuit into $\tilde{\rho}, \tilde{H}$ and fixed any other parameters in the circuit. Computing the derivative of Equation (F.1) with respect to $t$ is equivalent to the problem of finding the gradient in Equation (3.39) at $t=0$. For the numerical experiments in this paper we make use of the particular implementation of the GPSR in [119] as well as the alternative method outlined in Appendix F.5.

The skew-Hermitian operator $\Omega$ in Equation (F.1) has (possibly degenerate) eigenvalues $\left\{i \lambda_{j}\right\}$. We define the set of unique spectral gaps as $\Gamma=\left\{\left|\lambda_{j}-\lambda_{j^{\prime}}\right|\right\}$ where $j^{\prime}>j$. Note that for $d$ distinct eigenvalues, the number of unique spectral gaps $R$ is bounded via $R \leq d(d-1) / 2$. We relabel every unique spectral gap with an integer, i.e. we write $\Delta_{r} \in \Gamma$, and define the corresponding vector $\boldsymbol{\Delta}=\left(\Delta_{1}, \ldots, \Delta_{R}\right)$. We pick a set of parameter shifts
that are equidistant and create a vector of $R$ shifts $\boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{R}\right)$ where

$$
\delta_{n}=\frac{(2 n-1) \pi}{4 R}, \quad n=1, \ldots, R .
$$

Next, we create the length $R$ cost vector $\boldsymbol{c}$ and the $R \times R$ matrix M

$$
\boldsymbol{c}=\left(\begin{array}{c}
E\left(\delta_{1}\right)-E\left(-\delta_{1}\right) \\
E\left(\delta_{2}\right)-E\left(-\delta_{2}\right) \\
\vdots \\
E\left(\delta_{R}\right)-E\left(-\delta_{R}\right)
\end{array}\right), \quad \mathrm{M}(\boldsymbol{\delta})=\left(\begin{array}{ccc}
2 \sin \left(\delta_{1} \Delta_{1}\right) & \ldots & 2 \sin \left(\delta_{1} \Delta_{R}\right) \\
2 \sin \left(\delta_{2} \Delta_{1}\right) & \ldots & 2 \sin \left(\delta_{2} \Delta_{R}\right) \\
\vdots & \vdots & \vdots \\
2 \sin \left(\delta_{R} \Delta_{1}\right) & \ldots & 2 \sin \left(\delta_{R} \Delta_{R}\right)
\end{array}\right) .
$$

We then calculate the coefficient vector as

$$
\boldsymbol{r}=(\mathrm{M}(\boldsymbol{\delta}))^{-1} \cdot \boldsymbol{c}
$$

which finally gives the gradient

$$
\left.\frac{d E(x)}{d t}\right|_{t=0}=\boldsymbol{\Delta} \cdot \boldsymbol{r}
$$

Since the final gradient is exact, finite shot estimates of all $c\left(\delta_{n}\right)$ 's will produce an unbiased estimate of $d C(x) / d t$,

$$
\left.\frac{d E(x)}{d t}\right|_{t=0}=\boldsymbol{\Delta} \cdot(\mathrm{M}(\boldsymbol{\delta}))^{-1} \cdot \mathbb{E}[\boldsymbol{c}]
$$

where we pulled out $\boldsymbol{\Delta}$ and $(\mathrm{M}(\boldsymbol{\delta}))^{-1}$ since they are constant. The difficulty of obtaining an accurate estimate of the gradient is determined by the variance of this estimator, which is given by

$$
\operatorname{Var}\left[\left.\frac{d E(x)}{d t}\right|_{t=0}\right]=\left(\boldsymbol{\Delta} \cdot(\mathrm{M}(\boldsymbol{\delta}))^{-1}\right)^{\odot 2} \cdot\left(\mathbb{E}\left[\boldsymbol{c}^{\odot 2}\right]-\mathbb{E}[\boldsymbol{c}]^{\odot 2}\right)
$$

where we used $\odot 2$ to emphasize that the squares are taken elementwise. We assume that the estimates for each shifted circuit obey normal statistics and so since these are independent, we can write

$$
\mathbb{E}\left[\boldsymbol{c}^{\odot 2}\right]-\mathbb{E}[\boldsymbol{c}]^{\odot 2} \approx \frac{1}{N_{\text {shots }}}\left(\begin{array}{c}
\sigma^{2}\left(\delta_{1}\right)+\sigma^{2}\left(-\delta_{1}\right) \\
\sigma^{2}\left(\delta_{2}\right)+\sigma^{2}\left(-\delta_{2}\right) \\
\vdots \\
\sigma^{2}\left(\delta_{R}\right)+\sigma^{2}\left(-\delta_{R}\right)
\end{array}\right)
$$

where $\sigma^{2}\left( \pm \delta_{n}\right)$ is the variance of the cost for each shifted circuit. If we assume that the dependence of $\sigma$ on the shifts is mild, i.e., $\sigma(\delta) \approx \sigma_{0}$ then the total variance will only depend on the prefactor. Setting the estimate $\mathbb{E}\left[\boldsymbol{c}^{\odot 2}\right]-\mathbb{E}[\boldsymbol{c}]^{\odot 2}=\left(\sigma_{0}^{2}, \sigma_{0}^{2}, \ldots, \sigma_{0}^{2}\right)$ then finally gives

$$
\operatorname{Var}\left[\left.\frac{d E(x)}{d t}\right|_{t=0}\right] \approx 2 \sigma_{0}^{2}\left(\sum_{n} \Delta_{n} \mathrm{M}_{n m}^{-1}(\boldsymbol{\delta})\right)^{2}
$$

One can minimize this quantity with respect to $\boldsymbol{\delta}$ to find the optimal set of shifts for the gradient estimation [119].

## F. 2 Alternative differentiation of $\mathrm{SU}(N)$ gates

In this section we summarize a number of alternative differentiation techniques that may be applied to the presented $\mathbb{S U}(N)$ gates. In particular, we discuss the stochastic parametershift rule, which was created for multi-parameter gates, finite differences as a standard tool in numerical differentiation, as well as an alternative to the general parameter-shift rule above which also exploits the notion of effective generators.

## F. 3 The Stochastic parameter-shift rule

The stochastic parameter-shift rule [233] relies on the following operator identity [258]

$$
\frac{\partial e^{Z(x)}}{\partial x}=\int_{0}^{1} d s e^{s Z(x)} \frac{\partial Z(x)}{\partial x} e^{(1-s) Z(x)}
$$

for any bounded operator $Z(x)$. We now fix all parameters $\theta_{m}$ for $m \neq l$ and rewrite the cost in Equation (3.38) as

$$
\begin{equation*}
c(x)=\operatorname{Tr}\left\{H e^{i\left(x G_{l}+A^{\prime}\right)} \rho e^{-i\left(x G_{l}+A^{\prime}\right)}\right\}, \quad A^{\prime} \equiv \sum_{m \neq l} \theta_{m} G_{m} . \tag{F.2}
\end{equation*}
$$

Then, if we take $Z(x)$ to be the operator $Z(x)=i\left(x G_{l}+A^{\prime}\right)$ we can construct the gradient of Equation (F.2) as

$$
\begin{equation*}
\frac{\partial c(x)}{\partial x}=\int_{0}^{1} d s\left(C_{+}(x, s)-C_{-}(x, s)\right) \tag{F.3}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{ \pm}(x, s) & =\operatorname{Tr}\left\{H V_{ \pm}(x) \rho V_{ \pm}^{\dagger}(x)\right\} \\
V_{ \pm}(x) & =e^{i s\left(x G_{l}+A^{\prime}\right)} e^{ \pm \frac{\pi}{4} G_{l}} e^{i(1-s)\left(x G_{l}+A^{\prime}\right)} .
\end{aligned}
$$

Hence, similar to our method, the gradient evaluation requires adding gates to the circuit and evaluating the new circuit. However, the stochastic parameter-shift rule comes at a significant cost: the evaluation of the integral in Equation (F.3). In practice, one approximates this integral by sampling values of $s$ uniformly in the interval $(0,1)$ and then calculating the costs $C_{ \pm}(x, s)$ with a finite-shot estimate. Although this produces an unbiased estimator, we find that the variance of this estimator is larger than ours, see Figure 3.10. In addition, this method leads to a bigger number of unique circuits to compute the derivative, increasing the compilation overhead for both hardware and simulator implementations.

## F. 4 Finite differences

Finite differences are widely used to differentiate functions numerically. We briefly discuss this method in the context of variational quantum computation (VQC) and refer the reader to recent works comparing and optimizing differentiation techniques for VQC [117, 266].

In particular, we consider the central difference recipe

$$
\begin{equation*}
\partial_{\mathrm{FD}, \theta_{j}} E(\boldsymbol{\theta})=\frac{1}{\delta}\left[E\left(\boldsymbol{\theta}+\frac{\delta}{2} \boldsymbol{e}_{j}\right)-E\left(\boldsymbol{\theta}-\frac{\delta}{2} \boldsymbol{e}_{j}\right)\right], \tag{F.4}
\end{equation*}
$$

where $\delta$ is a freely chosen shift parameter and $\boldsymbol{e}_{j}$ is the $j$ th canonical basis vector. This recipe is an approximation of $\partial_{\theta_{j}} E(\boldsymbol{\theta})$, making the corresponding estimator on a shot-based quantum computer biased. This bias, which depends on $\delta$, has to be traded off against the variance of the estimator, which grows approximately with $\delta^{-2}$.

In classical computations, the numerical precision cutoff plays the role of the variance. Due to the high precision in classical computers, this leads to optimal shifts $\delta \ll 1$, which allows treating the bias to leading order in $\delta$ and thus enables rough estimates of the optimal $\delta^{*}$ in advance. On a quantum computer, however, the variance typically is more than ten orders of magnitude larger, leading to a very different $\delta^{*}$, which furthermore depends on the function and derivative values. As a consequence, shifts of $\mathcal{O}(1)$ become a reasonable choice, highlighting the similarity of the central difference recipe to the two-term parameter-shift rule [117].

As a demonstration of the above, and in preparation for the numerical experiments shown in Figures 3.9 and 3.10, we compute the central difference gradient for a random single-qubit Hamiltonian, a single $\mathbb{S U}(2)$ gate $U(\boldsymbol{\theta})=\exp (i a X+i b Y)$ and $\delta \in$ $\{0.5,0.75,1.0\}$. For this, we evaluate the mean and standard error 50 times and show the difference to the exact derivative in Figure F.1. As expected, we observe that the bias increases with $\delta$ and that the variance is suppressed with larger $\delta$. We determine $\delta=0.75$ to be a reasonable choice for the purpose of the demonstration in Figures 3.9 and 3.10, but stress that for any other circuit, qubit count, Hamiltonian, and even for a different parameter position $\boldsymbol{\theta}$ for this circuit, the optimal shift size needs to be determined anew.


Figure F.1: Error of the central difference gradients with $\delta=0.5,0.75,1.0$ for the single-qubit example from Figures 3.9 and 3.10. The value of the second parameter again is fixed to $b=0.5,1.0,2.0$ in the panels (from left to right). The shift parameter $\delta$ influences the strengths of bias and variance, leading to a trade-off. For smaller $\delta$, the variance is enhanced due to the coefficients in Equation (F.4) that scale with $\delta^{-1}$. For larger $\delta$, the bias based on the approximate nature of Equation (F.4) is increased. We find $\delta=0.75$ to be a reasonable choice for this particular circuit, Hamiltonian and parameter position $\boldsymbol{\theta}$.

## F. 5 Decomposing effective generators for differentiation

In Algorithm 2 we suggested using the generalized parameter-shift rule [118, 116, 119] in order to compute the partial derivatives $\frac{\partial}{\partial \theta_{l}} E(\boldsymbol{\theta})$ independently. In addition, Theorem 3.3.2 bounds the number of frequencies occurring in the univariate auxiliary cost function $E(t)=\operatorname{Tr}\left\{U(\boldsymbol{\theta}) e^{t \Omega_{l}(\boldsymbol{\theta})} \rho e^{-t \Omega_{l}(\boldsymbol{\theta})} U^{\dagger}(\boldsymbol{\theta}) H\right\}$ and the corresponding number of parameter shifts required during differentiation.

Realizing the shift rule requires us to implement not only $U(\boldsymbol{\theta})$-which is necessary to compute $E(\boldsymbol{\theta})$ itself—but also the gate $e^{t_{r} \Omega_{l}(\boldsymbol{\theta})}$ for $2 R$ shift values $t_{r}$ and each $\Omega_{l}$ separately. Alternatively, we may follow the approach to decompose all effective generators $\Omega_{l}$ and compute the derivative as a linear combination of the derivatives for simpler auxiliary gates, similar to [118]. In particular, we again choose the Pauli basis $\mathcal{P}_{n}$ of $\mathfrak{s u}(N)$ for this decomposition.

Decompose the effective generators $\Omega_{l}(\boldsymbol{\theta})$ as

$$
\Omega_{l}(\boldsymbol{\theta})=\sum_{m} \omega_{l m}(\boldsymbol{\theta}) G_{m}, \quad \omega_{l m}(\boldsymbol{\theta})=\frac{1}{N} \operatorname{Tr}\left\{G_{m} \Omega_{l}(\boldsymbol{\theta})\right\}
$$

Note that the coefficients are purely imaginary due to the skew-Hermiticity of $\Omega_{l}(\boldsymbol{\theta})$. The partial derivative we are interested in can then be written as

$$
\begin{aligned}
\frac{\partial}{\partial \theta_{l}} E(\boldsymbol{\theta}) & =\operatorname{Tr}\left\{H U(\boldsymbol{\theta})\left[\sum_{m=1}^{d} \omega_{l m}(\boldsymbol{\theta}) G_{m}, \rho\right] U^{\dagger}(\boldsymbol{\theta})\right\} \\
& =\sum_{m} \omega_{l m}(\boldsymbol{\theta}) \operatorname{Tr}\left\{H U(\boldsymbol{\theta})\left[G_{m}, \rho\right] U^{\dagger}(\boldsymbol{\theta})\right\} \\
& =\left.\sum_{m} \omega_{l m}(\boldsymbol{\theta}) 2 i \frac{\mathrm{~d}}{\mathrm{~d} t} \operatorname{Tr}\left\{H U(\boldsymbol{\theta})\left[\exp \left\{-i \frac{t}{2} G_{m}\right\}, \rho\right] U^{\dagger}(\boldsymbol{\theta})\right\}\right|_{t=0} \\
& =\left.\sum_{m} \widetilde{\omega}_{l m}(\boldsymbol{\theta}) \frac{\mathrm{d}}{\mathrm{~d} t} C_{G_{m}}(\boldsymbol{\theta}, t)\right|_{t=0} .
\end{aligned}
$$

Here we abbreviated $\widetilde{\omega}_{l m}(\boldsymbol{\theta})=2 i \omega_{l m}(\boldsymbol{\theta})$ and wrote $C_{G_{m}}(\boldsymbol{\theta}, t)$ for the cost function with a rotation gate with parameter $-t / 2$ about $G_{m}$ inserted before $U(\boldsymbol{\theta})$. This modified cost function can be differentiated with respect to $t$ using the original two-term parameter-shift rule, as the inserted gate is generated by (the multiple of) a Pauli string.

The above linear combination of Pauli rotation derivatives can be reused for all partial derivatives, so that the full gradient for one $\mathbb{S U}(N)$ gate is given by

$$
\begin{aligned}
\nabla E(\boldsymbol{\theta}) & =\widetilde{\omega}(\boldsymbol{\theta}) \cdot \mathbf{d} \boldsymbol{E}, \\
\mathbf{d} \boldsymbol{E} & =\left(\begin{array}{c}
\left.\frac{\mathrm{d}}{\mathrm{~d} t} C_{G_{1}}(\boldsymbol{\theta}, t)\right|_{t=0} \\
\vdots \\
\left.\frac{\mathrm{~d}}{\mathrm{~d} t} C_{G_{d}}(\boldsymbol{\theta}, t)\right|_{t=0}
\end{array}\right) .
\end{aligned}
$$

So far we did not discuss the number of Pauli strings occurring in the decomposition of the generators $\Omega_{l}$. As can be seen from Equation (3.36) and our definition of the DLA in Section 3.3.5, this number is bounded by the size of the DLA, and we again remark that this bound will be saturated for most values of $\boldsymbol{\theta}$. As two shifts are required for each Pauli rotation, the gradient $\nabla E(\boldsymbol{\theta})$ can thus be computed using $2 \operatorname{dim}\langle A(\boldsymbol{\theta})\rangle_{\text {Lie }}$ circuits, using Pauli rotations from the DLA and, e.g., shift angles $\pm \frac{\pi}{2}$.

Since we only required a linear decomposition of $\Omega_{l}$, any other basis for the DLA may be used as well, potentially allowing for fewer shifted circuits or different inserted gates that may be more convenient to realize on hardware.

## F. 6 Gate speed limit

The following Lemmas are used in Section 3.3.4.
Lemma F.6.1. For Hamiltonians of the form $H=\sum_{m} \theta_{m} G_{m}$, where $G_{m}$ are strings of $\log _{2} N$ Pauli operators, $\operatorname{Tr}\left\{H^{2}\right\}=N \sum_{m} \theta_{m}^{2}$.

Proof. All Pauli strings $G_{m} \in \mathcal{P}_{n}$ are orthonormal with respect to the trace inner product, $\operatorname{Tr}\left(G_{m}^{\dagger} G_{n}\right)=\delta_{n, m} N$. Using this gives

$$
\begin{aligned}
\operatorname{Tr}\left\{H^{2}\right\} & =\sum_{m, n} \theta_{m} \theta_{n} \operatorname{Tr}\left\{G_{m} G_{n}\right\} \\
& =N \sum_{m, n} \theta_{m} \theta_{n} \delta_{n, m} \\
& =N \sum_{m} \theta_{m}^{2}
\end{aligned}
$$

Lemma F.6.2. The length of a smooth curve on the Riemannian manifold $\mathrm{SU}(N)$, with metric $g(x, y)=\operatorname{Tr}\left\{x^{\dagger} y\right\}$, for a time-independent Hamiltonian $H$ after a fixed time $\tau$ only depends on the norm of $H$ and $\tau$.

Proof. The unitary evolution of $U(\boldsymbol{\theta} ; t)$, parameterized by $t$, corresponds to a smooth curve on $\operatorname{SU}(N)$ with length according to the Riemannian metric, $g(x, y)=\operatorname{Tr}\left\{x^{\dagger} y\right\}$ [368]. Integrating over the metric norm through the tangent spaces from $t=0$ to final time $\tau$ gives the path length,

$$
\begin{aligned}
L[U(\boldsymbol{\theta} ; t), \tau] & =\int_{t=0}^{\tau} d s \\
& =\int_{0}^{\tau} \sqrt{g(\dot{U}(\boldsymbol{\theta} ; t), \dot{U}(\boldsymbol{\theta} ; t))} d t \\
& =\int_{0}^{\tau} \sqrt{\operatorname{Tr}\{\dot{U} \dagger(\boldsymbol{\theta} ; t) \dot{U}(\boldsymbol{\theta} ; t)\}} d t,
\end{aligned}
$$

where $\dot{U}=\frac{d U}{d t}$. From Schrödinger evolution,

$$
\begin{equation*}
\frac{d U(\boldsymbol{\theta} ; t)}{d t}=-i H U(\boldsymbol{\theta} ; t) \tag{F.5}
\end{equation*}
$$

we find

$$
\begin{equation*}
L[U(\boldsymbol{\theta} ; t), \tau]=\tau \sqrt{\operatorname{Tr}\left\{H^{2}\right\}} \tag{F.6}
\end{equation*}
$$

for time-independent Hamiltonians. Therefore, for all Hamiltonians with fixed norm $\operatorname{Tr}\left\{H^{2}\right\}$, the path distance travelled after time $\tau$ is the same regardless of the specific unitary evolution.

Lemma F.6.3. The minimal path between the identity element $I$ and a point $V$ on the Riemannian manifold of $\mathrm{SU}(N)$, with metric $g(x, y)=\operatorname{Tr}\left\{x^{\dagger} y\right\}$, is a geodesic curve $\gamma(t)=$ $e^{X t}$ with $X \in \mathfrak{s u}(N)$.

Proof. From Proposition 3.10 [201], the geodesics of $\mathrm{SU}(N)$ are the one-parameter subgroups, given by $\gamma(t)=e^{X t}$. In general, multiple geodesics curves can give $V$ from the identity. The minimal path is the curve with the minimum length. Since geodesic curves are the extrema of the path length functional [290, Lemma 9.3], there must exist a geodesic, which is of the form $\gamma(t)=e^{X t}$, that is the minimal path to $V$.

## F. 7 Proof of Theorem 3.3.1

We restate Theorem 3.3.1 again for convenience.
Theorem F.7.1. For unitary gates generated by normalized time-independent Hamiltonians, consider a general circuit decomposition of two gates $U\left(\boldsymbol{\phi}^{(2)} ; t_{2}\right) U\left(\boldsymbol{\phi}^{(1)} ; t_{1}\right)$. There exists an equivalent evolution with an $\mathbb{S U}(N)$ gate $U\left(\boldsymbol{\theta} ; t_{g}\right)=U\left(\boldsymbol{\phi}^{(2)} ; t_{2}\right) U\left(\boldsymbol{\phi}^{(1)} ; t_{1}\right)$, with evolution time $t_{g}$, such that

$$
t_{g} \leq t_{1}+t_{2}
$$

with equality if $\boldsymbol{\phi}^{(1)}+\boldsymbol{\phi}^{(1)}=\boldsymbol{\theta}$.
Proof. The product $U\left(\phi^{(2)} ; t_{2}\right) U\left(\phi^{(1)} ; t_{1}\right)$ corresponds to a specific point $V$ on the manifold $\mathrm{SU}(N)$. By Lemma F.6.3, there exists a geodesic between the identity $I$ and $V$, given by the curve $e^{X t}$ that is of minimal length. We can parameterize this geodesic as $U\left(\boldsymbol{\phi}^{(2)} ; t_{g}\right)=$ $\exp \left\{\bar{A}(\boldsymbol{\theta}) t_{g}\right\}$, which is always possible since $A(\boldsymbol{\theta})$ parameterizes an arbitrary point in $\mathfrak{s u}(N)$ and is an $\mathbb{S U}(N)$ gate. By Lemma F.6.2, the length of this path only depends on the norm of $\bar{A}(\boldsymbol{\theta})$, which is 1 , and on $t_{g}$, which gives

$$
\left.t_{g}=L\left[U(\boldsymbol{\theta} ; t), t_{g}\right)\right]
$$

Since this path is minimal, we have

$$
t_{g} \leq t_{1}+t_{2}
$$

with equality if $\boldsymbol{\phi}^{(1)}+\boldsymbol{\phi}^{(1)}=\boldsymbol{\theta}$.

## F.7.1 Special case of $\operatorname{SU}(2)$

In the following we give the additional time for decomposing an optimal $\mathbb{S U}(2)$ gate into two gates. By optimal, we refer to the geodesic along the minimal path length curve see Lemma F.6.3.

We consider the optimal $\mathbb{S U}(2)$ gate $U\left(\boldsymbol{\theta} ; t_{g}\right)$ with geodesic evolution time $t_{g}$ together with a decomposition $U\left(\boldsymbol{\phi}^{(2)} ; t_{2}\right) U\left(\boldsymbol{\phi}^{(1)} ; t_{1}\right)=U\left(\boldsymbol{\theta} ; t_{g}\right)$. The decomposed circuit is given by two unitary evolutions. Each individual evolution $U\left(\tilde{\boldsymbol{\phi}}^{(\nu)} ; t_{\nu}\right)$ is a $\mathrm{U}(1)$ rotation such
that only a single basis element is required. With two rotations, the overall evolution is an element of $\mathrm{SU}(2)$. The corresponding $\mathfrak{s u}(2)$ algebra is spanned by three basis elementsthe three Pauli matrices for example. The two rotations can be represented as lying on a Bloch sphere. A unitary transformation, $K \in \operatorname{SU}(N)$, can therefore be applied to the evolution such that $U\left(\tilde{\boldsymbol{\phi}}^{(\nu)} ; t_{\nu}\right)=K U\left(\phi^{(\nu)} ; t_{\nu}\right) K^{\dagger}$ for

$$
\tilde{\phi}^{(\nu)}=\left(\begin{array}{c}
\sin \left(\alpha_{\nu}\right) \cos \left(\beta_{\nu}\right) \\
\sin \left(\alpha_{\nu}\right) \sin \left(\beta_{\nu}\right) \\
\cos \left(\alpha_{\nu}\right)
\end{array}\right)
$$

where $\nu=1,2$, with $\alpha_{\nu}$ and $\beta_{\nu}$ parameterizing the rotations. By construction $\tilde{\phi}^{(\nu)} \cdot \tilde{\phi}^{(\nu)}=1$ is normalized for all parameters $\alpha_{\nu}$ and $\beta_{\nu}$. The same transformation $K$ defines $U\left(\tilde{\boldsymbol{\theta}} ; t_{g}\right)=$ $K U\left(\boldsymbol{\theta} ; t_{g}\right) K^{\dagger}$ and gives the same relationship $U\left(\tilde{\boldsymbol{\theta}} ; t_{g}\right)=U\left(\tilde{\boldsymbol{\phi}}^{(2)} ; t_{2}\right) U\left(\tilde{\boldsymbol{\phi}}^{(1)} ; t_{1}\right)$. This is straightforward to show

$$
\begin{aligned}
U\left(\tilde{\boldsymbol{\theta}} ; t_{g}\right) & =K U\left(\boldsymbol{\theta} ; t_{g}\right) K^{\dagger} \\
& =K U\left(\boldsymbol{\phi}^{(2)} ; t_{2}\right) U\left(\boldsymbol{\phi}^{(1)} ; t_{2}\right) K^{\dagger} \\
& =K U\left(\boldsymbol{\phi}^{(2)} ; t_{2}\right) K^{\dagger} K U\left(\boldsymbol{\phi}^{(1)} ; t_{2}\right) K^{\dagger} \\
& =U\left(\tilde{\boldsymbol{\phi}}^{(2)} ; t_{2}\right) U\left(\tilde{\boldsymbol{\phi}}^{(1)} ; t_{1}\right) .
\end{aligned}
$$

We have

$$
\bar{A}\left(\tilde{\boldsymbol{\phi}}^{(\nu)}\right)=\sin \left(\alpha_{\nu}\right) \cos \left(\beta_{\nu}\right) G_{1}+\sin \left(\alpha_{\nu}\right) \sin \left(\beta_{\nu}\right) G_{2}+\cos \left(\alpha_{\nu}\right) G_{3}
$$

where we choose $G_{1}=i X, G_{2}=i Y$, and $G_{3}=i Z$. These basis elements of $\mathfrak{s u}(2)$ generate the group $\mathrm{SU}(2)$. We also define the basis vector $\boldsymbol{G}=\left(G_{1}, G_{2}, G_{3}\right)$. Exponentiation therefore gives the closed-form expression

$$
\begin{aligned}
\exp \left\{\bar{A}\left(\tilde{\boldsymbol{\phi}}^{(\nu)}\right) t_{\nu}\right\} & =\exp \left\{\left(\tilde{\boldsymbol{\phi}}^{(\nu)} \cdot \boldsymbol{G}\right) t_{\nu}\right\} \\
& =\cos \left(t_{\nu}\right) I^{\otimes N_{\text {qubits }}}+\sin \left(t_{\nu}\right) \tilde{\boldsymbol{\phi}}^{(\nu)} \cdot \boldsymbol{G}
\end{aligned}
$$

By the group composition law of $\mathrm{SU}(2)$, the product of two exponentials in $\mathrm{SU}(2)$ also gives a closed-form expression,

$$
\exp \left\{\bar{A}\left(\tilde{\boldsymbol{\phi}}^{(2)}\right) t_{2}\right\} \exp \left\{\bar{A}\left(\tilde{\boldsymbol{\phi}}^{(1)}\right) t_{1}\right\}=\left(\cos \left(t_{2}\right) I^{\otimes N_{\text {qubits }}}+\sin \left(t_{2}\right) \tilde{\boldsymbol{\phi}}^{(2)} \cdot \boldsymbol{G}\right)\left(\cos \left(t_{1}\right) I^{\otimes N_{\text {qubits }}}+\sin \left(t_{1}\right) \tilde{\boldsymbol{\phi}}^{(1)} \cdot \boldsymbol{G}\right)
$$

Collecting terms gives

$$
\begin{align*}
\exp \{ & \left.\bar{A}\left(\tilde{\boldsymbol{\phi}}^{(2)}\right) t_{2}\right\} \exp \left\{\bar{A}\left(\tilde{\boldsymbol{\phi}}^{(1)}\right) t_{1}\right\}=\left(\cos \left(t_{1}\right) \cos \left(t_{2}\right)-\tilde{\boldsymbol{\phi}}^{(1)} \cdot \tilde{\boldsymbol{\phi}}^{(2)} \sin \left(t_{1}\right) \sin \left(t_{2}\right)\right) I^{\otimes N_{\text {qubits }}} \\
& +\left(\cos \left(t_{2}\right) \sin \left(t_{1}\right) \tilde{\boldsymbol{\phi}}^{(1)}+\cos \left(t_{1}\right) \sin \left(t_{2}\right) \tilde{\boldsymbol{\phi}}^{(2)}+i \sin \left(t_{1}\right) \sin \left(t_{2}\right) \tilde{\boldsymbol{\phi}}^{(1)} \times \tilde{\boldsymbol{\phi}}^{(2)}\right) \cdot \boldsymbol{G} . \tag{F.7}
\end{align*}
$$

The total evolution is

$$
\begin{align*}
\exp \left\{\bar{A}\left(\tilde{\boldsymbol{\phi}}^{(2)}\right) t_{2}\right\} \exp \left\{\bar{A}\left(\tilde{\boldsymbol{\phi}}^{(1)}\right) t_{1}\right\} & =\exp \left\{\bar{A}(\tilde{\boldsymbol{\theta}}) t_{g}\right\}  \tag{F.8}\\
& =\cos \left(t_{g}\right) I^{\otimes N_{\text {qubits }}}+\sin \left(t_{g}\right) \tilde{\boldsymbol{\theta}} \cdot \boldsymbol{G} \tag{F.9}
\end{align*}
$$

By comparison of Equations F. 7 and F.9, we find

$$
\tilde{\boldsymbol{\theta}}=\frac{1}{\sin \left(t_{g}\right)}\left(\cos \left(t_{2}\right) \sin \left(t_{1}\right) \tilde{\boldsymbol{\phi}}^{(1)}+\cos \left(t_{1}\right) \sin \left(t_{2}\right) \tilde{\boldsymbol{\phi}}^{(2)}+i \sin \left(t_{1}\right) \sin \left(t_{2}\right) \tilde{\boldsymbol{\phi}}^{(1)} \times \tilde{\boldsymbol{\phi}}^{(2)}\right),
$$

and

$$
\cos \left(t_{g}\right)=\cos \left(t_{1}\right) \cos \left(t_{2}\right)-\tilde{\boldsymbol{\phi}}^{(1)} \cdot \tilde{\boldsymbol{\phi}}^{(2)} \sin \left(t_{1}\right) \sin \left(t_{2}\right) .
$$

The additional evolution time is $\Delta t=t_{d}-t_{g}$, with $t_{d}=t_{1}+t_{2}$ the total decomposed unitary evolution time. Due to the invariance of the scalar product, $\tilde{\phi}^{(1)} \cdot \tilde{\phi}^{(2)}=\phi^{(1)} \cdot \phi^{(2)}$, the additional time $\Delta t=t_{d}-t_{g}$ required by the decomposition is then given by

$$
\Delta t=t_{d}-\arccos \left(\cos \left(t_{1}\right) \cos \left(t_{2}\right)-\boldsymbol{\phi}^{(1)} \cdot \boldsymbol{\phi}^{(2)} \sin \left(t_{1}\right) \sin \left(t_{2}\right)\right) \geq 0
$$

## F. 8 Unique spectral gaps of Dynamical Lie Algebras

## F.8.1 Proof of Theorem 3.3.2

We restate Theorem 3.3.2 here for convenience.
Theorem F.8.1. The number of unique spectral gaps $R$ of $\Omega_{l}(\boldsymbol{\theta})$ is upper bounded by the number of roots $|\Phi|$ of any maximal semisimple $D L A$,

$$
R \leq|\Phi| / 2
$$

In the following we set $\mathfrak{g}$ to be a semisimple Lie algebra. A subspace $\mathfrak{a} \subseteq \mathfrak{g}$ is called a subalgebra if it is closed under the Lie bracket, i.e., if $\left[a_{1}, a_{2}\right] \in \mathfrak{a}, \forall a_{1}, a_{2} \in \mathfrak{a}$. Since $\mathfrak{g}$ is a semisimple Lie algebra, it always contains a subalgebra called a Cartan subalgebra [250] (Chapter 7, Definition 7.10).

Definition F.8.1. A Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$ is a subalgebra that satisfies the following conditions:

1. For all $h_{1}, h_{2} \in \mathfrak{h},\left[h_{1}, h_{2}\right]=0$.
2. For all $x \in \mathfrak{g}$, if $[h, x]=0$ for all $h \in \mathfrak{h}$, then $x \in \mathfrak{h}$.

The first condition tells us that $\mathfrak{h}$ is a commutative subalgebra of $\mathfrak{g}$, while the second condition says that $\mathfrak{h}$ is maximal, i.e., there is no larger commutative subalgebra. The first step in proving Theorem 3.3.2 is to make use of the following result:

Theorem F.8.2. [273, Chapter VI, Theorem 1]. If $\mathfrak{g}$ is a semisimple Lie algebra, we can write $\mathfrak{g}$ as a direct sum of the root spaces $\mathfrak{g}_{\alpha}$ :

$$
\mathfrak{g}=\bigoplus_{\alpha} \mathfrak{g}_{\alpha}
$$

where

$$
\mathfrak{g}_{\alpha \in \mathfrak{h}^{*}}=\left\{x \in \mathfrak{g} \mid \operatorname{ad}_{h}(x)=\alpha(h) x, \forall h \in \mathfrak{h}\right\},
$$

and $\alpha \in \mathfrak{h}^{*}$ are functionals on $\mathfrak{h}$. That is, a root space is a subspace of $\mathfrak{g}$ on which the action of the adjoint representation of $\mathfrak{h}$ is described by a functional (and scalar multiplication).

The above decomposition is called a root space decomposition, which is an essential tool in classifications of Lie algebras [274, 273]. Since

$$
\mathfrak{g}_{0}=\left\{x \in \mathfrak{g} \mid \operatorname{ad}_{h}(x)=0, \forall h \in \mathfrak{h}\right\},
$$

we find that $\mathfrak{h}=\mathfrak{g}_{0}$ and hence

$$
\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{\alpha \neq 0} \mathfrak{g}_{\alpha}
$$

We then immediately see that

$$
\operatorname{dim} \mathfrak{g}=\operatorname{dim} \mathfrak{h}+\sum_{\alpha \neq 0} \operatorname{dim} \mathfrak{g}_{\alpha} .
$$

We can thus relate the dimensionality of a Lie algebra to the dimensionality of its Cartan subalgebra and its weight spaces. The second step of the proof relies on identifying the unique spectral gaps of $\Omega_{l}(\boldsymbol{\theta})$ with the weight spaces $\mathfrak{g}_{\alpha}$. To achieve this, we will construct the linear operator $\mathrm{ad}_{h}$ and apply it to the eigenbasis of $\Omega_{l}(\boldsymbol{\theta})$ to show that the maps $\alpha$ can be identified with the spectral gaps of $\Omega_{l}(\boldsymbol{\theta})$.

Consider an element $\Omega \in \mathfrak{g}$, where $\mathfrak{g} \subseteq \mathfrak{s u}(N)$ is a non-trivial subalgebra and $\mathfrak{h}$ is a Cartan subalgebra of $\mathfrak{g}$. Since $\mathfrak{h}$ is the Lie algebra of a maximally Abelian group, we can represent elements of $\mathfrak{h}$ by diagonal matrices. Since $\Omega$ is skew-Hermitian, there exists a unitary $V \in \mathrm{SU}(N)$ that diagonalizes $\Omega$, i.e., $V^{\dagger} \Omega V=h$ with $h \in \mathfrak{h}$. Here, $V$ is the matrix with columns equal to the eigenvectors $v_{k}$ of $\Omega$ with corresponding eigenvalues $\lambda_{k}$. We can thus always choose a basis for $\mathfrak{g}$ such that $\Omega$ is diagonal. If $\Omega$ is non-degenerate, then it must be full rank, and therefore an element of $\mathfrak{h}$. All Cartan algebras are equivalent up to conjugacy, hence we can choose the matrix $h$ to be the diagonal matrix containing the eigenvalues of $\Omega$ to represent the Cartan subalgebra $\mathfrak{h}$. We now take $E_{n m}$ to be the matrix with entries $(n, m)$ equal to 1 and all other entries to 0 . Define the operator

$$
e_{n m}=V^{\dagger} E_{n m} V,
$$

and apply $\operatorname{ad}_{h}$ to it:

$$
\begin{aligned}
\operatorname{ad}_{h}\left(e_{n m}\right) & =h e_{n m}-e_{n m} h \\
& =V^{\dagger} \Omega E_{n m} V-V^{\dagger} E_{n m} \Omega V \\
& =V^{\dagger} h E_{n m} V-V^{\dagger} E_{n m} h V \\
& =\left(\lambda_{n}-\lambda_{m}\right) e_{n m} .
\end{aligned}
$$

This means that $\operatorname{ad}_{h}$ has the eigenvectors $e_{n m}$ with corresponding eigenvalues $\alpha_{n m}(h)=$ $\lambda_{n}-\lambda_{m}$ [369], and so we have identified the eigenvalue differences with the roots of the Lie algebra. We define the set of all roots as

$$
\Phi=\left\{\lambda_{n}-\lambda_{m}, n \neq m=1, \ldots, N\right\} .
$$

Since the dimensionality of each weight space is one [273, Chapter VI, Theorem 2(a)], we can see that

$$
\sum_{\alpha \neq 0} \operatorname{dim} \mathfrak{g}_{\alpha}=|\Phi| .
$$

Therefore,

$$
\operatorname{dim} \mathfrak{g}=\operatorname{dim} \mathfrak{h}+|\Phi|
$$

We now set $\mathfrak{g}=\langle A(\boldsymbol{\theta})\rangle_{\text {Lie }}$. If we take the absolute value of the elements of $\Phi$, we can identify $R=|\Phi| / 2$, where the factor $1 / 2$ is to account for double the counting of the spectral gaps. Since $\Omega$ can be degenerate in general, we obtain the inequality $R \leq|\Phi| / 2$. With this, the proof of Theorem 3.3.2 is completed.

## F.8.2 Examples

Here, we give several examples of maximal DLAs and their corresponding value of $|\Phi| / 2$. Analogous to the main text, we choose the Pauli representation, but these results should hold for any irreducible representation of $\mathfrak{s u}(N)$.

1. $\mathfrak{s u}(2)$ : For a 1 -qubit system, there are no non-trivial subalgebras, hence we can only look at the full special unitary Lie algebra $\mathfrak{s u}(2)$. Any $A(\boldsymbol{\theta})$ that consists of two Pauli operators will generate this algebra, e.g.,

$$
A(\boldsymbol{\theta})=i\left(\theta_{1} X+\theta_{2} Y\right)
$$

will give $\langle A(\boldsymbol{\theta})\rangle_{\text {Lie }}=\mathfrak{s u}(2)$. A Cartan subalgebra of $\mathfrak{s u}(2)$ is given by $\mathfrak{h}=\operatorname{span} Z$. We therefore find that $\operatorname{dim} \mathfrak{g}=3$ and $\operatorname{dim} \mathfrak{h}=1$ and so $|\Phi|=2$. Hence, we have $R \leq 1$ and need $2 R \leq 2$ shifts. This matches the result in [31], where the parametershift rule was generalized from single Pauli matrices to Hermitian operators with two unique eigenvalues.
2. TFIM: A DLA that has been studied before [227, 228] is the 1D transverse field Ising-Model (TFIM) Hamiltonian:

$$
A(\boldsymbol{\theta})=i\left(\theta_{1} X \otimes I+\theta_{2} I \otimes X+\theta_{3} Z \otimes Z\right)
$$

with $\langle A(\boldsymbol{\theta})\rangle_{\text {Lie }}=\operatorname{span} X \otimes I, I \otimes X, Y \otimes Y, Z \otimes Z, Z \otimes Y, Y \otimes Z$. We can take $\mathfrak{h}=$ $\operatorname{span} X \otimes I, I \otimes X$ as a Cartan subalgebra and so $\operatorname{dim} \mathfrak{g}=6$ and $\operatorname{dim} \mathfrak{h}=2$, which gives $|\Phi|=4$. Hence, we need (at most) 4 shifts to obtain the gradient of an operator in the DLA of the TFIM, which corresponds to $\mathfrak{s o}(4)$.
3. $\mathfrak{s u}(4)$ : The full Lie algebra of $\mathfrak{s u}(4)$ is spanned by

$$
A(\boldsymbol{\theta})=\sum_{m} \theta_{m} G_{m}
$$

where the $G_{m}$ are the tensor products of Pauli $\mathcal{P}_{2}$ multiplied by $i$. A Cartan subalgebra of $\mathfrak{s u}(4)$ is given by $\mathfrak{h}=\{Z \otimes I, I \otimes Z, Z \otimes Z\}$. This means that $\operatorname{dim} \mathfrak{g}=15$ and $\operatorname{dim} \mathfrak{h}=3$, which gives $|\Phi|=12$. Hence, we have $R=6$ and need 12 shifts to obtain the gradient for a general operator in $\mathfrak{s u}(4)$.

In the above examples, we have only been concerned with the dimensionality of the root system. We could go one step further and look at the structure of the root systems. It turns out that there exists only a finite set of root systems, which leads to the classification of all semisimple Lie algebras (such a program was originally carried out by Dynkin [274] and is explained in most textbooks on Lie algebras [176, 369, 250]). This allows us to make the following observation about DLAs and the $\mathbb{S U}(N)$ gates in our work: there is a finite number of families of $\mathbb{S U}(N)$ gates for each $N$, given by the possible DLAs. Again, we emphasize that this is independent of the representation of the algebra. We summarize the above results together with the identification of the corresponding classical group in Table F. 1 [176] (Chapter 3, Table 3.4).

| Name | $\operatorname{dim}(\mathfrak{g})$ | $\operatorname{dim}(\mathfrak{h})$ | $\|\Phi\|$ | Classical group |
| :---: | :---: | :---: | :---: | :---: |
| $\mathfrak{s u}(2)$ | 3 | 1 | 2 | $A_{1}$ |
| $\mathfrak{s o}(4)$ | 6 | 2 | 4 | $A_{1} \times A_{1} \cong D_{2}$ |
| $\mathfrak{s u}(4)$ | 15 | 3 | 12 | $A_{2}$ |

Table F.1: Examples of DLAs and the size of the root spaces. Each root system $\Phi$ can be identified with a Lie algebra of one of the classical groups $A_{n}, B_{n}, C_{n}, D_{n}$. The classical group $D_{2}$ corresponds to $\mathrm{SO}(4)$, with the corresponding Lie algebra $\mathfrak{s o}(4)$ which has dimension $N(N-1) / 2$.

## F. 9 Errors due to truncation

Let $\boldsymbol{\theta}, \boldsymbol{\theta}^{\prime} \in \mathbb{R}^{N^{2}-1}$ and $\boldsymbol{\theta}-\boldsymbol{\theta}^{\prime}=\boldsymbol{\delta}$. We can consider the case where the difference (due to truncating the support) $\boldsymbol{\delta}$ is small. This could save the number of gradient evaluations by discarding irrelevant directions in $\Omega_{l}(\boldsymbol{\theta})$.

Take $\left\{G_{m}\right\}$ to be a basis for $\mathfrak{s u}(N)$ and $\boldsymbol{G}=\left(G_{1}, \ldots, G_{N}\right)$. Define $A \equiv \boldsymbol{\theta} \cdot \boldsymbol{G}$. Then,

$$
\begin{align*}
\operatorname{Tr}\left\{A^{2}\right\} & =\frac{1}{N} \operatorname{Tr}\left\{\sum_{i, j=1}^{N^{2}-1} \theta_{i} \theta_{j} G_{i} G_{j}\right\}  \tag{F.10}\\
& =\frac{1}{N} \sum_{i, j=1}^{N^{2}-1} \theta_{i} \theta_{j} \operatorname{Tr}\left\{G_{i} G_{j}\right\}  \tag{F.11}\\
& =\sum_{i, j=1}^{N^{2}-1} \theta_{i} \theta_{j} \delta_{i j}=\|\boldsymbol{\theta}\|_{2}^{2} \tag{F.12}
\end{align*}
$$

Given the above parameterization, we are interested in bounding the difference between the two generated unitaries as a function of $\boldsymbol{\|} \boldsymbol{\delta} \|$. The following is due to [370]. Let $\gamma:[0,1] \rightarrow \mathbb{C}^{n \times n}$ be a smooth curve and $f$ a function that has a derivative. Then

$$
f(\gamma(1))-f(\gamma(0))=\int_{0}^{1} D f(\gamma(t)) \gamma^{\prime}(t) d t
$$

where $D f(x)$ is the Frechet derivative. Given the curve $\gamma(t)=(1-t) a+t b$ for $t \in[0,1]$ we find

$$
\|f(b)-f(a)\|=\left(\sup _{x \in[a, b]} D f(x)\right)\|b-a\|
$$

We now consider the function $f(X)=\exp \{X\} \in \operatorname{SU}(N)$. We consider the curve $\gamma(t)=$ $(1-t) X+t Y$. Clearly we have

$$
\gamma(0)=X, \quad \gamma(1)=X, \quad \dot{\gamma}(t)=-X+Y \equiv H
$$

Hence we see that $\gamma(t)=X+t H$ Using the fact that

$$
D f(X)(H)=\left.\frac{d}{d t}(f \circ \gamma)(t)\right|_{t=0}
$$

for $\gamma(0)=X$ and $\dot{\gamma}(0)=H$ we find

$$
D f(X)(H)=\left.\frac{d}{d t} e^{X+t H}\right|_{t=0}
$$

Let $H \in T_{X} \mathfrak{s u}(N)$. We use the integral identity of [258] (see also Appendix F.3). Consider the function

$$
g(s)=\left.e^{-s X} \frac{\partial}{\partial t} e^{s(X+t H)}\right|_{t=0}
$$

Taking the partial derivative with respect to $s$, we find

$$
\begin{aligned}
g^{\prime}(s) & =-\left.X e^{-s X} \frac{\partial}{\partial t} e^{s(X+t H)}\right|_{t=0}+e^{-s X} \frac{\partial}{\partial t}(X+t H) e^{s(X+t H)} \\
& =-\left.X e^{-s X} \frac{\partial}{\partial t} e^{s(X+t H)}\right|_{t=0}+\left.X e^{-s X} \frac{\partial}{\partial t} e^{s(X+t H)}\right|_{t=0} \\
& +e^{-s X} H e^{s X}+\left.e^{-s X} t H \frac{\partial}{\partial t} e^{s(X+t H)}\right|_{t=0} \\
& =e^{-s X} H e^{s X}
\end{aligned}
$$

Using the fundamental theorem of calculus,

$$
g(1)-g(0)=\int_{0}^{1} d s g^{\prime}(s)
$$

where

$$
g(0)=0, \quad g(1)=e^{-X} \frac{\partial}{\partial t} e^{X+t H}
$$

We then find

$$
\left.e^{-X} \frac{d}{d t} e^{X+t H}\right|_{t=0}=\int_{0}^{1} d s e^{-s X} H e^{s X}
$$

so

$$
D f(X)(H)=\int_{0}^{1} d s e^{(1-s) X} H e^{s X}
$$

If we take the velocity $H=I$ and use the Cauchy-Schwarz inequality, we get

$$
\|D f(X)(I)\| \leq \int_{0}^{1} d s\left\|e^{(1-s) X}\right\|\left\|e^{s X}\right\|
$$

by bringing the norm into the integral. Using the fact that $i X$ is self-adjoint, we find

$$
\left\|e^{s X}\right\| \leq e^{s \alpha}
$$

where $\alpha$ is the largest eigenvalue of $X$ and $Y$ (Note that $\alpha$ is maximal at the end points of the curve $\gamma(t)$ ). Plugging this into the integral, we get

$$
\|D f(X)(I)\| \leq e^{\alpha}
$$

Hence

$$
\left\|e^{X}-e^{Y}\right\| \leq e^{\alpha}\|X-Y\|
$$

Plugging in our equations then gives

$$
\left\|e^{\theta \boldsymbol{G}+\delta \boldsymbol{G}}-e^{\boldsymbol{\theta} \boldsymbol{G}}\right\| \leq e^{\alpha}\|\boldsymbol{\delta}\|
$$

Hence for small perturbations $\boldsymbol{\delta}$ the loss of unitary fidelity is manageable.

## Appendix G

## Additional details DLA classification

## G. 1 Involutions of $\mathfrak{s u}\left(2^{n}\right)$

In this subsection, we explain how we can describe subalgebras of $\mathfrak{s u}\left(2^{n}\right)$ as fixed points of involutions. We start more generally by recalling that an isomorphism from a Lie algebra $\mathfrak{g}$ to another Lie algebra $\mathfrak{g}_{1}$ is an invertible linear transformation $\varphi: \mathfrak{g} \rightarrow \mathfrak{g}_{1}$ that is compatible with the bracket, i.e., $\varphi([a, b])=[\varphi(a), \varphi(b)]$ for all $a, b \in \mathfrak{g}$. We write $\mathfrak{g} \cong \mathfrak{g}_{1}$ to indicate that $\mathfrak{g}$ is isomorphic to $\mathfrak{g}_{1}$. An automorphism of $\mathfrak{g}$ is an isomorphism $\varphi: \mathfrak{g} \rightarrow \mathfrak{g}$. The set of fixed points of $\varphi$ is defined as:

$$
\begin{equation*}
\mathfrak{g}^{\varphi}=\{a \in \mathfrak{g} \mid \varphi(a)=a\} . \tag{G.1}
\end{equation*}
$$

It is easy to check that $\mathfrak{g}^{\varphi}$ is a subalgebra of $\mathfrak{g}$, called the fixed-point subalgebra. An involution on $\mathfrak{g}$ is an automorphism $\theta: \mathfrak{g} \rightarrow \mathfrak{g}$ with the property that $\theta(\theta(a))=a$ for all $a \in \mathfrak{g}$, i.e., $\theta^{-1}=\theta$.

Later, we will need to understand how, for an involution $\theta$, the fixed-point subalgebra $\mathfrak{g}^{\theta}$ transforms under another automorphism $\varphi$ of $\mathfrak{g}$. The answer is given in the following lemma.

Lemma G.1.1. Let $\varphi$ be an automorphism of a Lie algebra $\mathfrak{g}$, and $\theta$ be an involution of $\mathfrak{g}$. Then $\varphi \theta \varphi^{-1}$ is an involution of $\mathfrak{g}$, and we have $\varphi\left(\mathfrak{g}^{\theta}\right)=\mathfrak{g}^{\varphi \theta \varphi^{-1}}$.

Proof. Note that $\varphi \theta \varphi^{-1}$ is an automorphism of $\mathfrak{g}$, since the composition of isomorphisms is again an isomorphism. It is an involution of $\mathfrak{g}$, because $\left(\varphi \theta \varphi^{-1}\right)^{-1}=\varphi \theta^{-1} \varphi^{-1}=\varphi \theta \varphi^{-1}$.

To check the claim about the fixed points, suppose that $a \in \mathfrak{g}^{\theta}$, i.e., $\theta(a)=a$. Then

$$
\left(\varphi \theta \varphi^{-1}\right) \varphi(a)=\varphi(\theta(a))=\varphi(a) \Rightarrow \varphi(a) \in \mathfrak{g}^{\varphi \theta \varphi^{-1}}
$$

Conversely, if $b \in \mathfrak{g}^{\varphi \theta \varphi^{-1}}$, then the above calculation shows that $a=\varphi^{-1}(b) \in \mathfrak{g}^{\theta}$.
Now we will discuss how to construct automorphisms and involutions of $\mathfrak{s u}(N)$.
Lemma G.1.2. Suppose that $U$ and $Q$ are unitary $N \times N$ matrices, and $Q^{T}= \pm Q$. Then the formulas

$$
\varphi(a)=U a U^{\dagger}, \quad \theta(a)=-Q a^{T} Q^{\dagger}, \quad a \in \mathfrak{s u}(N)
$$

define an automorphism $\varphi$ and an involution $\theta$ of $\mathfrak{s u}(N)$. Moreover, we have

$$
\left(\varphi \theta \varphi^{-1}\right)(a)=-\left(U Q U^{T}\right) a^{T}\left(U Q U^{T}\right)^{\dagger}, \quad a \in \mathfrak{s u}(N)
$$

Proof. First, note that $\varphi$ is invertible with $\varphi^{-1}(a)=U^{\dagger} a U$. It is clear that $\varphi([a, b])=$ [ $\varphi(a), \varphi(b)]$, because

$$
\varphi(a) \varphi(b)=U a U^{\dagger} U b U^{\dagger}=U a b U^{\dagger}=\varphi(a b)
$$

for any two matrices $a, b$. (This means that $\varphi$ is an automorphism of the associative algebra $\mathbb{C}^{N \times N}$.)

To check that $\theta$ is an involution, we calculate

$$
\theta(\theta(a))=\theta\left(-Q a^{T} Q^{\dagger}\right)=Q\left(Q^{\dagger}\right)^{T}\left(a^{T}\right)^{T} Q^{T} Q^{\dagger}=Q\left( \pm Q^{\dagger}\right) a( \pm Q) Q^{\dagger}=a
$$

where we used that $\left(Q^{\dagger}\right)^{T}=\left(Q^{T}\right)^{\dagger}$. Next, we have

$$
\theta(a b)=-Q(a b)^{T} Q^{\dagger}=-Q b^{T} a^{T} Q^{\dagger}=-Q b^{T} Q^{\dagger} Q a^{T} Q^{\dagger}=-\theta(b) \theta(a)
$$

This implies that $\theta([a, b])=[\theta(a), \theta(b)]$ and proves that $\theta$ is an involution of $\mathfrak{s u}(N)$.
Finally, we find

$$
\begin{aligned}
\left(\varphi \theta \varphi^{-1}\right)(a) & =\varphi\left(\theta\left(U^{\dagger} a U\right)\right) \\
& =-\varphi\left(Q U^{T} a^{T}\left(U^{\dagger}\right)^{T} Q^{\dagger}\right) \\
& =-U Q U^{T} a^{T}\left(U^{\dagger}\right)^{T} Q^{\dagger} U^{\dagger} \\
& =-\left(U Q U^{T}\right) a^{T}\left(U Q U^{T}\right)^{\dagger}
\end{aligned}
$$

as claimed.

Example G.1.1. The subalgebra $\mathfrak{s o}(N) \subset \mathfrak{s u}(N)$ is the fixed-point subalgebra of the involution $a \mapsto-a^{T}$ (see Equation (4.8)). Similarly, we see from Equation (4.9) that $\mathfrak{s p}(N)=\mathfrak{s u}(2 N)^{\theta}$, where $\theta(a)=-Q a^{T} Q^{\dagger}$ as in Lemma G.1.2, with $Q=-i J_{2 N}$.

It is well known, in general, that for an involution $\theta(a)=-Q a^{T} Q^{\dagger}$ as in Lemma G.1.2, the fixed-point subalgebra $\mathfrak{s u}(N)^{\theta} \cong \mathfrak{s o}(N)$ when $Q^{T}=Q$, and $\mathfrak{s u}(N)^{\theta} \cong \mathfrak{s p}(N / 2)$ when $Q^{T}=-Q$ (in which case $N$ must be even). For completeness, we will present the proof of these facts in the special case of interest to us: when $N=2^{n}$ and $Q \in \mathcal{P}_{n}$ is a length- $n$ Pauli string. Note that all Pauli strings $Q$ satisfy $Q=Q^{\dagger}=Q^{-1}$ and $Q^{T}= \pm Q$.

Lemma G.1.3. For any Pauli string $Q \in \mathcal{P}_{n}$, there exists a unitary $2^{n} \times 2^{n}$ matrix $U$ such that

$$
U Q U^{T}= \begin{cases}I^{\otimes n}, & \text { if } Q^{T}=Q \\ Y_{1}, & \text { if } Q^{T}=-Q\end{cases}
$$

Proof. In the case $Q^{T}=Q$, we let $U=e^{i \frac{\pi}{4} Q}$. Then

$$
U Q U^{T}=U Q U=U^{2} Q=e^{i \frac{\pi}{2} Q} Q=i Q \cdot Q=i I^{\otimes n}
$$

where we used Euler's formula Equation (A.4). The superfluous phase $i$ can be eliminated by applying the unitary transformation $V=e^{-i \frac{\pi}{4} I^{\otimes n}}$, which satisfies $V^{T}=V$ and $V^{2}=$ $-i I^{\otimes n}$.

Suppose now that $Q^{T}=-Q$, which means that $Q$ contains an odd number of $Y$ 's. If $Q$ has a $Y$ in $j$-th position, let $P=Y_{j} \cdot Q$ and $U=e^{i \frac{\pi}{4} P}$. Note that

$$
P=Y_{j} \cdot Q=Q \cdot Y_{j} \Rightarrow P \cdot Q=Q \cdot P=Y_{j}
$$

and

$$
P^{T}=Q^{T} \cdot Y_{j}^{T}=(-Q) \cdot\left(-Y_{j}\right)=Q \cdot Y_{j}=P
$$

Hence, as above, we find:

$$
U Q U^{T}=U Q U=U^{2} Q=e^{i \frac{\pi}{2} P} Q=i P \cdot Q=i Y_{j}
$$

If $j=1$, we are done (after eliminating the phase $i$ ). If $j \neq 1$, we apply the unitary transformation $e^{-i \frac{\pi}{4} Y_{1} Y_{j}}$ and obtain:

$$
e^{-i \frac{\pi}{4} Y_{1} Y_{j}}\left(i Y_{j}\right)\left(e^{-i \frac{\pi}{4} Y_{1} Y_{j}}\right)^{T}=e^{-i \frac{\pi}{2} Y_{1} Y_{j}}\left(i Y_{j}\right)=-i Y_{1} Y_{j} \cdot\left(i Y_{j}\right)=Y_{1},
$$

completing the proof.

Corollary G.1.1. Any Pauli string $Q \in \mathcal{P}_{n}$ defines an involution $\theta$ of $\mathfrak{s u}\left(2^{n}\right)$ given by $\theta(a)=-Q a^{T} Q$. The fixed-point subalgebra of this involution is:

$$
\mathfrak{s u}\left(2^{n}\right)^{\theta} \cong \begin{cases}\mathfrak{s o}\left(2^{n}\right), & \text { if } Q^{T}=Q \\ \mathfrak{s p}\left(2^{n-1}\right), & \text { if } Q^{T}=-Q .\end{cases}
$$

## G. 2 Statement of Results

## G.2.1 Subalgebras of $\mathfrak{s u}(4)$ up to symmetry

Recall that $\mathfrak{s u}(4)$ has a basis over $\mathbb{R}$ consisting of all possible tensor products $i A B$, where $A, B \in\{I, X, Y, Z\}, A B \neq I I$. As a first step, we found that there are 202 subalgebras of $\mathfrak{s u}(4)$, which are generated by subsets of this basis. The symmetry group $S_{3} \times \mathbb{Z}_{2}$ acts on $\mathfrak{s u}(4)$ as follows: the symmetric group $S_{3}$ permutes simultaneously all $\{X, Y, Z\}$, while the non-identity element of $\mathbb{Z}_{2}$ acts as the flip $A B \rightleftharpoons B A$. We examined the orbits of the action of $S_{3} \times \mathbb{Z}_{2}$ on the 202 subalgebras, and found that there are 36 orbits, which are listed in Table G. 1 below. The full list of all 202 subalgebras is presented in the next subsection.

The numbers $s, p, e, d$ are equal to the numbers of: single Paulis (such as $X I$ ), single Pauli pairs (such as $X I, I X$ ), double equal Paulis (such as $X X$ ), and double different Paulis (such as $X Y$ ), respectively, in the basis of the subalgebra. These are invariant under the action of the symmetry group; hence, subalgebras of $\mathfrak{s u}(4)$ with different invariants are not equivalent to each other. It turns out that the only two non-equivalent subalgebras with the same invariants are $\mathfrak{a}_{2}$ and $\mathfrak{a}_{5}$.

We distinguish between three types of subalgebras. The $\mathfrak{a}$-type Lie algebras are generated by products of two Paulis both different from the identity, whereas the $\mathfrak{b}$-type can be generated by Pauli strings that contain the identity. The c-type Lie algebras are an edge case where the generators contain some Pauli strings of the form $a \otimes I$ without the corresponding term $I \otimes a$. These Lie algebras will behave like the $\mathfrak{b}$-type Lie algebras but include a boundary effect at the last site in the chain. In particular, note that all single Pauli generators come in pairs such as $X I, I X$ or $Y I, I Y$ or $Z I, I Z$ due to the translation invariance; hence we exclude the Lie algebras $\mathfrak{c}_{0}, \ldots, \mathfrak{c}_{7}$ from our classification. However, we include them in the following tables for completeness.

| Label | Basis | dim | Stabilizer | Orbit | $(s, p, e, d)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathfrak{a}_{0}$ | $X X$ | 1 | 4 | 3 | (0,0,1,0) |
| $\mathfrak{a}_{1}$ | XY | 1 | 2 | 6 | (0,0,0,1) |
| $\mathfrak{a}_{2}$ | $X Y, Y X$ | 2 | 4 | 3 | (0,0,0,2) |
| $\mathfrak{a}_{3}$ | $X X, Y Z$ | 2 | 2 | 6 | (0,0,1,1) |
| $\mathfrak{a}_{4}$ | $X X, Y Y$ | 2 | 4 | 3 | (0,0,2,0) |
| $\mathfrak{a}_{5}$ | $X Y, Y Z$ | 2 | 2 | 6 | (0,0,0,2) |
| $\mathfrak{a}_{6}$ | $X X, Y Z, Z Y$ | 3 | 4 | 3 | (0,0,1,2) |
| $\mathfrak{a}_{7}$ | $X X, Y Y, Z Z$ | 3 | 12 | 1 | (0,0,3,0) |
| $\mathfrak{a}_{8}$ | $X X, X Z, I Y$ | 3 | 1 | 12 | (1,0,1,1) |
| $\mathfrak{a}_{9}$ | $X Y, X Z, I X$ | 3 | 2 | 6 | (1,0,0,2) |
| $\mathfrak{a}_{10}$ | $X Y, Y Z, Z X$ | 3 | 6 | 2 | ( $0,0,0,3$ ) |
| $\mathfrak{a}_{11}$ | $X Y, Y X, Y Z, I Y$ | 4 | 1 | 12 | (1,0,0,3) |
| $\mathfrak{a}_{12}$ | $X X, X Y, Y Z, I Z$ | 4 | 1 | 12 | (1,0,1,2) |
| $\mathfrak{a}_{13}$ | $X X, Y Y, Y Z, I X$ | 4 | 1 | 12 | (1,0,2,1) |
| $\mathfrak{a}_{14}$ | $X X, Y Y, X Y, Y X, Z I, I Z$ | 6 | 4 | 3 | (2,1,2,2) |
| $\mathfrak{a}_{15}$ | $X X, X Y, X Z, I X, I Y, I Z$ | 6 | 2 | 6 | (3,0,1,2) |
| $\mathfrak{a}_{16}$ | $X Y, Y X, Y Z, Z Y, Y I, I Y$ | 6 | 4 | 3 | (2,1,0,4) |
| $\mathfrak{a}_{17}$ | $X X, X Y, Z X, Z Y, Y I, I Z$ | 6 | 2 | 6 | (2,0,1,3) |
| $\mathfrak{a}_{18}$ | $X X, Y Y, X Z, Z Y, X I, I Y$ | 6 | 2 | 6 | (2,0,2,2) |
| $\mathfrak{a}_{19}$ | $X X, X Y, Z X, Z Y, Y Z, Y I, I Z$ | 7 | 2 | 6 | (2,0,1,4) |
| $\mathfrak{a}_{20}$ | $X X, Y Y, Z Z, Y Z, Z Y, X I, I X$ | 7 | 4 | 3 | (2,1,3,2) |
| $\mathfrak{a}_{21}$ | $X X, Y Y, X Y, Y X, Z X, Z Y, X I, Y I, Z I, I Z$ | 10 | 2 | 6 | (4,1,2,4) |
| $\mathfrak{a}_{22}$ | all Paulis except $I I$ | 15 | 12 | 1 | (6,3,3,6) |
| $\mathfrak{b}_{0}$ | $X I, I X$ | 2 | 4 | 3 | (2,1,0,0) |
| $\mathfrak{b}_{1}$ | $X X, X I, I X$ | 3 | 4 | 3 | (2,1,1,0) |
| $\mathfrak{b}_{2}$ | $X Y, X Z, X I, I X$ | 4 | 2 | 6 | (2,1,0,2) |
| $\mathfrak{b}_{3}$ | $X I, Y I, Z I, I X, I Y, I Z$ | 6 | 12 | 1 | (6,3,0,0) |
| $\mathfrak{b}_{4}$ | $X X, X Y, X Z, X I, I X, I Y, I Z$ | 7 | 2 | 6 | (4,1,1,2) |
| $\mathfrak{c}_{0}$ | XI | 1 | 2 | 6 | (1,0,0,0) |
| $\mathfrak{c}_{1}$ | $X Y, X I$ | 2 | 1 | 12 | (1,0,0,1) |
| $\mathfrak{c}_{2}$ | $X X, X I$ | 2 | 2 | 6 | (1,0,1,0) |
| $\mathrm{c}_{3}$ | XI, IY | 2 | 2 | 6 | (2,0,0,0) |
| $\mathfrak{c}_{4}$ | $X Y, X I, I Y$ | 3 | 2 | 6 | (2,0,0,1) |
| $\mathrm{c}_{5}$ | $X I, Y I, Z I$ | 3 | 6 | 2 | (3,0,0,0) |
| $\mathfrak{c}_{6}$ | $X X, X Y, X I, I Z$ | 4 | 1 | 12 | (2,0,1,1) |
| $\mathfrak{c}_{7}$ | $X I, I X, Y I, Z I$ | 4 | 2 | 6 | (4,1,0,0) |

Table G.1: List of all subalgebras of $\mathfrak{s u}(4)$ up to symmetry $S_{3} \times \mathbb{Z}_{2}$. For each subalgebra, we have listed: a basis (over $\mathbb{R}$, after multiplication by $i$ ), its dimension, the order of the stabilizer, the order of the orbit under the action of $S_{3} \times \mathbb{Z}_{2}$, and the invariants $s, p, e, d$. Note that the orders of all orbits add up to 202.

For each subalgebra of $\mathfrak{s u}(4)$, we list below a minimal set of generators and the isomorphism class of the Lie algebra. Commuting direct summands are denoted with $\oplus$. Note also that $\mathfrak{s o}(4) \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(2)$.

$$
\begin{aligned}
\mathfrak{a}_{0} & =\langle X X\rangle_{\text {Lie }} \cong \mathfrak{u}(1), \\
\mathfrak{a}_{1} & =\langle X Y\rangle_{\text {Lie }} \cong \mathfrak{u}(1), \\
\mathfrak{a}_{2} & =\langle X Y, Y X\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{3} & =\langle X X, Y Z\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{4} & =\langle X X, Y Y\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{5} & =\langle X Y, Y Z\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{6} & =\langle X X, Y Z, Z Y\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{7} & =\langle X X, Y Y, Z Z\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{8} & =\langle X X, X Z\rangle_{\text {Lie }} \cong \mathfrak{s u}(2), \\
\mathfrak{a}_{9} & =\langle X Y, X Z\rangle_{\text {Lie }} \cong \mathfrak{s u}(2), \\
\mathfrak{a}_{10} & =\langle X Y, Y Z, Z X\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{11} & =\langle X Y, Y X, Y Z\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{12} & =\langle X X, X Y, Y Z\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{13} & =\langle Y Y, Y Z, X X\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{14} & =\langle X X, Y Y, X Y\rangle_{\text {Lie }}=\mathfrak{s u}(4), \\
\mathfrak{a}_{15} & =\langle X X, X Y, X Z\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(2), \\
\mathfrak{a}_{16} & =\langle X Y, Y X, Y Z, Z Y\rangle_{\text {Lie }}=\mathfrak{s u}(4), \\
\mathfrak{a}_{17} & =\langle X X, X Y, Z X\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(2), \\
\mathfrak{a}_{18} & =\langle X X, X Z, Y Y, Z Y\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(2), \\
\mathfrak{a}_{19} & =\langle X X, X Y, Z X, Y Z\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(2) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{20} & =\langle X X, Y Y, Z Z, Z Y\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(2) \oplus \mathfrak{u}(1), \\
\mathfrak{a}_{21} & =\langle X X, Y Y, X Y, Z X\rangle_{\text {Lie }} \cong \mathfrak{s p}(2), \\
\mathfrak{a}_{22} & =\langle X X, X Y, X Z, Y X, Z X\rangle_{\text {Lie }}=\mathfrak{s u}(4), \\
\mathfrak{b}_{0} & =\langle X I, I X\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
\mathfrak{b}_{1} & =\langle X X, X I, I X\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
\mathfrak{b}_{2} & =\langle X Y, X I, I X\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{u}(1), \\
\mathfrak{b}_{3} & =\langle X I, Y I, I X, I Y\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(2),
\end{aligned}
$$

$$
\begin{aligned}
& \mathfrak{b}_{4}=\langle X X, X Y, X I, I X\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{s u}(2) \oplus \mathfrak{u}(1), \\
& \mathfrak{c}_{0}=\langle X I\rangle_{\text {Lie }} \cong \mathfrak{u}(1), \\
& \mathfrak{c}_{1}=\langle X Y, X I\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
& \mathfrak{c}_{2}=\langle X X, X I\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
& \mathfrak{c}_{3}=\langle X I, I Y\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
& \mathfrak{c}_{4}=\langle X Y, X I, I Y\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
& \mathfrak{c}_{5}=\langle X I, Y I, Z I\rangle_{\text {Lie }} \cong \mathfrak{u}(1) \oplus \mathfrak{u}(1) \oplus \mathfrak{u}(1), \\
& \mathfrak{c}_{6}=\langle X X, X Y, X I\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{u}(1), \\
& \mathfrak{c}_{7}=\langle X I, Y I, I X\rangle_{\text {Lie }} \cong \mathfrak{s u}(2) \oplus \mathfrak{u}(1) .
\end{aligned}
$$

Finally, note that

$$
\begin{aligned}
\mathfrak{b}_{2} & =\mathfrak{a}_{9} \oplus \operatorname{span}\{X I\}, \\
\mathfrak{b}_{4} & =\mathfrak{a}_{15} \oplus \operatorname{span}\{X I\},
\end{aligned}
$$

are central extensions of $\mathfrak{a}$-type subalgebras.

## G.2.2 List of all 202 subalgebras of $\mathfrak{s u}(4)$

Here, we group the 202 subalgebras of $\mathfrak{s u}(4)$ into orbits of the symmetry group $S_{3} \times \mathbb{Z}_{2}$. For each orbit, we provide its label and its size.

$$
\begin{aligned}
& \mathfrak{a}_{0}: 3,\{X X\},\{Y Y\},\{Z Z\} ; \\
& \mathfrak{a}_{1}: 6,\{X Y\},\{X Z\},\{Y X\},\{Y Z\},\{Z X\},\{Z Y\} ; \\
& \mathfrak{a}_{2}: 3,\{X Y, Y X\},\{X Z, Z X\},\{Y Z, Z Y\} ; \\
& \mathfrak{a}_{3}: 6,\{X X, Y Z\},\{X X, Z Y\},\{Y Y, X Z\},\{Y Y, Z X\},\{Z Z, X Y\},\{Z Z, Y X\} ; \\
& \mathfrak{a}_{4}: 3,\{X X, Y Y\},\{X X, Z Z\},\{Y Y, Z Z\} ; \\
& \mathfrak{a}_{5}: 6,\{X Y, Y Z\},\{X Z, Z Y\},\{Y X, X Z\},\{Y Z, Z X\},\{Z X, X Y\},\{Z Y, Y X\} ; \\
& \mathfrak{a}_{6}: 3,\{X Y, Y X, Z Z\},\{X Z, Z X, Y Y\},\{Y Z, Z Y, X X\} ; \\
& \mathfrak{a}_{7}: 1,\{X X, Y Y, Z Z\} ; \\
& \mathfrak{a}_{8}: 12,\{X X, X Y, I Z\},\{X X, X Z, I Y\},\{X X, Y X, Z I\},\{X X, Z X, Y I\}, \\
&\{Y Y, Y X, I Z\},\{Y Y, Y Z, I X\},\{Y Y, X Y, Z I\},\{Y Y, Z Y, X I\}, \\
&\{Z Z, Z X, I Y\},\{Z Z, Z Y, I X\},\{Z Z, X Z, Y I\},\{Z Z, Y Z, X I\} ; \\
& \mathfrak{a}_{9}: 6,\{X Y, X Z, I X\},\{Y X, Y Z, I Y\},\{Z X, Z Y, I Z\}, \\
&\{Y X, Z X, X I\},\{X Y, Z Y, Y I\},\{X Z, Y Z, Z I\} ; \\
& \mathfrak{a}_{10}: 2,\{X Y, Y Z, Z X\},\{X Z, Z Y, Y X\} ; \\
& \mathfrak{a}_{11}: 12,\{X Y, Y X, X Z, I X\},\{X Z, Z X, X Y, I X\},\{X Y, Y X, Z X, X I\},\{X Z, Z X, Y X, X I\}, \\
&\{Y X, X Y, Y Z, I Y\},\{Y Z, Z Y, Y X, I Y\},\{Y X, X Y, Z Y, Y I\},\{Y Z, Z Y, X Y, Y I\}, \\
&\{Z X, X Z, Z Y, I Z\},\{Z Y, Y Z, Z X, I Z\},\{Z X, X Z, Y Z, Z I\},\{Z Y, Y Z, X Z, Z I\} ; \\
& \mathfrak{a}_{12}: 12,\{X X, X Y, Y Z, I Z\},\{X X, X Z, Z Y, I Y\},\{X X, Y X, Z Y, Z I\},\{X X, Z X, Y Z, Y I\}, \\
&\{Y Y, Y X, X Z, I Z\},\{Y Y, Y Z, Z X, I X\},\{Y Y, X Y, Z X, Z I\},\{Y Y, Z Y, X Z, X I\}, \\
&\{Z Z, Z X, X Y, I Y\},\{Z Z, Z Y, Y X, I X\},\{Z Z, X Z, Y X, Y I\},\{Z Z, Y Z, X Y, X I\} ; \\
& \mathfrak{a}_{13}: 12,\{X X, Y Y, Y Z, I X\},\{X X, Y Y, X Z, I Y\},\{X X, Y Y, Z Y, X I\},\{X X, Y Y, Z X, Y I\}, \\
&\{X X, Z Z, Z Y, I X\},\{X X, Z Z, X Y, I Z\},\{X X, Z Z, Y Z, X I\},\{X X, Z Z, Y X, Z I\}, \\
&\{Y Y, Z Z, Z X, I Y\},\{Y Y, Z Z, Y X, I Z\},\{Y Y, Z Z, X Z, Y I\},\{Y Y, Z Z, X Y, Z I\} ; \\
& \mathfrak{a}_{14}: 3,\{X X, Y Y, X Y, Y X, Z I, I Z\},\{X X, Z Z, X Z, Z X, Y I, I Y\},\{Y Y, Z Z, Y Z, Z Y, X I, I X\} ; \\
& \mathfrak{a}_{15}: 6,\{X X, X Y, X Z, I X, I Y, I Z\},\{Y Y, Y X, Y Z, I X, I Y, I Z\},\{Z Z, Z X, Z Y, I X, I Y, I Z\}, \\
&\{X X, Y X, Z X, X I, Y I, Z I\},\{Y Y, X Y, Z Y, X I, Y I, Z I\},\{Z Z, X Z, Y Z, X I, Y I, Z I\} ; \\
& \mathfrak{a}_{16}: 3,\{X Y, Y X, X Z, Z X, X I, I X\},\{Y X, X Y, Y Z, Z Y, Y I, I Y\},\{Z X, X Z, Z Y, Y Z, Z I, I Z\} ;
\end{aligned}
$$

```
\mp@subsup{\mathfrak{a}}{17}{}:6,{XX,XY,ZX,ZY,YI,IZ},{YY,YX,ZY,ZX,XI,IZ},{ZZ,ZX,YZ,YX,XI,IY},
    {XX,YX,XZ,YZ,IY,ZI},{YY,XY,YZ,XZ,IX,ZI},{ZZ,XZ,ZY,XY,IX,YI};
\mp@subsup{\mathfrak{a}}{18}{}:6,{XX,YY,XZ,ZY,XI,IY},{XX,ZZ,XY,YZ,XI,IZ},{YY,ZZ,YX,XZ,YI,IZ},
    {XX,YY,ZX,YZ,IX,YI},{XX,ZZ,YX,ZY,IX,ZI},{YY,ZZ,XY,ZX,IY,ZI};
\mp@subsup{a}{19}{}:6,{XX,XY,ZX,ZY,YZ,YI,IZ},{XX,YX,XZ,YZ,ZY,IY,ZI},
    {YY,YX,ZY,ZX,XZ,XI,IZ},{YY,XY,YZ,XZ,ZX,IX,ZI},
    {ZZ,ZX,YZ,YX,XY,XI,IY},{ZZ,XZ,ZY,XY,YX,IX,YI};
\mp@subsup{\mathfrak{a}}{20}{}:3,{XX,YY,ZZ,XY,YX,ZI,IZ},{XX,YY,ZZ,XZ,ZX,YI,IY},
    {XX,YY,ZZ,YZ,ZY,XI,IX};
\mp@subsup{a}{21}{}:6,{XX,YY,XY,YX,ZX,ZY,XI,YI,ZI,IZ},{XX,YY,XY,YX,XZ,YZ,IX,IY,ZI,IZ},
    {XX,ZZ,XZ,ZX,YX,YZ,XI,ZI,YI,IY},{XX,ZZ,XZ,ZX,XY,ZY,IX,IZ,YI,IY},
    {YY,ZZ,YZ,ZY,XY,XZ,YI,ZI,XI,IX},{YY,ZZ,YZ,ZY,YX,ZX,IY,IZ,XI,IX};
\mp@subsup{\mathfrak{a}}{22}{}:1,{XX,YY,ZZ,XY,YX,XZ,ZX,YZ,ZY,XI,IX,YI,IY,ZI,IZ};
\mp@subsup{\mathfrak{b}}{0}{}:3,{XI,IX},{YI,IY},{ZI,IZ};
\mp@subsup{\mathfrak{b}}{1}{}:3,{XX,XI,IX},{YY,YI,IY},{ZZ,ZI,IZ};
\mp@subsup{\mathfrak{b}}{2}{}:6,{XY,XZ,XI,IX},{YX,YZ,YI,IY},{ZX,ZY,ZI,IZ},
{YX,ZX,XI,IX},{XY,ZY,YI,IY},{XZ,YZ,ZI,IZ};
\mp@subsup{\mathfrak{b}}{3}{}:1,{XI,YI,ZI,IX,IY,IZ};
\mp@subsup{\mathfrak{b}}{4}{}:6,{XX,XY,XZ,XI,IX,IY,IZ},{XX,YX,ZX,IX,XI,YI,ZI},
{YY,YX,YZ,YI,IY,IX,IZ},{YY,XY,ZY,IY,YI,XI,ZI},
{ZZ,ZX,ZY,ZI,IZ,IX,IY},{ZZ,XZ,YZ,IZ,ZI,XI,YI};
\mp@subsup{\mathfrak{c}}{0}{}:6,{XI},{YI},{ZI},{IX},{IY},{IZ};
\mp@subsup{\mathfrak{c}}{1}{}:12,{XY,XI},{XZ,XI},{YX,YI},{YZ,YI},{ZX,ZI},{ZY,ZI},
{YX,IX},{ZX,IX},{XY,IY},{ZY,IY},{XZ,IZ},{YZ,IZ};
\mp@subsup{c}{2}{}}:6,{XX,XI},{XX,IX},{YY,YI},{YY,IY},{ZZ,ZI},{ZZ,IZ}
\mp@subsup{c}{3}{}}:6,{XI,IY},{XI,IZ},{YI,IX},{YI,IZ},{ZI,IX},{ZI,IY}
\mp@subsup{\mathfrak{c}}{4}{}:6,{XY,XI,IY},{YZ,YI,IZ},{ZX,ZI,IX},
    {YX,YI,IX},{ZY,ZI,IY},{XZ,XI,IZ};
\mp@subsup{c}{5}{\prime}}:2,{XI,YI,ZI},{IX,IY,IZ}
\mp@subsup{\mathfrak{c}}{6}{}:12,{XX,XY,XI,IZ},{XX,XZ,XI,IY},{XX,YX,IX,ZI},{XX,ZX,IX,YI},
    {YY,YX,YI,IZ},{YY,YZ,YI,IX},{YY,XY,IY,ZI},{YY,ZY,IY,XI},
```

$\{Z Z, Z X, Z I, I Y\},\{Z Z, Z Y, Z I, I X\},\{Z Z, X Z, I Z, Y I\},\{Z Z, Y Z, I Z, X I\} ;$
$\mathfrak{c}_{7}: 6,\{X I, I X, Y I, Z I\},\{Y I, I Y, X I, Z I\},\{Z I, I Z, X I, Y I\}$, $\{X I, I X, I Y, I Z\},\{Y I, I Y, I X, I Z\},\{Z I, I Z, I X, I Y\}$.

Adding up the orders of the orbits, we obtain a total of 127 Lie algebras of type $\mathfrak{a}, 19$ of type $\mathfrak{b}$, and 56 of type $\mathfrak{c}$.

## G.2.3 Identifying the subalgebras with known spin systems

In Table G. 2 below, we identify some of our Lie algebras with the DLAs of known spin models. The listed generating sets are from Appendix G.2.1. However, these generating sets are not unique, and they can be replaced with alternative generators that are used to generate the terms of the Hamiltonian; we call those conventional generators.

| Label | Generating set | Conventional generators | Example Model |
| :---: | :--- | :--- | :--- |
| $\mathfrak{a}_{0}$ | $X X$ | $Z Z$ | Ising model [371] |
| $\mathfrak{a}_{1}$ | $X Y$ | $X Y$ | Kitaev chain |
| $\mathfrak{a}_{2}$ | $X Y, Y X$ |  | Massless free fermion in a magnetic field |
| $\mathfrak{a}_{3}$ | $X X, Y Z$ | Kitaev chain with <br> nearest neighbor Coulomb interaction |  |
| $\mathfrak{a}_{4}$ | $X X, Y Y$ | XY-model [53] / Massless free fermion |  |
| $\mathfrak{a}_{5}$ | $X Y, Y Z$ |  |  |
| $\mathfrak{a}_{6}$ | $X X, Y Z, Z Y$ | Massless free fermion in a magnetic field with <br> nearest neighbor Coulomb interaction |  |
| $\mathfrak{a}_{7}$ | $X X, Y Y, Z Z$ |  | Heisenberg model / XXZ Chain [53] |
| $\mathfrak{a}_{8}$ | $X X, X Z$ | Transverse-field Ising model [53] |  |
| $\mathfrak{a}_{9}$ | $X Y, X Z$ | Kitaev chain in an X field |  |
| $\mathfrak{a}_{10}$ | $X Y, Y Z, Z X$ | HZ, | Heisenberg model |
| $\mathfrak{a}_{11}$ | $X Y, Y X, Y Z$ | $X Y, I X$ | XY model in a Y field |
| $\mathfrak{a}_{12}$ | $X X, X Y, Y Z$ |  |  |
| $\mathfrak{a}_{13}$ | $X X, Y Y, Y Z$ | $X X, Y Y, I Y$ | XY-model in a longitudinal field [53] |
| $\mathfrak{a}_{14}$ | $X X, Y Y, X Y$ |  | Transverse-field XY / Ising model [53] |
| $\mathfrak{a}_{15}$ | $X X, X Y, X Z$ | Ising model in an arbitrary magnetic field |  |
| $\mathfrak{a}_{16}$ | $X Y, Y X, Y Z, Z Y$ | $X Z, I X, I Y,(I Z)$ | Kitaev chain in a Y field |
| $\mathfrak{a}_{17}$ | $X X, X Y, Z X$ | $X Y, Y X, I Y, Y I$ | Ising model in an arbitrary magnetic field |
| $\mathfrak{a}_{18}$ | $X X, X Z, Y Y, Z Y$ | $Z Z, I X, I Y,(I Z)$ | XY model in an arbitrary field |
| $\mathfrak{a}_{19}$ | $X X, X Y, Z X, Y Z$ | $X X, Y Y, I Y, X I,(Z I)$ |  |
| $\mathfrak{a}_{20}$ | $X X, Y Y, Z Z, Z Y$ |  | XXZ chain in an X field [53] |
| $\mathfrak{a}_{21}$ | $X X, Y Y, X Y, Z X$ | $X X, Y Y, Z Z, I X, X I$ | XY model in an arbitrary field |
| $\mathfrak{a}_{22}$ | $X X, X Y, X Z, Y X, Z X$ | $Z Z, Y Y, I Z, Y I,(I X)$ | Ising model in an arbitrary field |
| $\mathfrak{b}_{0}$ | $X I, I X$ | $Z I, I Z$ | Uncoupled spins |
| $\mathfrak{b}_{1}$ | $X X, X I, I X$ | Ising model [371] |  |
| $\mathfrak{b}_{2}$ | $X Y, X I, I X$ | $Z Z, Z I, I Z$ | Kitaev chain in an X field |
| $\mathfrak{b}_{3}$ | $X I, Y I, I X, I Y$ |  | Uncoupled spins |
| $\mathfrak{b}_{4}$ | $X X, X Y, X Z, X I, I X, I Y, I Z$ | $Z Z, I X, I Y, I Z, Z I$ | Ising model in an arbitrary field |
|  |  |  |  |

Table G.2: Conventional spin models corresponding to the dynamical Lie algebras discussed in the main text. Terms in parentheses do not appear explicitly in the set of generators, but are generated from them.

## G.2.4 Extending subalgebras of $\mathfrak{s u}(4)$ to $\mathfrak{s u}\left(2^{n}\right)$

Starting from a subalgebra $\mathfrak{a} \subseteq \mathfrak{s u}(4)$, let $\mathfrak{a}(n)$ be the subalgebra of $\mathfrak{s u}\left(2^{n}\right)$ generated by the set

$$
\begin{equation*}
\bigcup_{0 \leq k \leq n-2} I^{\otimes k} \otimes \mathfrak{a} \otimes I^{\otimes(n-2-k)} \tag{G.2}
\end{equation*}
$$

In particular, $\mathfrak{a}(2)=\mathfrak{a}$. By construction, we have two Lie algebra embeddings $\mathfrak{a}(n) \rightarrow$ $\mathfrak{a}(n+1)$, given by appending $I$ in the last or first qubit, and $\mathfrak{a}(n+1)$ is generated as a Lie algebra by the union of the two images:

$$
\begin{equation*}
\mathfrak{a}(n+1)=\langle(\mathfrak{a}(n) \otimes I) \cup(I \otimes \mathfrak{a}(n))\rangle_{\text {Lie }} . \tag{G.3}
\end{equation*}
$$

This allows us to determine the sequence of Lie algebras $\mathfrak{a}(2), \mathfrak{a}(3), \ldots$ inductively. In particular, if $\mathfrak{a}(n)=\mathfrak{s u}\left(2^{n}\right)$ for some $n=n_{0}$, then this is true for all $n \geq n_{0}$. For instance, since

$$
\begin{equation*}
\mathfrak{a}_{18}(3)=\mathfrak{a}_{19}(3)=\mathfrak{a}_{21}(3)=\mathfrak{a}_{22}(3)=\mathfrak{s u}(8), \quad \mathfrak{a}_{12}(4)=\mathfrak{a}_{17}(4)=\mathfrak{s u}(16), \tag{G.4}
\end{equation*}
$$

we obtain that

$$
\begin{equation*}
\mathfrak{a}_{k}(n)=\mathfrak{s u}\left(2^{n}\right), \quad k=12,17,18,19,21,22, \quad n \geq 4 \tag{G.5}
\end{equation*}
$$

We also consider periodic boundary conditions. For each $n \geq 2$, define the subalgebra of $\mathfrak{s u}\left(2^{n}\right)$ :

$$
\begin{equation*}
\mathfrak{a}^{\circ}(n)=\left\langle\left\{A_{i} B_{i+1}, B_{1} A_{n} \mid A B \in \mathfrak{a}, 1 \leq i \leq n-1\right\}\right\rangle_{\text {Lie }} \tag{G.6}
\end{equation*}
$$

Since

$$
\begin{equation*}
\mathfrak{a}(n)=\left\langle\left\{A_{i} B_{i+1} \mid A B \in \mathfrak{a}, 1 \leq i \leq n-1\right\}\right\rangle_{\mathrm{Lie}} \tag{G.7}
\end{equation*}
$$

it is obvious that $\mathfrak{a}(n) \subseteq \mathfrak{a}^{\circ}(n)$. Introduce the cyclic shift operator $\tau_{n}: \mathfrak{s u}\left(2^{n}\right) \rightarrow \mathfrak{s u}\left(2^{n}\right)$, which acts on Pauli strings as

$$
\begin{equation*}
\tau_{n}\left(P^{1} \otimes P^{2} \otimes \cdots \otimes P^{n}\right)=P^{2} \otimes \cdots \otimes P^{n} \otimes P^{1}, \quad P^{j} \in\{I, X, Y, Z\} \tag{G.8}
\end{equation*}
$$

(where the superscipts are indices not powers). Then $\tau_{n}$ is a Lie algebra automorphism, and $\tau_{n} \mathfrak{a}^{\circ}(n)=\mathfrak{a}^{\circ}(n)$. In particular, this implies that $\tau_{n} \mathfrak{a}(n) \subseteq \mathfrak{a}^{\circ}(n)$. Note that, by definition, $\mathfrak{a}^{\circ}(n)$ is generated as a Lie algebra by the union of $\mathfrak{a}(n)$ and $\tau_{n} \mathfrak{a}(n)$ :

$$
\begin{equation*}
\mathfrak{a}^{\circ}(n)=\left\langle\mathfrak{a}(n) \cup \tau_{n} \mathfrak{a}(n)\right\rangle_{\text {Lie }} \tag{G.9}
\end{equation*}
$$

Another case we will investigate is when our subalgebras of $\mathfrak{s u}\left(2^{n}\right)$ are permutation invariant, i.e., invariant under the action of the symmetric group $S_{n}$ that permutes the $n$ qubits. We define

$$
\begin{equation*}
\mathfrak{a}^{\pi}(n)=\left\langle\left\{A_{i} B_{j} \mid A B \in \mathfrak{a}, 1 \leq i \neq j \leq n\right\}\right\rangle_{\text {Lie }} . \tag{G.10}
\end{equation*}
$$

Note that, in particular, $\mathfrak{a}^{\circ}(n) \subseteq \mathfrak{a}^{\pi}(n)$. Moreover, without loss of generality, we can assume that the generating subalgebra $\mathfrak{a} \subseteq \mathfrak{s u}(4)$ is itself invariant under $S_{2}$, i.e., under the flip of the two qubits. In other words, we have:

$$
\begin{aligned}
\mathfrak{a}_{1}^{\pi}(n) & =\mathfrak{a}_{2}^{\pi}(n), \\
\mathfrak{a}_{3}^{\pi}(n) & =\mathfrak{a}_{6}^{\pi}(n), \\
\mathfrak{a}_{5}^{\pi}(n) & =\mathfrak{a}_{11}^{\pi}(n)=\mathfrak{a}_{16}^{\pi}(n), \\
\mathfrak{a}_{8}^{\pi}(n) & \cong \mathfrak{a}_{14}^{\pi}(n), \\
\mathfrak{a}_{9}^{\pi}(n) & =\mathfrak{b}_{2}^{\pi}(n) \cong \mathfrak{a}_{16}^{\pi}(n), \\
\mathfrak{a}_{13}^{\pi}(n) & =\mathfrak{a}_{20}^{\pi}(n), \\
\mathfrak{a}_{k}^{\pi}(n) & =\mathfrak{b}_{4}^{\pi}(n)=\mathfrak{s u}\left(2^{n}\right), \quad k=10,12,15,17,18,19,21,22 .
\end{aligned}
$$

Thus, we only need to determine $\mathfrak{a}_{k}^{\pi}(n)$ for $k=0,2,4,6,7,14,16,20$ and $\mathfrak{b}_{l}^{\pi}(n)$ for $l=0,1,3$.

## G.2.5 Subalgebras of $\mathfrak{s u}(8)$

For completeness and for later use, we list a linear basis (over $\mathbb{R}$, after multiplication by $i$ ) for each of the following subalgebras of $\mathfrak{s u}(8)$.

## Open case:

$$
\begin{aligned}
\mathfrak{a}_{0}(3) & :\{I X X, X X I\}, \\
\mathfrak{a}_{1}(3) & :\{I X Y, X Y I, X Z Y\}, \\
\mathfrak{a}_{2}(3) & :\{I X Y, I Y X, X Y I, X Z Y, Y X I, Y Z X\}, \\
\mathfrak{a}_{3}(3) & :\{I X X, I Y Z, X X I, X Z Z, Y I Y, Y X Z, Y Y X, Y Z I, Z I Z, Z X Y\}, \\
\mathfrak{a}_{4}(3) & :\{I X X, I Y Y, X X I, X Z Y, Y Y I, Y Z X\}, \\
\mathfrak{a}_{5}(3) & :\{I X Y, I Y Z, X Y I, X Z Y, Y I X, Y X Z, Y Y Y, Y Z I, Z I Y, Z Y X\}, \\
\mathfrak{a}_{6}(3) & :\{I X Y, I Y X, I Z Z, X I X, X X Z, X Y I, X Z Y, Y I Y, Y X I, Y Y Z, Y Z X, Z I Z, Z X X, Z Y Y, Z Z I\}, \\
\mathfrak{a}_{7}(3) & :\{I X X, I Y Y, I Z Z, X I X, X X I, X Y Z, X Z Y, Y I Y, Y X Z, Y Y I, Y Z X, Z I Z, Z X Y, Z Y X, Z Z I\}, \\
\mathfrak{a}_{8}(3) & :\{I I Y, I X X, I X Z, I Y I, I Z X, I Z Z, X X I, X Y X, X Y Z, X Z I\}, \\
\mathfrak{a}_{9}(3) & :\{I I X, I X I, I X Y, I X Z, X Y I, X Y Y, X Y Z, X Z I, X Z Y, X Z Z\},
\end{aligned}
$$

$\mathfrak{a}_{10}(3):\{I X Y, I Y Z, I Z X, X I Z, X X X, X Y I, X Z Y, Y I X, Y X Z, Y Y Y, Y Z I, Z I Y, Z X I, Z Y X, Z Z Z\}$, $\mathfrak{a}_{11}(3):\{I I X, I X I, I X Y, I X Z, I Y X, I Z X, X I Y, X I Z, X X X, X Y I, X Y Y, X Y Z, X Z I, X Z Y$, $X Z Z, Y X I, Y Y X, Y Z X, Z I X, Z X Y, Z X Z\}$,
$\mathfrak{a}_{12}(3):\{I I X, I I Y, I I Z, I X X, I X Y, I X Z, I Y X, I Y Y, I Y Z, I Z I, X I I, X X I, X Y I, X Z X, X Z Y$, $X Z Z, Y I X, Y I Y, Y I Z, Y X X, Y X Y, Y X Z, Y Y X, Y Y Y, Y Y Z, Y Z I, Z I X, Z I Y, Z I Z, Z X X$, $Z X Y, Z X Z, Z Y X, Z Y Y, Z Y Z, Z Z I\}$,
$\mathfrak{a}_{13}(3):\{I I X, I X I, I X X, I Y Y, I Y Z, I Z Y, I Z Z, X I I, X I X, X X I, X Y Y, X Y Z, X Z Y, X Z Z, Y I Y$, $Y I Z, Y X Y, Y X Z, Y Y I, Y Y X, Y Z I, Y Z X, Z I Y, Z I Z, Z X Y, Z X Z, Z Y I, Z Y X, Z Z I, Z Z X\}$, $\mathfrak{a}_{14}(3):\{I I Z, I X X, I X Y, I Y X, I Y Y, I Z I, X X I, X Y I, X Z X, X Z Y, Y X I, Y Y I, Y Z X, Y Z Y, Z I I\}$, $\mathfrak{a}_{15}(3):\{I I X, I I Y, I I Z, I X I, I X X, I X Y, I X Z, I Y I, I Y X, I Y Y, I Y Z, I Z I, I Z X, I Z Y, I Z Z, X I X$, $X I Y, X I Z, X X I, X X X, X X Y, X X Z, X Y I, X Y X, X Y Y, X Y Z, X Z I, X Z X, X Z Y, X Z Z\}$, $\mathfrak{a}_{16}(3):\{I I X, I X I, I X Y, I X Z, I Y X, I Z X, X I I, X I Y, X I Z, X X X, X Y I, X Y Y, X Y Z, X Z I$, $X Z Y, X Z Z, Y I X, Y X I, Y X Y, Y X Z, Y Y X, Y Z X, Z I X, Z X I, Z X Y, Z X Z, Z Y X, Z Z X\}$, $\mathfrak{a}_{17}(3):\{I I Z, I X I, I X X, I X Y, I Y I, I Y X, I Y Y, I Z I, I Z X, I Z Y, X I Z, X X I, X X X, X X Y$, $X Y I, X Y X, X Y Y, X Z I, X Z X, X Z Y, Y I I, Y I X, Y I Y, Y X Z, Y Y Z, Y Z Z, Z I Z, Z X I$, $Z X X, Z X Y, Z Y I, Z Y X, Z Y Y, Z Z I, Z Z X, Z Z Y\}$,
$\mathfrak{a}_{20}(3):\{I I Z, I X X, I X Y, I Y X, I Y Y, I Z I, I Z Z, X I X, X I Y, X X I, X X Z, X Y I, X Y Z, X Z X, X Z Y$, $Y I X, Y I Y, Y X I, Y X Z, Y Y I, Y Y Z, Y Z X, Y Z Y, Z I I, Z I Z, Z X X, Z X Y, Z Y X, Z Y Y, Z Z I\}$.

## Periodic case:

$\mathfrak{a}_{0}^{\circ}(3):\{I X X, X I X, X X I\}$,
$\mathfrak{a}_{1}^{\circ}(3):\{I X Y, X Y I, X Z Y, Y I X, Y X Z, Z Y X\}$,
$\mathfrak{a}_{2}^{\circ}(3):\{I X Y, I Y X, X I Y, X Y I, X Y Z, X Z Y, Y I X, Y X I, Y X Z, Y Z X, Z X Y, Z Y X\}$,
$\mathfrak{a}_{3}^{\circ}(3):\{I I X, I X I, I X X, I Y Y, I Y Z, I Z Y, I Z Z, X I I, X I X, X X I, X Y Y, X Y Z, X Z Y, X Z Z, Y I Y$, $Y I Z, Y X Y, Y X Z, Y Y I, Y Y X, Y Z I, Y Z X, Z I Y, Z I Z, Z X Y, Z X Z, Z Y I, Z Y X, Z Z I, Z Z X\}$,
$\mathfrak{a}_{4}^{\circ}(3):\{I X X, I Y Y, I Z Z, X I X, X X I, X Y Z, X Z Y, Y I Y, Y X Z, Y Y I, Y Z X, Z I Z, Z X Y, Z Y X, Z Z I\}$, $\mathfrak{a}_{6}^{\circ}(3):\{I I Z, I X X, I X Y, I Y X, I Y Y, I Z I, I Z Z, X I X, X I Y, X X I, X X Z, X Y I, X Y Z, X Z X, X Z Y$, $Y I X, Y I Y, Y X I, Y X Z, Y Y I, Y Y Z, Y Z X, Y Z Y, Z I I, Z I Z, Z X X, Z X Y, Z Y X, Z Y Y, Z Z I\}$,
$\mathfrak{a}_{8}^{\circ}(3):\{I I Y, I X X, I X Z, I Y I, I Y Y, I Z X, I Z Z, X I X, X I Z, X X I, X X Y, X Y X, X Y Z, X Z I, X Z Y$, $Y I I, Y I Y, Y X X, Y X Z, Y Y I, Y Z X, Y Z Z, Z I X, Z I Z, Z X I, Z X Y, Z Y X, Z Y Z, Z Z I, Z Z Y\}$,
$\mathfrak{a}_{9}^{\circ}(3):\{I I X, I X I, I X Y, I X Z, X I I, X Y I, X Y Y, X Y Z, X Z I, X Z Y, X Z Z, Y I X, Y X Y, Y X Z, Y Y X$,

$$
\begin{aligned}
& Y Z X, Z I X, Z X Y, Z X Z, Z Y X, Z Z X\}, \\
\mathfrak{a}_{11}^{\circ}(3): & \{I I X, I X I, I X Y, I X Z, I Y X, I Z X, X I I, X I Y, X I Z, X X X, X Y I, X Y Y, X Y Z, X Z I, X Z Y, \\
& X Z Z, Y I X, Y X I, Y X Y, Y X Z, Y Y X, Y Z X, Z I X, Z X I, Z X Y, Z X Z, Z Y X, Z Z X\}, \\
\mathfrak{a}_{14}^{\circ}(3): & \{I I Z, I X X, I X Y, I Y X, I Y Y, I Z I, I Z Z, X I X, X I Y, X X I, X X Z, X Y I, X Y Z, X Z X, X Z Y, \\
& Y I X, Y I Y, Y X I, Y X Z, Y Y I, Y Y Z, Y Z X, Y Z Y, Z I I, Z I Z, Z X X, Z X Y, Z Y X, Z Y Y, Z Z I\} .
\end{aligned}
$$

Moreover,

$$
\mathfrak{a}_{k}^{\circ}(3)=\mathfrak{a}_{k}(3), \quad k=5,7,10,13,16,20,
$$

and

$$
\mathfrak{a}_{12}^{\circ}(3)=\mathfrak{a}_{15}^{\circ}(3)=\mathfrak{a}_{17}^{\circ}(3)=\mathfrak{s u}(8)
$$

## G.2.6 Subalgebras of $\mathfrak{s u}\left(2^{n}\right)$

For convenience, here we repeat the statement of Theorem 4.5.1, with the additional information of the dimensions of the Lie algebras (cf. Equation (4.10)). The proof of the theorem is given in Appendix G. 3 below.

$$
\begin{aligned}
& \mathfrak{a}_{0}(n)=\operatorname{span}\left\{X_{j} X_{j+1}\right\}_{1 \leq j \leq n-1} \cong \mathfrak{u}(1)^{\oplus(n-1)}, \quad \operatorname{dim}=n-1, \\
& \mathfrak{a}_{1}(n)=\operatorname{span}\left\{X_{i} Z_{i+1} \cdots Z_{j-1} Y_{j}\right\}_{1 \leq i<j \leq n} \cong \mathfrak{s o}(n), \quad \operatorname{dim}=\frac{n(n-1)}{2}, \\
& \mathfrak{a}_{2}(n)=\operatorname{span}\left\{X_{i} Z_{i+1} \cdots Z_{j-1} Y_{j}\right\}_{1 \leq i<j \leq n} \oplus \operatorname{span}\left\{Y_{i} Z_{i+1} \cdots Z_{j-1} X_{j}\right\}_{1 \leq i<j \leq n} \\
& \cong \mathfrak{s o}(n) \oplus \mathfrak{s o}(n), \\
& \operatorname{dim}=n(n-1), \\
& \mathfrak{a}_{3}(n) \cong\left\{\begin{array}{lll}
\mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}, & \operatorname{dim}=2^{n-1}\left(2^{n-2}-1\right), & n \equiv 0 \bmod 8, \\
\mathfrak{s o}\left(2^{n-1}\right), & \operatorname{dim}=2^{n-2}\left(2^{n-1}-1\right), & n \equiv \pm 1 \bmod 8, \\
\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 2}, & \operatorname{dim}=2^{2 n-3}-2, & n \equiv \pm 2 \bmod 8, \\
\mathfrak{s p}\left(2^{n-2}\right), & \operatorname{dim}=2^{n-2}\left(2^{n-1}+1\right), & n \equiv \pm 3 \bmod 8, \\
\mathfrak{s p}\left(2^{n-3}\right)^{\oplus 4}, & \operatorname{dim}=2^{n-1}\left(2^{n-2}+1\right), & n \equiv 4 \bmod 8,
\end{array}\right. \\
& \mathfrak{a}_{4}(n) \cong \cong \mathfrak{a}_{2}(n), \\
& \mathfrak{a}_{5}(n) \cong\left\{\begin{array}{lll}
\mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}, & \operatorname{dim}=2^{n-1}\left(2^{n-2}-1\right), & n \equiv 0 \bmod 6, \\
\mathfrak{s o}\left(2^{n-1}\right), & \operatorname{dim}=2^{n-2}\left(2^{n-1}-1\right), & n \equiv \pm 1 \bmod 6, \\
\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 2}, & \operatorname{dim}=2^{2 n-3}-2, & n \equiv \pm 2 \bmod 6, \\
\mathfrak{s p}\left(2^{n-2}\right), & \operatorname{dim}=2^{n-2}\left(2^{n-1}+1\right), & n \equiv 3 \bmod 6,
\end{array}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \mathfrak{a}_{6}(n) \cong \mathfrak{a}_{7}(n) \cong \mathfrak{a}_{10}(n) \cong\left\{\begin{array}{ll}
\mathfrak{s u}\left(2^{n-1}\right), & \operatorname{dim}=2^{2 n-2}-1, \\
\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}, & \operatorname{dim}=2^{2 n-2}-4,
\end{array} \quad n \geq 4 \text { odd }, ~\right. \text { even, } \\
& \mathfrak{a}_{8}(n) \cong \mathfrak{s o}(2 n-1), \quad \operatorname{dim}=(n-1)(2 n-1), \\
& \mathfrak{a}_{9}(n) \cong \mathfrak{s p}\left(2^{n-2}\right), \quad \operatorname{dim}=2^{n-2}\left(2^{n-1}+1\right), \\
& \mathfrak{a}_{11}(n)=\mathfrak{a}_{16}(n)=\mathfrak{s o}\left(2^{n}\right), \quad \operatorname{dim}=2^{n-1}\left(2^{n}-1\right), \quad n \geq 4, \\
& \mathfrak{a}_{k}(n)=\mathfrak{s u}\left(2^{n}\right), \quad \operatorname{dim}=2^{2 n}-1, \quad k=12,17,18,19,21,22, \quad n \geq 4, \\
& \mathfrak{a}_{13}(n)=\mathfrak{a}_{20}(n) \cong \mathfrak{a}_{15}(n) \cong \mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{s u}\left(2^{n-1}\right), \quad \operatorname{dim}=2^{2 n-1}-2, \\
& \mathfrak{a}_{14}(n) \cong \mathfrak{s o}(2 n), \quad \operatorname{dim}=n(2 n-1), \\
& \mathfrak{b}_{0}(n)=\operatorname{span}\left\{X_{i}\right\}_{1 \leq i \leq n} \cong \mathfrak{u}(1)^{\oplus n}, \quad \operatorname{dim}=n, \\
& \mathfrak{b}_{1}(n)=\operatorname{span}\left\{X_{i}, X_{j} X_{j+1}\right\}_{1 \leq i \leq n, 1 \leq j \leq n-1} \cong \mathfrak{u}(1)^{\oplus(2 n-1)}, \quad \operatorname{dim}=2 n-1, \\
& \mathfrak{b}_{2}(n)=\mathfrak{a}_{9}(n) \oplus \operatorname{span}\left\{X_{1}\right\} \cong \mathfrak{s p}\left(2^{n-2}\right) \oplus \mathfrak{u}(1), \quad \operatorname{dim}=2^{n-2}\left(2^{n-1}+1\right)+1, \\
& \mathfrak{b}_{3}(n)=\operatorname{span}\left\{X_{i}, Y_{i}, Z_{i}\right\}_{1 \leq i \leq n} \cong \mathfrak{s u}(2)^{\oplus n}, \quad \operatorname{dim}=3 n, \\
& \mathfrak{b}_{4}(n)=\mathfrak{a}_{15}(n) \oplus \operatorname{span}\left\{X_{1}\right\} \cong \mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{u}(1), \quad \operatorname{dim}=2^{2 n-1}-1 .
\end{aligned}
$$

## G. 3 Proofs

This section contains detailed proofs of Theorems 4.5.1, 4.5.2, and 4.5.3. The proof of Theorem 4.5.1 occupies Appendix G.3.2-G.3.7; its plan is outlined in Appendix G.3.1 below. The proofs of Theorems 4.5.2 and 4.5.3 utilize the results of Theorem 4.5.1, and are given in Appendix G.3.8 and G.3.9, respectively. For an index of each proof for each algebra, see Table G.3.

| Label | Generators | Scaling | Isomorphism | Reason |
| :---: | :---: | :---: | :---: | :---: |
| $\mathfrak{a}_{0}$ | $X X$ | $O(n)$ | $\mathfrak{u}(1)^{\oplus(n-1)}$ | Appendix G.3.1 |
| $\mathfrak{a}_{1}$ | $X Y$ | $O\left(n^{2}\right)$ | $\mathfrak{s o}(n)$ | Appendix G.3.3, frustration graph |
| $\mathfrak{a}_{2}$ | $X Y, Y X$ | $O\left(n^{2}\right)$ | $\mathfrak{s o}(n) \oplus \mathfrak{s o}(n)$ | Appendix G.3.3, frustration graph |
| $\mathfrak{a}_{3}$ | $X X, Y Z$ | $O(n)$ | $n$-dependent | Lemmas G.3.29, G.3.31 |
| $\mathfrak{a}_{4}$ | $X X, Y Y$ | $O\left(n^{2}\right)$ | $\mathfrak{a}_{2}$ | Appendix G.3.2, inclusion |
| $\mathfrak{a}_{5}$ | $X Y, Y Z$ | $O\left(4^{n}\right)$ | $n$-dependent | Lemmas G.3.30, G.3.32 |
| $\mathfrak{a}_{6}$ | $X X, Y Z, Z Y$ | $O\left(4^{n}\right)$ | $\mathfrak{a}_{7}$ | Appendix G.3.2, inclusion |
| $\mathfrak{a}_{7}$ | $X X, Y Y, Z Z$ | $O\left(4^{n}\right)$ | $\mathfrak{a}_{6}$ | Lemma G.3.28 |
| $\mathfrak{a}_{8}$ | $X X, X Z$ | $O\left(n^{2}\right)$ | $\mathfrak{s o}(2 n-1)$ | Appendix G.3.3, frustration graph |
| $\mathfrak{a}_{9}$ | $X Y, X Z$ | $O\left(4^{n}\right)$ | $\left.\mathfrak{s p (} 2^{n-2}\right)$ | Lemma G.3.27, fixed point under involution |
| $\mathfrak{a}_{10}$ | $X Y, Y Z, Z X$ | $O\left(4^{n}\right)$ | $\mathfrak{a}_{6}$ | Appendix G.3.2, inclusion |
| $\mathfrak{a}_{11}$ | $X Y, Y X, Y Z$ | $O\left(4^{n}\right)$ | $\mathfrak{a}_{16}$ | Appendix G.3.2, inclusion |
| $\mathfrak{a}_{12}$ | $X X, X Y, Y Z$ | $O\left(4^{n}\right)$ | $\mathfrak{s u}\left(2^{n}\right)$ | Appendix G.2.4, explicit for $n=4$ |
| $\mathfrak{a}_{13}$ | $X X, Y Y, Y Z$ | $O\left(4^{n}\right)$ | $\mathfrak{a}_{20}$ | Lemma G.3.26, fixed point under involution |
| $\mathfrak{a}_{14}$ | $X X, Y Y, X Y$ | $O\left(n^{2}\right)$ | $\mathfrak{s o}(2 n)$ | Appendix G.3.3, frustration graph |
| $\mathfrak{a}_{15}$ | $X X, X Y, X Z$ | $O\left(4^{n}\right)$ | $\mathfrak{a}_{13}$ | Lemma G.3.26, fixed point under involution |
| $\mathfrak{a}_{16}$ | $X Y, Y X, Y Z, Z Y$ | $O\left(4^{n}\right)$ | $\mathfrak{s o}\left(2^{n}\right)$ | Lemma G.3.24, fixed point under involution |
| $\mathfrak{a}_{17}$ | $X X, X Y, Z X$ | $O\left(4^{n}\right)$ | $\mathfrak{s u}\left(2^{n}\right)$ | Appendix G.2.4, explicit for $n=4$ |
| $\mathfrak{a}_{18}$ | $X X, X Z, Y Y, Z Y$ | $O\left(4^{n}\right)$ | $\mathfrak{s u}\left(2^{n}\right)$ | Appendix G.2.4, explicit for $n=3$ |
| $\mathfrak{a}_{19}$ | $X X, X Y, Z X, Y Z$ | $O\left(4^{n}\right)$ | $\mathfrak{s u}\left(2^{n}\right)$ | Appendix G.2.4, explicit for $n=3$ |
| $\mathfrak{a}_{20}$ | $X X, Y Y, Z Z, Z Y$ | $O\left(4^{n}\right)$ | $\mathfrak{a}_{13}$ | Appendix G.3.2, inclusion |
| $\mathfrak{a}_{21}$ | $X X, Y Y, X Y, Z X$ | $O\left(4^{n}\right)$ | $\mathfrak{s u}\left(2^{n}\right)$ | Appendix G.2.4, explicit for $n=3$ |
| $\mathfrak{a}_{22}$ | $X X, X Y, X Z, Y X$ | $O\left(4^{n}\right)$ | $\mathfrak{s u}\left(2^{n}\right)$ | Appendix G.2.4, explicit for $n=3$ |
| $\mathfrak{b}_{0}$ | XI, IX | $O(n)$ | $\mathfrak{u}(1)^{\oplus n}$ | Appendix G.3.1 |
| $\mathfrak{b}_{1}$ | $X X, X I, I X$ | $O(n)$ | $\mathfrak{u}(1)^{\oplus(2 n-1)}$ | Appendix G.3.1 |
| $\mathfrak{b}_{2}$ | $X Y, X I, I X$ | $O\left(4^{n}\right)$ | $\mathfrak{s p}\left(2^{n-2}\right) \oplus \mathfrak{u}(1)$ | Appendix G.3.1, central extension |
| $\mathfrak{b}_{3}$ | $X I, Y I, I X, I Y$ | $O(n)$ | $\mathfrak{s u}(2)^{\oplus n}$ | Appendix G.3.1 |
| $\mathfrak{b}_{4}$ | $X X, X Y, X Z, X I, I X, I Y, I Z$ | $O\left(4^{n}\right)$ | $\mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{u}(1)$ | Appendix G.3.1, central extension |

Table G.3: Proofs and where to find them.

## G.3.1 Plan of the proof of Theorem 4.5.1

Our starting point is the list of subalgebras of $\mathfrak{s u}(4)$ from Appendix G.2.1:

$$
\begin{equation*}
\mathfrak{a}_{k}, \mathfrak{b}_{l} \subseteq \mathfrak{s u}(4), \quad 0 \leq k \leq 22, \quad 0 \leq l \leq 4 \tag{G.11}
\end{equation*}
$$

and the goal is to determine (up to isomorphism) their extensions as subalgebras of $\mathfrak{s u}\left(2^{n}\right)$ :

$$
\begin{equation*}
\mathfrak{a}_{k}(n), \mathfrak{b}_{l}(n) \subseteq \mathfrak{s u}\left(2^{n}\right), \quad 3 \leq n, \quad 0 \leq k \leq 22, \quad 0 \leq l \leq 4 \tag{G.12}
\end{equation*}
$$

which are defined in Appendix G.2.4. The answer is presented in Theorem 4.5.1, and in more detail, in Appendix G. 2.6 above. Here we outline the proof, which consists of multiple parts. We divide the set of Lie algebras Equation (G.12) into three classes: linear, quadratic, and exponential, according to the anticipated growth of their dimension.

Linear case: $\mathfrak{a}_{0}(n), \mathfrak{b}_{l}(n)(l=0,1,3)$. The linear case is obvious. Indeed, the Lie algebras $\mathfrak{a}_{0}(n), \mathfrak{b}_{0}(n)$, and $\mathfrak{b}_{1}(n)$ are Abelian (i.e., have identically zero Lie brackets), because all of their generators commute with each other. The Lie algebra $\mathfrak{b}_{3}(n) \cong \mathfrak{s u}(2)^{\oplus n}$ is a direct sum of $n$ commuting copies of $\mathfrak{s u}(2)$, since its generators split into $n$ groups commuting with each other (acting independently on each qubit).

Quadratic case: $\mathfrak{a}_{k}(n)(k=1,2,4,8,14)$. These Lie algebras are determined by using the frustration graphs of their generators; see Appendix G.3.3 and especially Lemma G.3.6. Note that $\mathfrak{a}_{2}(n) \cong \mathfrak{a}_{4}(n)$ by Lemma G.3.3.

Exponential case: $\mathfrak{a}_{k}(n), \mathfrak{b}_{l}(n)(k=3,5,6,7,9-13,15-22, l=2,4)$. First, recall that in Appendix G.2.4, we have already found that

$$
\begin{equation*}
\mathfrak{a}_{k}(n)=\mathfrak{s u}\left(2^{n}\right), \quad k=12,17,18,19,21,22, \quad n \geq 4 \tag{G.13}
\end{equation*}
$$

Second, we observe that $\mathfrak{b}_{2}(n)=\mathfrak{a}_{9}(n) \oplus \operatorname{span}\left\{X_{1}\right\}$ and $\mathfrak{b}_{4}(n)=\mathfrak{a}_{15}(n) \oplus \operatorname{span}\left\{X_{1}\right\}$, because their generators consist of a central element $X_{1}$ (commuting with all other generators) and the generators of $\mathfrak{a}_{9}(n)$ or $\mathfrak{a}_{15}(n)$, respectively. Third, in Appendix G.3.2, we find equalities and isomorphisms among some of the Lie algebras $\mathfrak{a}_{k}(n)$. Namely,

$$
\begin{equation*}
\mathfrak{a}_{6}(n) \cong \mathfrak{a}_{7}(n) \cong \mathfrak{a}_{10}(n), \quad \mathfrak{a}_{11}(n)=\mathfrak{a}_{16}(n), \quad \mathfrak{a}_{13}(n)=\mathfrak{a}_{20}(n), \quad n \geq 4 \tag{G.14}
\end{equation*}
$$

Thus, we are left to investigate the Lie algebras $\mathfrak{a}_{k}(n)$ for $k=3,5,7,9,13,15,16$.
Strategy for $\mathfrak{a}_{k}(n)(k=3,5,7,9,13,15,16)$. The strategy in the remaining exponential cases is as follows.

1. For each of our Lie algebras $\mathfrak{s}=\mathfrak{a}_{k}(n)$, we find its stabilizer $\operatorname{St}(\mathfrak{s})$, which is defined as the set of all Pauli strings $\in \mathcal{P}_{n}$ that commute with every element of $\mathfrak{s}$. This can be done explicitly, because the stabilizer is determined only from the generators of $\mathfrak{s}$; see Proposition G.3.3 in Appendix G.3.4.
2. By definition, $\mathfrak{s}$ commutes with all elements of its stabilizer $\operatorname{St}(\mathfrak{s})$; hence, it is contained in the centralizer of $\operatorname{St}(\mathfrak{s})$ in $\mathfrak{s u}\left(2^{n}\right)$, which we denote $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$. We can reduce the Lie subalgebra $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$ further by factoring all elements of the center of $\operatorname{St}(\mathfrak{s})$, which will become central in it, because $\mathfrak{s}$ has a trivial center by Lemma G.3.11. This results in a Lie algebra denoted $\mathfrak{g}_{k}(n)$ when $\mathfrak{s}=\mathfrak{a}_{k}(n)$; these are listed explicitly in Equation (G.35)-Equation (G.41).
3. By the above construction, we have $\mathfrak{s} \subseteq \mathfrak{g}_{k}(n)$. However, equality does not hold in all cases. We improve the upper bound for $\mathfrak{s}$ by finding an involution $\theta_{k}$ of $\mathfrak{g}_{k}(n)$ such that all elements of $\mathfrak{s}$ are fixed under $\theta_{k}$, i.e., $\theta_{k}(a)=a$ for all $a \in \mathfrak{s}$ (see Appendix G. 1 for a refresher on involutions). The last condition can be checked only on the generators of $\mathfrak{s}$, and the details are carried out in Appendix G.3.5 (Theorem G.3.1 and Lemmas G.3.13, G.3.14, G.3.15). Thus, we have the upper bound $\mathfrak{s} \subseteq \mathfrak{g}_{k}(n)^{\theta_{k}}$, where the superscript $\theta_{k}$ indicates fixed points under $\theta_{k}$.
4. Then, in Appendix G.3.6, we establish a lower bound for $\mathfrak{s}$, i.e., we prove that the upper bound is exact: $\mathfrak{a}_{k}(n)=\mathfrak{g}_{k}(n)^{\theta_{k}}$. The main idea is to start with an arbitrary Pauli string $\in i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)^{\theta_{k}}$ and use suitable commutators with elements of $\mathfrak{a}_{k}(n)$ to produce a Pauli string $\in i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)^{\theta_{k}}$ with $I$ in one of its positions. Erasing the $I$ gives an element of $\mathfrak{g}_{k}(n-1)^{\theta_{k}}$, which by induction is in $\mathfrak{a}_{k}(n-1)$. The specific details are broken into a sequence of lemmas. The cases $k=3,5,7, k=9, k=13$, $k=15$, and $k=16$ are treated in Lemmas G.3.20, G.3.22, G.3.23, G.3.25, and G.3.24, respectively. As a consequence, since $\mathfrak{g}_{16}(n)=\mathfrak{s u}\left(2^{n}\right)$ by Equation (G.40), and $\theta_{16}(g)=-g^{T}$ by Equation (G.46), we obtain that $\mathfrak{a}_{16}(n)=\mathfrak{s o}\left(2^{n}\right)$.
5. Finally, in Appendix G.3.7, we identify the Lie algebras $\mathfrak{g}_{k}(n)^{\theta_{k}}$ with those from Theorem 4.5.1. The idea is to apply a suitable unitary transformation that brings the stabilizer $\operatorname{St}(\mathfrak{s})$ to a more convenient form (such transformations and their effect on the fixed points of involutions are reviewed in Appendix G.1). For example, $\operatorname{St}\left(\mathfrak{a}_{13}(n)\right)=\left\{I^{\otimes n}, X^{\otimes n}\right\}$ and we can bring $X^{\otimes n}$ to $X_{1}$ with a unitary transformation, after which it is easy to determine the centralizer $\mathfrak{s u}\left(2^{n}\right)^{X_{1}}$. This is carried out in Lemmas G.3.26, G.3.27, and G.3.28 for $k=13,15, k=9$, and $k=7$, respectively. The more complicated cases $k=3$ and $k=5$ are further broken down to $n$ odd and $n$ even; see Lemmas G.3.29, G.3.31, G.3.30, G.3.32. Taken all together, this completes the proof of Theorem 4.5.1.

## G.3.2 Inclusions and isomorphisms

There are several obvious inclusions among the Lie algebras $\mathfrak{a}_{k}(k=0-11,13-16,20)$, which extend to the corresponding subalgebras of $\mathfrak{s u}\left(2^{n}\right)$ due to the following trivial observation.

Lemma G.3.1. If $\mathfrak{a} \subset \mathfrak{b} \subseteq \mathfrak{s u}(4)$, then $\mathfrak{a}(n) \subseteq \mathfrak{b}(n)$, $\mathfrak{a}^{\circ}(n) \subseteq \mathfrak{b}^{\circ}(n)$ and $\mathfrak{a}^{\pi}(n) \subseteq \mathfrak{b}^{\pi}(n)$ for all $n \geq 2$. Furthermore, if $\mathfrak{a}\left(n_{0}\right)=\mathfrak{b}\left(n_{0}\right)$ for some $n_{0}$, then $\mathfrak{a}(n)=\mathfrak{b}(n)$ for all $n \geq n_{0}$.

Proof. The first claim follows from the definitions of the Lie algebras $\mathfrak{a}(n), \mathfrak{a}^{\circ}(n)$, and $\mathfrak{a}^{\pi}(n)$; see Equation (G.7), Equation (G.6), Equation (G.10), respectively. The second claim follows from the inductive construction of the Lie algebras $\mathfrak{a}(n)$; see Equation (G.3).

For the rest of this subsection, we focus on the open case; we will treat the periodic (closed) case and the permutation-invariant case later. By comparing the bases of the subalgebras $\mathfrak{a}_{k} \subset \mathfrak{s u}(4)$ listed in Appendix G.2.1, we note the following inclusions:

$$
\begin{array}{ll}
\mathfrak{a}_{0} \subset \mathfrak{a}_{3} \subset \mathfrak{a}_{6} \subset \mathfrak{a}_{20}, & \\
\mathfrak{a}_{1} \subset \mathfrak{a}_{2} \subset \mathfrak{a}_{11} \subset \mathfrak{a}_{16}, \\
\mathfrak{a}_{0} \subset \mathfrak{a}_{4} \subset \mathfrak{a}_{7}, & \\
\mathfrak{a}_{1} \subset \mathfrak{a}_{2} \subset \mathfrak{a}_{14}, \\
\mathfrak{a}_{0} \subset \mathfrak{a}_{4} \subset \mathfrak{a}_{13} \subset \mathfrak{a}_{20}, & \\
\mathfrak{a}_{1} \subset \mathfrak{a}_{5} \subset \mathfrak{a}_{10}, \quad \text { and } \quad \mathfrak{a}_{1} \subset \mathfrak{a}_{5} \subset \mathfrak{a}_{16}, \\
\mathfrak{a}_{0} \subset \mathfrak{a}_{8} \subset \mathfrak{a}_{15}, & \\
\mathfrak{a}_{1} \subset \mathfrak{a}_{9} \subset \mathfrak{a}_{15} .
\end{array}
$$

The above chains of inclusions are maximal, i.e., cannot be extended further. For any pair $\mathfrak{a}_{k} \subset \mathfrak{a}_{l}$, we get an inclusion $\mathfrak{a}_{k}(n) \subseteq \mathfrak{a}_{l}(n)$ for all $n \geq 3$. However, even though $\mathfrak{a}_{5}=\mathfrak{a}_{10} \cap \mathfrak{a}_{16}$, we only have $\mathfrak{a}_{5}(n) \subseteq \mathfrak{a}_{10}(n) \cap \mathfrak{a}_{16}(n)$ and not necessarily an equality. In fact, one checks that $I Z X \in \mathfrak{a}_{10}(3) \cap \mathfrak{a}_{16}(3)$ but $I Z X \notin \mathfrak{a}_{5}(3)$. In the next lemma, we present two consequences of the above inclusions.

Lemma G.3.2. We have:

$$
\begin{array}{lll}
\mathfrak{a}_{11}(n)=\mathfrak{a}_{16}(n), & & n \geq 4, \\
\mathfrak{a}_{13}(n)=\mathfrak{a}_{20}(n), & & n \geq 3 . \tag{G.16}
\end{array}
$$

Proof. Since $\mathfrak{a}_{11} \subset \mathfrak{a}_{16}$, we have $\mathfrak{a}_{11}(n) \subseteq \mathfrak{a}_{16}(n)$ for all $n$. But because dim $\mathfrak{a}_{11}(4)=$ $\operatorname{dim} \mathfrak{a}_{16}(4)=120$, we obtain that $\mathfrak{a}_{11}(4)=\mathfrak{a}_{16}(4)$, which implies Equation (G.15). Similarly, from $\mathfrak{a}_{13} \subset \mathfrak{a}_{20}$, we get $\mathfrak{a}_{13}(n) \subseteq \mathfrak{a}_{20}(n)$ for all $n$. But because $\operatorname{dim} \mathfrak{a}_{13}(3)=\operatorname{dim} \mathfrak{a}_{20}(3)=30$, we have $\mathfrak{a}_{13}(3)=\mathfrak{a}_{20}(3)$.

There are other inclusions among the Lie algebras $\mathfrak{a}_{k}$ after we relabel some of the Paulis. Such relabelings act as automorphisms of the Lie algebra $\mathfrak{s u}\left(2^{n}\right)$, i.e., they are invertible linear operator that respects the Lie bracket (see Appendix G.1). We will express them in the form $\varphi(a)=U a U^{\dagger}\left(a \in \mathfrak{s u}\left(2^{n}\right)\right)$ for some fixed unitary matrix $U$, as in Lemma G.1.2.

As a first example, consider the linear operator $\psi$ on $\mathbb{C}^{2 \times 2}$, defined by $\psi(A)=V A V^{\dagger}$ where $V=e^{i \frac{\pi}{4} Z}$. Using Equation (A.6), we find:

$$
\psi(I)=I, \quad \psi(X)=i Z \cdot X=-Y, \quad \psi(Y)=i Z \cdot Y=X, \quad \psi(Z)=Z
$$

We extend it to an automorphism $\psi_{n}$ of $\mathfrak{s u}\left(2^{n}\right)$ by:

$$
\psi_{n}:=\psi^{0} \otimes \psi^{1} \otimes \cdots \otimes \psi^{n-1}
$$

where $\psi^{j}$ denotes the $j$-th power of $\psi$. Note that, up to an overall sign, $\psi_{n}$ swaps $X \rightleftharpoons Y$ on all even qubits. It can be represented as a unitary transformation:

$$
\begin{equation*}
\psi_{n}(a)=U a U^{\dagger}, \quad \text { with } \quad U=V^{1} \otimes V^{2} \otimes \cdots \otimes V^{n}=\exp \left(i \frac{\pi}{4} \sum_{j=1}^{n}(j-1) Z_{j}\right) \tag{G.17}
\end{equation*}
$$

Lemma G.3.3. The map $\psi_{n}$, defined by Equation (G.17), restricts to an isomorphism $\mathfrak{a}_{2}(n) \cong \mathfrak{a}_{4}(n)$.

Proof. Since $\psi_{n}$ is an automorphism of $\mathfrak{s u}\left(2^{n}\right)$, it is in particular injective and respects the Lie bracket. The same is true for the restriction of $\psi_{n}$ to $\mathfrak{a}_{2}(n)$. In order to prove that $\psi_{n}$ is an isomorphism from $\mathfrak{a}_{2}(n)$ to $\mathfrak{a}_{4}(n)$, it remains to show that it is surjective, i.e., $\psi_{n} \mathfrak{a}_{2}(n)=\mathfrak{a}_{4}(n)$. Note that $\psi_{n} \mathfrak{a}_{2}(n)$ is a subalgebra of $\mathfrak{a}_{4}(n)$. We will show that $\psi_{n} \mathfrak{a}_{2}(n)$ contains all generators of $\mathfrak{a}_{4}(n)$, which would imply that it is equal to it.

Indeed, $\psi_{n}$ acts as follows on the generators of $\mathfrak{a}_{2}(n)$ :

$$
\begin{aligned}
& \psi_{n}\left(X_{i} Y_{i+1}\right)=\left(\psi^{i-1}(X)\right)_{i}\left(\psi^{i}(Y)\right)_{i+1}=\left(\psi^{i-1}(X)\right)_{i}\left(\psi^{i-1}(X)\right)_{i+1} \\
& \psi_{n}\left(Y_{i} X_{i+1}\right)=\left(\psi^{i-1}(Y)\right)_{i}\left(\psi^{i}(X)\right)_{i+1}=-\left(\psi^{i-1}(Y)\right)_{i}\left(\psi^{i-1}(Y)\right)_{i+1}
\end{aligned}
$$

Hence, up to a sign, $\psi_{n}$ sends the generators of $\mathfrak{a}_{2}(n)$ to the generators $X_{i} X_{i+1}, Y_{i} Y_{i+1}$ of $\mathfrak{a}_{4}(n)$. Therefore, $\psi_{n} \mathfrak{a}_{2}(n)=\mathfrak{a}_{4}(n)$, which completes the proof of the lemma.

As another similar example, consider the linear operator $\varphi$ on $\mathbb{C}^{2 \times 2}$, defined by

$$
\begin{equation*}
\varphi(A):=e^{i \frac{\pi}{4} X} A e^{-i \frac{\pi}{4} X} \Rightarrow \varphi(I)=I, \quad \varphi(X)=X, \quad \varphi(Y)=-Z, \quad \varphi(Z)=Y \tag{G.18}
\end{equation*}
$$

We extend it to an automorphism of $\mathfrak{s u}\left(2^{n}\right)$ by

$$
\begin{equation*}
\varphi_{n}:=\varphi^{0} \otimes \varphi^{1} \otimes \cdots \otimes \varphi^{n-1} \tag{G.19}
\end{equation*}
$$

which, up to a sign, swaps $Y \rightleftharpoons Z$ on all even qubits. As in Equation (G.17), we have

$$
\begin{equation*}
\varphi_{n}(a)=U a U^{\dagger}, \quad \text { with } \quad U=\exp \left(i \frac{\pi}{4} \sum_{j=1}^{n}(j-1) X_{j}\right) \tag{G.20}
\end{equation*}
$$

Lemma G.3.4. The map $\varphi_{n}$, defined by Equation (G.18), Equation (G.19), restricts to an isomorphism $\mathfrak{a}_{6}(n) \cong \mathfrak{a}_{7}(n)$.

Proof. As in the proof of Lemma G.3.3, we find that $\varphi_{n}$ acts on the generators of $\mathfrak{a}_{6}(n)$ as follows:

$$
\begin{aligned}
\varphi_{n}\left(X_{i} X_{i+1}\right) & =X_{i} X_{i+1} \\
\varphi_{n}\left(Y_{i} Z_{i+1}\right) & =\left(\varphi^{i-1}(Y)\right)_{i}\left(\varphi^{i-1}(Y)\right)_{i+1} \\
\varphi_{n}\left(Z_{i} Y_{i+1}\right) & =-\left(\varphi^{i-1}(Z)\right)_{i}\left(\varphi^{i-1}(Z)\right)_{i+1}
\end{aligned}
$$

Up to a sign, the images are exactly the generators $X_{i} X_{i+1}, Y_{i} Y_{i+1}, Z_{i} Z_{i+1}$ of $\mathfrak{a}_{7}(n)$. Hence, $\varphi_{n} \mathfrak{a}_{6}(n)=\mathfrak{a}_{7}(n)$.

Now consider the composition $\gamma:=\varphi \psi$, which acts as a cyclic rotation $X \mapsto Z \mapsto Y \mapsto$ $X$ :

$$
\begin{equation*}
\gamma(I)=I, \quad \gamma(X)=Z, \quad \gamma(Y)=X, \quad \gamma(Z)=Y \tag{G.21}
\end{equation*}
$$

We extend it to automorphism of $\mathfrak{s u}\left(2^{n}\right)$ as follows:

$$
\begin{equation*}
\gamma_{n}:=\gamma^{1} \otimes \gamma^{2} \otimes \gamma^{3} \otimes \cdots \otimes \gamma^{n} \tag{G.22}
\end{equation*}
$$

Since $S:=(X+Y+Z) / \sqrt{3}$ satisfies $S \cdot S=I$, we can apply Euler's formula Equation (A.3) to show that

$$
\gamma(A)=e^{i \frac{\pi}{4} X} e^{i \frac{\pi}{4} Z} A e^{-i \frac{\pi}{4} Z} e^{-i \frac{\pi}{4} X}=e^{i \frac{\pi}{3} S} A e^{-i \frac{\pi}{3} S} .
$$

Hence, similarly to Equation (G.17), Equation (G.20), we can express $\gamma_{n}$ as

$$
\begin{equation*}
\gamma_{n}(a)=U a U^{\dagger}, \quad \text { with } \quad U=\exp \left(i \frac{\pi}{3 \sqrt{3}} \sum_{j=1}^{n} j\left(X_{j}+Y_{j}+Z_{j}\right)\right) \tag{G.23}
\end{equation*}
$$

Lemma G.3.5. The map $\gamma_{n}$, defined by Equation (G.21), Equation (G.22), restricts to an isomorphism $\mathfrak{a}_{10}(n) \cong \mathfrak{a}_{7}(n)$.

Proof. We find that $\gamma_{n}$ acts on the generators of $\mathfrak{a}_{10}(n)$ as follows:

$$
\begin{aligned}
\gamma_{n}\left(X_{i} Y_{i+1}\right) & =\left(\gamma^{i}(X)\right)_{i}\left(\gamma^{i+1}(Y)\right)_{i+1}=\left(\gamma^{i}(X)\right)_{i}\left(\gamma^{i}(X)\right)_{i+1}, \\
\gamma_{n}\left(Y_{i} Z_{i+1}\right) & =\left(\gamma^{i}(Y)\right)_{i}\left(\gamma^{i+1}(Z)\right)_{i+1}=\left(\gamma^{i}(Y)\right)_{i}\left(\gamma^{i}(Y)\right)_{i+1}, \\
\gamma_{n}\left(Z_{i} X_{i+1}\right) & =\left(\gamma^{i}(Z)\right)_{i}\left(\gamma^{i+1}(X)\right)_{i+1}=\left(\gamma^{i}(Z)\right)_{i}\left(\gamma^{i}(Z)\right)_{i+1} .
\end{aligned}
$$

The images are exactly the generators $X_{i} X_{i+1}, Y_{i} Y_{i+1}, Z_{i} Z_{i+1}$ of $\mathfrak{a}_{7}(n)$; hence, $\gamma_{n} \mathfrak{a}_{10}(n)=$ $\mathfrak{a}_{7}(n)$.

## G.3.3 Frustration graphs



Figure G.1: Frustration graphs for several examples in our classification for $n=4$. (a) A frustration graph given by a line. (b) A frustration graph consisting of two disjoint lines. (c) A circular frustration graph.

In this subsection, we review the notion of frustration graph, which is a useful visualization tool; see e.g. [372, 373, 342]. We determine the DLA in the cases when the frustration graph is a line or a circle, and apply these results to identify several of our Lie algebras, namely, $\mathfrak{a}_{k}(n)$ and $\mathfrak{a}_{k}^{\circ}(n)$ for $k=1,2,4,8,14$.

Definition G.3.1. Given a set of Pauli strings $\mathcal{A} \subset \mathcal{P}_{n}$, its frustration graph is the graph with a set of vertices $\mathcal{A}$ and edges connecting all pairs of vertices $a, b \in \mathcal{A}$ such that $[a, b] \neq 0$.

The frustration graph makes it especially easy to determine when two subsets of the generating set $\mathcal{A}$ commute with each other: it means that they are disconnected from each other in the frustration graph. Suppose that $\mathcal{A}=\mathcal{A}_{1} \sqcup \mathcal{A}_{2}$ is a disjoint union of subsets with disconnected frustration graphs. Then

$$
\begin{equation*}
\left\langle\mathcal{A}_{1} \sqcup \mathcal{A}_{2}\right\rangle_{\mathrm{Lie}}=\left\langle\mathcal{A}_{1}\right\rangle_{\mathrm{Lie}} \oplus\left\langle\mathcal{A}_{2}\right\rangle_{\mathrm{Lie}} \tag{G.24}
\end{equation*}
$$

is a direct sum of commuting subalgebras. This is illustrated in Figure G.1.
In the next proposition, we determine the DLA of a line frustration graph.
Proposition G.3.1. Suppose that the frustration graph of $\mathcal{A}=\left\{a_{1}, \ldots, a_{N}\right\} \subset \mathcal{P}_{n}$ is a line, so that $\left[a_{j}, a_{k}\right] \neq 0$ for $1 \leq j<k \leq N$ if and only if $k=j+1$. Then

$$
\langle\mathcal{A}\rangle_{\text {Lie }} \cong \mathfrak{s o}(N+1),
$$

and a basis for it is given by $\left\{i^{k-j} L_{j, k}\right\}_{1 \leq j<k \leq N+1}$, where $i$ is the imaginary unit and

$$
\begin{equation*}
L_{j, k}:=a_{j} \cdot a_{j+1} \cdots a_{k-1} \quad(1 \leq j<k \leq N+1) \tag{G.25}
\end{equation*}
$$

are products over line segments.
Proof. Recall that $\langle\mathcal{A}\rangle_{\text {Lie }}$ is the subalgebra of $\mathfrak{s u}\left(2^{n}\right)$ generated by the subset $i \mathcal{A} \subset \mathfrak{s u}\left(2^{n}\right)$ (see Definition 4.1.1). First, let us prove that all $i^{k-j} L_{j, k}$ are in $\langle\mathcal{A}\rangle_{\text {Lie }}$. For $k=j+1$, we have $i L_{j, j+1}:=i a_{j} \in i \mathcal{A} \subseteq\langle\mathcal{A}\rangle_{\text {Lie }}$. Suppose, by induction on $k-j$, that $i^{k-j} L_{j, k} \in\langle\mathcal{A}\rangle_{\text {Lie }}$ for some $1<j<k \leq N+1$; then we will show that $i^{k-j+1} L_{j-1, k} \in\langle\mathcal{A}\rangle_{\text {Lie }}$. By definition,

$$
L_{j-1, k}=a_{j-1} \cdot a_{j} \cdot a_{j+1} \cdots a_{k-1}=a_{j-1} \cdot L_{j, k},
$$

and by assumption, $a_{j-1}$ anticommutes with $a_{j}$ and commutes with $a_{j+1}, \ldots, a_{k-1}$. Hence, $a_{j-1}$ anticommutes with $L_{j, k}$, which implies that

$$
2 i^{k-j+1} L_{j-1, k}=2 i^{k-j+1} a_{j-1} \cdot L_{j, k}=i^{k-j+1}\left[a_{j-1}, L_{j, k}\right]=\left[i a_{j-1}, i^{k-j} L_{j, k}\right] \in\langle\mathcal{A}\rangle_{\text {Lie }}
$$

This proves the claim that $i^{k-j} L_{j, k} \in\langle\mathcal{A}\rangle_{\text {Lie }}$ for all $1 \leq j<k \leq N+1$.
Similarly to above, one can check that $(1 \leq j<k<l \leq N+1)$ :
$\left[i^{k-j} L_{j, k}, i^{l-k} L_{k, l}\right]=2 i^{l-j} L_{j, l}, \quad\left[i^{l-k} L_{k, l}, i^{l-j} L_{j, l}\right]=2 i^{k-j} L_{j, k}, \quad\left[i^{l-j} L_{j, l}, i^{k-j} L_{j, k}\right]=2 i^{l-k} L_{k, l}$,
and all other commutators (not following from skewsymmetry) are zero. In particular, the real linear span of all $i^{k-j} L_{j, k}$ is closed under the bracket, i.e., is a subalgebra of $\mathfrak{s u}\left(2^{n}\right)$.

Since $\langle\mathcal{A}\rangle_{\text {Lie }}$ is the minimal (under inclusion) subalgebra of $\mathfrak{s u}\left(2^{n}\right)$ containing $i \mathcal{A}$, it follows that

$$
\langle\mathcal{A}\rangle_{\text {Lie }}=\operatorname{span}\left\{i^{k-j} L_{j, k}\right\}_{1 \leq j<k \leq N+1} .
$$

Recall that $\mathfrak{s o}(N+1)=\mathfrak{s o}(N+1, \mathbb{R})$ is the Lie algebra of all skewsymmetric $(N+1) \times$ $(N+1)$ real matrices; see Equation (4.8). Consider the standard basis $\left\{E_{j, k}\right\}_{1 \leq j, k \leq N+1}$ of $\mathfrak{g l}(N+1, \mathbb{R})$, where $E_{j, k}$ is the matrix with $(j, k)$-entry $=1$ and all other entries $=0$. Then a basis for $\mathfrak{s o}(N+1)$ is $\left\{F_{j, k}:=E_{j, k}-E_{k, j}\right\}_{1 \leq j<k \leq N+1}$. Using that

$$
\left[E_{j, k}, E_{l, m}\right]=\delta_{k, l} E_{j, m}-\delta_{j, m} E_{l, k},
$$

it is easy to see that

$$
\left[F_{j, k}, F_{k, l}\right]=F_{j, l}, \quad\left[F_{k, l}, F_{j, l}\right]=F_{j, k}, \quad\left[F_{j, l}, F_{j, k}\right]=F_{k, l}, \quad \text { for } \quad 1 \leq j<k<l \leq N+1
$$

Hence, the matrices $2 F_{j, k}$ satisfy the same commutation relations as $i^{k-j} L_{j, k}$ given in Equation (G.26). This means that the map $\mathfrak{s o}(N+1) \rightarrow\langle\mathcal{A}\rangle_{\text {Lie }}$ that sends $2 F_{j, k}$ to $i^{k-j} L_{j, k}$ is a Lie algebra homomorphism. Its kernel is an ideal in $\mathfrak{s o}(N+1)$, but since $\mathfrak{s o}(N+1)$ is simple, it has no non-zero proper ideals. Therefore, this map is an isomorphism.

Remark G.3.1. One can see from the above proposition that, for linear frustration graphs, the dimension of the DLA scales quadratically with the number of generators. This was observed for free fermionic models in [374, 228, 312, 313, 312], where the number of generators is proportional to the system size and the circuit gate complexity is quadratic with respect to the system size. These models are fast-forwardable along with the other Hamiltonians given in [372, 373, 342], and the fundamental reason for this is the polynomial scaling of the DLA.

After a Jordan-Wigner transformation, it can be shown that the algebra of free fermions on $n$ sites can be generated by $\left\{Z_{1}, X_{1} X_{2}, Z_{2}, X_{2} X_{3}, Z_{3}, \ldots, X_{n-1} X_{n}, Z_{n}\right\}$, which will be shown to be equivalent to $\mathfrak{a}_{14}(n)$ in Lemma G.3.6. These generators have a linear frustration graph with $2 n-1$ vertices; hence, its DLA is $\mathfrak{s o}(2 n)$.

Next, we consider the case when the frustration graph is a circle.
Proposition G.3.2. Suppose that the frustration graph of $\mathcal{A}=\left\{a_{1}, \ldots, a_{N}\right\} \subset \mathcal{P}_{n}$ is a circle with $N \geq 3$, so that $\left[a_{j}, a_{k}\right] \neq 0$ for $1 \leq j<k \leq N$ if and only if $k=j+1$ or $j=1$, $k=N$. Then

$$
\langle\mathcal{A}\rangle_{\text {Lie }} \cong \mathfrak{s o}(N) \oplus \mathfrak{s o}(N),
$$

and it has a basis $\left\{i^{k-j} L_{j, k}, i^{N+k-j} C \cdot L_{j, k}\right\}_{1 \leq j<k \leq N}$, where $i$ is the imaginary unit, $L_{j, k}$ are defined in Equation (G.25), and

$$
\begin{equation*}
C:=a_{1} \cdot a_{2} \cdots a_{N-1} \cdot a_{N} . \tag{G.27}
\end{equation*}
$$

Proof. First, notice that $\left[C, a_{j}\right]=0$ for all $1 \leq j \leq N$, because $a_{j}$ does not commute only with its two neighboring vertices in the circle frustration graph. Moreover, using that $a_{j} \cdot a_{j}=I^{\otimes n}$ (cf. Lemma A.1.1), we get $C \cdot C=(-1)^{N} I^{\otimes n}$. From here, we deduce that

$$
\begin{equation*}
\left[i^{N} C, i^{k-j} L_{j, k}\right]=0, \quad\left(i^{N} C\right) \cdot\left(i^{N} C\right)=I^{\otimes n} \tag{G.28}
\end{equation*}
$$

If we remove any vertex from the frustration graph of $\mathcal{A}$, we obtain a line frustration graph. By Proposition G.3.1, we know that

$$
i^{k-j} L_{j, k} \in\left\langle a_{1}, \ldots, a_{N-1}\right\rangle_{\mathrm{Lie}} \subseteq\langle\mathcal{A}\rangle_{\mathrm{Lie}}, \quad 1 \leq j<k \leq N
$$

and these elements form a basis for the subalgebra $\left\langle a_{1}, \ldots, a_{N-1}\right\rangle_{\text {Lie }} \cong \mathfrak{s o}(N)$. In particular, we have

$$
\left\{i a_{1}, \ldots, i a_{N-1}\right\} \subset\left\langle a_{1}, \ldots, a_{N-1}\right\rangle_{\text {Lie }}=\operatorname{span}_{\mathbb{R}}\left\{i^{k-j} L_{j, k}\right\}_{1 \leq j<k \leq N}
$$

Similarly, the set $\mathcal{A} \backslash\left\{a_{k-1}\right\}=\left\{a_{k}, a_{k+1}, \ldots, a_{N}, a_{1}, \ldots, a_{k-2}\right\}$ has a line frustration graph and its subset $\left\{a_{k}, a_{k+1}, \ldots, a_{N}, a_{1}, \ldots, a_{j-1}\right\}$ is a line segment for $1 \leq j<k \leq N$. Hence, again by Proposition G.3.1,
$i^{N+k-j} C \cdot L_{j, k}= \pm i^{N-k+j} a_{k} \cdot a_{k+1} \cdots a_{N} \cdot a_{1} \cdots a_{j-1} \in\left\langle\mathcal{A} \backslash\left\{a_{k-1}\right\}\right\rangle_{\text {Lie }} \subseteq\langle\mathcal{A}\rangle_{\text {Lie }}, \quad 1 \leq j<k \leq N$.
In particular, the choice $j=1, k=N$ gives

$$
i^{N+N-1} C \cdot L_{1, N}= \pm i a_{N} .
$$

The above discussion implies that

$$
i \mathcal{A} \subset \mathcal{L}:=\operatorname{span}_{\mathbb{R}}\left\{i^{k-j} L_{j, k}, i^{N+k-j} C \cdot L_{j, k}\right\}_{1 \leq j<k \leq N} \subseteq\langle\mathcal{A}\rangle_{\text {Lie }} .
$$

We claim that the vector space $\mathcal{L}$ is closed under the Lie bracket. Indeed, we already know that $\operatorname{span}_{\mathbb{R}}\left\{i^{k-j} L_{j, k}\right\}$ is closed. For the other brackets, we use that from Equation (G.28), we have:

$$
\begin{aligned}
{\left[i^{k-j} L_{j, k}, i^{N+m-l} C \cdot L_{l, m}\right] } & =i^{N} C \cdot\left[i^{k-j} L_{j, k}, i^{m-l} L_{l, m}\right], \\
{\left[i^{N+k-j} C \cdot L_{j, k}, i^{N+m-l} C \cdot L_{l, m}\right] } & =\left[i^{k-j} L_{j, k}, i^{m-l} L_{l, m}\right] .
\end{aligned}
$$

As the Lie algebra $\mathcal{L}$ contains $i \mathcal{A}$, it must contain $\langle\mathcal{A}\rangle_{\text {Lie }}$. Therefore, $\mathcal{L}=\langle\mathcal{A}\rangle_{\text {Lie }}$.
Using Equation (G.28) again (or from the above brackets), we see that

$$
\langle\mathcal{A}\rangle_{\mathrm{Lie}}=\operatorname{span}_{\mathbb{R}}\left\{\left(I^{\otimes n}+i^{N} C\right) \cdot i^{k-j} L_{j, k}\right\}_{1 \leq j<k \leq N} \oplus \operatorname{span}_{\mathbb{R}}\left\{\left(I^{\otimes n}-i^{N} C\right) \cdot i^{k-j} L_{j, k}\right\}_{1 \leq j<k \leq N}
$$

is isomorphic as a Lie algebra to a direct sum of two copies of $\operatorname{span}_{\mathbb{R}}\left\{i^{k-j} L_{j, k}\right\}_{1 \leq j<k \leq N} \cong$ $\mathfrak{s o}(N)$. Therefore, $\langle\mathcal{A}\rangle_{\text {Lie }} \cong \mathfrak{s o}(N) \oplus \mathfrak{s o}(N)$.

Remark G.3.2. A circular frustration graph corresponds to free fermionic evolution controlled with one ancilla, where the ancilla degree of freedom can be readily found as the operator $C$ defined in Equation (G.27). As expected, this is not the only example. Some periodic 1-dimensional spin systems such as TFXY, XY and Kitaev models also have DLAs that are generated from Pauli strings with a circular frustration graph. For those spin models, $C=Z Z \cdots Z$.

Applying the results of Propositions G.3.1, G.3.2, in the following lemmas we determine the Lie algebras $\mathfrak{a}_{k}(n)$ and $\mathfrak{a}_{k}^{\circ}(n)$ for $k=1,2,4,8,14$. Examples are presented in Figures G. 2 and G. 3.

(a) $\mathfrak{a}_{2}(n)$

(b) $\mathfrak{a}_{4}(n)$

Figure G.2: Frustration graphs for $\mathfrak{a}_{2}(n)$ and $\mathfrak{a}_{4}(n)$. The red boxes denote a generator acting on the site $(i, i+1)$. Both frustrations graphs are given by two disjoint lines for any $n$; hence we can conclude that $\mathfrak{a}_{2}(n) \cong \mathfrak{a}_{4}(n)$ (cf. Lemma G.3.3).

Lemma G.3.6. We have:

$$
\begin{aligned}
\mathfrak{a}_{1}(n) & \cong \mathfrak{s o}(n), \\
\mathfrak{a}_{2}(n) & \cong \mathfrak{a}_{4}(n) \cong \mathfrak{s o}(n) \oplus \mathfrak{s o}(n), \\
\mathfrak{a}_{8}(n) & \cong \mathfrak{s o}(2 n-1), \\
\mathfrak{a}_{14}(n) & \cong \mathfrak{s o}(2 n)
\end{aligned}
$$

Proof. The proof is based on the frustration graphs of the generating sets of these Lie algebras (see Appendix G.2.1, G.2.4).

Generators of $\mathfrak{a}_{1}(n)$ are $X Y$ on each adjacent pair of qubits:

$$
X_{1} Y_{2}, X_{2} Y_{3}, X_{3} Y_{4}, \ldots, X_{n-1} Y_{n}
$$

These form a linear frustration graph with $n-1$ vertices, leading to $\mathfrak{a}_{1}(n) \cong \mathfrak{s o}(n)$ (see Figure G.3(a)).

The Lie algebra $\mathfrak{a}_{2}(n)$ is generated by $X Y$ and $Y X$ on adjacent pairs of qubits:

$$
X_{1} Y_{2}, X_{2} Y_{3}, X_{3} Y_{4}, \ldots, X_{n-1} Y_{n} \quad \text { and } \quad Y_{1} X_{2}, Y_{2} X_{3}, Y_{3} X_{4}, \ldots, Y_{n-1} X_{n}
$$

Both of these form linear frustration graphs with $n-1$ vertices, and commute with each other (see Figure G.2). Thus, $\mathfrak{a}_{2}(n) \cong \mathfrak{s o}(n) \oplus \mathfrak{s o}(n)$. Note that $\mathfrak{a}_{4}(n) \cong \mathfrak{a}_{2}(n)$ due to Lemma G.3.3 (see also Figure G.2).

Since $\mathfrak{a}_{8}=\operatorname{span}\{X X, X Z, I Y\}=\langle X X, I Y\rangle_{\text {Lie }}$, we can generate $\mathfrak{a}_{8}(n)$ by:

$$
\begin{equation*}
X_{1} X_{2}, Y_{2}, X_{2} X_{3}, Y_{3}, X_{3} X_{4}, Y_{4}, \ldots, X_{n-1} X_{n}, Y_{n} \tag{G.29}
\end{equation*}
$$

These form a linear frustration graph with $2(n-1)$ vertices; hence $\mathfrak{a}_{8}(n) \cong \mathfrak{s o}(2 n-1)$ (see Figure G.3(b)).

Similarly, note that

$$
\mathfrak{a}_{14}=\operatorname{span}\{X X, Y Y, X Y, Y X, Z I, I Z\}=\langle X X, Z I, I Z\rangle_{\mathrm{Lie}}
$$

because $[X X, Z I]=2 i Y X,[X X, I Z]=2 i X Y$, and $[X Y, Z I]=-2 i Y Y$. Thus, $\mathfrak{a}_{14}(n)$ is generated by:

$$
\begin{equation*}
Z_{1}, X_{1} X_{2}, Z_{2}, X_{2} X_{3}, Z_{3}, X_{3} X_{4}, Z_{4}, \ldots, X_{n-1} X_{n}, Z_{n} \tag{G.30}
\end{equation*}
$$

which gives a linear frustration graph with $2 n-1$ vertices. Hence, $\mathfrak{a}_{14}(n) \cong \mathfrak{s o}(2 n)$ (see Figure G.3(c)).


Figure G.3: Visualization of the frustration graphs of generators of certain Lie algebras. The red boxes denote a generator acting on the site $(i, i+1)$. For the three cases $\mathfrak{a}_{1}(n), \mathfrak{a}_{8}(n)$ and $\mathfrak{a}_{14}(n)$, we see that the frustration graph is a line for any $n$. For (a), the 2-site DLA $\mathfrak{a}_{1}(2) \cong \mathfrak{u}(1)$, but as $n$ grows we find $\mathfrak{a}_{1}(n) \cong \mathfrak{s o}(n)$. (b) The frustration graph is a line with $2 n-2$ vertices; hence $\mathfrak{a}_{8}(n) \cong \mathfrak{s o}(2 n-1)$. (c) The frustration graph is a line with $2 n-1$ vertices, giving $\mathfrak{a}_{14}(n) \cong \mathfrak{s o}(2 n)$.

Lemma G.3.7. We have $\mathfrak{a}_{k}^{\circ}(n) \cong \mathfrak{a}_{k}(n)^{\oplus 2}$ for $k=1,2,14$ and $n \geq 3$.

Proof. The Lie algebra $\mathfrak{a}_{1}^{\circ}(n)$ is generated by $X Y$ applied on adjacent qubits, including periodic boundary conditions:

$$
X_{1} Y_{2}, X_{2} Y_{3}, X_{3} Y_{4}, \ldots, X_{n-1} Y_{n}, X_{n} Y_{1}
$$

The frustration graph is a circle with $n$ vertices. Therefore, $\mathfrak{a}_{1}^{\circ}(n) \cong \mathfrak{s o}(n)^{\oplus 2} \cong \mathfrak{a}_{1}(n)^{\oplus 2}$.
The Lie algebra $\mathfrak{a}_{2}^{\circ}(n)$ is generated by $X Y$ and $Y X$ applied on adjacent qubits with periodic boundary conditions:

$$
X_{1} Y_{2}, X_{2} Y_{3}, X_{3} Y_{4}, \ldots, X_{n-1} Y_{n}, X_{n} Y_{1} \quad \text { and } \quad Y_{1} X_{2}, Y_{2} X_{3}, Y_{3} X_{4}, \ldots, Y_{n-1} X_{n}, Y_{n} X_{1}
$$

These form two circular frustration graphs with $n$ vertices that are disconnected from each other. Thus, $\mathfrak{a}_{2}^{\circ}(n) \cong \mathfrak{s o}(n)^{\oplus 2} \oplus \mathfrak{s o}(n)^{\oplus 2} \cong \mathfrak{a}_{2}(n)^{\oplus 2}$.

Using the generating set Equation (G.30) of $\mathfrak{a}_{14}(n)$, we see that $\mathfrak{a}_{14}^{\circ}(n)$ can be generated by:

$$
Z_{1}, X_{1} X_{2}, Z_{2}, X_{2} X_{3}, Z_{3}, X_{3} X_{4}, Z_{4}, \ldots, X_{n-1} X_{n}, Z_{n}, X_{n} X_{1}
$$

This leads to a circular frustration graph with $2 n$ vertices, so $\mathfrak{a}_{14}^{\circ}(n) \cong \mathfrak{s o}(2 n)^{\oplus 2} \cong \mathfrak{a}_{14}(n)^{\oplus 2}$.

Lemma G.3.8. We have $\mathfrak{a}_{8}^{\circ}(n) \cong \mathfrak{a}_{14}^{\circ}(n) \cong \mathfrak{s o}(2 n)^{\oplus 2}$ for all $n \geq 3$.
Proof. The generating sets Equation (G.29) and Equation (G.30) of $\mathfrak{a}_{8}(n)$ and $\mathfrak{a}_{14}(n)$ are the same after swapping $Y \rightleftharpoons Z$, except that $\mathfrak{a}_{8}(n)$ does not have $Y_{1}$. When the periodic boundary condition is applied, this difference disappears and we obtain that $\mathfrak{a}_{8}^{\circ}(n) \cong$ $\mathfrak{a}_{14}^{\circ}(n)$.
Lemma G.3.9. We have $\mathfrak{a}_{4}^{\circ}(n) \cong \begin{cases}\mathfrak{s o}(2 n)^{\oplus 2}, & n \text { odd, } \\ \mathfrak{s o}(n)^{\oplus 4}, & n \text { even. }\end{cases}$
Proof. As $\mathfrak{a}_{4}=\langle X X, Y Y\rangle_{\text {Lie }}$, the generators of $\mathfrak{a}_{4}^{\circ}(n)$ are:

$$
X_{1} X_{2}, Y_{1} Y_{2}, X_{2} X_{3}, Y_{2} Y_{3}, \ldots, X_{n-1} X_{n}, Y_{n-1} Y_{n}, X_{n} X_{1}, Y_{n} Y_{1}
$$

For odd $n$, these generators form a circular frustration graph with $2 n$ vertices:

$$
X_{1} X_{2}, Y_{2} Y_{3}, X_{3} X_{4}, Y_{4} Y_{5}, \ldots, Y_{n-1} Y_{n}, X_{n} X_{1}, Y_{1} Y_{2}, X_{2} X_{3}, Y_{3} Y_{4}, X_{4} X_{5}, \ldots, X_{n-1} X_{n}, Y_{n} Y_{1}
$$

Hence, in this case, $\mathfrak{a}_{4}^{\circ}(n) \cong \mathfrak{s o}(2 n)^{\oplus 2}$.
When $n$ is even, the generators form two disjoint circles with $n$ vertices each:

$$
X_{1} X_{2}, Y_{2} Y_{3}, X_{3} X_{4}, \ldots, X_{n-1} X_{n}, Y_{n} Y_{1} \quad \text { and } \quad Y_{1} Y_{2}, X_{2} X_{3}, Y_{3} Y_{4}, \ldots, Y_{n-1} Y_{n}, X_{n} X_{1}
$$

In this case, we get $\mathfrak{a}_{4}^{\circ}(n) \cong \mathfrak{s o}(n)^{\oplus 2} \oplus \mathfrak{s o}(n)^{\oplus 2}$.
Remark G.3.3. Notice that, although $\mathfrak{a}_{2}(n) \cong \mathfrak{a}_{4}(n)$ for all $n \geq 3$, we have $\mathfrak{a}_{2}^{\circ}(n) \not \approx \mathfrak{a}_{4}^{\circ}(n)$ for odd $n$.

## G.3.4 Stabilizers, commutants, and centralizers

For any Pauli string $A \in \mathcal{P}_{k}$, we will use the notation $P_{A}=A A A \cdots \in \mathcal{P}_{n}$ truncated to the $n$-th qubit. For example,

$$
\begin{aligned}
P_{X} & =X X X \cdots, & P_{Y Z} & =Y Z Y Z \cdots, & P_{Z Y} & =Z Y Z Y \cdots, \\
P_{X Y Z} & =X Y Z X Y Z \cdots, & P_{Y Z X} & =Y Z X Y Z X \cdots, & P_{Z X Y} & =Z X Y Z X Y \cdots,
\end{aligned}
$$

where these are viewed as elements of $\mathcal{P}_{n}$. In particular, $P_{I}=I \cdots I=I^{\otimes n}$. Recall that $\pm \mathcal{P}_{n} \cup \pm i \mathcal{P}_{n}$ is a group under the matrix product, the Pauli group (see Appendix A.1).

For any set of matrices $\mathcal{A} \subseteq \mathbb{C}^{2^{n} \times 2^{n}}$, we define its stabilizer $\operatorname{St}(\mathcal{A}) \subseteq \mathcal{P}_{n}$ as the set of all Pauli strings that commute with every element of $\mathcal{A}$. It is clear that $\operatorname{St}(\mathcal{A})$ is closed under multiplication, so after allowing appropriate powers of $i$ it is a group. There are two related, and essentially equivalent, notions called the commutant and centralizer. All of these consist of elements commuting with the given set $\mathcal{A}$ but differ in where such elements are and what structure they form: the stabilizer is a subgroup of the Pauli group (up to factors of $\pm 1, \pm i)$; the commutant is a subalgebra of the associative algebra $\mathbb{C}^{2^{n} \times 2^{n}}$ of all complex matrices; while the centralizer is a subalgebra of the real Lie algebra $\mathfrak{s u}\left(2^{n}\right)$. The precise relations are explained in the following two remarks.

Remark G.3.4. The commutant of a set $\mathcal{A} \subseteq \mathbb{C}^{2^{n} \times 2^{n}}$ is defined as the set $\mathcal{A}^{\prime}$ of all $2^{n} \times 2^{n}$ complex matrices that commute with all elements of $\mathcal{A}$. Then $\mathcal{A}^{\prime}$ is closed under addition, multiplication, and multiplication by any complex scalar, i.e., it is an associative algebra over $\mathbb{C}$. It is easy to see that $\mathcal{A}^{\prime}=\operatorname{span}_{\mathbb{C}} \operatorname{St}(\mathcal{A})$ is the complex linear span of the stabilizer $\operatorname{St}(\mathcal{A})$.

Note that $\mathcal{A} \subseteq \mathcal{A}^{\prime \prime}:=\left(\mathcal{A}^{\prime}\right)^{\prime}$. By (a finite-dimensional version of) von Neumann's Double Commutant Theorem (see e.g. [315], Theorem 6.2.5), $\mathcal{A}^{\prime \prime}$ is the associative algebra
generated by $\mathcal{A}$. In particular, for a complex vector space $\mathcal{A}$, we have $\mathcal{A}^{\prime \prime}=\mathcal{A}+\mathbb{C} I^{\otimes n}$ if and only if $\mathcal{A}$ is closed under multiplication.

Remark G.3.5. The centralizer of a set $\mathcal{A} \subseteq \mathfrak{s u}\left(2^{n}\right)$ is the set $\mathfrak{s u}\left(2^{n}\right)^{\mathcal{A}} \subseteq \mathfrak{s u}\left(2^{n}\right)$ of all traceless skew-Hermitian $2^{n} \times 2^{n}$ matrices that commute with all elements of $\mathcal{A}$. Then $\mathfrak{s u}\left(2^{n}\right)^{\mathcal{A}}$ is closed under addition, commutator, and multiplication by any real scalar, i.e., it is a Lie subalgebra of $\mathfrak{s u}\left(2^{n}\right)$. It is easy to see that $\mathfrak{s u}\left(2^{n}\right)^{\mathcal{A}}=\operatorname{span}\left(\operatorname{St}(\mathcal{A}) \backslash\left\{I^{\otimes n}\right\}\right)$ is the real span of $i\left(\operatorname{St}(\mathcal{A}) \backslash\left\{I^{\otimes n}\right\}\right)$.

When $\mathfrak{s} \subseteq \mathfrak{s u}\left(2^{n}\right)$ is a Lie subalgebra, a given Pauli string commutes with all elements of $\mathfrak{s}$ if and only if it commutes with all generators of $\mathfrak{s}$. In other words, we have

$$
\begin{equation*}
\operatorname{St}\left(\langle\mathcal{A}\rangle_{\text {Lie }}\right)=\operatorname{St}(\mathcal{A}) \tag{G.31}
\end{equation*}
$$

Thus, to determine the stabilizers of our Lie subalgebras of $\mathfrak{s u}\left(2^{n}\right)$, it suffices to find the stabilizers of their generating sets. In the case $n=2$, it is easy to find the answer by inspection, which is given as follows:

$$
\begin{aligned}
\operatorname{St}\left(\mathfrak{a}_{0}\right) & =\{I I, I X, X I, X X, Y Y, Y Z, Z Y, Z Z\}, \\
\operatorname{St}\left(\mathfrak{a}_{1}\right) & =\{I I, I Y, X I, X Y, Y X, Y Z, Z X, Z Z\}, \\
\operatorname{St}\left(\mathfrak{a}_{2}\right) & =\{I I, X Y, Y X, Z Z\}, \\
\operatorname{St}\left(\mathfrak{a}_{3}\right) & =\operatorname{St}\left(\mathfrak{a}_{6}\right)=\{I I, X X, Y Z, Z Y\}, \\
\operatorname{St}\left(\mathfrak{a}_{4}\right) & =\operatorname{St}\left(\mathfrak{a}_{7}\right)=\{I I, X X, Y Y, Z Z\}, \\
\operatorname{St}\left(\mathfrak{a}_{5}\right) & =\operatorname{St}\left(\mathfrak{a}_{10}\right)=\{I I, X Y, Y Z, Z X\}, \\
\operatorname{St}\left(\mathfrak{a}_{8}\right) & =\{I I, X I, Y Y, Z Y\}, \\
\operatorname{St}\left(\mathfrak{a}_{9}\right) & =\{I I, X I, Y X, Z X\}, \\
\operatorname{St}\left(\mathfrak{a}_{11}\right) & =\{I I, X Y\}, \\
\operatorname{St}\left(\mathfrak{a}_{12}\right) & =\operatorname{St}\left(\mathfrak{a}_{17}\right)=\operatorname{St}\left(\mathfrak{a}_{19}\right)=\{I I, Y Z\}, \\
\operatorname{St}\left(\mathfrak{a}_{13}\right) & =\operatorname{St}\left(\mathfrak{a}_{20}\right)=\{I I, X X\}, \\
\operatorname{St}\left(\mathfrak{a}_{14}\right) & =\{I I, Z Z\}, \\
\operatorname{St}\left(\mathfrak{a}_{15}\right) & =\operatorname{St}\left(\mathfrak{b}_{2}\right)=\operatorname{St}\left(\mathfrak{b}_{4}\right)=\{I I, X I\}, \\
\operatorname{St}\left(\mathfrak{b}_{0}\right) & =\operatorname{St}\left(\mathfrak{b}_{1}\right)=\{I I, X X, X I, I X\}, \\
\operatorname{St}\left(\mathfrak{a}_{k}\right) & =\operatorname{St}\left(\mathfrak{b}_{3}\right)=\{I I\}, \quad k=16,18,21,22 .
\end{aligned}
$$

Using that, we can find the stabilizers of the subalgebras of $\mathfrak{s u}\left(2^{n}\right)$.

Proposition G.3.3. For $n \geq 3$, we have the following stabilizers:

$$
\begin{aligned}
\operatorname{St}\left(\mathfrak{a}_{0}(n)\right) & =\{I, X\}^{\otimes n} \cup\{Y, Z\}^{\otimes n}, \\
\operatorname{St}\left(\mathfrak{a}_{2}(n)\right) & =\left\{P_{I}, P_{X Y}, P_{Y X}, P_{Z}\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{3}(n)\right) & =\operatorname{St}\left(\mathfrak{a}_{6}(n)\right)=\left\{P_{I}, P_{X}, P_{Y Z}, P_{Z Y}\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{4}(n)\right) & =\operatorname{St}\left(\mathfrak{a}_{7}(n)\right)=\left\{P_{I}, P_{X}, P_{Y}, P_{Z}\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{5}(n)\right) & =\operatorname{St}\left(\mathfrak{a}_{10}(n)\right)=\left\{P_{I}, P_{X Y Z}, P_{Y Z X}, P_{Z X Y}\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{8}(n)\right) & =\left\{P_{I}, P_{Y}, X_{1}, Z Y \cdots Y\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{9}(n)\right) & =\left\{P_{I}, X_{1}, Y_{1} X_{2}, Z_{1} X_{2}\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{13}(n)\right) & =\operatorname{St}\left(\mathfrak{a}_{20}(n)\right)=\left\{P_{I}, P_{X}\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{14}(n)\right) & =\left\{P_{I}, P_{Z}\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{15}(n)\right) & =\operatorname{St}\left(\mathfrak{b}_{2}(n)\right)=\operatorname{St}\left(\mathfrak{b}_{4}(n)\right)=\left\{P_{I}, X_{1}\right\}, \\
\operatorname{St}\left(\mathfrak{b}_{0}(n)\right) & =\operatorname{St}\left(\mathfrak{b}_{1}(n)\right)=\{I, X\}^{\otimes n}, \\
\operatorname{St}\left(\mathfrak{a}_{k}(n)\right) & =\operatorname{St}\left(\mathfrak{b}_{3}(n)\right)=\left\{P_{I}\right\}, \quad k=11,12,16-19,21,22 .
\end{aligned}
$$

Proof. Recall that, for any subalgebra $\mathfrak{a} \subseteq \mathfrak{s u}(4)$, the subalgebra $\mathfrak{a}(n) \subseteq \mathfrak{s u}\left(2^{n}\right)$ is generated by all Pauli strings $A_{i} B_{i+1}$, where $A B \in \mathfrak{a}, 1 \leq i \leq n-1$ (see Equation (G.7)). Thus, a Pauli string $P^{1} \otimes \cdots \otimes P^{n} \in \mathcal{P}_{n}$ is in $\operatorname{St}(\mathfrak{a}(n))$ if and only if $P^{i} \otimes P^{i+1} \in \operatorname{St}(\mathfrak{a})$ for all $1 \leq i \leq n-1$. Using this observation and the knowledge of all $\operatorname{St}(\mathfrak{a})$, it is straightforward to determine $\operatorname{St}(\mathfrak{a}(n))$.

Let us consider the case of $\mathfrak{a}_{2}$ as an illustration. Since $\operatorname{St}\left(\mathfrak{a}_{2}\right)=\{I I, X Y, Y X, Z Z\}$, we want to find all Pauli strings, such that for any two consecutive qubits, we have either $I I$, $X Y, Y X$, or $Z Z$. The only possible such strings are $I \cdots I, X Y X Y \cdots, Y X Y X \cdots$, or $Z \cdots Z$.

The answer for $\operatorname{St}\left(\mathfrak{a}_{1}(n)\right)$ is given without proof in Remark G.3.6 below, as it is more complicated but not needed for the rest of the paper. For future use, we will need the centers of some of the above stabilizers. Let us recall that the center $Z(G)$ of a group $G$ consists of all $z \in G$ that commute with every $g \in G$. In particular, a group $G$ is Abelian if and only if $Z(G)=G$.

Lemma G.3.10. For $n \geq 3$, we have the following centers:

$$
Z\left(\operatorname{St}\left(\mathfrak{a}_{2}(n)\right)\right)= \begin{cases}\left\{P_{I}, P_{X Y}, P_{Y X}, P_{Z}\right\}, & n \text { even } \\ \left\{P_{I}\right\}, & n \text { odd }\end{cases}
$$

$$
\begin{aligned}
& Z\left(\operatorname{St}\left(\mathfrak{a}_{3}(n)\right)\right)=Z\left(\operatorname{St}\left(\mathfrak{a}_{6}(n)\right)\right)= \begin{cases}\left\{P_{I}, P_{X}, P_{Y Z}, P_{Z Y}\right\}, & n \text { even, } \\
\left\{P_{I}\right\}, & n \text { odd, },\end{cases} \\
& Z\left(\operatorname{St}\left(\mathfrak{a}_{4}(n)\right)\right)=Z\left(\operatorname{St}\left(\mathfrak{a}_{7}(n)\right)\right)= \begin{cases}\left\{P_{I}, P_{X}, P_{Y}, P_{Z}\right\}, & n \text { even, } \\
\left\{P_{I}\right\}, & n \text { odd, }\end{cases} \\
& Z\left(\operatorname{St}\left(\mathfrak{a}_{5}(n)\right)\right)=Z\left(\operatorname{St}\left(\mathfrak{a}_{10}(n)\right)\right)= \begin{cases}\left\{P_{I}, P_{X Y Z}, P_{Y Z X}, P_{Z X Y}\right\}, & n \text { even, } \\
\left\{P_{I}\right\}, & n \text { odd, },\end{cases} \\
& Z\left(\operatorname{St}\left(\mathfrak{a}_{13}(n)\right)\right)=Z\left(\operatorname{St}\left(\mathfrak{a}_{20}(n)\right)\right)=\left\{P_{I}, P_{X}\right\}, \\
& Z\left(\operatorname{St}\left(\mathfrak{a}_{14}(n)\right)\right)=\left\{P_{I}, P_{Z}\right\}, \\
& Z\left(\operatorname{St}\left(\mathfrak{a}_{15}(n)\right)\right)=\left\{P_{I}, X_{1}\right\}, \\
& Z\left(\operatorname{St}\left(\mathfrak{a}_{k}(n)\right)\right)=\left\{P_{I}\right\}, \quad k=0,8,9,11,12,16-19,21,22 .
\end{aligned}
$$

Next, we determine the stabilizers in the periodic case.
Proposition G.3.4. For $n \geq 3$, we have the following stabilizers:

$$
\begin{aligned}
& \operatorname{St}\left(\mathfrak{a}_{0}^{\circ}(n)\right)=\{I, X\}^{\otimes n} \cup\{Y, Z\}^{\otimes n}, \\
& \operatorname{St}\left(\mathfrak{a}_{2}^{\circ}(n)\right)= \begin{cases}\left\{P_{I}, P_{X Y}, P_{Y X}, P_{Z}\right\}, & n \text { even, } \\
\left\{P_{I}, P_{Z}\right\}, & n \text { odd, }\end{cases} \\
& \operatorname{St}\left(\mathfrak{a}_{3}^{\circ}(n)\right)=\operatorname{St}\left(\mathfrak{a}_{6}^{\circ}(n)\right)= \begin{cases}\left\{P_{I}, P_{X}, P_{Y Z}, P_{Z Y}\right\}, & n \text { even, } \\
\left\{P_{I}, P_{X}\right\}, & n \text { odd, }\end{cases} \\
& \operatorname{St}\left(\mathfrak{a}_{4}^{\circ}(n)\right)=\operatorname{St}\left(\mathfrak{a}_{7}^{\circ}(n)\right)=\left\{P_{I}, P_{X}, P_{Y}, P_{Z}\right\}, \\
& \operatorname{St}\left(\mathfrak{a}_{5}^{\circ}(n)\right)=\operatorname{St}\left(\mathfrak{a}_{10}^{\circ}(n)\right)= \begin{cases}\left\{P_{I}, P_{X Y Z}, P_{Y Z X}, P_{Z X Y}\right\}, & n \equiv 0 \bmod 3, \\
\left\{P_{I}\right\}, & n \equiv \pm 1 \bmod 3,\end{cases} \\
& \operatorname{St}\left(\mathfrak{a}_{8}^{\circ}(n)\right)=\left\{P_{I}, P_{Y}\right\}, \\
& \operatorname{St}\left(\mathfrak{a}_{13}^{\circ}(n)\right)=\operatorname{St}\left(\mathfrak{a}_{20}^{\circ}(n)\right)=\left\{P_{I}, P_{X}\right\}, \\
& \operatorname{St}\left(\mathfrak{a}_{14}^{\circ}(n)\right)=\left\{P_{I}, P_{Z}\right\} \text {, } \\
& \operatorname{St}\left(\mathfrak{b}_{0}^{\circ}(n)\right)=\operatorname{St}\left(\mathfrak{b}_{1}^{\circ}(n)\right)=\{I, X\}^{\otimes n}, \\
& \operatorname{St}\left(\mathfrak{a}_{k}^{\circ}(n)\right)=\operatorname{St}\left(\mathfrak{b}_{l}^{\circ}(n)\right)=\left\{P_{I}\right\}, \quad k=9,11,12,15-19,21,22, \quad l=2,3,4 .
\end{aligned}
$$

Proof. For any subalgebra $\mathfrak{a} \subseteq \mathfrak{s u}(4)$, comparing the definitions of $\mathfrak{a}(n)$ and $\mathfrak{a}^{\circ}(n)$ (see Equation (G.6), Equation (G.7)), we see that $\operatorname{St}\left(\mathfrak{a}^{\circ}(n)\right)$ consists of all Pauli strings $P^{1} \otimes$ $\cdots \otimes P^{n} \in \operatorname{St}(\mathfrak{a}(n))$ such that $P^{n} \otimes P^{1} \in \operatorname{St}(\mathfrak{a})$. Thus, we determine $\operatorname{St}\left(\mathfrak{a}^{\circ}(n)\right)$ by inspecting all elements of $\operatorname{St}(\mathfrak{a}(n))$.

Remark G.3.6. One can show that $\operatorname{St}\left(\mathfrak{a}_{1}(n)\right)=\operatorname{St}\left(\mathfrak{a}_{1}^{\circ}(n)\right)$, and as a group it is generated by the elements $P_{Z}, Y_{1} X_{2}, Y_{2} X_{3}, \ldots, Y_{n-1} X_{n}$. This means that $\operatorname{St}\left(\mathfrak{a}_{1}(n)\right)$ consists of all possible matrix products of these generators. For the center, we have $Z\left(\operatorname{St}\left(\mathfrak{a}_{1}(n)\right)\right)=$ $\left\{P_{I}, P_{Z}\right\}$.

We also find the stabilizers in the permutation-invariant case.
Proposition G.3.5. For $n \geq 3$, we have the following stabilizers:

$$
\begin{aligned}
\operatorname{St}\left(\mathfrak{a}_{0}^{\pi}(n)\right) & =\{I, X\}^{\otimes n} \cup\{Y, Z\}^{\otimes n}, \\
\operatorname{St}\left(\mathfrak{a}_{2}^{\pi}(n)\right) & =\operatorname{St}\left(\mathfrak{a}_{14}^{\pi}(n)\right)=\left\{P_{I}, P_{Z}\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{4}^{\pi}(n)\right) & =\operatorname{St}\left(\mathfrak{a}_{7}^{\pi}(n)\right)=\left\{P_{I}, P_{X}, P_{Y}, P_{Z}\right\}, \\
\operatorname{St}\left(\mathfrak{a}_{6}^{\pi}(n)\right) & =\operatorname{St}\left(\mathfrak{a}_{20}^{\pi}(n)\right)=\left\{P_{I}, P_{X}\right\}, \\
\operatorname{St}\left(\mathfrak{b}_{0}^{\pi}(n)\right) & =\operatorname{St}\left(\mathfrak{b}_{1}^{\pi}(n)\right)=\{I, X\}^{\otimes n}, \\
\operatorname{St}\left(\mathfrak{a}_{16}^{\pi}(n)\right) & =\operatorname{St}\left(\mathfrak{b}_{3}^{\pi}(n)\right)=\left\{P_{I}\right\} .
\end{aligned}
$$

Proof. For any subalgebra $\mathfrak{a} \subseteq \mathfrak{s u}(4)$, from the definition of $\mathfrak{a}^{\pi}(n)$ (see Equation (G.10)), we see that $\operatorname{St}\left(\mathfrak{a}^{\pi}(n)\right)$ consists of all Pauli strings $P^{1} \otimes \cdots \otimes P^{n} \in \mathcal{P}_{n}$ such that $P^{i} \otimes P^{j} \in$ $\operatorname{St}(\mathfrak{a})$ for all $i \neq j$. Moreover, as we explained in Appendix G.2.4, $\mathfrak{a}$ can be assumed itself invariant under the flip of the two qubits; so we only need to consider $\mathfrak{a}_{k}^{\pi}(n)$ for $k=0,2,4,6,7,14,16,20$ and $\mathfrak{b}_{l}^{\pi}(n)$ for $l=0,1,3$.

We finish this subsection with an important lemma.
Lemma G.3.11. The Lie algebras $\mathfrak{a}_{k}(n)$ have trivial centers for $1 \leq k \leq 22$ and $n \geq 3$.
Proof. Due to Lemma 4.1.1, $\mathfrak{a}_{k}(n)$ has a basis $\mathcal{B} \subseteq i \mathcal{P}_{n} \cap \mathfrak{a}_{k}(n)$ consisting of Pauli strings. Suppose that $\mathfrak{a}_{k}(n)$ has a central element $c \neq 0$, and write $c$ as a linear combination of basis vectors:

$$
c=\sum \alpha_{j} c_{j}, \quad \alpha_{j} \in \mathbb{R}, \quad \alpha_{j} \neq 0, \quad c_{j} \in \mathcal{B} .
$$

We claim that all $c_{j}$ in this expression are central too.
Indeed, suppose that $\left[b, c_{j}\right] \neq 0$ for some index $j$ and a basis vector $b \in \mathcal{B}$. Since $b, c_{j} \in i \mathcal{P}_{n}$, we have $\left[b,\left[b, c_{j}\right]\right]=-4 c_{j}$ whenever $\left[b, c_{j}\right] \neq 0$, by Corollary A.1.1. Hence,

$$
0=[b,[b, c]]=\sum \alpha_{j}\left[b,\left[b, c_{j}\right]\right]=-4 \sum^{\prime} \alpha_{j} c_{j}
$$

where $\sum^{\prime}$ denotes the sum over all indices $j$ such that $\left[b, c_{j}\right] \neq 0$. This contradicts the fact that all $\alpha_{j} \neq 0$ and the vectors $c_{j}$ are linearly independent.

Therefore, without loss of generality, we can take $c \in \mathcal{B}$ to be itself one of the basis vectors. One can verify by inspection that the generators of $\mathfrak{a}_{k}(n)$ are not central for $1 \leq k \leq 22$ and $n \geq 3$; for example, by checking that $Z\left(\operatorname{St}\left(\mathfrak{a}_{k}(n)\right)\right)$ does not contain any of the generators of $\mathfrak{a}_{k}(n)$. Thus, we can write $c$ in the form

$$
c=\operatorname{ad}_{a_{1}} \operatorname{ad}_{a_{2}} \cdots \operatorname{ad}_{a_{r}}\left(a_{r+1}\right),
$$

for some $r \geq 1$ and generators $a_{1}, \ldots, a_{r+1}$. Since all generators $a_{j} \in i \mathcal{P}_{n}$, we have $a:=$ $\operatorname{ad}_{a_{2}} \cdots \operatorname{ad}_{a_{r}}\left(a_{r+1}\right) \in i \mathcal{P}_{n}$. Then $c=\left[a_{1}, a\right] \neq 0$, and from Corollary A.1.1, we get $-4 a=$ $\left[a_{1},\left[a_{1}, a\right]\right]=\left[a_{1}, c\right]=0$, which implies that $c=0$, a contradiction.

## G.3.5 Upper bounds for $\mathfrak{a}_{k}(n)$

In this subsection, we establish upper bounds for the Lie algebras $\mathfrak{a}_{k}(n)$, i.e., we find certain subalgebras $\mathfrak{g}_{k}(n)^{\theta_{k}} \subseteq \mathfrak{s u}\left(2^{n}\right)$ that contain $\mathfrak{a}_{k}(n)$. Then, in the next subsection G.3.6, we will prove that these bounds are exact, that is $\mathfrak{a}_{k}(n)=\mathfrak{g}_{k}(n)^{\theta_{k}}$. While $\mathfrak{a}_{k}(n)$ is defined in terms of its generators, $\mathfrak{g}_{k}(n)^{\theta_{k}}$ is defined as the set of elements of $\mathfrak{s u}\left(2^{n}\right)$ that are fixed under certain automorphisms and involutions. This will allow us, in the following subsection G.3.7, to identify the Lie algebras $\mathfrak{a}_{k}(n)$ as direct sums of $\mathfrak{s u}, \mathfrak{s o}$, and $\mathfrak{s p}$ Lie algebras.

We start by recalling that any Pauli string $P \in \mathcal{P}_{n}$ defines an automorphism of $\mathfrak{s u}\left(2^{n}\right)$ by conjugation $a \mapsto P a P$ (recall that $P=P^{\dagger}=P^{-1}$ ); see Lemma G.1.2. We will denote by $\mathfrak{s u}\left(2^{n}\right)^{P}$ the set of fixed points under this automorphism, i.e., the set of all $a \in \mathfrak{s u}\left(2^{n}\right)$ such that $P a P=a$. The latter is equivalent to $P a=a P$; hence $\mathfrak{s u}\left(2^{n}\right)^{P}$ is equal to the centralizer of $P$, i.e., the set of all $a \in \mathfrak{s u}\left(2^{n}\right)$ that commute with $P$ (see Remark G.3.5). More generally, for a set $\Phi$ of automorphisms of a Lie algebra $\mathfrak{g}$, we will denote by $\mathfrak{g}^{\Phi}$ the set of fixed points $a \in \mathfrak{g}$ such that $\phi(a)=a$ for all $\phi \in \Phi$.

Given a subalgebra $\mathfrak{s} \subseteq \mathfrak{s u}\left(2^{n}\right)$, recall from Appendix G.3.4, that its stabilizer $\operatorname{St}(\mathfrak{s})$ consists of all Pauli strings $P \in \mathcal{P}_{n}$ such that $[a, P]=0$ for every $a \in \mathfrak{s}$. On the other hand, the centralizer $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$ of $\operatorname{St}(\mathfrak{s})$ in $\mathfrak{s u}\left(2^{n}\right)$ consists of all $a \in \mathfrak{s u}\left(2^{n}\right)$ such that $[a, P]=0$ for every $P \in \operatorname{St}(\mathfrak{s})$. Hence, by definition,

$$
\begin{equation*}
\mathfrak{s} \subseteq \mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})} \tag{G.32}
\end{equation*}
$$

This simple observation will be the key to finding upper bounds for our subalgebras $\mathfrak{a}_{k}(n)$, because we have already determined their stabilizers in Proposition G.3.3. Here is another observation, which in some cases will allow us to further reduce the upper bound.

Lemma G.3.12. For any subalgebra $\mathfrak{s} \subseteq \mathfrak{s u}\left(2^{n}\right)$, we have

$$
\operatorname{St}(\mathfrak{s}) \cap \mathfrak{s u}\left(2^{n}\right)^{\operatorname{St}(\mathfrak{s})}=Z(\operatorname{St}(\mathfrak{s})) \backslash\left\{I^{\otimes n}\right\} \subseteq Z\left(\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}\right)
$$

where $Z(G)$ denotes the center of a group or an algebra $G$.
Proof. Elements $z \in \operatorname{St}(\mathfrak{s}) \cap \mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$ satisfy $[z, a]=0$ for every $a \in \mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$ since $z \in \operatorname{St}(\mathfrak{s})$, and $[z, P]=0$ for every $P \in \operatorname{St}(\mathfrak{s})$ since $z \in \mathfrak{s u}\left(2^{n}\right)^{\operatorname{St}(\mathfrak{s})}$. Hence, such $z$ are central in both $\operatorname{St}(\mathfrak{s})$ and $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$. However, $I^{\otimes n}$ is excluded, because $I^{\otimes n} \notin \mathfrak{s u}\left(2^{n}\right)$.

As the Lie algebras $\mathfrak{s}=\mathfrak{a}_{k}(n)$ for $1 \leq k \leq 22, n \geq 3$ have trivial centers (Lemma G.3.11), for them we can reduce the upper bound $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\overline{\mathfrak{s})}}$ if we quotient by the central elements $Z(\operatorname{St}(\mathfrak{s})) \backslash\left\{I^{\otimes n}\right\}$. Thus, we introduce the notation

$$
\begin{equation*}
\mathfrak{g}_{k}(n):=\mathfrak{s u}\left(2^{n}\right)^{\operatorname{St}\left(\mathfrak{a}_{k}(n)\right)} / \operatorname{span}\left(Z\left(\operatorname{St}\left(\mathfrak{a}_{k}(n)\right)\right) \backslash\left\{I^{\otimes n}\right\}\right), \tag{G.33}
\end{equation*}
$$

and from the above discussion, we have

$$
\begin{equation*}
\mathfrak{a}_{k}(n) \subseteq \mathfrak{g}_{k}(n), \quad 1 \leq k \leq 22, \quad n \geq 3 \tag{G.34}
\end{equation*}
$$

Using Proposition G.3.3 and Lemma G.3.10, we can write explicitly:

$$
\begin{align*}
& \mathfrak{g}_{3}(n)=\mathfrak{g}_{6}(n)= \begin{cases}\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y Z}, P_{Z Y}\right\}} / \operatorname{span}\left\{P_{X}, P_{Y Z}, P_{Z Y}\right\}, & n \text { even, } \\
\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y Z}, P_{Z Y}\right\}}, & n \text { odd, }\end{cases}  \tag{G.35}\\
& \mathfrak{g}_{5}(n)=\mathfrak{g}_{10}(n)= \begin{cases}\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X Y Z}, P_{Y Z X}, P_{Z X Y}\right\}} / \operatorname{span}\left\{P_{X Y Z}, P_{Y Z X}, P_{Z X Y}\right\}, & n \text { even, } \\
\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X Y Z}, P_{Y Z X}, P_{Z X Y}\right\}}, & n \text { odd, }\end{cases}  \tag{G.36}\\
& \mathfrak{g}_{7}(n)= \begin{cases}\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y}, P_{Z}\right\}} / \operatorname{span}\left\{P_{X}, P_{Y}, P_{Z}\right\}, & n \text { even, }, \\
\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y}, P_{Z}\right\}}, & n \text { odd, }\end{cases}  \tag{G.37}\\
& \mathfrak{g}_{9}(n)=\mathfrak{s u}\left(2^{n}\right)^{\left\{X_{1}, Y_{1} X_{2}, Z_{1} X_{2}\right\}},  \tag{G.38}\\
& \mathfrak{g}_{11}(n)=\mathfrak{g}_{16}(n)=\mathfrak{s u}\left(2^{n}\right),  \tag{G.39}\\
& \mathfrak{g}_{13}(n)=\mathfrak{g}_{20}(n)=\mathfrak{s u}\left(2^{n}\right)^{P_{X}} / \operatorname{span}\left\{P_{X}\right\},  \tag{G.40}\\
& \mathfrak{g}_{15}(n)=\mathfrak{s u}\left(2^{n}\right)^{X_{1}} / \operatorname{span}\left\{X_{1}\right\} \text {. } \tag{G.41}
\end{align*}
$$

It turns out that in some cases the inclusions Equation (G.34) are strict, and we need to reduce the Lie algebras $\mathfrak{g}_{k}(n)$ further to smaller subalgebras. We do that by finding suitable involutions and then taking their fixed points (see Appendix G.1).

Theorem G.3.1. We have

$$
\begin{equation*}
\mathfrak{a}_{k}(n)=\mathfrak{g}_{k}(n), \quad k=6,7,10,13,15,20, \quad n \geq 3 \tag{G.42}
\end{equation*}
$$

In the remaining cases, there exists an involution $\theta_{k}$ of $\mathfrak{g}_{k}(n)$, such that

$$
\begin{equation*}
\mathfrak{a}_{k}(n)=\mathfrak{g}_{k}(n)^{\theta_{k}}, \quad k=3,5,9,11,16, \quad n \geq 3 \tag{G.43}
\end{equation*}
$$

is the set of fixed points under $\theta_{k}$.
In the remainder of this subsection, we will construct the involution $\theta_{k}$ explicitly, and will check that $\mathfrak{a}_{k}(n) \subseteq \mathfrak{g}_{k}(n)^{\theta_{k}}$. The opposite inclusion will be proved in the next subsection. Then, in Appendix G.3.7, we will identify the Lie algebras $\mathfrak{g}_{k}(n)^{\theta_{k}}$ with those from Theorem 4.5.1. For $k=9,11,16$, the involution $\theta_{k}$ will have the form (cf. Lemma G.1.2):

$$
\begin{equation*}
\theta(g)=-Q g^{T} Q \tag{G.44}
\end{equation*}
$$

for some given Pauli string $Q \in \mathcal{P}_{n}$.
Lemma G.3.13. For any fixed Pauli string $Q \in \mathcal{P}_{n}$, Equation (G.44) defines an involution of $\mathfrak{s u}\left(2^{n}\right)$, which restricts to an involution of $\mathfrak{g}_{k}(n)$ for all $k$.

Proof. We already know from Lemma G.1.2 that $\theta$ is an involution of $\mathfrak{s u}\left(2^{n}\right)$, so we only need to check that $\theta(g) \in \mathfrak{g}_{k}(n)$ for all $g \in \mathfrak{g}_{k}(n)$. As before, write $\mathfrak{s}=\mathfrak{a}_{k}(n)$ for short. Consider an element $g \in \mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$, which means that $[g, P]=0$ for all $P \in \mathrm{St}(\mathfrak{s})$. Then

$$
\theta(P)=-Q P^{T} Q= \pm P
$$

because $P^{T}= \pm P$ and $P Q= \pm Q P$ for any two Pauli strings $P, Q \in \mathcal{P}_{n}$ (the signs here are not coordinated). Hence,

$$
[\theta(g), P]= \pm[\theta(g), \theta(P)]= \pm \theta([g, P])=0
$$

which implies that $\theta(g) \in \mathfrak{s u}\left(2^{n}\right)^{\mathrm{St}(\mathfrak{s})}$. Furthermore,

$$
\theta(P)= \pm P \in \operatorname{span}\left(Z(\operatorname{St}(\mathfrak{s})) \backslash\left\{I^{\otimes n}\right\}\right) \quad \text { for all } \quad P \in Z(\operatorname{St}(\mathfrak{s})) \backslash\left\{I^{\otimes n}\right\}
$$

Therefore, $\theta(g) \in \mathfrak{g}_{k}(n)$ for $g \in \mathfrak{g}_{k}(n)$.
Let us record the following consequence of the proof of Lemma G.3.13, which will be useful later.

Corollary G.3.1. Every element of $\mathfrak{g}_{k}(n)^{\theta_{k}}$ is a linear combination of Pauli strings that are themselves in $\mathfrak{g}_{k}(n)^{\theta_{k}}$, i.e.,

$$
\mathfrak{g}_{k}(n)^{\theta_{k}}=\operatorname{span}_{\mathbb{R}}\left(i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)^{\theta_{k}}\right)
$$

Proof. We saw in the proof of Lemma G.3.13 that $\theta_{k}(P)= \pm P$ for any Pauli string $P \in \mathcal{P}_{n}$. Similarly, for any given $S \in \operatorname{St}\left(\mathfrak{a}_{k}(n)\right)$, we have $S P S= \pm P$. Elements $g$ of $\mathfrak{g}_{k}(n)^{\theta_{k}}$ are determined by the conditions

$$
S g S=g=\theta_{k}(g) \quad \text { for all } \quad S \in \operatorname{St}\left(\mathfrak{a}_{k}(n)\right)
$$

Writing $g \in \mathfrak{s u}\left(2^{n}\right)$ as $i$ times a real linear combination of Pauli strings, we see that $g$ satisfies these conditions if and only if every summand does.

Now we go back to the construction of the involutions $\theta_{k}$.
Lemma G.3.14. For $k=9,11,16$, we define $\theta_{k}(g)=-Q_{k} g^{T} Q_{k}$, where the Pauli strings $Q_{k}$ are given as follows:

$$
\begin{align*}
Q_{9} & =I Y Z \cdots Z,  \tag{G.45}\\
Q_{11} & =Q_{16}=I \cdots I \quad \Rightarrow \quad \theta_{11}(g)=\theta_{16}(g)=-g^{T} . \tag{G.46}
\end{align*}
$$

Then $\mathfrak{a}_{k}(n) \subseteq \mathfrak{g}_{k}(n)^{\theta_{k}}$.
Proof. We already know that $\mathfrak{a}_{k}(n) \subseteq \mathfrak{g}_{k}(n)$, so we only need to check that $\theta_{k}(g)=g$ for all $g \in \mathfrak{a}_{k}(n)$. It is enough to check this only for the generators $g$ of $\mathfrak{a}_{k}(n)$, because $\theta_{k}([a, b])=\left[\theta_{k}(a), \theta_{k}(b)\right]$.

For $k=9$, we take $g=X_{i} Y_{i+1}$ or $g=X_{i} Z_{i+1}$. In the first case, $g^{T}=-g$ and $g Q_{9}=Q_{9} g$; while in the second case, $g^{T}=g$ and $g Q_{9}=-Q_{9} g$. Hence, in both cases we have $\theta_{9}(g)=g$.

For $k=11$, the generators are $g=X_{i} Y_{i+1}, Y_{i} X_{i+1}, Y_{i} Z_{i+1}$; while for $k=16$, the generators are $g=X_{i} Y_{i+1}, Y_{i} X_{i+1}, Y_{i} Z_{i+1}, Z_{i} Y_{i+1}$. All of them satisfy $g^{T}=-g$.

The remaining cases $k=3$ and $k=5$ are a little more complicated. The trick is to first embed $\mathfrak{a}_{3}(n)$ and $\mathfrak{a}_{5}(n)$ as subalgebras of $\mathfrak{a}_{7}(n)$. Recall from Appendix G.3.2 that $\mathfrak{a}_{3}(n) \subseteq \mathfrak{a}_{6}(n)$ and $\mathfrak{a}_{6}(n) \cong \mathfrak{a}_{7}(n)$ under the automorphism $\varphi_{n}$ of $\mathfrak{s u}\left(2^{n}\right)$ that swaps (up to a sign) $Y \rightleftharpoons Z$ on all even qubits (see Equation (G.18), Equation (G.19)). Then $\tilde{\mathfrak{a}}_{3}(n):=\varphi_{n} \mathfrak{a}_{3}(n) \subset \mathfrak{a}_{7}(n)$. Likewise, we have $\mathfrak{a}_{5}(n) \subseteq \mathfrak{a}_{10}(n)$ and $\mathfrak{a}_{10}(n) \cong \mathfrak{a}_{7}(n)$ under the
automorphism $\gamma_{n}$ of $\mathfrak{s u}\left(2^{n}\right)$ that applies on the $j$-th qubit $\gamma^{j}$, where $\gamma$ is the cycle $X \mapsto$ $Z \mapsto Y \mapsto X$ (see Equation (G.21), Equation (G.22)). Then $\tilde{\mathfrak{a}}_{5}(n):=\gamma_{n} \mathfrak{a}_{5}(n) \subset \mathfrak{a}_{7}(n)$.

We consider the involutions

$$
\begin{equation*}
\tilde{\theta}_{k}(g)=-Q_{k} g^{T} Q_{k}, \quad k=3,5 \tag{G.47}
\end{equation*}
$$

where

$$
\begin{align*}
& Q_{3}=P_{Z I Y X}=\left(Z_{1} Y_{3} X_{4}\right)\left(Z_{5} Y_{7} X_{8}\right)\left(Z_{9} Y_{11} X_{12}\right) \cdots,  \tag{G.48}\\
& Q_{5}=P_{I Y Z}=\left(Y_{2} Z_{3}\right)\left(Y_{5} Z_{6}\right)\left(Y_{8} Z_{9}\right)\left(Y_{11} Z_{12}\right) \cdots \tag{G.49}
\end{align*}
$$

Then we define

$$
\begin{equation*}
\theta_{3}:=\varphi_{n}^{-1} \tilde{\theta}_{3} \varphi_{n}, \quad \theta_{5}:=\gamma_{n}^{-1} \tilde{\theta}_{5} \gamma_{n} . \tag{G.50}
\end{equation*}
$$

Lemma G.3.15. For $k=3,5$, and $\theta_{k}$ defined as above, we have $\mathfrak{a}_{k}(n) \subseteq \mathfrak{g}_{k}(n)^{\theta_{k}}$.
Proof. As we already know that $\mathfrak{a}_{k}(n) \subseteq \mathfrak{g}_{k}(n)$, we only need to check that $\theta_{k}(g)=g$ for all generators $g$ of $\mathfrak{a}_{k}(n)$. By conjugation, it is equivalent to check that $\tilde{\theta}_{k}(g)=g$ for the generators $g$ of $\tilde{\mathfrak{a}}_{k}(n)$. Applying $\varphi_{n}$ to the generators of $\mathfrak{a}_{3}(n)$, we find that the generators of $\tilde{\mathfrak{a}}_{3}(n)$ are:

$$
\begin{aligned}
& X_{1} X_{2}, X_{2} X_{3}, X_{3} X_{4}, X_{4} X_{5}, X_{5} X_{6}, X_{6} X_{7}, X_{7} X_{8}, \ldots, \\
& Y_{1} Y_{2}, Z_{2} Z_{3}, Y_{3} Y_{4}, Z_{4} Z_{5}, Y_{5} Y_{6}, Z_{6} Z_{7}, Y_{7} Y_{8}, \ldots
\end{aligned}
$$

Similarly, applying $\gamma_{n}$ to the generators of $\mathfrak{a}_{5}(n)$, we find the generators of $\tilde{\mathfrak{a}}_{5}(n)$ :

$$
\begin{aligned}
& Z_{1} Z_{2}, Y_{2} Y_{3}, X_{3} X_{4}, Z_{4} Z_{5}, Y_{5} Y_{6}, X_{6} X_{7}, Z_{7} Z_{8}, Y_{8} Y_{9}, X_{9} X_{10}, \ldots, \\
& X_{1} X_{2}, Z_{2} Z_{3}, Y_{3} Y_{4}, X_{4} X_{5}, Z_{5} Z_{6}, Y_{6} Y_{7}, X_{7} X_{8}, Z_{8} Z_{9}, Y_{9} Y_{10}, \ldots
\end{aligned}
$$

We observe that all generators $g$ above satisfy $g^{T}=g$ and $g Q_{k}=-Q_{k} g$; hence, $\tilde{\theta}_{k}(g)=$ $g$.

## G.3.6 Lower bounds for $\mathfrak{a}_{k}(n)$

In this subsection, we prove that the upper bounds $\mathfrak{a}_{k}(n) \subseteq \mathfrak{g}_{k}(n)^{\theta_{k}}$ established in Appendix G.3.5 are exact. The proof will rely on the next lemma.

Lemma G.3.16. Let $\mathfrak{s}$ be a Lie subalgebra of $\mathfrak{s u}\left(2^{n}\right)$. If $\operatorname{ad}_{a_{1}} \cdots \operatorname{ad}_{a_{r}}(b) \in \mathfrak{s} \backslash\{0\}$ for some Pauli strings $a_{1}, \ldots, a_{r} \in i \mathcal{P}_{n} \cap \mathfrak{s}$ and $b \in i \mathcal{P}_{n}$, then $b \in \mathfrak{s}$.

Proof. Using induction on $r$, it is enough to prove the statement for $r=1$. In this case, it follows from Corollary A.1.1: $\left[a_{1}, b\right] \in \mathfrak{s} \backslash\{0\}$ implies that $b=-4\left[a_{1},\left[a_{1}, b\right]\right] \in \mathfrak{s}$.

In order to prove that $\mathfrak{a}_{k}(n)=\mathfrak{g}_{k}(n)^{\theta_{k}}$, we want to show that every element $b \in \mathfrak{g}_{k}(n)^{\theta_{k}}$ is in $\mathfrak{a}_{k}(n)$. Since, by Corollary G.3.1, $b$ is a linear combination of Pauli strings that are themselves in $\mathfrak{g}_{k}(n)^{\theta_{k}}$, we can assume without loss of generality that $b \in i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)^{\theta_{k}}$. Then the strategy of the proof is to take suitable commutators of $b$ with elements of $i \mathcal{P}_{n} \cap \mathfrak{a}_{k}(n)$ to produce a Pauli string $c \in i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)^{\theta_{k}}$ that has $I$ in one of its positions. Erasing the $I$ will give an element of $\mathfrak{g}_{k}(n-1)^{\theta_{k}}$, which by induction will be in $\mathfrak{a}_{k}(n-1)$. From here, we will obtain that $c \in \mathfrak{a}_{k}(n)$, and then we can conclude that $b \in \mathfrak{a}_{k}(n)$ due to Lemma G.3.16.

In order to realize the above strategy, we will have to do a detailed case-by-case analysis. We start with the cases $k=3,5,7$, for which we need the following lemmas.

Lemma G.3.17. We have vector space decompositions:

$$
\begin{aligned}
& \mathfrak{a}_{3}(4)=\left(I \otimes \mathfrak{a}_{3}(3)\right)+P_{X} \cdot\left(I \otimes \mathfrak{a}_{3}(3)\right)+P_{Y Z} \cdot\left(I \otimes \mathfrak{a}_{3}(3)\right)+P_{Z Y} \cdot\left(I \otimes \mathfrak{a}_{3}(3)\right), \\
& \mathfrak{a}_{5}(6)=\left(I \otimes \mathfrak{a}_{5}(5)\right)+P_{X Y Z} \cdot\left(I \otimes \mathfrak{a}_{5}(5)\right)+P_{Y Z X} \cdot\left(I \otimes \mathfrak{a}_{5}(5)\right)+P_{Z X Y} \cdot\left(I \otimes \mathfrak{a}_{5}(5)\right), \\
& \mathfrak{a}_{7}(4)=\left(I \otimes \mathfrak{a}_{7}(3)\right)+P_{X} \cdot\left(I \otimes \mathfrak{a}_{7}(3)\right)+P_{Y} \cdot\left(I \otimes \mathfrak{a}_{7}(3)\right)+P_{Z} \cdot\left(I \otimes \mathfrak{a}_{7}(3)\right),
\end{aligned}
$$

where $\cdot$ denotes the component-wise matrix product.
Proof. By inspection. Here are all Pauli strings in $\mathfrak{a}_{3}(4)$ (after multiplication by $i$ ):
$I I X X, \quad I I Y Z, \quad I X X I, \quad I X Z Z, \quad I Y I Y, \quad I Y X Z, \quad I Y Y X, \quad I Y Z I, \quad I Z I Z, \quad I Z X Y$, $X I I X, ~ X I Y Y, ~ X X I I, ~ X X Z Y, ~ X Y I Z, ~ X Y X Y, ~ X Z I Y, ~ X Z X Z, ~ X Z Y X, ~ X Z Z I, ~$ YIYI, YIZX, YXIY, YXXZ, YXYX, YXZI, YYXI, YYZZ, YZII, YZZY, $Z I I Y, \quad Z I X Z, \quad Z I Y X, Z I Z I, \quad Z X Y I, \quad Z X Z X, Z Y X X, Z Y Y Z, \quad Z Z I X, \quad Z Z Y Y$.

The Pauli strings in $\mathfrak{a}_{7}(4)$ (after multiplication by $i$ ) are:

| $I I X X$, | $I I Y Y$, | $I I Z Z$, | $I X I X$, | $I X X I$, | $I X Y Z$, | $I X Z Y$, | $I Y I Y$, |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $I Y X Z$, | $I Y Y I$, | $I Y Z X$, | $I Z I Z$, | $I Z X Y$, | $I Z Y X$, | $I Z Z I$, |  |
| $X I I X$, | $X I X I$, | $X I Y Z$, | $X I Z Y$, | $X X I I$, | $X X Y Y$, | $X X Z Z$, | $X Y I Z$, |
| $X Y X Y$, | $X Y Y X$, | $X Y Z I$, | $X Z I Y$, | $X Z X Z$, | $X Z Y I$, | $X Z Z X$, |  |
| $Y I I Y$, | $Y I X Z$, | $Y I Y I$, | $Y I Z X$, | $Y X I Z$, | $Y X X Y$, | $Y X Y X$, | $Y X Z I$, |
| $Y Y I I$, | $Y Y X X$, | $Y Y Z Z$, | $Y Z I X$, | $Y Z X I$, | $Y Z Y Z$, | $Y Z Z Y$, |  |
| $Z I I Z$, | $Z I X Y$, | $Z I Y X$, | $Z I Z I$, | $Z X I Y$, | $Z X X Z$, | $Z X Y I$, | $Z X Z X$, |

$Z Y I X, \quad Z Y X I, \quad Z Y Y Z, \quad Z Y Z Y, \quad Z Z I I, \quad Z Z X X, \quad Z Z Y Y$.
We have: $\left|\mathfrak{a}_{5}(5)\right|=120,\left|\mathfrak{a}_{5}(6)\right|=480$, and there are 120 elements in $\mathfrak{a}_{5}(6)$ starting with each of the letters $I, X, Y$, or $Z$. The remaining claims were verified using Excel.

For each pair $(k, n)=(3,4),(5,6),(7,4)$, consider the subalgebra $\mathfrak{s}=\mathfrak{a}_{k}(n) \subset \mathfrak{s u}\left(2^{n}\right)$. Recall from Proposition G.3.3 that the stabilizer $\operatorname{St}(\mathfrak{s})$ is given by:

$$
\begin{aligned}
& \operatorname{St}\left(\mathfrak{a}_{3}(4)\right)=\left\{P_{I}, P_{X}, P_{Y Z}, P_{Z Y}\right\}, \\
& \left.\operatorname{Stt} \mathfrak{a}_{5}(6)\right)=\left\{P_{I}, P_{X Y Z}, P_{Y Z X}, P_{Z X Y}\right\}, \\
& \operatorname{St}\left(\mathfrak{a}_{7}(4)\right)=\left\{P_{I}, P_{X}, P_{Y}, P_{Z}\right\},
\end{aligned}
$$

and $\operatorname{St}(\mathfrak{s})$ is an Abelian group under the matrix product $\cdot$. We can state Lemma G.3.17 succinctly as

$$
\begin{equation*}
\mathfrak{a}_{k}(n)=\operatorname{St}\left(\mathfrak{a}_{k}(n)\right) \cdot\left(I \otimes \mathfrak{a}_{k}(n-1)\right), \quad(k, n)=(3,4),(5,6),(7,4) . \tag{G.51}
\end{equation*}
$$

Lemma G.3.18. Let $\mathfrak{s}=\mathfrak{a}_{k}(n)$ for $(k, n)=(3,4),(5,6),(7,4)$. Consider any Pauli string $a \in i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)$ not starting with I in the first qubit. Then there exists a basis vector $b \in \mathfrak{s}$ such that $[a, b] \neq 0$ and $[a, b] \in I \otimes \mathfrak{s u}\left(2^{n-1}\right)$.

Proof. Let us write all Pauli strings up to a suitable multiple of $i$ that makes them skewHermitian. Consider the case when $a=X A$ starts with $X$; the cases when it starts with $Y$ or $Z$ are similar. If there is $b=X B \in \mathfrak{s}$ such that $[A, B] \neq 0$, then $[a, b]=I[A, B] \neq 0$ and we are done. By Lemma G.3.17, any $b=X B \in \mathfrak{s}$ can be written in the form $b=C \cdot(I D)$, where $D \in \mathfrak{a}_{k}(n-1)$ and $C \in \mathrm{St}(\mathfrak{s})$; explicitly, $C=P_{X}, P_{X Y Z}, P_{X}$ for $\mathfrak{s}=\mathfrak{a}_{3}(4), \mathfrak{a}_{5}(6), \mathfrak{a}_{7}(4)$, respectively. Similarly, as $C \cdot C=P_{I}$, we can write $a=C \cdot(I E)$ for some $E \in \mathcal{P}_{n-1}$. Suppose that $[a, b]=0$. Then $[C, a]=[C, b]=0$ imply that $[E, D]=0$. Since this is true for all $D \in \mathfrak{a}_{k}(n-1)$, it follows that $E \in \operatorname{St}\left(\mathfrak{a}_{k}(n-1)\right)$, from where $a=C \cdot(I E) \in \operatorname{St}(\mathfrak{s})$. This is a contradiction, because such elements are factored out from $\mathfrak{g}_{k}(n)$; see Equation (G.33) and Lemma G.3.12.

Lemma G.3.19. Consider $(k, m)=(3,4),(5,6),(7,4)$, and let $n \geq m$. Then for any Pauli string $a \in i \mathcal{P}_{n} \cap \mathfrak{g}_{k}(n)$, there exist basis vectors $b_{1}, \ldots, b_{r} \in \mathfrak{a}_{k}(n)$, $r \geq 0$, such that $\operatorname{ad}_{b_{1}} \cdots \operatorname{ad}_{b_{r}}(a) \in\left(I^{\otimes(n-m+1)} \otimes \mathfrak{s u}\left(2^{m-1}\right)\right) \backslash\{0\}($ with $r=0$ corresponding to $a)$.

Proof. The proof is by induction on $n$, the base $n=m$ being Lemma G.3.18. For the step of the induction, suppose that $n>m$ and the statement holds for $\mathfrak{g}_{k}(n-1)$. Again, let us write all Pauli strings up to a suitable multiple of $i$. Take any Pauli string $a \in \mathfrak{g}_{k}(n)$,
and write it as $a=A D$ where $A$ is the substring consisting of the first $m$ Paulis. Then $A \in \mathfrak{s u}\left(2^{m}\right)^{\operatorname{St}\left(\mathfrak{a}_{k}(m)\right)}$.

If $A \notin \operatorname{St}\left(\mathfrak{a}_{k}(m)\right)$, we can use Lemma G.3.18 to find $B \in \mathfrak{a}_{k}(m)$ such that $[B, A]$ starts with $I$. Then $[b, a]=I C$ starts with $I$ for $b=B I \cdots I \in \mathfrak{a}_{k}(n)$. After that, we can apply the inductive assumption for $C \in \mathfrak{g}_{k}(n-1)$.

If $A \in \operatorname{St}\left(\mathfrak{a}_{k}(m)\right)$, we repeat the same argument for the substring $E$ of $a$ corresponding to positions $2, \ldots, m+1$. When $E \notin \operatorname{St}\left(\mathfrak{a}_{k}(m)\right)$, we can make it to start with $I$, which will force the substring $A \notin \operatorname{St}\left(\mathfrak{a}_{k}(m)\right)$. If both $A, E \in \operatorname{St}\left(\mathfrak{a}_{k}(m)\right)$, putting them together we get that the first $m+1$ positions of $a$ are in $\operatorname{St}\left(\mathfrak{a}_{k}(m+1)\right)$. Continuing this way will give us $a \in \operatorname{St}\left(\mathfrak{a}_{k}(n)\right)$, which is a contradiction, because such elements are factored out from $\mathfrak{g}_{k}(n)$ (cf. Equation (G.33) and Lemma G.3.12).

Recall that, in Appendix G.3.2, we constructed certain automorphisms $\varphi_{n}$ and $\gamma_{n}$ of $\mathfrak{s u}\left(2^{n}\right)$ such that the images $\tilde{\mathfrak{a}}_{3}(n):=\varphi_{n} \mathfrak{a}_{3}(n)$ and $\tilde{\mathfrak{a}}_{5}(n):=\gamma_{n} \mathfrak{a}_{5}(n)$ are subalgebras of $\mathfrak{a}_{7}(n)$. Note that, after these transformations, their stabilizers become equal:

$$
\begin{equation*}
\operatorname{St}\left(\tilde{\mathfrak{a}}_{3}(n)\right)=\operatorname{St}\left(\tilde{\mathfrak{a}}_{5}(n)\right)=\operatorname{St}\left(\mathfrak{a}_{7}(n)\right)=\left\{P_{I}, P_{X}, P_{Y}, P_{Z}\right\} \tag{G.52}
\end{equation*}
$$

Hence, we have (recall Equation (G.47)-Equation (G.50)):

$$
\begin{equation*}
\tilde{\mathfrak{a}}_{k}(n) \subseteq \mathfrak{g}_{7}(n)^{\tilde{\theta}_{k}}, \quad k=3,5 . \tag{G.53}
\end{equation*}
$$

Lemma G.3.20. We have $\mathfrak{a}_{7}(n)=\mathfrak{g}_{7}(n)$ and equalities in Equation (G.53). Consequently, $\mathfrak{a}_{k}(n)=\mathfrak{g}_{k}(n)^{\theta_{k}}$ for $k=3,5$.

Proof. As before, let $(k, m)=(3,4),(5,6),(7,4)$. In order to include the case $k=7$ in Equation (G.53), we let $\tilde{\mathfrak{a}}_{7}(n)=\mathfrak{a}_{7}(n)$ and $\tilde{\theta}_{7}$ be the identity. The statement is true for all $2 \leq n \leq m$ by inspection. For $n \geq m$, we prove it by induction on $n$. Consider any $a \in \mathfrak{g}_{7}(n)^{\tilde{\theta}_{k}}$. By Lemma G.3.19, we can find $b_{1}, \ldots, b_{r} \in \tilde{\mathfrak{a}}_{k}(n)$ such that $\operatorname{ad}_{b_{1}} \cdots \operatorname{ad}_{b_{r}}(a)=$ $I \cdots I D$ for some $D \in \mathfrak{s u}\left(2^{m-1}\right) \backslash\{0\}$. Since $b_{i} \in \tilde{\mathfrak{a}}_{k}(n) \subseteq \mathfrak{g}_{7}(n)^{\tilde{\theta}_{k}}$, we get that $D \in$ $\mathfrak{g}_{7}(m)^{\tilde{\theta}_{k}}=\tilde{\mathfrak{a}}_{k}(m)$. Therefore, $a \in \tilde{\mathfrak{a}}_{k}(n)$ due to Lemma G.3.16.

Remark G.3.7. It follows from Lemma G.3.20 that Equation (G.51) holds for all ( $k, n$ ) such that: $k=3, n \equiv 0 \bmod 4 ; k=5, n \equiv 0 \bmod 6 ; k=7$, $n \equiv 0 \bmod 2$. As a consequence, for such $(k, n)$, we have $\mathfrak{a}_{k}(n) \cong \mathfrak{a}_{k}(n-1)^{\oplus 4}$ as a Lie algebra.

Now that we are done with the cases $k=3,5,7$, we derive the cases $k=6,10$ from $k=7$ and the isomorphisms $\mathfrak{a}_{6}(n) \cong \mathfrak{a}_{10}(n) \cong \mathfrak{a}_{7}(n)$ obtained in Lemmas G.3.4 and G.3.5.

Lemma G.3.21. We have $\mathfrak{a}_{k}(n)=\mathfrak{g}_{k}(n)$ for $k=6,10$.
Proof. Recall from Appendix G.3.2 that we have an isomorphism $\varphi_{n}: \mathfrak{a}_{6}(n) \cong \mathfrak{a}_{7}(n)$ that up to a sign swaps $Y \rightleftharpoons Z$ on every even qubit (see Equation (G.18), Equation (G.19)). Under $\varphi_{n}$ the stabilizers

$$
\begin{aligned}
& \operatorname{St}\left(\mathfrak{a}_{6}(n)\right)=\left\{P_{I}, P_{X}, P_{Y Z}, P_{Z Y}\right\}, \\
& \operatorname{St}\left(\mathfrak{a}_{7}(n)\right)=\left\{P_{I}, P_{X}, P_{Y}, P_{Z}\right\}
\end{aligned}
$$

are sent to each other; hence $\mathfrak{g}_{6}(n) \cong \mathfrak{g}_{7}(n)$. Since $\mathfrak{a}_{7}(n)=\mathfrak{g}_{7}(n)$ by Lemma G.3.20, it follows that $\mathfrak{a}_{6}(n)=\mathfrak{g}_{6}(n)$.

Similarly, we have an isomorphism $\gamma_{n}: \mathfrak{a}_{10}(n) \cong \mathfrak{a}_{7}(n)$ given by applying on the $j$-th qubit $(j=1, \ldots, n)$ the permutation $\gamma^{j}$, where $\gamma$ is the cycle $X \mapsto Z \mapsto Y \mapsto X$ (see Equation (G.21), Equation (G.22)). Then $\gamma_{n}$ sends

$$
\operatorname{St}\left(\mathfrak{a}_{10}(n)\right)=\left\{P_{I}, P_{X Y Z}, P_{Y Z X}, P_{Z X Y}\right\}
$$

to $\operatorname{St}\left(\mathfrak{a}_{7}(n)\right)$; hence $\mathfrak{g}_{10}(n) \cong \mathfrak{g}_{7}(n)$ and $\mathfrak{a}_{10}(n)=\mathfrak{g}_{10}(n)$.
Now we consider the subalgebra $\mathfrak{a}_{9}(n)$. In this case, we have the involution $\theta_{9}(g)=$ $-Q_{9} g^{T} Q_{9}$, where $Q_{9}$ is given by Equation (G.45).

Lemma G.3.22. We have $\mathfrak{a}_{9}(n)=\mathfrak{g}_{9}(n)^{\theta_{9}}$.
Proof. The claim is true for $n=2$ and 3 by comparing the dimensions. Suppose by induction that the statement is true for $\mathfrak{a}_{9}(n-1)$, and consider a Pauli string $a \in \mathfrak{g}_{9}(n)^{\theta_{9}}$ for $n \geq 4$. Again, we will omit the multiples of $i$ that make Pauli strings skew-Hermitian.

If $a$ ends with $I$, we can write $a=A I$ for some $A \in \mathfrak{g}_{9}(n-1)^{\theta_{9}}$ and apply the inductive assumption. Similarly, if $a=A I B$ has an $I$ in the $j$-th position for some $j \geq 3$, we can delete it and get an element $A B \in \mathfrak{g}_{9}(n-1)^{\theta_{9}}$, which by induction is in $\mathfrak{a}_{9}(n-1)$. Then $a \in \mathfrak{a}_{9}(n)$, because $\mathfrak{a}_{9}(4)$ contains $I X I Y$ and IXIZ, which generate elements of $\mathfrak{a}_{9}(n)$ with $I$ in the middle.

Suppose that $a$ has no $I$ in positions $3, \ldots, n$. If $a=A X X B$ contains $X X$ in positions $j, j+1$, then $\left[X_{j} Y_{j+1}, a\right]=-2 i A I Z B \in \mathfrak{a}_{9}(n)$. Since $X_{j} Y_{j+1} \in \mathfrak{a}_{9}(n)$, by Lemma G.3.16, we get that $a \in \mathfrak{a}_{9}(n)$. So, if $a \notin \mathfrak{a}_{9}(n)$ contains an $X$, then on the left of it must have a $Y$ or $Z$. Then we can use $[X Z, X Y]=-2 i I X,[X Y, Y Y]=2 i Z I,[X Y, Z Y]=-2 i Y I$ when $a$ contains a $Y$, and $[X Y, X Z]=2 i I X,[X Z, Y Z]=2 i Z I,[X Z, Z Z]=-2 i Y I$ when $a$ contains a $Z$.

Finally, let us briefly discuss the remaining easier cases, $k=11,13,15,16,20$. Recall from Equation (G.15), Equation (G.16) that $\mathfrak{a}_{11}(n)=\mathfrak{a}_{16}(n)$ for $n \geq 4$ and $\mathfrak{a}_{13}(n)=\mathfrak{a}_{20}(n)$ for $n \geq 3$. Moreover, $\mathfrak{g}_{11}(n)=\mathfrak{g}_{16}(n)$ and $\mathfrak{g}_{13}(n)=\mathfrak{g}_{20}(n)$, because they have equal stabilizers by Proposition G.3.3. Thus, we are left to consider only $k=13,15,16$.

Lemma G.3.23. We have $\mathfrak{a}_{13}(n)=\mathfrak{g}_{13}(n)=\mathfrak{s u}\left(2^{n}\right)^{P X} / \operatorname{span}\left\{P_{X}\right\}$ for $n \geq 3$.
Proof. We know that $\operatorname{St}\left(\mathfrak{a}_{13}(n)\right)=\left\{P_{I}, P_{X}\right\}$ and $\mathfrak{a}_{13}(n) \subseteq \mathfrak{g}_{13}(n)$. The proof of the opposite inclusion is similar to the proof of Lemma G.3.22. Consider a Pauli string $a \in \mathfrak{g}_{13}(n)$ for $n \geq 4$. If $a=A I B$ has an $I$ in the $j$-th position for some $1 \leq j \leq n$, we can delete it and get an element $A B \in \mathfrak{g}_{13}(n-1)$, which by induction is in $\mathfrak{a}_{13}(n-1)$. Then $a \in \mathfrak{a}_{13}(n)$, because $\mathfrak{a}_{13}(3)$ contains $X I X, Y I Y, Y I Z$, and these generate elements of $\mathfrak{a}_{13}(n)$ with $I$ in the middle. If $a$ has no $I$ 's, we can use commutators with the generators of $\mathfrak{a}_{13}(n)$ to produce one. Then again we can apply Lemma G.3.16.

Lemma G.3.24. We have $\mathfrak{a}_{16}(n)=\mathfrak{s u}\left(2^{n}\right)^{\theta_{16}}=\mathfrak{s o}\left(2^{n}\right)$, where $\theta_{16}(g)=-g^{T}$.
Proof. The same as the proof of Lemma G.3.23, using that $A I B \in \mathfrak{a}_{16}(3)$ for every generator $A B$ of $\mathfrak{a}_{16}$. Indeed, one checks that $\mathfrak{a}_{16}=\langle X Y, Y X, Y Z, Z Y\rangle_{\text {Lie }}$ and $X I Y, Y I X, Y I Z, Z I Y \in$ $\mathfrak{a}_{16}(3)$; see Appendix G.2.5.

Lemma G.3.25. We have $\mathfrak{a}_{15}(n)=\mathfrak{g}_{15}(n)=\mathfrak{s u}\left(2^{n}\right)^{X_{1}} / \operatorname{span}\left\{X_{1}\right\}$.
Proof. Note that $\mathfrak{s u}\left(2^{n}\right)^{X_{1}}$ is the span of all Pauli strings $\neq I^{\otimes n}$ that start with $I$ or $X$. As in the proof of Lemma G.3.23, pick any Pauli string $a \in \mathfrak{g}_{15}(n)$ for $n \geq 3$. If $a=A I B$ has an $I$ in the $j$-th position for some $2 \leq j \leq n$, we can delete it and get an element $A B \in \mathfrak{g}_{15}(n-1)$, which by induction is in $\mathfrak{a}_{15}(n-1)$. The rest of the proof is the same, using that $\mathfrak{a}_{15}=\langle X X, X Y, X Z\rangle_{\text {Lie }}$ and $X I X, X I Y, X I Z \in \mathfrak{a}_{15}(3)$; see Appendix G.2.5.

Combining the results of Appendix G.3.5 and G.3.6 completes the proof of Theorem G.3.1.

## G.3.7 Identifying the Lie algebras $\mathfrak{g}_{k}(n)^{\theta_{k}}$

In this subsection, we finish the proof of Theorem 4.5.1, by identifying the Lie algebras $\mathfrak{g}_{k}(n)^{\theta_{k}}$ from Theorem G.3.1 with the Lie algebras appearing in the right-hand sides in Theorem 4.5.1. As in Theorem G.3.1, we only consider the cases $k=3,5,6,7,9,10,11,13,15,16,20$. Moreover, due to the isomorphisms $\mathfrak{a}_{6}(n) \cong \mathfrak{a}_{7}(n) \cong \mathfrak{a}_{10}(n)$ and the equalities $\mathfrak{a}_{11}(n)=$
$\mathfrak{a}_{16}(n)$ and $\mathfrak{a}_{13}(n)=\mathfrak{a}_{20}(n)$ (see Lemmas G.3.2, G.3.4, G.3.5), we can omit the cases $k=6,10,11,20$.

The case $k=16$ is obvious, because $\mathfrak{g}_{16}(n)=\mathfrak{s u}\left(2^{n}\right)$ and $\theta_{16}(g)=-g^{T}$, leading to $\mathfrak{a}_{16}(n)=\mathfrak{s o}\left(2^{n}\right)$. Two other easy cases, $k=15$ and $k=13$, are treated in the next lemma.

Lemma G.3.26. We have:

$$
\begin{aligned}
& \mathfrak{a}_{15}(n)=\mathfrak{g}_{15}(n)=\mathfrak{s u}\left(2^{n}\right)^{X_{1}} / \operatorname{span}\left\{X_{1}\right\} \cong \mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{s u}\left(2^{n-1}\right), \\
& \mathfrak{a}_{13}(n)=\mathfrak{g}_{13}(n)=\mathfrak{s u}\left(2^{n}\right)^{P_{X}} / \operatorname{span}\left\{P_{X}\right\} \cong \mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{s u}\left(2^{n-1}\right) .
\end{aligned}
$$

Proof. Note that

$$
\mathfrak{s u}\left(2^{n}\right)^{X_{1}} / \operatorname{span}\left\{X_{1}\right\} \cong \operatorname{span}_{\mathbb{R}}\{I, X\} \otimes \mathfrak{s u}\left(2^{n-1}\right)
$$

has a basis consisting of all Pauli strings $\neq I^{\otimes n}, X_{1}$ that start with $I$ or $X$. Consider the projections $P_{ \pm}$onto the eigenspaces of $X$, given by $P_{ \pm}:=(I \pm X) / 2$. They satisfy the identities:

$$
P_{ \pm} \cdot P_{ \pm}=P_{ \pm}, \quad P_{+} \cdot P_{-}=0, \quad P_{+}+P_{-}=I
$$

Then the map

$$
(a, b) \mapsto P_{+} \otimes a+P_{-} \otimes b
$$

is a Lie algebra isomorphism from $\mathfrak{s u}\left(2^{n-1}\right) \oplus \mathfrak{s u}\left(2^{n-1}\right)$ to $\operatorname{span}_{\mathbb{R}}\{I, X\} \otimes \mathfrak{s u}\left(2^{n-1}\right)$. This proves the claim about $\mathfrak{a}_{15}(n)$.

For the case $\mathfrak{a}_{13}(n)$, we can replace $X_{1}$ with $P_{X}$ because there exists a unitary transformation $U$ such that $P_{X}=U X_{1} U^{\dagger}$. For example, we can take

$$
U=e^{-i \frac{\pi}{4} Y_{1}} e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} ;
$$

then using Equation (A.6) we check that indeed $U X_{1} U^{\dagger}=X \otimes X^{\otimes(n-1)}=P_{X}$. The automorphism $a \mapsto U a U^{\dagger}$ of $\mathfrak{s u}\left(2^{n}\right)$ sends $\mathfrak{s u}\left(2^{n}\right)^{X_{1}}$ onto $\mathfrak{s u}\left(2^{n}\right)^{P_{X}}$, and $\mathfrak{a}_{15}(n)$ onto $\mathfrak{a}_{13}(n)$. Therefore, $\mathfrak{a}_{13}(n) \cong \mathfrak{a}_{15}(n)$.

We are left with the cases $k=3,5,7,9$, and we consider $k=9$ next.
Lemma G.3.27. We have $\mathfrak{a}_{9}(n)=\mathfrak{g}_{9}(n)^{\theta_{9}} \cong \mathfrak{s p}\left(2^{n-2}\right)$.
Proof. Recall that $\mathfrak{g}_{9}(n)=\mathfrak{s u}\left(2^{n}\right)^{\left\{X_{1}, Y_{1} X_{2}, Z_{1} X_{2}\right\}}$. Since $\operatorname{span}\left\{X_{1}, Y_{1} X_{2}, Z_{1} X_{2}\right\} \cong \mathfrak{s u}(2)$, we can find a unitary transformation that takes this Lie algebra to span $\left\{X_{1}, Y_{1}, Z_{1}\right\}$. Explicitly,
similarly to the proof of Lemma G.3.26, let $U=e^{i \frac{\pi}{4} X_{1} X_{2}}$. Then using Equation (A.6), one easily checks that

$$
U X_{1} U^{\dagger}=X_{1}, \quad U Y_{1} X_{2} U^{\dagger}=-Z_{1}, \quad U Z_{1} X_{2} U^{\dagger}=Y_{1}
$$

Therefore, the map $a \mapsto U a U^{\dagger}$ restricts to a Lie algebra isomorphism from $\mathfrak{g}_{9}(n)$ to

$$
\mathfrak{s u}\left(2^{n}\right)^{\left\{X_{1}, Y_{1}, Z_{1}\right\}}=I \otimes \mathfrak{s u}\left(2^{n-1}\right) \cong \mathfrak{s u}\left(2^{n-1}\right) .
$$

According to Lemmas G.1.1 and G.1.2, under the transformation $a \mapsto U a U^{\dagger}$, the fixedpoint subalgebra $\mathfrak{g}_{9}(n)^{\theta_{9}}$ is sent to the fixed points of the following involution:

$$
a \mapsto-\left(U Q_{9} U^{T}\right) a^{T}\left(U Q_{9} U^{T}\right)^{\dagger} .
$$

Recalling that $Q_{9}=Y_{2} Z_{3} \cdots Z_{n}$ (see Equation (G.45)), we find from $U^{T}=U$ and $e^{i \frac{\pi}{4} X} Y e^{i \frac{\pi}{4} X}=$ $Y$ that

$$
U Q_{9} U^{T}=Q_{9}
$$

Hence, the image of $\mathfrak{g}_{9}(n)^{\theta_{9}}$ under $a \mapsto U a U^{\dagger}$ consists of all $b \in I \otimes \mathfrak{s u}\left(2^{n-1}\right)$ that are fixed by $\theta_{9}$. Writing $b=I \otimes c$ with $c \in \mathfrak{s u}\left(2^{n-1}\right)$, the condition $b=\theta_{9}(b)$ is equivalent to $c=-Q c^{T} Q$, where $Q=Y Z \cdots Z \in \mathcal{P}_{n-1}$. Since $Q^{T}=-Q$, this determines the Lie algebra $\mathfrak{s p}\left(2^{n-2}\right)$, due to Corollary G.1.1.

Next we consider the case $k=7$.
Lemma G.3.28. We have $\mathfrak{a}_{7}(n)=\mathfrak{g}_{7}(n) \cong \begin{cases}\mathfrak{s u}\left(2^{n-1}\right), & n \text { odd, } \\ \mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}, & n \geq 4 \text { even. }\end{cases}$
Proof. Recall that $\operatorname{St}\left(\mathfrak{a}_{7}(n)\right)=\left\{P_{I}, P_{X}, P_{Y}, P_{Z}\right\}$. Since $P_{X} \cdot P_{Y}=i^{n} P_{Z}$, elements that commute with $P_{X}$ and $P_{Y}$ will commute with $P_{Z}$ as well. Hence, $\mathfrak{s u}\left(2^{n}\right)^{\mathrm{Stt}\left(\mathfrak{a}_{7}(n)\right)}=\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y}\right\}}$. Recall also that $\left[P_{X}, P_{Y}\right]=0$ if and only if $n$ is even; in that case, $\mathfrak{s u}\left(2^{n}\right)\left\{P_{X}, P_{Y}\right\}$ has a center spanned by $P_{X}, P_{Y}, P_{Z}$, and we need to quotient by it to obtain $\mathfrak{g}_{7}(n)$ (cf. Equation (G.37)).

In order to determine the fixed points under $P_{X}$ and $P_{Y}$, we transform them as in the proof of Lemma G.3.26. Consider the unitary operator

$$
U= \begin{cases}e^{i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}} e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}}, & n \text { odd }  \tag{G.54}\\ e^{i \frac{\pi}{4} X_{2}} e^{i \frac{\pi}{4} I \otimes X \otimes Z^{\otimes(n-2)}} e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}}, & n \text { even }\end{cases}
$$

Using Equation (A.6), one checks that

$$
\begin{equation*}
U P_{X} U^{\dagger}=Z_{1}, \quad U P_{Y} U^{\dagger}=X_{1} \quad \text { for } n \text { odd } \tag{G.55}
\end{equation*}
$$

$$
\begin{equation*}
U P_{X} U^{\dagger}=Z_{1}, \quad U P_{Y} U^{\dagger}=(-1)^{(n+2) / 2} Z_{2} \quad \text { for } n \text { even. } \tag{G.56}
\end{equation*}
$$

Indeed, we have

$$
e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} P_{X} e^{-i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}}=i\left(Y \otimes X^{\otimes(n-1)}\right) \cdot P_{X}=Z_{1} .
$$

Since the other factors of $U$ commute with $Z_{1}$, we obtain that $U P_{X} U^{\dagger}=Z_{1}$. The calculation of $U P_{Y} U^{\dagger}$ is similar. When $n$ is odd, $Y \otimes X^{\otimes(n-1)}$ commutes with $P_{Y}$, and we get from Equation (A.6):

$$
U P_{Y} U^{\dagger}=e^{i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}} P_{Y} e^{-i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}}=i\left(Z \otimes Y^{\otimes(n-1)}\right) \cdot P_{Y}=X_{1}
$$

When $n$ is even, after applying Equation (A.6) three times, we obtain:

$$
\begin{aligned}
U P_{Y} U^{\dagger} & =i^{3} X_{2} \cdot\left(I \otimes X \otimes Z^{\otimes(n-2)}\right) \cdot\left(Y \otimes X^{\otimes(n-1)}\right) \cdot P_{Y} \\
& =i^{n+2} X_{2} \cdot\left(I \otimes X \otimes Z^{\otimes(n-2)}\right) \cdot\left(I \otimes Z^{\otimes(n-1)}\right) \\
& =i^{n+1} X_{2} \cdot Y_{2}=i^{n+2} Z_{2} .
\end{aligned}
$$

This proves Equation (G.55) and Equation (G.56).
It follows from Equation (G.55) that, for $n$ odd, the map $a \mapsto U a U^{\dagger}$ gives a Lie algebra isomorphism

$$
\mathfrak{g}_{7}(n)=\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y}\right\}} \rightarrow \mathfrak{s u}\left(2^{n}\right)^{\left\{X_{1}, Z_{1}\right\}}=I \otimes \mathfrak{s u}\left(2^{n-1}\right) \cong \mathfrak{s u}\left(2^{n-1}\right) .
$$

Now suppose that $n$ is even. Then, by Equation (G.56), the map $a \mapsto U a U^{\dagger}$ gives an isomorphism
$\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y}\right\}} \rightarrow \mathfrak{s u}\left(2^{n}\right)^{\left\{Z_{1}, Z_{2}\right\}}=\left(\operatorname{span}_{\mathbb{R}}\{I, Z\} \otimes \operatorname{span}_{\mathbb{R}}\{I, Z\} \otimes \mathfrak{s u}\left(2^{n-2}\right)\right) \oplus \operatorname{span}\left\{Z_{1}, Z_{2}, Z_{1} Z_{2}\right\}$.
After we quotient by the center $\operatorname{span}\left\{Z_{1}, Z_{2}, Z_{1} Z_{2}\right\}$, we obtain

$$
\mathfrak{g}_{7}(n)=\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y}\right\}} / \operatorname{span}\left\{P_{X}, P_{Y}, P_{Z}\right\} \cong \operatorname{span}_{\mathbb{R}}\{I, Z\} \otimes \operatorname{span}_{\mathbb{R}}\{I, Z\} \otimes \mathfrak{s u}\left(2^{n-2}\right)
$$

Again as in the proof of Lemma G.3.26, let $P_{ \pm}:=(I \pm Z) / 2$, and consider the four projections

$$
P_{1}:=P_{+} \otimes P_{+}, \quad P_{2}:=P_{+} \otimes P_{-}, \quad P_{3}:=P_{-} \otimes P_{+}, \quad P_{4}:=P_{-} \otimes P_{-},
$$

which satisfy

$$
P_{i} \cdot P_{i}=P_{i}, \quad P_{i} \cdot P_{j}=0 \quad(i \neq j), \quad \sum_{i=1}^{4} P_{i}=I \otimes I
$$

Then the linear map

$$
\begin{equation*}
\left(a_{1}, a_{2}, a_{3}, a_{4}\right) \mapsto \sum_{j=1}^{4} P_{j} \otimes a_{j} \tag{G.57}
\end{equation*}
$$

is an isomorphism from $\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}$ to $\operatorname{span}_{\mathbb{R}}\{I, Z\} \otimes \operatorname{span}_{\mathbb{R}}\{I, Z\} \otimes \mathfrak{s u}\left(2^{n-2}\right)$.
In the remaining two cases $k=3,5$, as before we embed $\mathfrak{a}_{3}(n)$ and $\mathfrak{a}_{5}(n)$ as subalgebras of $\mathfrak{a}_{7}(n)$. We continue to use the notation from Appendix G.3.6 and, as in Lemma G.3.28, we consider separately the cases when $n$ is odd or even.

Lemma G.3.29. We have $\mathfrak{a}_{3}(n) \cong \tilde{\mathfrak{a}}_{3}(n)=\mathfrak{g}_{7}(n)^{\tilde{\theta}_{3}} \cong \begin{cases}\mathfrak{s o}\left(2^{n-1}\right), & n \equiv \pm 1 \bmod 8, \\ \mathfrak{s p}\left(2^{n-2}\right), & n \equiv \pm 3 \bmod 8 .\end{cases}$
Proof. We apply the transformation $a \mapsto U a U^{\dagger}$ from the proof of Lemma G.3.28 that gives a Lie algebra isomorphism $\mathfrak{g}_{7}(n) \rightarrow I \otimes \mathfrak{s u}\left(2^{n-1}\right) \cong \mathfrak{s u}\left(2^{n-1}\right)$, where $U$ is defined by Equation (G.54) for odd $n$. Then, by Lemmas G.1.1, G.1.2, the fixed points of $\tilde{\theta}_{k}$ (see Equation (G.47)) are sent to the fixed points of the involution

$$
\begin{equation*}
g \mapsto-\left(U Q_{k} U^{T}\right) g^{T}\left(U Q_{k} U^{T}\right)^{\dagger}, \quad k=3,5 \tag{G.58}
\end{equation*}
$$

Recall that $Q_{3}=P_{Z I Y X}$ is given by Equation (G.48), and compute

$$
\tilde{Q}_{3}:=U Q_{3} U^{T}=e^{i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}} e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} P_{Z I Y X} e^{-i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} e^{i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}} .
$$

Note that, when $n \equiv 1 \bmod 4, P_{Z I Y X}$ anticommutes with $Y \otimes X^{\otimes(n-1)}$. By Equation (A.6), we have:

$$
\begin{aligned}
e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} & P_{Z I Y X} e^{-i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} \\
& =i\left(Y_{1} X_{2} X_{3} X_{4} \cdots X_{n-1} X_{n}\right) \cdot\left(Z_{1} Y_{3} X_{4} Z_{5} Y_{7} X_{8} \cdots X_{n-1} Z_{n}\right) \\
& =-X_{1}\left(X_{2} Z_{3} Y_{5}\right)\left(X_{6} Z_{7} Y_{9}\right) \cdots\left(X_{n-3} Z_{n-2} Y_{n}\right)
\end{aligned}
$$

As this anticommutes with $e^{i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}}$, we obtain

$$
\tilde{Q}_{3}=-X_{1}\left(X_{2} Z_{3} Y_{5}\right)\left(X_{6} Z_{7} Y_{9}\right) \cdots\left(X_{n-3} Z_{n-2} Y_{n}\right), \quad n \equiv 1 \bmod 4
$$

Hence, restricted to elements $g=I \otimes c$ with $c \in \mathfrak{s u}\left(2^{n-1}\right)$, the involution Equation (G.58) becomes:

$$
c \mapsto-P_{X Z I Y} c^{T} P_{X Z I Y}, \quad \text { for } \quad n \equiv 1 \bmod 4
$$

For the fixed-point subalgebra, we obtain from Corollary G.1.1:

$$
\left(P_{X Z I Y}\right)^{T}=\left\{\begin{array} { l l } 
{ P _ { X Z I Y } , } & { n \equiv 1 \operatorname { m o d } 8 , } \\
{ - P _ { X Z I Y } , } & { n \equiv 5 \operatorname { m o d } 8 }
\end{array} \Rightarrow \quad \tilde { \mathfrak { a } } _ { 3 } ( n ) \cong \left\{\begin{array}{ll}
\mathfrak{s o}\left(2^{n-1}\right), & n \equiv 1 \bmod 8 \\
\mathfrak{s p}\left(2^{n-2}\right), & n \equiv 5 \bmod 8 .
\end{array}\right.\right.
$$

Alternatively, when $n \equiv 3 \bmod 4, P_{Z I Y X}$ commutes with both $Y \otimes X^{\otimes(n-1)}$ and $Z \otimes$ $Y^{\otimes(n-1)}$. Hence, in this case,

$$
\begin{aligned}
\tilde{Q}_{3} & =e^{i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}} P_{Z I Y X} e^{i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}} \\
& =i\left(Z_{1} Y_{2} Y_{3} Y_{4} \cdots Y_{n-1} Y_{n}\right) \cdot\left(Z_{1} Y_{3} X_{4} Z_{5} Y_{7} X_{8} \cdots X_{n-3} Z_{n-2} Y_{n}\right) \\
& =i Y_{2}\left(Z_{4} X_{5} Y_{6}\right)\left(Z_{8} X_{9} Y_{10}\right) \cdots\left(Z_{n-3} X_{n-2} Y_{n-1}\right) .
\end{aligned}
$$

Thus, restricted to elements $g=I \otimes c$ with $c \in \mathfrak{s u}\left(2^{n-1}\right)$, the involution Equation (G.58) simplifies to:

$$
c \mapsto-P_{Y I Z X} c^{T} P_{Y I Z X}, \quad \text { for } \quad n \equiv 3 \bmod 4
$$

Corollary G.1.1 gives for the fixed-point subalgebra:

$$
\left(P_{Y I Z X}\right)^{T}=\left\{\begin{array} { l l } 
{ P _ { Y I Z X } , } & { n \equiv 7 \operatorname { m o d } 8 , } \\
{ - P _ { Y I Z X } , } & { n \equiv 3 \operatorname { m o d } 8 }
\end{array} \Rightarrow \quad \tilde { \mathfrak { a } } _ { 3 } ( n ) \cong \left\{\begin{array}{ll}
\mathfrak{s o}\left(2^{n-1}\right), & n \equiv 7 \bmod 8 \\
\mathfrak{s p}\left(2^{n-2}\right), & n \equiv 3 \bmod 8
\end{array}\right.\right.
$$

This completes the proof of the lemma.
Lemma G.3.30. We have $\mathfrak{a}_{5}(n) \cong \tilde{\mathfrak{a}}_{5}(n)=\mathfrak{g}_{7}(n)^{\tilde{\theta}_{5}} \cong \begin{cases}\mathfrak{s o}\left(2^{n-1}\right), & n \equiv \pm 1 \bmod 6, \\ \mathfrak{s p}\left(2^{n-2}\right), & n \equiv 3 \bmod 6 .\end{cases}$
Proof. The proof is analogous to that of Lemma G.3.29. Recall that $U$ and $Q_{5}=P_{I Y Z}$ are given by Equation (G.54), Equation (G.49), and compute

$$
\tilde{Q}_{5}:=U Q_{5} U^{T}=e^{i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}} e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} P_{I Y Z} e^{-i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} e^{i \frac{\pi}{4} Z \otimes Y^{\otimes(n-1)}}
$$

When $n \equiv 3 \bmod 6, P_{I Y Z}=Y_{2} Z_{3} Y_{5} Z_{6} Y_{8} Z_{9} \cdots Y_{n-1} Z_{n}$ commutes with $Y \otimes X^{\otimes(n-1)}$ and anticommutes with $Z \otimes Y^{\otimes(n-1)}$. Hence, by Equation (A.5), $\tilde{Q}_{5}=P_{I Y Z}$. Restricted to elements $g=I \otimes c$ with $c \in \mathfrak{s u}\left(2^{n-1}\right)$, the involution Equation (G.58) simplifies to:

$$
c \mapsto-P_{Y Z I} c^{T} P_{Y Z I}, \quad \text { for } \quad n \equiv 3 \bmod 6 .
$$

Since $\left(P_{Y Z I}\right)^{T}=-P_{Y Z I}$, the fixed-point subalgebra is isomorphic to $\mathfrak{s p}\left(2^{n-2}\right)$, by Corollary G.1.1.

For $n \equiv 1 \bmod 6, P_{I Y Z}=Y_{2} Z_{3} Y_{5} Z_{6} \cdots Y_{n-2} Z_{n-1}$ commutes with both $Y \otimes X^{\otimes(n-1)}$ and $Z \otimes Y^{\otimes(n-1)}$. Hence, in this case,

$$
\begin{aligned}
\tilde{Q}_{5} & =i\left(Z_{1} Y_{2} Y_{3} Y_{4} \cdots Y_{n-1} Y_{n}\right) \cdot\left(Y_{2} Z_{3} Y_{5} Z_{6} \cdots Y_{n-2} Z_{n-1}\right) \\
& =i^{(n+2) / 3} Z_{1}\left(X_{3} Y_{4}\right)\left(X_{6} Y_{7}\right) \cdots\left(X_{n-1} Y_{n}\right) .
\end{aligned}
$$

The involution induced by Equation (G.58) on $c \in \mathfrak{s u}\left(2^{n-1}\right)$ is given by

$$
c \mapsto-P_{I X Y} c^{T} P_{I X Y}, \quad \text { for } \quad n \equiv 1 \bmod 6,
$$

and the fixed-point subalgebra is isomorphic to $\mathfrak{s o}\left(2^{n-1}\right)$, because $\left(P_{I X Y}\right)^{T}=P_{I X Y}$.
Finally, for $n \equiv 5 \bmod 6$, using Equation (A.6), we find

$$
\begin{aligned}
e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} & P_{I Y Z} e^{-i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} \\
& =i\left(Y_{1} X_{2} X_{3} X_{4} X_{5} \cdots X_{n}\right)\left(Y_{2} Z_{3} Y_{5} \cdots Z_{n-2} Y_{n}\right) \\
& =-Y_{1} Z_{2} Y_{3} X_{4} Z_{5} \cdots Y_{n-2} X_{n-1} Z_{n} .
\end{aligned}
$$

Then applying Equation (A.5), we get

$$
\begin{aligned}
\tilde{Q}_{5} & =-i\left(Z_{1} Y_{2} Y_{3} Y_{4} Y_{5} \cdots Y_{n}\right) \cdot\left(Y_{1} Z_{2} Y_{3} X_{4} Z_{5} \cdots Y_{n-2} X_{n-1} Z_{n}\right) \\
& =-i X_{1} X_{2}\left(Z_{4} X_{5}\right) \cdots\left(Z_{n-1} X_{n}\right) .
\end{aligned}
$$

This induces the involution on $\mathfrak{s u}\left(2^{n-1}\right)$ given by

$$
c \mapsto-P_{X I Z} c^{T} P_{X I Z}, \quad \text { for } \quad n \equiv 5 \bmod 6,
$$

and the fixed-point subalgebra is isomorphic again to $\mathfrak{s o}\left(2^{n-1}\right)$.
Lemma G.3.31. We have $\mathfrak{a}_{3}(n) \cong \tilde{\mathfrak{a}}_{3}(n)=\mathfrak{g}_{7}(n)^{\tilde{\theta}_{3}} \cong \begin{cases}\mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}, & n \equiv 0 \bmod 8, \\ \mathfrak{s u}\left(2^{n-2}\right)^{\oplus 2}, & n \equiv \pm 2 \bmod 8, \\ \mathfrak{s p}\left(2^{n-3}\right)^{\oplus 4}, & n \equiv 4 \bmod 8 .\end{cases}$
Proof. As in the proof of Lemma G.3.29, we need to compute

$$
\tilde{Q}_{3}:=U Q_{3} U^{T}=e^{i \frac{\pi}{4} X_{2}} e^{i \frac{\pi}{4} I \otimes X \otimes Z^{\otimes(n-2)}} e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} P_{Z I Y X} e^{-i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} e^{i \frac{\pi}{4} I \otimes X \otimes Z^{\otimes(n-2)}} e^{i \frac{\pi}{4} X_{2}} .
$$

Using Equation (A.5), Equation (A.6), we find for $n \equiv 0 \bmod 4$ :

$$
\tilde{Q}_{3}=-Z_{1}\left(X_{3} Y_{4} Z_{6}\right)\left(X_{7} Y_{8} Z_{10}\right) \cdots X_{n-1} Y_{n}
$$

Via the isomorphism $\mathfrak{g}_{7}(n) \cong \mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}$ from the proof of Lemma G.3.28 (see Equation (G.57)), the involution induced from Equation (G.58) on each copy of $\mathfrak{s u}\left(2^{n-2}\right)$ is given by

$$
a_{j} \mapsto-P_{X Y I Z} a_{j}^{T} P_{X Y I Z}, \quad \text { for } \quad 1 \leq j \leq 4, \quad n \equiv 0 \bmod 4
$$

For the fixed-point subalgebra, we get from Corollary G.1.1:

$$
\left(P_{X Y I Z}\right)^{T}=\left\{\begin{array} { l l } 
{ P _ { X Y I Z } , } & { n \equiv 0 \operatorname { m o d } 8 , } \\
{ - P _ { X Y I Z } , } & { n \equiv 4 \operatorname { m o d } 8 }
\end{array} \Rightarrow \quad \tilde { \mathfrak { a } } _ { 3 } ( n ) \cong \left\{\begin{array}{ll}
\mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}, & n \equiv 0 \bmod 8 \\
\mathfrak{s p}\left(2^{n-3}\right)^{\oplus 4}, & n \equiv 4 \bmod 8
\end{array}\right.\right.
$$

Using Equation (A.5), Equation (A.6), we find for $n \equiv 0 \bmod 4$ :

$$
\tilde{Q}_{3}=X_{1} X_{2}\left(Z_{4} X_{5} Y_{6}\right)\left(Z_{8} X_{9} Y_{10}\right) \cdots\left(Z_{n-2} X_{n-1} Y_{n}\right)
$$

Consider the unitary operator

$$
V= \begin{cases}e^{i \frac{\pi}{4} Z_{4} X_{5} Y_{6} \cdots Z_{n-2} X_{n-1} Y_{n}}, & n \equiv 2 \bmod 8, \\ e^{i \frac{\pi}{4} Z_{2} Z_{4} X_{5} Y_{6} \cdots Z_{n-2} X_{n-1} Y_{n}}, & n \equiv 6 \bmod 8,\end{cases}
$$

and perform the transformation $a \mapsto V a V^{\dagger}$ on $\mathfrak{g}_{7}(n)$. Since $V$ commutes with $Z_{1}$ and $Z_{2}$, this transformation preserves the decomposition $\mathfrak{g}_{7}(n) \cong \mathfrak{s u}\left(2^{n-2}\right)^{\oplus 4}$ given by Equation (G.57). For $n \equiv 2 \bmod 8$, we have $V^{T}=V$ and $V$ commutes with $\tilde{Q}_{3}$. Thus, $\tilde{Q}_{3}$ gets transformed to

$$
V \tilde{Q}_{3} V^{T}=V^{2} \tilde{Q}_{3}=i\left(Z_{4} X_{5} Y_{6} \cdots Z_{n-2} X_{n-1} Y_{n}\right) \cdot \tilde{Q}_{3}=i X_{1} X_{2}
$$

The involution induced on $\mathfrak{g}_{7}(n)$ is given by

$$
a \mapsto-X_{1} X_{2} a^{T} X_{1} X_{2}
$$

Writing $a$ as in Equation (G.57), we note that

$$
X_{1} X_{2} \cdot P_{1} \cdot X_{1} X_{2}=P_{4}, \quad X_{1} X_{2} \cdot P_{2} \cdot X_{1} X_{2}=P_{3}
$$

Hence, $a=\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$ is a fixed point of the above involution if and only if $a_{4}=-a_{1}^{T}$, $a_{3}=-a_{2}^{T}$. Sending such $a$ to $\left(a_{1}, a_{2}\right)$ gives an isomorphism from the fixed-point subalgebra to $\mathfrak{s u}\left(2^{n-2}\right)^{\oplus 2}$.

When $n \equiv 6 \bmod 8$, we have $V^{T}=V^{-1}$ and $V$ anticommutes with $\tilde{Q}_{3}$. Thus, $\tilde{Q}_{3}$ gets transformed to

$$
V \tilde{Q}_{3} V^{T}=V \tilde{Q}_{3} V^{-1}=V^{2} \tilde{Q}_{3}=i\left(Z_{2} Z_{4} X_{5} Y_{6} \cdots Z_{n-2} X_{n-1} Y_{n}\right) \cdot \tilde{Q}_{3}=-X_{1} Y_{2}
$$

The rest of the proof is similar to the case $n \equiv 2 \bmod 8$ above.

Lemma G.3.32. We have $\mathfrak{a}_{5}(n) \cong \tilde{\mathfrak{a}}_{5}(n)=\mathfrak{g}_{7}(n)^{\tilde{\theta}_{5}} \cong \begin{cases}\mathfrak{s o}\left(2^{n-2}\right)^{\oplus 4}, & n \equiv 0 \bmod 6, \\ \mathfrak{s u}\left(2^{n-2}\right)^{\oplus 2}, & n \equiv \pm 2 \bmod 6 \text {. }\end{cases}$
Proof. The proof is very similar to Lemma G.3.31, so we only indicate the differences. We compute

$$
\tilde{Q}_{5}:=U Q_{5} U^{T}=e^{i \frac{\pi}{4} X_{2}} e^{i \frac{\pi}{4} I \otimes X \otimes Z^{\otimes(n-2)}} e^{i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} P_{I Y Z} e^{-i \frac{\pi}{4} Y \otimes X^{\otimes(n-1)}} e^{i \frac{\pi}{4} I \otimes X \otimes Z^{\otimes(n-2)}} e^{i \frac{\pi}{4} X_{2}}
$$

and find that

$$
\tilde{Q}_{5}= \begin{cases}i^{-n / 3} Z_{2}\left(Z_{4} X_{5}\right)\left(Z_{7} X_{8}\right) \cdots X_{n-1}, & n \equiv 0 \bmod 6 \\ -Y_{1} Z_{2}\left(Y_{3} X_{4} Z_{5}\right)\left(Y_{6} X_{7} Z_{8}\right) \cdots Z_{n}, & n \equiv 2 \bmod 6 \\ P_{I Y Z}=\left(Y_{2} Z_{3}\right)\left(Y_{5} Z_{6}\right)\left(Y_{8} Z_{9}\right) \cdots Z_{n-1}, & n \equiv 4 \bmod 6\end{cases}
$$

For $n \equiv 0 \bmod 6$, the involution induced from Equation (G.58) on each copy of $\mathfrak{s u}\left(2^{n-2}\right)$ from the decomposition Equation (G.57) is given by

$$
a_{j} \mapsto-P_{I Z X} a_{j}^{T} P_{I Z X}, \quad \text { for } \quad 1 \leq j \leq 4, \quad n \equiv 0 \bmod 6 .
$$

For $n \equiv \pm 2 \bmod 6$, we use the transformation $a \mapsto V a V^{\dagger}$, where

$$
V= \begin{cases}e^{i \frac{\pi}{4} Z_{2} Y_{3} X_{4} Z_{5} Y_{6} X_{7} Z_{8} \cdots Z_{n}}, & n \equiv 2 \bmod 6, \\ e^{i \frac{\pi}{4} Z_{3} Y_{5} Z_{6} Y_{8} Z_{9} \cdots Z_{n-1}}, & n \equiv 4 \bmod 6,\end{cases}
$$

which allows us to replace $\tilde{Q}_{5}$ with $V \tilde{Q}_{5} V^{T}$. This gives the involutions $a \mapsto-Y_{1} a^{T} Y_{1}$ and $a \mapsto-Y_{2} a^{T} Y_{2}$ for $n \equiv 2$ and $n \equiv 4 \bmod 6$, respectively.

## G.3.8 Periodic boundary conditions

Recall that the subalgebras $\mathfrak{a}_{k}^{\circ}(n), \mathfrak{b}_{l}^{\circ}(n) \subseteq \mathfrak{s u}\left(2^{n}\right)(0 \leq k \leq 22,0 \leq l \leq 4)$ are defined by Equation (G.6). In this subsection, we prove Theorem 4.5.2, which we reproduce here for convenience:

$$
\begin{aligned}
\mathfrak{a}_{0}^{\circ}(n) & \cong \mathfrak{u}(1)^{\oplus n} \\
\mathfrak{a}_{1}^{\circ}(n) & \cong \mathfrak{s o}(n)^{\oplus 2} \\
\mathfrak{a}_{2}^{\circ}(n) & \cong \mathfrak{s o}(n)^{\oplus 4},
\end{aligned}
$$

$$
\begin{aligned}
& \mathfrak{a}_{3}^{\circ}(n)= \begin{cases}\mathfrak{a}_{13}(n), & n \text { odd }, \\
\mathfrak{a}_{3}(n), & n \equiv 0 \quad \bmod 4, \\
\mathfrak{a}_{6}(n), & n \equiv 2 \quad \bmod 4,\end{cases} \\
& \mathfrak{a}_{4}^{\circ}(n) \cong \begin{cases}\mathfrak{s o}(2 n), & n \text { odd, } \\
\mathfrak{s o}(n)^{\oplus 4}, & n \text { even, }\end{cases} \\
& \mathfrak{a}_{5}^{\circ}(n)= \begin{cases}\mathfrak{a}_{16}(n), & n \equiv \pm 1 \quad \bmod 3, \\
\mathfrak{a}_{5}(n), & n \equiv 0 \quad \bmod 3,\end{cases} \\
& \mathfrak{a}_{6}^{\circ}(n)= \begin{cases}\mathfrak{a}_{13}(n), & n \text { odd, }, \\
\mathfrak{a}_{6}(n), & n \text { even, },\end{cases} \\
& \mathfrak{a}_{k}^{\circ}(n)=\mathfrak{a}_{k}(n), \quad k=7,13,16,20, \\
& \mathfrak{a}_{8}^{\circ}(n) \cong \mathfrak{s o}(2 n)^{\oplus 2}, \\
& \mathfrak{a}_{9}^{\circ}(n)=\mathfrak{b}_{2}^{\circ}(n) \cong \mathfrak{s o}\left(2^{n}\right), \quad n \geq 4, \\
& \mathfrak{a}_{10}^{\circ}(n)= \begin{cases}\mathfrak{s u}\left(2^{n}\right), & n \equiv \pm 1 \quad \bmod 3, \\
\mathfrak{a}_{10}(n), & n \equiv 0 \quad \bmod 3,\end{cases} \\
& \mathfrak{a}_{11}^{\circ}(n)=\mathfrak{s o}\left(2^{n}\right), \quad n \geq 4, \\
& \mathfrak{a}_{k}^{\circ}(n)=\mathfrak{b}_{4}^{\circ}(n)=\mathfrak{s u}\left(2^{n}\right), \quad k=12,15,17,18,19,21,22, \\
& \mathfrak{a}_{14}^{\circ}(n) \cong \mathfrak{s o}(2 n)^{\oplus 2}, \\
& \mathfrak{b}_{0}^{\circ}(n)=\mathfrak{b}_{0}(n) \cong \mathfrak{u}(1)^{\oplus n}, \\
& \mathfrak{b}_{1}^{\circ}(n) \cong \mathfrak{u}^{\oplus}(1)^{\oplus 2 n}, \\
& \mathfrak{b}_{3}^{\circ}(n)=\mathfrak{b}_{3}(n) \cong \mathfrak{s u}(2)^{\oplus n} .
\end{aligned}
$$

We start the proof by observing that due to Equation (G.4), Equation (G.5) and from $\operatorname{dim} \mathfrak{a}_{12}^{\circ}(3)=\operatorname{dim} \mathfrak{a}_{17}^{\circ}(3)=63$, we have:

$$
\mathfrak{a}_{k}^{\circ}(n)=\mathfrak{s u}\left(2^{n}\right), \quad k=12,17,18,19,21,22, \quad n \geq 3
$$

Moreover,

$$
\mathfrak{a}_{15}^{\circ}(n)=\mathfrak{s u}\left(2^{n}\right), \quad n \geq 3,
$$

because $\mathfrak{a}_{15}(n)$ contains ( $i$ times) all Pauli strings that start with $X$ or $I$, except $I^{\otimes n}$. Then, applying the cyclic shift $\tau_{n}$ defined in Equation (G.8), we can generate all Pauli strings $\neq I^{\otimes n}$.

We also note that

$$
\mathfrak{a}_{k}^{\circ}(n)=\mathfrak{a}_{k}(n), \quad k=7,13,16,20, \quad n \geq 3 ; \quad \mathfrak{a}_{11}^{\circ}(n)=\mathfrak{a}_{11}(n), \quad n \geq 4
$$

due to Equation (G.15), Equation (G.16) and Lemmas G.3.20, G.3.23, G.3.24, because in this case $\tau_{n} \mathfrak{a}_{k}(n) \subseteq \mathfrak{a}_{k}(n)$.

In Appendix G.3.3, using frustration graphs, we determined the Lie algebras $\mathfrak{a}_{k}^{\circ}(n)$ for $k=1,2,4,8,14$ (see Lemmas G.3.7, G.3.8, G.3.9). It is also obvious that

$$
\begin{aligned}
& \mathfrak{b}_{0}^{\circ}(n)=\mathfrak{b}_{0}(n), \quad \mathfrak{b}_{2}^{\circ}(n)=\mathfrak{a}_{9}^{\circ}(n), \\
& \mathfrak{b}_{3}^{\circ}(n)=\mathfrak{b}_{3}(n), \quad \mathfrak{b}_{4}^{\circ}(n)=\mathfrak{a}_{15}^{\circ}(n), \\
& \mathfrak{b}_{1}^{\circ}(n)=\operatorname{span}\left\{X_{i}, X_{1} X_{n}, X_{j} X_{j+1}\right\}_{1 \leq i \leq n, 1 \leq j \leq n-1} \cong \mathfrak{u}(1)^{\oplus 2 n}, \\
& \mathfrak{a}_{0}^{\circ}(n)=\operatorname{span}\left\{X_{1} X_{n}, X_{j} X_{j+1}\right\}_{1 \leq j \leq n-1} \cong \mathfrak{u}(1)^{\oplus n} .
\end{aligned}
$$

We discuss the remaining cases $\mathfrak{a}_{k}^{\circ}(n)(k=3,5,6,9,10)$ in a sequence of lemmas.
Lemma G.3.33. We have $\mathfrak{a}_{10}^{\circ}(n)= \begin{cases}\mathfrak{s u}\left(2^{n}\right), & n \equiv \pm 1 \bmod 3, \\ \mathfrak{a}_{10}(n), & n \equiv 0 \bmod 3 .\end{cases}$
Proof. Recall from Theorem G.3.1 that $\mathfrak{a}_{10}(n)=\mathfrak{g}_{10}(n)$ where $\mathfrak{g}_{10}(n)$ is given by Equation (G.36). When $n \equiv 0 \bmod 3$, we have:

$$
\tau_{n} P_{X Y Z}=P_{Y Z X}, \quad \tau_{n} P_{Y Z X}=P_{Z X Y}, \quad \tau_{n} P_{Z X Y}=P_{X Y Z},
$$

which imply that $\tau_{n} \mathfrak{a}_{10}(n) \subseteq \mathfrak{a}_{10}(n)$, and hence $\mathfrak{a}_{10}^{\circ}(n)=\mathfrak{a}_{10}(n)$.
On the other hand, for $n \equiv 1 \bmod 3$, we have:

$$
\begin{aligned}
& \tau_{n}^{-1} P_{X Y Z}=X \otimes P_{X Y Z}=X X Y Z X Y Z \cdots X Y Z \\
& \tau_{n}^{-1} P_{Y Z X}=Y \otimes P_{Y Z X}=Y Y Z X Y Z X \cdots Y Z X, \\
& \tau_{n}^{-1} P_{Z X Y}=Z \otimes P_{Z X Y}=Z Z X Y Z X Y \cdots Z X Y
\end{aligned}
$$

In particular, their centralizer contains the elements

$$
X_{1} X_{2}, Y_{1} Y_{2}, Z_{1} Z_{2} \in \tau_{n}^{-1} \mathfrak{a}_{10}(n) \subset \mathfrak{a}_{10}^{\circ}(n)
$$

From these elements and

$$
X_{1} Y_{2}, Y_{1} Z_{2}, Z_{1} X_{2} \in \mathfrak{a}_{10}(n) \subset \mathfrak{a}_{10}^{\circ}(n)
$$

we can generate all 2-qubit gates: $\mathfrak{s u}(4) \otimes I^{\otimes(n-2)} \subset \mathfrak{a}_{10}^{\circ}(n)$. Therefore, $\mathfrak{a}_{10}^{\circ}(n)=\mathfrak{s u}\left(2^{n}\right)$.
The case $n \equiv-1 \bmod 3$ is similar.

Lemma G.3.34. We have $\mathfrak{a}_{5}^{\circ}(n)= \begin{cases}\mathfrak{a}_{16}(n), & n \equiv \pm 1 \bmod 3, \\ \mathfrak{a}_{5}(n), & n \equiv 0 \bmod 3 .\end{cases}$
Proof. Recall the automorphism $\gamma_{n}$ of $\mathfrak{s u}\left(2^{n}\right)$ defined by Equation (G.21), Equation (G.22). Then, by Lemma G.3.20, $\gamma_{n} \mathfrak{a}_{5}(n)=\mathfrak{g}_{7}(n)^{\tilde{\theta}_{5}}$, where $\tilde{\theta}_{5}$ is given by Equation (G.47), Equation (G.49), and $\mathfrak{g}_{7}(n)$ is given by Equation (G.37). From this, we get

$$
\gamma_{n} \tau_{n} \mathfrak{a}_{5}(n)=\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right) \gamma_{n} \mathfrak{a}_{5}(n)=\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right) \mathfrak{g}_{7}(n)^{\tilde{\theta}_{5}} .
$$

When $n \equiv 0 \bmod 3$, we have

$$
\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right)\left(P_{X}\right)=P_{Y}, \quad\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right)\left(P_{Y}\right)=P_{Z}, \quad\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right)\left(P_{Z}\right)=P_{X}
$$

which imply that $\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right) \mathfrak{g}_{7}(n) \subseteq \mathfrak{g}_{7}(n)$. Next, we compute (cf. Equation (G.49)):

$$
\begin{aligned}
\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right) Q_{5} & =\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right)\left(P_{I Y Z}\right) \\
& =Z_{1} X_{2} Z_{4} X_{5} \cdots Z_{n-2} X_{n-1} \\
& =i^{n / 3} P_{Z} \cdot Q_{5}=i^{-n / 3} Q_{5} \cdot P_{Z}
\end{aligned}
$$

From this, we deduce that $\tilde{\theta}_{5}$ commutes with $\gamma_{n} \tau_{n} \gamma_{n}^{-1}$. Indeed, as it commutes with the trace, we find for $g \in \mathfrak{g}_{7}(n)$ :

$$
\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right) \tilde{\theta}_{5}(g)=-\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1} Q_{5}\right) h^{T}\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1} Q_{5}\right)=-Q_{5} \cdot P_{Z} h^{T} P_{Z} \cdot Q_{5}=-Q h^{T} Q=\tilde{\theta}_{5}(h)
$$

where we set $h:=\left(\gamma_{n} \tau_{n} \gamma_{n}^{-1}\right) g$ and use that $h, h^{T} \in \mathfrak{g}_{7}(n)$. Therefore, $\gamma_{n} \tau_{n} \mathfrak{a}_{5}(n) \subseteq \gamma_{n} \mathfrak{a}_{5}(n)$, and hence $\mathfrak{a}_{5}^{\circ}(n)=\mathfrak{a}_{5}(n)$ for $n \equiv 0 \bmod 3$.

Suppose now that $n \equiv 1 \bmod 3$. Observe that $\mathfrak{a}_{5}^{\circ}(n) \subseteq \mathfrak{s o}\left(2^{n}\right)=\mathfrak{a}_{16}(n)$ for all $n \geq 2$, because all generators of $\mathfrak{a}_{5}^{\circ}(n)$ have an odd number of $Y$ 's. On the other hand, we have
$X_{2} X_{n} \in \mathfrak{g}_{7}(n)^{\tilde{\theta}_{5}}=\gamma_{n} \mathfrak{a}_{5}(n) \Rightarrow \gamma_{n}^{-1}\left(X_{2} X_{n}\right)=Z_{2} Y_{n} \in \mathfrak{a}_{5}(n) \Rightarrow \tau_{n}^{-1}\left(Z_{2} Y_{n}\right)=Y_{1} Z_{3} \in \mathfrak{a}_{5}^{\circ}(n)$. Since $Y_{1} X_{3} \in \mathfrak{a}_{5}(3)$ (see Appendix G.2.5), we get that $Y_{1} X_{3} \in \mathfrak{a}_{5}^{\circ}(n)$. Hence, $\left[Y_{1} Z_{3}, Y_{1} X_{3}\right]=$ $2 i Y_{3} \in \mathfrak{a}_{5}^{\circ}(n)$, and cyclic shifts give $Y_{1}, Y_{2} \in \mathfrak{a}_{5}^{\circ}(n)$. Together with $\mathfrak{a}_{5}=\langle X Y, Y Z\rangle_{\text {Lie }}$, the elements $Y I, I Y$ can generate $\mathfrak{a}_{16}=\langle X Y, Y X, Y Z, Z Y\rangle_{\text {Lie }}$. Therefore, $\mathfrak{a}_{5}^{\circ}(n) \supseteq \mathfrak{a}_{16}(n)$, which proves that $\mathfrak{a}_{5}^{\circ}(n)=\mathfrak{a}_{16}(n)$.

Similarly, in the case $n \equiv-1 \bmod 3$, we have:
$X_{1} X_{n} \in \mathfrak{g}_{7}(n)^{\tilde{\theta}_{5}}=\gamma_{n} \mathfrak{a}_{5}(n) \Rightarrow \gamma_{n}^{-1}\left(X_{1} X_{n}\right)=Y_{1} Z_{n} \in \mathfrak{a}_{5}(n) \Rightarrow \tau_{n}^{-1}\left(Y_{1} Z_{n}\right)=Z_{1} Y_{2} \in \mathfrak{a}_{5}^{\circ}(n)$, $Z_{1} Z_{n} \in \mathfrak{g}_{7}(n)^{\tilde{\theta}_{5}}=\gamma_{n} \mathfrak{a}_{5}(n) \Rightarrow \gamma_{n}^{-1}\left(Z_{1} Z_{n}\right)=X_{1} Y_{n} \in \mathfrak{a}_{5}(n) \Rightarrow \tau_{n}^{-1}\left(X_{1} Y_{n}\right)=Y_{1} X_{2} \in \mathfrak{a}_{5}^{\circ}(n)$. Hence, $\mathfrak{a}_{5}^{\circ}(n)$ contains $\mathfrak{a}_{16}(n)$, so it must be equal to it.

Lemma G.3.35. We have $\mathfrak{a}_{9}^{\circ}(n) \cong \mathfrak{s o}\left(2^{n}\right)$ for $n \geq 4$.
Proof. First, recall from Lemma G.3.22 that $\mathfrak{a}_{9}(n)=\mathfrak{g}_{9}(n)^{\theta_{9}}$, where $\mathfrak{g}_{9}(n)$ is given by Equation (G.38), $\theta_{9}(g)=-Q_{9} g^{T} Q_{9}$, and $Q_{9}=I Y Z \cdots Z$ is given by Equation (G.45). For example, $g=Y_{3} X_{4} \in \mathfrak{a}_{9}(n)$, as $g^{T}=-g$ and $g$ commutes with $X_{1}, Y_{1} X_{2}, Z_{1} X_{2}$ and $Q_{9}$ (or one can check directly that $\left.I I Y X \in \mathfrak{a}_{9}(4)\right)$. Similarly, we check that $Z_{3} X_{4} \in \mathfrak{a}_{9}(n)$.

Now let us relabel $X \rightleftharpoons Y$, so that $\mathfrak{a}_{9}=\langle Y X, Y Z\rangle_{\text {Lie }}$. Then $\mathfrak{a}_{9}^{\circ}(n) \subseteq \mathfrak{s o}\left(2^{n}\right)=\mathfrak{a}_{16}(n)$, because all generators of $\mathfrak{a}_{9}^{\circ}(n)$ contain an odd number of $Y$ 's. From above after relabeling, we have $X_{3} Y_{4}, Z_{3} Y_{4} \in \mathfrak{a}_{9}(n)$, which after a cyclic shift gives $X_{1} Y_{2}, Z_{1} Y_{2} \in \mathfrak{a}_{9}^{\circ}(n)$. Since $\mathfrak{a}_{16}=\langle X Y, Y X, Y Z, Z Y\rangle_{\text {Lie }}$, we obtain that $\mathfrak{a}_{9}^{\circ}(n) \supseteq \mathfrak{a}_{16}(n)$.

Lemma G.3.36. We have:

$$
\begin{array}{lll}
\mathfrak{a}_{6}^{\circ}(n)=\mathfrak{a}_{6}(n), & n \text { even, } & \mathfrak{a}_{3}^{\circ}(n)=\mathfrak{a}_{6}^{\circ}(n)=\mathfrak{a}_{13}(n), \quad n \text { odd }, \\
\mathfrak{a}_{3}^{\circ}(n)=\mathfrak{a}_{6}(n), & n \equiv 2 \quad \bmod 4, & \mathfrak{a}_{3}^{\circ}(n)=\mathfrak{a}_{3}(n), \quad n \equiv 0 \quad \bmod 4 .
\end{array}
$$

Proof. First of all, note that $\mathfrak{a}_{3}^{\circ}(n) \subseteq \mathfrak{a}_{6}^{\circ}(n)$ for all $n$, because $\mathfrak{a}_{3} \subset \mathfrak{a}_{6}$. By Lemma G.3.21, we have for even $n$ :

$$
\mathfrak{a}_{6}(n)=\mathfrak{g}_{6}(n)=\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y Z}, P_{Z Y}\right\}} / \operatorname{span}\left\{P_{X}, P_{Y Z}, P_{Z Y}\right\} .
$$

In this case,

$$
\tau_{n}\left(P_{X}\right)=P_{X}, \quad \tau_{n}\left(P_{Y Z}\right)=P_{Z Y}, \quad \tau_{n}\left(P_{Z Y}\right)=P_{Y Z}
$$

which implies that $\tau_{n} \mathfrak{a}_{6}(n) \subseteq \mathfrak{a}_{6}(n)$, and hence $\mathfrak{a}_{6}^{\circ}(n)=\mathfrak{a}_{6}(n)$.
Recall the automorphism $\varphi_{n}$ of $\mathfrak{s u}\left(2^{n}\right)$ that up to a sign swaps $Y$ and $Z$ on all even qubits; see Equation (G.18), Equation (G.19). By Lemma G.3.20, we have $\varphi_{n} \mathfrak{a}_{3}(n)=$ $\mathfrak{g}_{7}(n)^{\tilde{\theta}_{3}}$, where $\tilde{\theta}_{3}$ is given by Equation (G.47), Equation (G.48), and $\mathfrak{g}_{7}(n)$ is given by Equation (G.37). Hence,

$$
\varphi_{n} \tau_{n} \mathfrak{a}_{3}(n)=\left(\varphi_{n} \tau_{n} \varphi_{n}^{-1}\right) \varphi_{n} \mathfrak{a}_{3}(n)=\left(\varphi_{n} \tau_{n} \varphi_{n}^{-1}\right) \mathfrak{g}_{7}(n)^{\tilde{\theta}_{3}}
$$

When $n$ is even, we have:

$$
\left(\varphi_{n} \tau_{n} \varphi_{n}^{-1}\right)\left(P_{X}\right)=P_{X}, \quad\left(\varphi_{n} \tau_{n} \varphi_{n}^{-1}\right)\left(P_{Y}\right)=P_{Z}, \quad\left(\varphi_{n} \tau_{n} \varphi_{n}^{-1}\right)\left(P_{Z}\right)=P_{Y}
$$

which implies that $\left(\varphi_{n} \tau_{n} \varphi_{n}^{-1}\right) \mathfrak{g}_{7}(n) \subseteq \mathfrak{g}_{7}(n)$. For $n \equiv 0 \bmod 4$, we find

$$
\left(\varphi_{n} \tau_{n} \varphi_{n}^{-1}\right) Q_{3}=\left(\varphi_{n} \tau_{n} \varphi_{n}^{-1}\right)\left(P_{Z I Y X}\right)=P_{I Z X Y}=P_{Z} \cdot Q_{3}=Q_{3} \cdot P_{Z}
$$

Then, as in the proof of Lemma G.3.34, we conclude that in this case $\mathfrak{a}_{3}^{\circ}(n)=\mathfrak{a}_{3}(n)$.
Next, in the case $n \equiv 2 \bmod 4$, one checks that

$$
Y_{1} Y_{n} \in \mathfrak{g}_{7}(n)^{\tilde{\theta}_{3}}=\varphi_{n} \mathfrak{a}_{3}(n) \Rightarrow \varphi_{n}^{-1}\left(Y_{1} Y_{n}\right)=Y_{1} Z_{n} \in \mathfrak{a}_{3}(n) \Rightarrow \tau_{n}^{-1}\left(Y_{1} Z_{n}\right)=Z_{1} Y_{2} \in \mathfrak{a}_{3}^{\circ}(n)
$$

Hence, $\mathfrak{a}_{3}^{\circ}(n)$ contains all generators of $\mathfrak{a}_{6}(n)$, proving that $\mathfrak{a}_{3}^{\circ}(n)=\mathfrak{a}_{6}(n)$.
Finally, consider the case when $n$ is odd. Recall that, by Lemma G.3.23,

$$
\mathfrak{a}_{3}^{\circ}(n) \subseteq \mathfrak{a}_{6}^{\circ}(n) \subseteq \mathfrak{a}_{13}(n)=\mathfrak{s u}\left(2^{n}\right)^{P_{X}} / \operatorname{span}\left\{P_{X}\right\}
$$

In order to prove that these are equalities, it is enough to show that $\mathfrak{a}_{3}^{\circ}(n)$ contains the generators of $\mathfrak{a}_{13}(n)$. When $n \equiv 1 \bmod 4$, we have
$Z_{1} Z_{n-1} \in \mathfrak{g}_{7}(n)^{\tilde{\theta_{3}}}=\varphi_{n} \mathfrak{a}_{3}(n) \Rightarrow \varphi_{n}^{-1}\left(Z_{1} Z_{n-1}\right)=-Z_{1} Y_{n-1} \in \mathfrak{a}_{3}(n) \Rightarrow \tau_{n}^{-2}\left(Z_{1} Y_{n-1}\right)=Y_{1} Z_{3} \in \mathfrak{a}_{3}^{\circ}(n)$.
Since $Z I Z \in \mathfrak{a}_{3}(3)$, we get that $Z_{1} Z_{3} \in \mathfrak{a}_{3}^{\circ}(n)$ and hence $X_{1}=-\frac{i}{2}\left[Y_{1} Z_{3}, Z_{1} Z_{3}\right] \in \mathfrak{a}_{3}^{\circ}(n)$. Similarly, when $n \equiv 3 \bmod 4$, we have
$Z_{1} Z_{n} \in \mathfrak{g}_{7}(n)^{\tilde{\theta_{3}}}=\varphi_{n} \mathfrak{a}_{3}(n) \Rightarrow \varphi_{n}^{-1}\left(Z_{1} Z_{n}\right)=Z_{1} Z_{n} \in \mathfrak{a}_{3}(n) \Rightarrow \tau_{n}^{-1}\left(Z_{1} Z_{n}\right)=Z_{1} Z_{2} \in \mathfrak{a}_{3}^{\circ}(n)$.
Then from $Y_{1} Z_{2} \in \mathfrak{a}_{3}^{\circ}(n)$, we get again that $X_{1} \in \mathfrak{a}_{3}^{\circ}(n)$. Therefore, all $X_{i} \in \mathfrak{a}_{3}^{\circ}(n)$, and we can generate $\mathfrak{a}_{13}(n)$ from them and the generators $X_{i} X_{i+1}, Y_{i} Z_{i+1}$ of $\mathfrak{a}_{3}(n)$.

The above lemmas complete the proof of Theorem 4.5.2.

## G.3.9 Permutation-invariant subalgebras

In this subsection, we classify all permutation-invariant subalgebras of $\mathfrak{s u}\left(2^{n}\right)$ that are generated by single Paulis and products of two Paulis, thus proving Theorem 4.5.3. Recall that, starting from a subalgebra $\mathfrak{a} \subseteq \mathfrak{s u}(4)$, we generate the subalgebra $\mathfrak{a}^{\pi}(n) \subseteq \mathfrak{s u}\left(2^{n}\right)$, given by Equation (G.10). Moreover, in Appendix G.2.4, we explained that $\mathfrak{a}$ can be assumed itself invariant under the flip of the two qubits; so we only need to consider $\mathfrak{a}_{k}^{\pi}(n)$ for $k=0,2,4,6,7,14,16,20$ and $\mathfrak{b}_{l}^{\pi}(n)$ for $l=0,1,3$. The complete list of such Lie algebras is presented in Theorem 4.5.3 and reproduced here as follows:

$$
\begin{aligned}
\mathfrak{a}_{k}^{\pi}(n) & =\mathfrak{a}_{k}(n), \quad k=7,16,20,22 \\
\mathfrak{a}_{0}^{\pi}(n) & \cong \mathfrak{u}(1)^{\oplus n(n-1) / 2}
\end{aligned}
$$

$$
\begin{aligned}
\mathfrak{a}_{2}^{\pi}(n) & =\mathfrak{s o}\left(2^{n}\right)^{P_{Z}} \cong \mathfrak{s o}\left(2^{n-1}\right)^{\oplus 2} \\
\mathfrak{a}_{4}^{\pi}(n) & =\mathfrak{a}_{7}(n), \\
\mathfrak{a}_{14}^{\pi}(n) & \cong \mathfrak{a}_{6}^{\pi}(n)=\mathfrak{a}_{20}(n), \\
\mathfrak{b}_{l}^{\pi}(n) & =\mathfrak{b}_{l}(n), \quad l=0,3, \\
\mathfrak{b}_{1}^{\pi}(n) & \cong \mathfrak{u}(1)^{\oplus n(n+1) / 2}
\end{aligned}
$$

To start the proof of the theorem, we first observe that the following subalgebras of $\mathfrak{s u}\left(2^{n}\right)$ are permutation invariant, due to their explicit descriptions (cf. Theorem G.3.1):

$$
\begin{aligned}
\mathfrak{a}_{7}(n) & = \begin{cases}\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y}, P_{Z}\right\}} / \operatorname{span}\left\{P_{X}, P_{Y}, P_{Z}\right\}, & n \text { even, } \\
\mathfrak{s u}\left(2^{n}\right)^{\left\{P_{X}, P_{Y}, P_{Z}\right\}}, & n \text { odd },\end{cases} \\
\mathfrak{a}_{16}(n) & =\mathfrak{s o}\left(2^{n}\right), \\
\mathfrak{a}_{20}(n) & =\mathfrak{s u}\left(2^{n}\right)^{P_{X}} / \operatorname{span}\left\{P_{X}\right\}, \\
\mathfrak{a}_{22}(n) & =\mathfrak{s u}\left(2^{n}\right) \\
\mathfrak{b}_{0}(n) & =\operatorname{span}\left\{X_{i}\right\}_{1 \leq i \leq n}, \\
\mathfrak{b}_{3}(n) & =\operatorname{span}\left\{X_{i}, Y_{i}, Z_{i}\right\}_{1 \leq i \leq n .} .
\end{aligned}
$$

It is also easy to see that

$$
\begin{aligned}
\mathfrak{a}_{0}^{\pi}(n) & =\operatorname{span}\left\{X_{i} X_{j}\right\}_{1 \leq i<j \leq n}, \\
\mathfrak{b}_{1}^{\pi}(n) & =\operatorname{span}\left\{X_{k}, X_{i} X_{j}\right\}_{1 \leq i<j \leq n, 1 \leq k \leq n}
\end{aligned}
$$

Thus, we are left to determine $\mathfrak{a}_{k}^{\pi}(n)$ for $k=2,4,6,14$. These cases are treated in the next three lemmas.

Lemma G.3.37. We have $\mathfrak{a}_{2}^{\pi}(n)=\mathfrak{s o}\left(2^{n}\right)^{P_{Z}}$ for all $n \geq 2$.
Proof. Note that all generators $X_{i} Y_{j}(i \neq j)$ of $\mathfrak{a}_{2}^{\pi}(n)$ commute with $P_{Z}$ and are skewsymmetric, i.e., satisfy $a^{T}=-a$. Hence, $\mathfrak{a}_{2}^{\pi}(n) \subseteq \mathfrak{s o}\left(2^{n}\right)^{P_{z}}$. For the opposite inclusion, we use the same strategy as in the proof of Lemma G.3.23. Pick an arbitrary Pauli string $a \in \mathfrak{s o}\left(2^{n}\right)^{P_{Z}}$ not containing any $I$ 's; then we want to find a Pauli string $b \in \mathfrak{a}_{2}^{\pi}(n)$ such that $[a, b] \neq 0$ and $[a, b]$ has an $I$ in some position. Note that $a$ has an odd number of $X$ 's and an odd number of $Y$ 's. In particular, after a permutation, a must start with $X Y Z$, $X X Y$, or $X Y Y$. Then we let $b=X_{1} Y_{3}, X_{1} Z_{2} Y_{3}$, or $X_{1} Z_{2} Y_{3}$, respectively. Here $b \in \mathfrak{a}_{2}^{\pi}(n)$ because $X Z Y \in \mathfrak{a}_{2}(3)$; cf. Appendix G.2.5.

Lemma G.3.38. We have $\mathfrak{a}_{14}^{\pi}(n) \cong \mathfrak{a}_{6}^{\pi}(n)=\mathfrak{a}_{20}(n)$ for $n \geq 3$.

Proof. Let us relabel $X \rightleftharpoons Z$ in $\mathfrak{a}_{14}$. Then $\mathfrak{a}_{14} \subset \mathfrak{a}_{20}$, which implies $\mathfrak{a}_{14}^{\pi}(n) \subseteq \mathfrak{a}_{20}^{\pi}(n)=$ $\mathfrak{a}_{20}(n)$ for all $n$. Similarly, from $\mathfrak{a}_{6} \subset \mathfrak{a}_{20}$, we get $\mathfrak{a}_{6}^{\pi}(n) \subseteq \mathfrak{a}_{20}(n)$. To finish the proof of the lemma, it is enough to show that $\mathfrak{a}_{6}^{\pi}(3)=\mathfrak{a}_{14}^{\pi}(3)=\mathfrak{a}_{20}(3)$, because $\mathfrak{a}_{20}(n)$ is generated from $\mathfrak{a}_{20}(3)$ using a process similar to Equation (G.2). The claim now follows from $\mathfrak{a}_{k}^{\circ}(3) \subseteq \mathfrak{a}_{k}^{\pi}(3)$ and

$$
\operatorname{dim} \mathfrak{a}_{6}^{\circ}(3)=\operatorname{dim} \mathfrak{a}_{14}^{\circ}(3)=\operatorname{dim} \mathfrak{a}_{20}(3)=30 ;
$$

see Appendix G.2.5.
Lemma G.3.39. We have $\mathfrak{a}_{4}^{\pi}(n)=\mathfrak{a}_{7}(n)$ for $n \geq 3$.

Proof. Since $\mathfrak{a}_{4} \subset \mathfrak{a}_{7}$, we have $\mathfrak{a}_{4}^{\pi}(n) \subseteq \mathfrak{a}_{7}^{\pi}(n)=\mathfrak{a}_{7}(n)$ for all $n \geq 3$. To prove the opposite inclusion, it is enough to show that $\mathfrak{a}_{4}^{\pi}(3)=\mathfrak{a}_{7}(3)$, because $\mathfrak{a}_{7}(n)$ is generated from $\mathfrak{a}_{7}(3)$ using a process similar to Equation (G.2). From $I X X, Y Z X \in \mathfrak{a}_{4}(3)$, we get $Z Y X \in \mathfrak{a}_{4}^{\pi}(3)$ and $[I X X, Z Y X]=2 i Z Z I \in \mathfrak{a}_{4}^{\pi}(3)$. Then, by permutation invariance, also $I Z Z \in \mathfrak{a}_{4}^{\pi}(3)$. Hence, $\mathfrak{a}_{4}^{\pi}(3)$ contains all generators of $\mathfrak{a}_{7}(3)$, so it must be equal to it.

The only thing left to finish the proof of Theorem 4.5.3 is to show that $\mathfrak{s o}\left(2^{n}\right)^{P_{Z}} \cong$ $\mathfrak{s o}\left(2^{n-1}\right)^{\oplus 2}$. This follows from the isomorphism $\mathfrak{s u}\left(2^{n}\right)^{P_{Z}} / \operatorname{span}\left\{P_{Z}\right\} \cong \mathfrak{s u}\left(2^{n-1}\right)^{\oplus 2}$ (see Lemma G.3.26), which is compatible with taking matrix transpose.

