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ABSTRACT 

This thesis describes an scpaimental investigation of the interaction of an annular air 

jet with a spray flame using phase Doppler interferometry (PDI) and planar laser-induced 

fluorescence (PLIF). The geometry studied consisted of a standard -75-60°A pressure-swirl 

n o d e  concentrically located in a 63.6mm x 50.4mm annular air jet. Methanol fuel was 

sprayed from the nonle at a flow rate of 0.42 Q/s and ignited. Measurements were made in 

the resulting spray flame, with annular air flow rates of 0, 2.38, 4.77, 7.1 5 and 9.52 Ils 

(Reynolds numbers based on bluff body diameter of 0, 6500, 13000, 19500 and 26000 

respectively). Photographic images were made using laser sheet l i g h ~ g  to illuminate a 

centrehe slice of the spray, and innantaneous and tirne-averaged planar laser-induced 

fluorescence images of OH fluorescence were made, showing reaction zone locations. 

Quantitative OH concentrations were extracted £tom the PLIF images. An attempt to obtain 

PLlF images of CH fluorescence in the spray flme was unsuccessfid. Phase Doppler 

interferometry measurements ailowed mapping of fuel droplet sire and velocity distribution, 

as weli as local volume flux. Post-processing of PD1 data ailowed determination of the gas- 

phase velocity. A method was developed to enhance the visibility of seed particles in the 

presence of large droplets and thus increase data rates, and was applied to the spray centrehe 

to obtain turbulence infionnation includurg local integrai timescales and turbulent energy 

specaa Temperature meaSuTementS were made using thermocouples in regions where droplet 

impingement was not signincant. It was found that the annular ai. jet profoundly infiuences 

the spray flame, reduchg the overd flarne height by half, and changing the structure from a 

two reaction zone system to a single reaction zone qstem. The annular air jet tended to direct 

droplets toward centreline, thus providing a cordinement effect. 
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CHAPTER 1 

INTRODUCTION 

The combustion of iiquid fiels currentiy provides the energy used by many stationary 

and most mobile powered systems, such as industrial and domestic h c e s  and boilers, and 

automotive and aerospace engines. In al1 these applications, performance demands are 

becoming increasingly saingent. In the aerospace field, requirements for high thnist, 10w 

weight and low NO, aigines are dnving ongoing research into spray combustion. Legislative 

requirements for automotive engines and industrial ernïssions demand continued irnprovement 

of fuel delivery systerns and combustion control. 

In vimially aIl cases, the liquid bel  is sprayed and mixed with an oxidizer to ensure 

complete combustion and sutFcient energy density to efficiently power the system. Since the 

liquid fuel itseif must be vaporized before it will burn, the fuel vaporization rate strongly 

influences the combustion process. Generaiiy speaking, the smaller the fuel spray particles 

produced for a given fuel mass flow rate, the faster the fuel vaporization rate and hence the 

more intense the combustion. The flame characteristics for a given fuel depend not only on 

the fuel droplet size distribution, but on the spray spatial distribution and its interaction with 

the oxidizer flow field. These interactions include turbulent heat, mass and momentum 

transfer, as weii as complicated chemicai kinetics. Each of these phenomena is extremeiy 

complicated in its own right, and, when wupled together in a red flow situation, fonn a 

formidable challenge for the combustion researcher. 

The ultimate goal in understanding the spray combustion process is to be able to 

control combustion conditions to meet spedic design criteria, while mùiimizing undesirable 

reactions and resulting pollutant and soot forrnatioq and maicimizuig combustion efficiency. 

The spray combustion process is too complicated to be successfidly modeled at present, 

although models are constantly being improved as cornputer power and speed increase, so 

there is an ongoing need for experimentation. The spray flame environment is an extremely 



hostile one in which to make measurements. Temperature extremes range fiom ambient to 

beyond 3000 K, and &el droplets abound, making intrusive measurements dinicult to obtaui. 

Recent developments in non-inmisive laser-based diagnostic systems, reviewed by Chigier [ l]  

have provided new tools to extend knowledge of the combustion process in spray Barnes 

along several fionts. Phase Doppler interferometry (PDI) allows researchers to obtain 

spatidly resolved uifonnation on fuel droplet size and velocity at high data rates, even in 

hostile environments, and can be extended to track the gas-phase velocity as well, thus 

allowing velocities in the two-phase flow field to be resolved. Planar laser-induced 

fluorescence (PLIF) aliows two-dimensional imaging of the OH (or other radicals) radical 

conceatration in the spray fiame, a good marker of the reaction and recombination zones. The 

technique also has the potentiai to provide an instantanmus two dimensional temperature map 

in a spray flame, although this has yet to be attempted. 

The work reported herein applies these non-inmisive techniques to a practical spray 

combustion system in an attempt to demonstrate the effiveness of this instrument 

combination. A technique is d e s c n i  to ailow bmer dûcnmuia . . .  tion of gas-phase velocity and 

turbulence characteristics. The resulting data set will d o w  correlation of reaction zone 

location with the two phase flow field, information that has been unavailable or unattalliable 

until recently. 

The geometry chosen for saidy was the bluffbody stabilized flame. This configuration 

has the advantages of having been previously studied, particularly in non-reacting flows, and 

is axi-symmetric, limiting the number of data points required and lending itself to numericd 

simulation. This latter feature is important as experirnental data is required for validation of 

numerical codes as they are developed. 

The objective of this work was two-fold; namely to demonstrate the effectiveness of 

combining PD1 and PLIF techniques to obtain as complete a picture of a spray flame as 

possible, and to use this data set to evaluate the effkct of the annular air jet on the resuiting 

spray &me with regard to temperature distribution, reaction zone location, flame shape and 

flarne aabüity. 



CHAPTER 2 

Literature Review 

2.1. Previous Work 

Spray flames in general and specific diagnostic techniques such as phase Doppler 

interferometry have been extensively reported in the Literature, and will not be discussed 

herein. The following discussion will be limited to investigations of anndar jets and spray 

interactions with annular jets, as welI as planar LIF imaging as applied to spray flames. 

As indicated in the previous section, the axi-symmetric bluff body configuration has 

been quite extensively studied, particularly in non-reacting situations. The aerodynamics of 

the non-reacting single and double annular jet (an outer annuiar jet with a co-axial inner air 

jet) was investigated by Chigier and Beér [Z] in 1964 to characterize the velocity fields, 

particularly within the bluff body recirculation zone where a flame would be expected to 

stabilize. This study involved an anndar jet of 9.52cm outer diarneter by 6.35cm inner 

diarneter. Measurements were made using Pitot probes, lirniting measurernents to mean 

velocities and pressures only. The generd flow features of the annular jet are illu~ated in 

Figure 2.1. In 197 1, Davies and Beér[3] reported on a study of the wake region of the free 

annular jet under non-reacting conditions, this tirne using a hot wire anemometer system to 

obtain turbulent velocity data. This study examined the annular jet resulting kom air flow 

emerging f?om an annular passage formed by a variety of objects located coaxially withùi a 

15.24cm diarneter nozzle, producing blockage ratios ranging fiom O. 1 1 to 0.54. Turbulent 

intensities in excess of 50% were reported within the recirculation zone. 

Subseguent studies by Dura0 and Whitelaw [4] and Taylor and Whitelaw [5] examined 

the wake region fonned by an anndar jet produced by a disk coaxially located at the 

discharge of a pipe using a laser Doppler anemometer, again under non-combusting 

conditions. The M o  and Whitelaw study examined the annular jet resulting fiom a variety 
I 



of disks c o d y  located within a discharge node  2.0m in diameter. Blockage ratios ranged 

from 50% to 2 P ? ,  and Reynolds numbers from 8600 to 22700, based on bluff body diameter. 

Measurements indicated that the flow in the recirculation region close to the bluff body is 

strongly anisotropic, with minimum turbulent inensities of 30%. Continuation of this study 

by Taylor and Whitelaw [SI using larger annular passages (5.03cm outer diarneter with bldf 

bodies rang.ig fbm 2.54 to 3.56cm diameter) found similar turbulent ikensities and mong 

anisotropic behaviour in the recirculation zone. An attempt by Pope and Whitelaw[6] to 

numericdy model the wake region of a non-reacting annular jet using a k-E model, as well 

as two forms of a Reynolds stress model, did not produce results in agreement with 

measurements, suggesthg that models available at the time of the study were ins&icient to 

model this complq non-isotropie flow. It is therefore likely that numerical simulation of an 

annular air jet interacting with a liquid spray under reacting conditions will require, among 

other things, signincant new advances in turbulence modelling. 

The annular jet with a co-flowing fuel jet or spray has been studied by several 

researchers. Li and Tanh[7] performed a photographic investigation of reacting and non- 

reacting flows around a bhiffbody, using a propane jet coaxially located within an annular air 

jet. This study examilted annular jets issuing Eom an mular passage 5.32m outside diameter 

by 4.52 and 3.85cm inside diameter. The central fuel jet had diameters ranging Eom 6.3 5 to 

12.7mrn. A tapered n o d e  configuration was aiso used in this work. Many features of the 

flow, includmg visible £lame shape, recirculation zone length, and infiuence of fuel jet 

momentum on the recirculation zone were investigated. An analytical model for predicting 

the length of the recirculation zone in the pure annular flow case as weii as the co-flowing, 

non-combusting jet case was also developed. 

In 1989, Li and Tankin[8] performed a sunitar study, this thne examinhg 

photographicaily the interaction of a non-reacting liquid spray with the anndar jet. The 

geornetries tested consistai of an inner bluffbody 2.54cm in diarneter coaxially located within 

outer annular passage of 3 .56,4.44 and 5 .O8 cm diameter, respectively. This study showed 

that the annular air jet greatly influences the spray pattern, widening the spray cone angle in 

the recirculation zone, and tending to co&e droplets outside the recirculation zone to a 



narrow region, a feature noteworthy in that many practicd cornbustors require confinement 

to prevent droplet impingement on combustor walis. 

The advent of phase Doppler interferometry introduced a powerful tool in examining 

liquid spray/air flows. McDomeU et a491 [ 10][11] [ 121 performed extensive studies of non- 

reacting and reacting methano1 spray flames, meanirllig droplet diameter and velocity 

distributons as weli as temperature and hydrocarbon concentratons. Dropl& size and velocity 

were memred using phase Doppler interfierometry, and temperature using thennocouple. 

Hydrocarbon concennation was measured using innared extinction/scattering ( D E S ) ,  a line- 

oEsight measurnent technique that requires deconvolution to obtain spatiaiiy resolved data. 

These studies were conducted using a specidy built research-grade atomizer that could be 

operated as a pressure-& atomizer or an air-assisted atomizer. As weii, flame stabilization 

could be achieved through swirl a d o r  bluffbody stabilization- 

Friedman and Renksizbulut [13] investigated the interaction of an annular air jet on 

a non-reacting water spray, using a single component phase Doppler interferorneter system. 

The geometry studied consisteci of an inner 2.54cm diameter cylinder mounted concentrically 

within an outer 3.17cm diameter node ,  with a pressure-swiri atomizer located at the tip of 

the inner bluff body. Measurements included droplet diameter and velocity, as weLi as gas- 

phase velocity and liquid volume flux measurements. Hïgh turbulent intensities were noted 

within the recirculation zone, but data rates of d seed particles were insutficient to extract 

rnany hirbulait parameters. Experiments by Saunweber et al [14] using the wime n o d e  used 

in this work and a dyed water spray demoostrated a technique for enhancing visibility of seed 

particles, and allowed extraction of turbulent energy spectra and integrai scales at some 

locations in the flow, even in the presence of large spray droplets. 

Hardalupas et a( 151 investigated bldF-body stabilized kerosene spray flames using 

a confineci disk as bluff body. niese experiments were conducted using two dierent sizes 

of disk (4.38cm and 3.16 cm) co-axiaüy located within a 5.08cm diameter tube. In some of 

the tests, a diffuser was used to help stabilize the flame. The spray noule used was an air- 

blast atomkr producing a 30" spray cone. Measurements of droplet velocity and diameter 

were made ushg a phase Doppler interferorneter system. Gas phase velocities were infemed 



by post-processing diameter-velocity data to examine oniy velocities obswved for droplets 

below 10pm, which were show to accurately foliow the gas phase flow only in certain 

regions of the fiame. No turbulence parameters were reported, likely due to the difEculty of 

obtaining sufiicient counts of srnall particles in the presence of large droplets. Tempemures 

were measured using thermocoup1es in one geometty only (with diffuser), that resulted in the 

low spatial dropleî densities required for successfil thennocouple use. Th&e midies, though 

extensive, do not present complete pictures of cornbushg sprays. In the case of the srudies 

done by MflomeN et al [9-121, locations of reaction zones are not idedfied, while the study 

by Hardalupas et d [15] does not provide complete gas phase velocity profilesy reaction zone 

location or hydrocarbn concentdon In addition, temperature measurements are intrusively 

made using thennocouples, and are Iimited to locations where the probability of droplet 

irnpingement on the thermocouple is Iow. 

Recently, some researchers have begun to use planar laser-induced fluorescence 

techniques to produce two dimensional species concentration maps in spray flames. Allen and 

Hanson [16] s u d y  irnaged OH, CH and fuel vapour in a heptanejair spray flame, using 

an ArF excimer laser and an intensified charge-coupled device (ICCD) aimera, dowing 

accurate cietennination ofreaction zone location on an instantanmus and the-averaged basis. 

The CH images provided information on the location and structure of the reaction zone, while 

OH images provided infiormation on both reaction zone location and location of hot products 

of combustion The system used was an air-atornized nonle, with n-heptane fbel, at low flow 

rates and with fine atornization. Allen et a@ 71 imaged OH and fiel fragments using planar 

LIF in a spray flame with heptane, methanol and ethanol fùels at pressures ranging fiom 0.1 

to 1 MPa, but reportai only quahaîive results with regard to OH concentration, as the main 

thnist of this work was to examine the effects of pressure on the fluorescence signal. Goix 

et al [18] and Stepowski et al [19] used both phase Doppler interferometry and planar laser- 

induced fluorescence of OH in a methanol spray flame to provide detailed mapping of OH in 

the reaction zone, as weil as droplet trajectory and size distributions; the only reported study 

foinrd combuiing both these techniques to characterize spray flames. No attempt was made 

to map the temperature field in either study. These studies examined a rocket-style atomizer, 
I 



using a high velocity, srnail a& air jet to atomize a CO-axial fuel jet. The &el jet was 2mm 

diameter, and the annular jet was 3 . 4 m  x 2.5mm, with jet velocities in the range of 70 ds . .  

Beyond these studies, there does not appear to have ben much work done in applying 

L E  techniques to spray flames, likely due to the complications irnposed by the presence of 

droplets in the optical field and the unsteady nature of the flame. As we4 it is only recently 

that spectroscopie techniques such as LIF have emerged ftom chemistry labs as tools for 

engineering studies. In addition, L E  temperature mapping techniques, which could provide 

valuable information when applied to spray flames, are difncult to apply in unsteady flows 

even with dean flames, and do not appear to have been attempted in spray flames. 

2.2. Summary 

There has been a considerable amount of research done on single phase, isotherrnal 

annula. jets, partidarly examinations of the velocity fields within the recirculation zone. 

These studies have included experimental approaches using Pitot tubes, laser Doppler 

velocimetry, hot wire probes and photographic flow visuaikation, and are nimmarized in 

Table 2.1. An attempt to mode1 this high turbulent intensity flow did not produce results in 

agreement with Bcperiment. There has also been some activity Uivestigating this geometry in 

conjunction with reacting and non-reacting sprays, using PD1 as weil as photographic 

techniques. The presence of a spray, whether reacting or non-reacting, limits the range of 

eIcperimenta1 techniques that can be applied, since many intrusive techniques such as hot wire 

anemometry and Pitot probes will not give reliable results under spray conditions. PLIF has 

been proven as an effective investigative technique in the hostile environment of a spray 

flame, but has only recently begun to be applied to practical combustion systems. Only two 

relateci investigations [18-191 have been reported where both PD1 and PLIF have been applied 

to a spray flame. 
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CHAPTER 3 

Phenomenological Discussion 

3.1. The Annular Jet 

Investigations of the wake region of an annuiar jet without any CO-flow have revealed 

s e v d  flow features, previously shown in Figure 2.1. Humphries and Vincent [20] describe 

the near wake region of an annular jet as being strongly innuencecl by the fiee shear layers 

caused by the flow separation at the bluff body. These shear layers become turbulent a short 

distance downstream, and subsequent turbulent mDgng entrains fiuid fiorn the region behind 

the bluff body. The resulting low pressure region draws the shear layers in toward the 

longitudinal ans of the jq forming a ccbubble" enclosing a relatively stable mean vortex ring. 

Turbulent intensities in this region, generaiiy referred to as the recirculation zone, have been 

m e a ~ u ~ e d  by Humphries and Vincent [ZO], Davies and Beér [3], Dura6 and Whitelaw [4] and 

others, and have been found to exceed 40% for Reynolds numbers (based on bluff body 

diameter and ara-averaged jet velocity) in the 20,000 - 100,000 range. These turbulent 

intensities were measured under non-reacting conditions, and will not necessarily be 

comparable to a similas, but reacting, flow. Turbulent intensities are generdy reporteci based 

on area averaged mean annuiar jet exit velocity, since the standard definition, based on local 

mean velocity, breaks down when the local mean velocity is zero, which does occur in the 

region near the end of the recirculation zone. 

These studies have also shown that the fiow in the recirculation zone is highly 

aniso t ropic, t ending t O isotropy fàrther downstream, beyond the recirculation zone. Mean 

axial velocity measurements dong the centreline of the jet have s h o w  strong negative 

velocities within the recirculation zone, which then rapidly increase to strong positive 

velocities downstream of the recirculation zone. The centreline velocity reaches a maximum 

approximately 2-3 bluffbody diameters downstream, then slowly decays in a manner similar 



to that measured in a round jet. Axial centreline mean strain rates in excess of 4000 ( d s ) / m  

have been mea~uced near the end of the reckdation zone. Radial mean main rates have been 

reported by Friedman and Renksizbulut [ 1 31 to exceed 1 0000 (ds)/m in the recirculation 

zone. 

Most investigators defuie the recirculation zone length, L, as the Z CO-ordinate at 

which the mean axial velocity passes through zero. It has been found thk the recirculation 

zone Iength is not significantly innuenced by annular jet velocity, and is approximately one 

bluffbody diameter in length, dependhg somewhat on the amuiar width. 

Investigations into annular jet flows with a non-reacting CO-axially located spray by 

Li and Tankin [8] and Friedman and Renksirbulut [13] have show the same general features. 

In both these studies, the momentum ratio of the w d a r  air jet to the liquid spray was high, 

so the air flow field was not strongiy âffected by the presence of the spray. On the other hand, 

the amiular air jet strongiy influenceci the spray field by altering the spray droplet trajectones 

p r e f e r d y ,  with smaller droplets innuenced more than larger, high momentum ones. The 

redistniution of droplets had the &ect of widening the emerging spray cone angle somewhat, 

and entrainhg smaller particles back to the centreline of the flow. It was suggested that this 

redistri'bution muld have a profound influence on flame characteristics ifthis geometry were 

examinai under reacting conditions. Similar work by Saurnweber et al [14] on a larger 

annular jet arrangement showed similar trends. Figure 3.1 illustrates the effect of the annular 

jet on the spray field under non-reacting conditions. Without spray, the annular air jet induces 

a stable mean vortex ring (doned lines) and strong negative velocities on the flow centreline 

in the region close to the nonle, definhg a recirculation zone. With spray on, in the region 

close to the spray noule, the droplet mornentum and number density are high, and tend to 

decelerate the reverse flowing air, which has the eEect of displacing the vortex rings 

downstream (solid lines). 



Air Air 

FIGURE 3.1: Annular air jet with spray flow feaîures 
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3.2. The Atomizer 

The atomizer used in this study is a standard pressure-swirl atomizer rnanufac~rred 

by Delavan, s h o w  schematically in Figure 3.2. This type of atomizer produces a spray by 

forcing a swirting liquid flow through an orifice, whidi produces a conical sheet on discharge. 

This eonical sheet then becornes unstable, first forming ligaments and then individual droplets 

of various sizes. Interactions with the mounding air field then disperse the droplets thmugh 

space, and c m  wen enfiance the atomization process through secondary droplet break-up at 

high Weber nurnbers. 

A number of mechanisrns are thought to be involveci in the disintegration of the 

c o n i d  sheet into a spray [2 11. The initial formation of the conical sheet is influenced mainly 

by its initial velocity and fluid properties. Surface tension forces tend to contract the sheet, 

opposuig momentum and centrifiigal forces associateci with the iiquid velocity. A low initial 

velocdy wiü not dow a conical sheet to form, instead forming a hollow "tulip" shape at the 

orifice exit which is then drawn in by surface tension forces to fom a round jet or large 

individual drops. As velocity increases, the conical sheet foms, expands and lengthens until 

a leading edge is f o d ,  where equilibnum exists between the d a c e  tension and inertial 

forces. The c o n i d  sheet subsequently disintegrates by several modes. Fraser and EisenkIam 

[22] identifid three modes of sheet disintegration., described as rim, perforateci sheet and 

wave sheet disintegration. Rim disintegration occurs when the leading edge of the conical 

sheet thickens in to a rounded rim due to surface tension forces, then breaks up in a manner 

similar to a free jet, as described by Lefebvre [2 11. This mode of disintegration is dominant 

when the surEice tension and viscosity of the fluid are relatively high, and tends to fom large 

droplets. Perforated sheet disimgration ocain when holes form in the conicai sheet, enclosed 

by rims containhg the fluid that was uUtidy containeci within the hole. These holes rapidly 

gow, and codesce with adjacent holes forming ligaments of irreguiar size that then 

disintegrate in to drops of varying size.  Wave disintegration can occur in the absence of 

perforations through the propagation of wave motion in the liquid sheets. Areas of the sheet, 

correspondhg to a half or fidl wavelength of the disturbance, are tom away. These areas 

contract due to surface tension, and disintegrate through interaction with the air to fom 
0 



droplets. This process is graphically illustrate. in Lefebvre 1211. 

Pressure-nvirl atomizers generally exhibit ali three modes of sheet disintegration, 

resulting in a f&ly wide range of droplet sizes. Further interaction with the air field may or 

may not enhance the atomization process, depending on the fiuid properties and the relative 

velocities of the droplets and air field. Aerodynarnic interactions are characterized by the 

Weber number, which is the ratio of aerodynamic forces acting on the droplet to surface 

tension forces. As long as surface tension forces exceed the aerodynamic forces, the droplet 

will remain intact. The Weber nurnber is given by: 

where: We = Weber number 

p, = Air density 

UR = Relative velocity between air and drop 

D = Drop diameter 

o = Liquid surfàce tension in air 

For fiee-mg drops, Hinze [23] estimaîed the critical Weber number, We,, for drop 

breakup to be approximately 22, and for a drop suddeniy exposed to a high velocity Stream, 

WeC - 13. 
Sprays dso interact with the airfield in a manner that does not produce droplet 

breakup, but does involve momentum and mass exchange between the droplet and the gas 

phase. Momentum d e r  is accomplished primarily via droplet aerodynamic drag, wherein 

force is exerted on the droplet by the nuid (or vice versa) whenever a velocity diEerence 

exists. The equation relating drag force to relative velocity is given by: 

where: FD = Drag force 



CD = Drag coefficient 

p, = Gas density 

D = Droplet diameter 

II' = Relative velocity between droplet and gas 

At low rates of evaporaîion and Weber number, the drag coefficient, C, *is a fhction of the 

droplet relative Reynolds number, given by: 

where: Re, = Relative Reynolds number 

uT, = Relative velocity between droplet and gas 

D = Droplet diameter 

p, = Gas density 

pg = Gas absolute viscosity 

One of the simplest droplet drag coefEcient correlations, agreeing with experimental data 

withïn 2% over the range 3<Re,400 is given by [27]: 

There is some expectation that turbulence infiuences the drag coefficient. Severai 

investigations into the effects of turbulence on the drag coefficient are cited in reviews by 

Bearman and Mord [24], arnong othen. There is no quantitative agreement between existing 

studies, and linle data exists in the Reynolds and Weber number ranges relevant to  spray 

combustion. Recent expiments conducted by Warnica [25] and Ornielan [26] suggest some 

drag coefficient dependence on turbulence, but the efect does not appear to be strong. 

The effect of aerodynarnic drag on the velocity and trajectory of a particle is 



dependent not only on the drag force, but also on the inertia of the particle. The marner in 

which a particle reacts to changes in flow velocity can be characterized by its relaxation t h e .  

For droplets, the relaxation tirne to reach 63% of its terminal velocity when subjected to a 

step change in relative velocity is given by [27]: 

where: r, = Droplet relaxation time 

p, = Gas density 

p, = Droplet density 

D = Droplet diameter 

CD = Drag coefficient 

LI, = Relative velocity between droplet and gas 

Typically, a water droplet in the 30 pm diameter range with an initial relative velocity 

of 10 mis would have a relaxation time of around 1 ms in air. A useM measure ofwhether 

a droplet wiU be strongly influenceci by a velocity field is to determine the local Stokes 

number, the ratio between the local flow timescale to the droplet timescale. The mean Stokes 

number is defined by: 

where: SI,,, = Mean Stokes number 

r;, = Local mean flow timescale 

r, = Droplet relaxation tirne 

The mean flow timescale is defined by 



where: r, = Local mean flow timescale 

L, = Local flow characteristic length 

Uc = Local flow mean velocity 

As long as the Stokes number is smali, the fiow will not nrongly duence the droplet 

trajectory. Many other Stokes numbers are useful, including the turbulent Stokes number, 

defineci as the ratio of the turbulent tirnescale to the droplet relaxation tirne. Stokes number 

considerations are partïcularly important in detemiining the size of seed particles required for 

the measurement of hantanmus flow velocity using phase Doppler interferometry. 
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FIGURE 3.2: Pressure-swirl atomizer 



3.3. Droplet Statistics 

In most sprays, there is substantial variation of drop size spatially and tempordy. It 

is therefore convenient to apply statistical analysis to sprays to characterize the mean droplet 

size distribution of the spray. Several mean diameters are often used, with the general fomi 

as shown below: 

where: p. q = Exponents 

n, = Number of drops in size class i 

D, = Mean droplet diameter in size class z 

The foflowing table lias some of the commonly used mean diameters. 

TABLE 3.1 : Droplet mean diameters typically used 

s r n o  
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The arithmetic mean diameter, D,, is the arithmetic average drop size in a distribution, and 

is useftl for comparing different sprays, or Werent regions within the same spray. However, 

since wfâce area of a drop scales with diameter squared, and volume (and rnass) sale with 

diameter cubed, the arithrnetic average drop size is often not appropriate to use when 
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considering processes which depend on total spray surface area, such as evaporation For 

these cases, the Sauter mean diameter is often used, since it characterizes the meaa &op size 

based on the ratio of mass (or volume) to surface area, an important ratio for reacting and 

evaporatmg processes such as combustion. When d a c e  dinusion and evaporation control 

the overd reaction rate, decreasing the Sauter mean diameter will increase the reaction rate 

by increasing the d a c e  area of reactant per unit mass. 

Another useful tool in assessing a spray distribution is the use of distribution models. 

There are rnany distniution models available, some of which have been found to match spray 

distributions reasonably weil. The log-nomial distribution is a two parameter modet, which 

models some sprays quite weli, and is easy to manipulate mathematically. It is expressed as 

follows: 

where: df = Fraction of droplets with diameter between (D-dD/2) and (D+dD/2) 

dD = Width of sire range 

D = Diameter 



a, = Geomeîric standard deviation 

Dg = Geometric mean diameter 

n, = Number of drops in ith size class 

Di = Diameter of ith size class 

N = Total number of droplets 

It should be noted that the integrai of #firom D=o to D-= is 1. The log-normal model 

reqires oniy two parameters, cro, and Dg, to completely describe the size dis tn ion .  Another 

two-parameter model comrnody ernployed in describing sprays is the Rosin-Rammler 

distniubon mode4 origmally deveioped to classify puiverized mai particle size distributions. 

The Rosh-Rader  model is given by: 

where: Q = Fraction of total volume (or mas)  containeci in drops of diameter Iarger 

than D 

X = Rosin-Rammler mean diameter 

q = Rosin-Rammler distribution parameter 

The Rosh-Rammler is extremely simple rnathernatically, and is best suited when mass 

or volume information is desired. Figure 3.3 illustrates the shapes of the Rosin-Rammler and 

log-normal distriiution models. As can be seen, the log-nomial distribution has a longer large 

diameter tail than the Rosin-Rammler distribution, but overali, the distribution shapes are 

similar . 
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FIGURE 3.3: Comparison of log-normal (O, = 2.5 pm, Dg = 30 pm) and Rosin-Rammler 
(X = 3 0 p ,  q = 1.5) distniutions 



3.4. Combustion 

The combustion of hydrocarbon fuels involves the rapid oxidation of the fuel to 

produce various combustion products, as weiI as heat. In this snidy, the fuel used was 

methmoi, CH30H. The global reaction for the stoichiometric oxidation of methanol is given 

b y: 

C H 3 0 H  + 1 - 5 0 ,  - CO, + 2 H , O  + 639.4kl 3.2 1 

In actual fact, the combustion of any fuel is much more complicated. A more appropriate 

global reaction for methanol oxidation in air would be: 

where 4 b, c etc are the stoichiometrk coefficients of each species produced. The dominant 

species will be those expected nom Equation 3.21 (CO, and H20), but pollutants and 

unburned hydrocarbons nich as NO and CO WU be produced in amounts strongly dependent 

on the combustion conditions. It should be noted that the oxÏdation process does not occur 

in one aep as suggested by the global reaction noted above. In k t ,  many elementary reaction 

steps are involved, producing intermediate radicais such as CH and OH that propagate andor 

terminate the reaction chah. Westbrook and Dryer [28] cornpiled a detailed chernicai kinetic 

mechanism for the oxidation of methanol that involved 84 elementary reactions and 26 

chernical species. The reaction rates of many of these elementary reactions are unknown or 

poorly known, hence comprehensive reaction modeling is dficult. 

At high temperatures, substantial dissociation of combustion products occurs, such 

that the species composition of the products of combustion at flame temperatures is quite 

difkrent than at the finai, cooler adiaust temperature. In this study, the hydroxyl radid, OH, 

is detected and imaged. This radical is involved in 28 of the 84 reaction aeps identified by 

Westbrook and m e r  [28] and thus should be present in relatively high concentration in the 

reaction zone. In addition, the hot products of combustion comain signifiant amounts of 

water, which c m  dissociate at high temperatures to form the hydroxyl radical. Thus, detection 



of OH in a spray flame serves as a good marker of the reaction zone and location of hot 

products of combustion Figure 3 -4 shows the relative hydroxyl radical concentration versus 

temperature for stoichiometric combustion of methanol, as calculateci using the Oiïkara and 

Borman code, suppiied with [29]. 

As can be seen, the concentration of the OH radical increases sharply with 

temperature, beginning around l6OOK In a dBùsion flame, with steep temperature gradients 

across the reaction zone, the equilibnum concentration of OH faiis off sharply as the 

temperature drops. Therefore, although sorne OH persists beyond the reaction zone, it 

disappears rapidly, and thus serves as a good reaction zone marker. In premixed fiames, or 

in flames in insulateci or very hot environments where steep temperature gradients across the 

reaction zone do not occur, OH concentration serves as a good marker of product of 

combustion flow, but not necessarily reaction zone location. 





3.5. Combustion of Practical Sprays 

The combustion of practicai sprays is an exiremely compiicated phenomenon. The 

previously presented ttieory regarding droplet combustion was based largely on quasi-steady 

assumptions, and single droplet scenarios in quiescent environments. Practical spray fiames 

generally involve the interaction of a spectrum of droplet sizes in a highly turbulent 

environment, which uuluences everytbing fiom droplet trajectory to reacàon rate. In addition, 

quasi-steady conditions do not really exist, as droplets are constantly changing in size and 

temperature as they pass through turbulent eddies of hot gas. Droplets initiaily injected into 

the flow at high relative velocity are slowed due to aerodynamic forces, and are thus exposed 

to constantly varying Reynolds number conditions throughout their lifetimes. 

In light of the complexity of real spray combustion systems, theoretical modeling is 

extremely difndt. Noneiheless, a considerable amount of experimental work has been done 

examining these fiows, and certain phenomena have been identifiai. Chigier et (11 [30] 

examineci the detailed structure of a bluffbody stabilized kerosene spray flame, and identified 

several phenomenon, as shown schematically in Figure 3.5. In this configuration, a 

recirculation zone in the wake of the bluff body entrains mal1 particles which quickly 

evaporate, producing a region rich in fiel vapour. At the zero velocity boundary between the 

recircuiation zone and the external air fiow, a primary reaction zone stabilizes just outside the 

spray sheath, providing hot conditions conducive to rapid fuel evaporation. The bulk of the 

fuel spray emerges fiom the recirculation zone, with the largest particle trajectories largely 

d e c t e d  due to their high momenhim to drag ratios. Smailer particles are deflected by the 

recirculating fiow and extemal flow, and tend to foilow the external flow streamlines towards 

the flow axis. A second, larger reaction zone is set up just downstream of the recirculation 

zone, with hot products of combustion convecting downstream, providing heat to vaporize 

the spray droplets. ûxygen from the surroundings is entraineci into this region, supporthg 

combustion. Measurements made under non-reacting conditions indicated that siflcant 

changes to the flow occur as a result of combustion. Many of the merences are due to the 

changes in drag forces that &se under combusthg conditions due to increases in fluid 

dy-c Mscosity and drag coefEcient. No evidence was found suggesting individual droplet . 



combustion Measurements of oxygen concentrations showed very low oxygen levels in the 

recirculation zone and in the spray core. Combustible mixtures codd ody occur at the spray 

boundaries and further downstream, where combustible mixtures could occur. Chider [3 11 

summarized the spray flarne stabilization requirements as foliows: 

" n e  three prime requzrements for [spray] f lme  stabi~izatlzatlon, i.e. mixture r&os 

w i h h  the I imi~ offlammmabiIity, velocities low enough tu match buming velocities, 

a d  mfficient supply of heat to retain reactiun, me fouai in the p m  reaction 

zone 0tlfsrfsrde the qruy  bOll>I(iaS>. n e  main combustion is deferred to aistances 

farther d-em where the Vray is more diprsed more oxygen has been 

entrcn'nedfrm the ~~nrmnding airfrdu, and temperature levels and mixture rarios 

me wzihin the limits offrmmubiii~. " 

Turbulence is an important factor in spray flames. As in gaseous diffusion flames, 

turbulence enhances the d g  of fuei vapour with oxidizer. It dso enhances fuel evaporation 

and droplet dispenion Heat removal fiom the reaction zone is also enhanced by turbulence, 

resulting in cooler mean reaction zone temperatures and more rapid cooling and dispersion 

of the products of combustion, although enhanced mixing due to turbulence can increase 

reaction rates and produce higher peak reaction zone temperatures Lower mean reaction 

zone temperatures can inhibit the formation of prompt NO, but fast thermal quenching of the 

products of combustion can lead to fI.eezing combustion intermediates such as CO. The 

influence of turbulence on pollutant formation is strongly dependent on the specific flow 

configuration of the system. 





CHAPTER 4 

EXPERIMENTAL SYSTEMS . 

4.1. PHASE DOPPLER INTERFEROMETRY 

The measurernent of droplet size has been an ongohg challenge in sprays research for 

many years. Several commercial insrniment systems are available and are reviewed and 

comparecl by Dodge [32]. For many years, fiaction-based instruments nich as the Malvem 

2200 were the standard instniment, and are weii described in the iiterature 1331. instruments 

of this type make instantaneous line of sight measurernents across a spray by anaiyzing the 

difiaction pattem generated by a laser beam traversing the spray. The data reported is 

generaiIy in the fom of best-fit model parameters for a user-selected mode1 type, such as a 

log-normal or R o s h - R d e r  distribution. The retumed parameters represent the best fit of 

that model to the data Ifthe model chosen is inappropriate for that spray, however, the best 

fit parameters retumed will stiU represent a poor fit, and derived parameters such as the 

Sauter mean diameter (D33 wiii be inaccurate. In addition, the output of the instrument 

represents a iine-of-sight average across the spray, and as such presents no information 

regarding spatial distribution of drop size and number density. This detail can be obtained 

through fbrther post-processing, using deconvolution techniques such as the one described 

by Cormack [34] and Hammond [35]. 

One major difliculty in applying many of these techniques to sprays is that they depend 

on clearly defined boundaries, which do not exkt in sprays, as the edge of a spray is not a 

distinct feature. Although difEaction-based instruments do suffer f+om these disadvantages, 

they are stili widely used due to their relative sirnplicity and ease of use. In 1975 Durst and 

Zare [36] presented a method of obtaining spatiaiiy resolved simultaneous droplet size and 

veloaty in sprays, which developed into the phase Doppler interferometry systems in use 
. 



today. Phase Doppler interferometry aliows simultaneous meanirement of droplet size and 

velocity at a point in a spray field, provided that the scattering droplets are spherical and 

larger than the incident Lght wavelength- Severd cornparisons between the two meanirement 

systems have been made, including those by Dodge et ai [37] and Cossali and Hardalupas 

[38], and have shown that the phase Doppler technique provides accurate, spatidy resolved 

diameter information, with the additional advantase of providhg veiocity information. 

Although compleîe characterization of a spray is more the-consumhg with the phase 

Doppler technique since rnany points m u t  be measured, the resulting data set is generally 

more acwate than that obtained by decomoIution of line of sight measurements, particdarly 

if gradients in the spray field are sigdcant across the width of the laser beam used in 

difhction measurements. It should also be noted that difltiaction-based instruments such as 

the Malvem 2600 are ditncuit to use in combusting flows. 

4.1.1. Phase Doppler Interferometry Theory 

The PhasdDoppler Particle Analyser is an extension of the Laser Doppler 

Anemometer (LDA) measuring systern, and is well desciibed by Bachalo [39]. The basic 

theory can most &y be explained k g  the fringe theory and geometric optics as discussed 

below. 

When two laser bearns of the same fiequency intersect at an angle, the zone of 

intersection, when imaged onto a detector, appears as interference f i g e s  normal to the plane 

of intersection, as shown in Figure 4.1. The spacing of the f iges  is related to the angle of 

intersection of the beams and the laser wavelength as follows: 

where: 6 = Fringe Spacing 
r 



A = Laser Wavelength 

8 = Laser Intersection Angle 

A particle passing through the region of intersection, or probe volume, passes through the 

fringes at a rate directly proportional to its velocity component n o d  to the f i g e  plane. 

The frequency of m g e  crossings, known as the Doppler fkquency, can be measured by 

monitoring the intensity variation of Iight scattered by the particle as it passes through the 

probe volume, and is directly related to velocity. If the h g e  plane Lies in the X-Y plane, t hen 

the Z component of velocity can be found by: 

where: 6 = FMige Spacing 

V, = Z component of Particle Velocity 

f,= Doppler Frequency 

One shortcorning of the above is that a particle travelling at a positive V, will produce 

an identical Doppler fkquency as one travelling at an equai but negative V,. This Lunitation 

can be overcome by introducing a fiequency shifi to one of the laser beams. This causes the 

f iges  to "rno~e'~ at a fiequency equal to the shifk fiequency, and any particle passing through 

the probe volume will scatter Light with a fkequency equal to the Doppler fkquency plus the 

SM &equency ifmoving against the fiinge motion, or the Doppler hquency minus the shift 

frequency if moving with the f i g e  motion. The particle velocity is then determined as 

follows: 



where: f, = Doppler Frequency 

Y, = Z Component of Particle Velocity 

6 = F ~ g e  Spachg 

f, = Measwed Frequency 

f,, = Shift Frequency 

The above-described procedure dows  accurate detennination of particle velocities 

at a volume in space contained in the intersection of two laser beams. In practice, this volume 

is small enough that it can be considered a point in space, particularly ifthe observer views 

the probe volume through a slit or spatial fïiter that m e r  limits field of view. 

In phase Doppler particle analysis, a droplet's diameter is measured by analyshg the 

phase diffierence between Doppler bursts as seen kom two points in space, as show in Figure 

4.2, which can be shown to be diredy proportional to particle diameter assuming the particle 

is spherical and only one scattering mode dominates at the collection angle selected. The 

constant of proportionaiity can be derived f?om a geometric optics d y s i s ,  as nimmarized 

by Saflnian et al [40] for obsemers symmetRcally placed in space, and is given by: 

For reflected Light @ = 0): 

For fist order refiacted light @ = 1): 



where: A@ = Phase DiEerence Between Observers 

rn = Relative Index of Refkaction @roplet/Surromdings) 

8 = Beam Intersection Angle 

4 = Off Axis Angle (See Figure 4.2) 

@= Elevation Angle (See Figure 4.2) 

D = Droplet Diameter 

1 = Incident light wavelength 

n,,, = Index of refiaction of surroundings (Air = 1)  

The above equations, with p = 1, simpw considerably on applying the smaü angle 

approximations appropriate for typical systems (ie small Jr and 0 )  to: 

where: m = Relative index of reeaction 

6 = Fringe spacing 





FIGURE 4.2: Phase Doppler geometry 



Aerometrics Phase Doppler Particle Analyzer 

The Aerometrics Phase Doppler Particle Analyzer used in this midy is a commercially 

available particle s k g  system based on the above-described phase Doppler method. As 

shown in Figure 4.3, the system consists of an argon ion laser, a beam separator and fiber 

optic launch module, a fiber opticaliy coupled transmitter, a receiver fiber-optically coupled 

to a set of photomultipliers, a signal processor and a PC-type cornputer. The laser used in this 

experiment is a water-cooled Coherent argon-ion laser operated in multiline mode. Typical 

operating power used was 500-750 mW. The multiline, verticaiiy polarized beam is steered 

into the beam separator module, where the beam first passes through a Bragg ce& which 

splits the beam into two, one of which is fkquency shifted by 40 MHz. The shifted and 

unshÏfkeci green (5 15nm) and bhie (488) lines are then separated, resuiting in four beams, two 

green and two blue, with one of each colour pair fkquency shifted by 40 MHz. Ail four 

beams are then launched into mode-preserving fibres and sent to the transmitter module. 

Coupling &ciency is approximately 3û%, although 50% can be achieved for short periods. 

The tranSmitter module consias of four fiber-optic terminators, coliimating optics, a 

bearn expanding telescope (removable), and a focussing lem. The transmitter focusses the 

four laser beams at a common point in space, defining the probe volume. The optical 

configuration used in this experiment is summarized in Table 4.1. The receiver consists of a 

receiving lens set, a spatial filter (siit), collimating optics, and a multimode, mutifibre cable 

termination. The spatiaiiy fihered image of the probe volume is expanded and projected on 

to the fibre optic temination plane in the receiver module, and transrnitted to the 

photomultiplier module, where the fibres are separated in to four paths lead'ig to four 

photomultiplien. The three fibre sets used for particle siring and axial velocity are separated 

according to the pattern shown in Figure 4.4 to provide an "effective" spatial separation of 

the detectors, denoted as S,, and S,,. A fourth fibre set, shown as the cross-hatched region 

in Figure 4.4, is linked to the second velocity channel photomultiplier. The photomultipliers 

are connecteci to and controled by the Doppler Signal Analyser @SA). The DSA detemines 

the firequency and phase of the Doppler signals in each photodetector using fast Fourier 

transforrn techniques. The entire system is controlied by proprietq Aerometrics software 



running on the PC. 

1 LASER 

1 Coherent Innova 90 water-cooled argon ion laser 1 500-750mW 1 
Transmitting Optics 

( Beam expanding telescope ratio 1 2:1 1 
1 Beam separation 1 4Ornrn I 

1 Receivhg lens focai length 

Transmitting lens focal length 

Probe volume waist (l/e? 

( Lens diameter 1 72- (04.2) 1 

250mm 

1 17pm 

1 Spatial filter siit width ( 150prn I 

1 Orientation 
- 

-- - -- 

Magnifïcation 

Detector separation 

TABLE 4.1: PD1 system optical panuneters used in these experiments 

- - - -- 

0.833 

16.32mm (A-B) 

46.96mm (A-C) 

The system includes three photodetectors for diameter measurement, although two 

detectors is wflicient in theory, to provide a sphericity check by cornparing phase shifts 

between detector pairs, as weii as to extend the instrument phase range beyond 360'. There 

are many user-selected parameters that must be set in software, as summarized in table 4.2. 
I 



DESCRIPTION 1 RANGE 1 TYP.VALUE 

Photomuftrptier voltage 1 i k 9 0 0 ~  1 450V 
1 Frequency Shift 

DC bias ni raw signal 1 -75 to +75 r n ~  1 55 r n ~  (autoset) 

Mixer frequenc y Frequency nibtracted 6om 

observed Doppler frequency 

1 Low Pass Low pass W r  setfmg applied to 0.5-80 MHz 

downmixed signal 
- - - 

Fiher applied to raw signal 

1 MHz L.P. I 
Minimum RMS trigger wttage 0-500 mV 

required to trigger system 

Minimum time that threshoid O-3ps 1 P S  

must be ex& to trigger 

Detects maximum amplitude peak On or O f f  On 

of Doppler burst 

Peak Detection 

% Mer Peak Selects % of processed signal tint 0-100% 

occurs after peak is detected (50% 

centres around signal peak) 

Selects number of- bits that ND 64 - 5 1 2 I 
converter uses to d.@tk signa1 

Rate at which signal is sampled 78 lcHz - 160 1 0 - 4 0 W  

MHz I Sampling Rate 

Min SN Ratio h(Finimum acceptable signal ta 

noise ratio 

TABLE 4.2: PD1 system settings 
I 



Ln addition to the above, the user must also define the minimum and maximum 

velocity range, as weii as the maximum diameter. As can be seen, there are rnany user- 

controiled parameters that must be set, each of which can have an effect on the measurements 

being made. 

The photomultiplier voltage setting has a large bearing on the dynamic range of the 

instnunent. Too low a setting results in an inability to detect s m d  drop1ets, while too high 

a setting can r d t  in saturaton of the photomdtip1iers, causing signal to noise ratio pro blerns 

when large droplets are present, and pot&y damaging photomultiplier currents. The ideal 

setting depends on the type of spray distriiution present. A wide droplet size and velocity 

d i s tn ion  is the most diffiailt to configure the system to cover. In generai, it is desirable to 

set the photomultiplier voltage as high as possible without saturation for about 99% of the 

droplets present. This can be accomplished visualiy by obsexving the saturation waming 

LED's on the instrument fiont panel, and adjusting the PM voltage until only occasional 

fickering occur~~ In the case of wide size and velocity distributions, this set-up can still result 

in a very low sensitivity to s m d  particles. This is often not a problem, since small particles 

cary very Linle of the total spray mass and can often be neglected in characterizhg the spray, 

but in situations where the small particles serve as seed particles for tracking the gas-phase 

veloàty, this is not a desirable situation. A method for overcoming this limitation is descnbed 

in Section 4.1.6. 

The fiequency shifl is applied to one beam of each colour to eliminate the directional 

ambiguity inherent in velocity measurernents. The mixer fiequency is the fkequency that is 

subtracted fiom the raw signal fiequency prior to filtration and digitization. It is chosen such 

that the downrnixed signal frequency lies in a range that is suitable for digitization and 

filtration for the parameters selected. For example, if' the velocity range present ranges fiom 

O to 10 ds, and the fringe spacing for the optical contiguration chosen is 3.2 pm, the Doppler 

fkequency with ffequency shifting on WU range from 40 to 43.125 MHz. A mixer fiequency 

setting of 38.2 MHz would result in a downmixed signal range of 1.8 to 4.925 MHz, 

compatible with a 5 MHz Iow pass tilter setting. This frequency range, combined with a 40 

M H z  sampling rate and 256 simples would digitize 1 1 to 3 1 full cycles, sufncient for the 



determination of frequency and phase[4 11 1421. 

The number of samples and sampiing fiequency are selected su that a reasonable 

number of fidi cycles are resolved within each Doppler burst for al1 velocities present. The 

higher the number of samples selected, the higher the remlution of phase and Eequency 

measurement of a given burst. However, since a finite arnount of memory is available, the 

higher the number of samples taken per Doppler burst, the fewer nwnbei of bursts that can 

be wllected. A good compromise between number ofsamples per burst and number of bursts 

collected was found to be 128 to 256 samples, with sampling rates set to 10 - 40 MHz, 

depending on local flow conditions [43]. 
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S = Effective detector separation 

FIGURE 4.4: Receiver geometry 



4.1.3. Instrument Output 

As discussed above, the Aerometrics Phase Doppler Particle Analyzer determines a 

droplet's diameter and velocity by assessing the Doppler burst fiequency and phase shift 

resulting f h m  a particle traversing the probe volume. Rather than report each individual 

particle's diameter and velocity, the instrument outputs statistical infiormation determined 

nom a data set of IV particles, where N is a number chosen by the operator. M e r  N particles 

have k e n  vaiidated, the system cornputes four statistical mean diameten @,, , D, , D, and 

D3J, mean and RMS velocity, droplet number density and volume flux. 

Dro plet mean diamet ers and velocities are determined using a binning t ethnique, 

whereby each particle measurement is placed in the appropriate diameter and velocity bin. 

Velocity and diameter ranges are compriseci of 240 qua1 width bins each, where the width 

of each bin Û d e t d e d  by the instrument range configured for that variable divided by the 

total xnunber of bins. The resulting diameter and velocity infomtion is presented in tabular 

and histogam fom by the software, with the number of counts in each bin plotted against the 

bin median diameter or velocity. Raw data consisting of a time tag, diameter, velocity and 

gate time for each individual droplet in the data set can be saved for post-processing. 

Mean diameter calculations must be wnected to account for the fact that the effective 

probe volume size increases with particle size, hence there is a bias towards large droplets. 

The probe volume is fomed by the intersection of two laser beams, each of which has 

a Gaussian intensity profile; hence the probe volume also has a Gaussian intensity profile 

across its width. The effective probe volume width, which, when multiplied by the probe 

volume length seen through the spatial filter determines the probe volume area, is the 

maximm distance fiom the probe volume centre that a particle can pass and still produce a 

Doppler burst detectiile by the system. Since the intemity of iight scattered by a transparent 

or opaque particle is proportional to the square of its diameter, larger particles can pass 

farther f?om the probe volume centre than d ones and still be detected. Sirnilarly, a faster 

moving particle would have to pass closer to the probe volume centre than a slower-moving 

one since the total number of photons scanered by a particle scales with residence the. 

Therefore the effective probe volume width is a fùnction of particle size and velocity. In 
, 



addition, several insrniment parameters have an influence on effective probe volume width, 

including laser power, photomultiplier voltage, threshold setting, envelope flter tune and 

alignment precision. Rather than determining a theoretical probe volume width function 

including all of these parameters, (some of which are not monitored by the system), the 

instrument caiculafes an effective probe volume width for each size bin, using the actual data 

set kif as outlined below. The effective probe ara is then dculated by d&ermining the area 

of the pdelogram fomed by projecting the probe volume width and length into the plane 

of velocity meastuement, as shown in Figure 4.1. 

The effective probe width in a parricular size bin is determined by calcdating the 

probe volume length traversed by each particle in that size class, determined by multiplying 

the gate time by the particle velocityocio, The effective width for each size class is detennined by 

applying a proprietary algorithm that detemiines statistidy the maximum probe volume 

width for each ske class &om the set of traverse lengths, and assumes that this maximum 

corresponds to the effective probe volume width for that size class [44]. The algorithm takes 

into account tbat a minimum number of h g e  crossings are r-ed to trigger the instrument, 

to arrive at the foliowing expression for the probe volume width for a given bin: 

where: A, = Area of probe volume for rth ske class 

A, = Area of probe volume for largest size class 

6 = Fringe spacing 

a, = Radius of ith size class 

a,, = Radius of maximm size class 

G = Square root of instrument gain 

The value of G is determined by proprietary software included with the instrument, 
# 



which determines gain by evaiuation of the product of particle transit t h e  and velocity for 

dl droplets meanired. The maximum probe area is determined in similar fashion. By this 

procedure, the largest calculated probe area corresponds to the largest droplet size bin. In 

order to produce unbiased mean diameter cdculations, the probe volume areas for each size 

bin are normalized by the rnaximum calcuIated probe area to produce corrected counts. The 

corrected count for a given size bin is computed from: 

where: n,, = Corrected count in the ith bin 

n, = Actual count in the ith bin 

Ail statistical diameter caiculatiom that the instrum ent outputs are based on these correc 

counts. The instrument aiso cornputes the droplet number density and the liquid volume flux. 

These parameters are based on the a d  caidated probe areas, instead of the relative probe 

area used in the above. The droplet number density is determined from the following: 

where: ND = Droplet number density 

U = Droplet mean velocity 

t = Total elapsed time for sample 

The volume flux is caicuIated fiom: 

J b Flux = - O 



where: Flux = Volume flwc 

DM = Volume mean diameter based on corrected counts 

It should be noted that the statistical diameters do not depend on an absolute calculation of 

effective probe area, but only on the ratio of the probe area for the bin of interest to the 

maximum, This ratio is relative@ insensitive to the value of G. The calculated achial maximum 

probe area A,, . on the other hand, is required for volume flux and nurnber density, and is 

highly sensitive to the calculated value of Gy as will be discussed in Chapter 7. 

4.1.4. Post-Processed Results 

In order to determine parameters such as gas-phase velocity, it is necessary to post- 

process the raw data fiie to remove velocities correspondhg to measurements fkom those 

particles that are too large to acwately folow the gas-phase fiow. This is an iterative process 

since the cut-off size varies with flow conditions. Once a cut-off size has been selected, a new 

data file is created consishg of ody velocities associated with particles less than the cut-off 

size, and mean and RMS velocities as weii as shear stresses determined as follows: 

where: CI, V,  = Axial and radial velocities of the ith droplet 
- - 
U, V = h i a l  and radial mean velocities 



u. v = Axial and radial fluctuahg RMS velocities 

N =  Number of particles in post-processeci data set 
- 
u v = Turbulent shear stress 

In sorne m e s  where dyed fuel was used (see section 4.1.6) data rates of small 

particles were sficiently high that M e r  processing to obtain turbulent timescales and 

spectra was possible. The software in use to determine these requires data obtained at h e d  

time increments. Since the phase Doppler system records a particle event any time a particle 

passes through the probe volume, the resulting data set consists of essentidy random arrivai 

tirne data Mer removing large particle data, the final data set consists of a random time 

series of velocity measurements. To convert this random time series into a fked interval data 

set suitable for processing, a hear interpolation technique was employed. The random Mie 

series data set was exaniined to determine the mean data rate, defineci as the total number of 

data points divided by the total elapsed tirne of the measurement set. The fked interval data 

set was then produced at a fixed fiequency approximately haif the mean data rate. The 

processing software was set up to alert the user of excessively long tirne periods over which 

no new velocity measurernerrts were recordeci, which, on interpolation, would r e d t  in long, 

artificial Iinear variations in velocity- The resulting data set was then processed by the 

Mechanicd Engineering Data Acquisition and Processing software [4 51. The int egral d e s  

of velocity are detemiined nom htegration of the normalized autocorrelation finction: 

where: fl~) = Nonnalized autocorrelation function 

T = T h e  penod of data set 

U(r) = U at time I 

U(t - T) = U at time t + ~  



The dirrete form of the nomalized autocorrelation function calculation is given as foilows: 

*vC ' [ ~ ( i k )  - Ü ] [ u ( ~ A T  + mAr) - Ü] 
LR(m Ar) = 

N - m - 1  , = O  

“J- 1 4.16 
-J-C [ ~ ( i ~ r )  - üp 
N -  l ,=O 

Where: Ar = Time step between data points 

N= Total number of data points 

m  = number of time lags up to a maximum of M (m=û, 1,2, ...M 

The number of thne lags wnsidered, M, is generally chosen as the number required to reach 

the fïrst zero crossing of the autocorrelation hction.  The autocorrelation fùnction is usually 

nomalized by the square of the RMS velocity, so that %(O)= 1 . The integral rimescale is 

obtained by integration of the normahed autocorrelation fùnction as follows: 

where: 

In regions of low intensity turbulence, Taylor's fiozen flow hypothesis can be invoked, 

whereby integrai length scales can be obtained by multiplication of local mean velocity by the 

integral timescaie. 

The turbulent energy spectmm is obtained as foliows: 



Where: E f l =  Power spectral density fùnction 

Af = Frequency range 

T = Timespan of data set 

f = Frequency 

t = Tirne 

The discrete fom of the above, used in the processing software, is as follows [45] 

where: 4, = Discrete Fourier t r d o r m  

n, = Number of data blocks 

N = Nurnber of data points in each block 

It should be noted that the variance of the power spectral density function can be quite large, 

even for large numbers of data points, N. This problem can be minimized by calculating the 

ensemble average of the spectral density fùnctions from many smailer data blocks. While 

decreasing the number of data points in each block încreases the variance, increasing the 

number of independent data blocks used to reconstruct a spectral density function decreases 

the variance. Generally a triai and error approach is necessary to minirnize variance by aitering 

the size and number of data blocks for a given data set. 

4.1.5. Limitations 

As with any measurement system, phase Doppler interferometry has its limitations. 
, 



Although the system is wideiy acceptecl for particle size and velocity measurements and seems 

reliable and efficient, it is important to be aware of its Iimitations. 

One potentiai limitation results nom the requirement that the particles being measured 

be spherical. In most sprays, under most conditions, this Lmit does not impose undue 

restrictions. However, in some situations where large droplets are interacting with high 

relative velocis, or turbulent flows, droplet distortion fiom spherical may occur, resulting in 

data rejeaioa In these types of flows, data will be biased towards smaller particles that resia 

aerodynamic distortion and remain spherical. 

Another limitation arises âom the Limited dynamic range of photomultiplierlampiifier 

circuitry, which have a usefil range of approximately 2500: 1. Since the Uitensity of light 

scattered firom a droplet scales with diameter squared, the resulting dynamic range of the 

instrument is effectively approximately 50: 1. In addition t O this, since the probe volume area 

is related to droplet size, the effective probe volume area for small particles is much smaller 

than for larger particles, Iimiàng the system's sensitivity to srnail seed particles. A method of 

overcoming this limitation is descn%ed in the next section. 

A third iimitation &ses eom the physics of light scattering by small particles. The 

Iinear phase shiWdiameter relationship predicted by geometric optics as used in PD1 begins 

to break dom as the particle size approaches the incident Light wavelength. Since the argon 

ion laser wavelength is around 0.5 pm, this represents the approlcimate lower diameter lirnit 

of applicability for the phase Doppler method. 

4.1.6. Increasing PD1 Sensitivity to Small Particles 

As discussed above, it can be difncuit to configure the PD1 system to efficiently detect 

s d  seed particles when large particles are present due to the limited dynamic range of the 

photornultipliers, and due to the Gaussian nature of the probe volume, resulting in a very 

s d  &&ve probe volume size for miall particles relative to large ones. It is often desirable 

to determine the gas-phase velocity in a mdti-phase flow. In order to do this, velocity data 

is obtained fiom ail particles passing through the probe volume. The data set is then filtered 

to retain only data corresponding to srnail particles which accurately track the gas-phase flow. 
C 



In most situations with a typical spray containing droplets up to 100pm in diameter, it is 

d B d t  to detect large guantia'es of snall particles. In order to obtain sufficient smaii particle 

counts to calculate natisticdy reliable gas-phase mean and RMS velocity, extremely large 

raw data sets are required, and data rates of srnail particles are hsufficient to resolve even the 

largest turbulent feahles. A method to reduce this problem has been developed by Friedman 

and Renksizbulut [46] using dyed droplets to attenuate the intensity of light scattered f?om 

large droplets, aüowing the photomultiplier gain to be set higher, thus enhancing the visibility 

of srnail seed particles. 

A particle scatters lights by reflection, fka and higher order refiaction as shown in 

Figure 4.5. The equation relating the scattered intensity to incident light intensity at a given 

point in space is given by [47]: 

where: I = Scattered intensity at a point in space 

1, = Incident light intensity 

D = Divergence (see below) 

a = Particle radius 

e, = Coefficient 

s = Radiai distance nom particle centre 

The divergence term, D, is given by: 

sin ?: cos t D =  
sin 8 1 a/kl 



de' -- tan t - 2 - 2 0 -  
dr ' tant' 

where: p = Scattering mode (O = reflection, 1 = 1" order refraction ...) 

8, @', s, t' = Optical angles (see Figure 4.5) 

Frorn SneU7s law: 

where: m = Relative index of refiaction of scatterer 

The coefficient E' is obtained fiom the Fresnel coefficient r, as foIlows: 

- m sin r - sin t' 
r2 - m sin t + sin s' 

The above equations are valid for transparent spheres larger than the incident light 

wavelength Partially absorbing (dyed) droplets obey Beer's law for attenuation of intensity 



due to absorption, hence it is possible to m o d e  Equation 4.21 to account for absorption of 

light by the droplet: 

where: y = Droplet absorptivity 

In this equation, the term (-2pyasim') represents the optical path length through the droplet. 

Figure 4.6 shows the relative scattered intensity received by a detector located at 30' fiom 

the forward axis, assuming a relative index of refiaction of 1 -3 3 3 (water) and an absorption 

coefficient y of 0.015 /pm, for first order rehcted light. As can be seen, the relative 

attenuation significantly increases with increasing droplet size. 

It is important to consider the relative Uitensity of refracted light to reflected light at 

a point in space, since the PD1 system operates assuming one scattering mode is dominant. 

At the 30" collection angle typically employed, with water as the scattering medium, the 

intensity of refracted light scattered by a transparent particle is approxhately 44 times that 

of reflected light, hence there is no sipficant interference fiom reflection. When the droplet 

is partially absorbing, refiacted light will be attenuated but reflected light will not, hence 

interference from reflected light can becorne a problem. Figure 4.7 shows the ratio of 

refracted to reflected light intensity versus particle diameter for a partially absorbing (y = 

0.0 15 /pm) droplet. As can be seen, for droplet diameters greater than about 150pm, the 

intensities of refiacted and refiected light are of the same order, and interference can be 

expected. 

Figure 4.8 presents estimates of the scattered light intensity for a dyed and undyed 

droplet. As can be seen, the £irst order scattered intensity for a transparent droplet increases 

monotonicdy with diameter, wMe the intensity curve for the absorbing droplet exhibits a 

maximum near l5Opm. The droplet size producing the maximum first order scattered intensity 

can be found by diierentiation of Equation 4.28 and is given by: 



- 1 
- p y sin 5' 

nie  intensity of light scattered by a particle of size a,, is given by: 

where: I,, = Maximum intensity scattered by particle of size a,, 

e = Natural log base (2.7 183 .. .) 

It is possible to select an absorption coefficient y such that the maximum light intensiîy 

scattered by droplets divided by the lower detection lunit of the insmunent for the droplet size 

required fglls within the range of the photomultipliers being used, thus allowing detection of 

ali droplets larger than the lower detectability ihi t  without overloading the photomultipliers. 

Of courre, other optical and processing constraints, including interference f?om reflected light 

impose practical limits on the size range that can be realistically be achieved. For example, 

consider a typical photomultiplier range of 2500: 1 and a receiver located at 30". Selecting an 

absorption coefficient of 0.0185 /pm would result in no droplets s c a t t e ~ g  sufficient light to 

saturate the photomultipliers if the photomultiplier gain is set to detect 1 Pm particles, 

although for very large droplets reflected light would begin to interfere with the signal and 

cause erroneous reSUitS. Location of the collection optics at the 73.7" Brewster angle, where 

reflection vanishes, would eliminate this interference, although the reeacted signal intensity 

is dso lower at this collection location. 

Phase Doppler droplet diarneter meanirements require correction to eliminate biases 

induced by the variation of effective probe volume size with droplet diarneter. Cutrent 

instrumentation uses a correction aigorithm that assumes non-absorbing droplets. Since 

absorbing droplets effectively reduce the probe volume are- for large droplets relative to non- 

absorbing ones, a correction scheme that accounts for droplet absorption is required. 



Consider a probe volume with a Gaussian intensity dianhtion: 

where: Io = Centerline laser beam intensity 

1' = Beam intensity 

r, = Radial displacement from beam centrehe 

r, = Beam waist diameter ( l/eZ) 

Substitution of the above into Equation 4.28 yields: 

A general expression for the maximum scattered light intensity for a particle of size a- 

passing through the centre of the probe volume (assurning the particle size is small compared 

to r,) c m  be obtained f?om Equation 4.32 as: 

For a given photodetector with a dynamic range of G', the minimum detectible intensity is 

1,,/G2'. Hence, using Equations 4.29 and 4.33 a general equation for the effeaive probe 

volume radius r, for a given particle of radius a is: 



It follows f?om Equation 4.34 that: 

To correct a measured distribution for probe volume bias error, it is necessary to divide the 

number of counts in each size class by the ratio rb/,i,,, for that size class as given by the 

above equation For non-absorbimg droplets (y = O), a,, corresponds to the largest drop size 

in the measnement set, and the above reduces to the standard algorithm typically used. The 

Aerometrics system detemiines the value of G2 by evaluatuig minimum and m;utimum probe 

volume traverse lengths for different size classes using a proprietary algorithm. In order to 

extract the value of G caidated by the software f%om a data set, it is necessary to examine 

the ratio of uncorrected count to correcteci count in any size class that has large numbers of 

counts to obtain rdr,,, then use Equation 4.35 with y = O to determine G. 

Figure 4.9 and Table 4.3 present results fiom the application of the standard 

correction schane and the absorptivity-comected scheme to a raw data set  consisting of a log- 

normal distribution of droplets having an absorptivity of 0.01 5/pm with a geometric mean 

diameter Dg of 3Opm and a geometric standard deviation O, of 1.75 Pm. A value of = 1000 

was assumed. As can be seen Eom Table 4.3, use of the correction scheme for non-absorbing 

droplets under these conditions results in an underestimation of the arithmetic mean diameter 

by 1.2 pm (3.6%). 

Venfication experiments with absorbing droplets were performed using a vibrating 

orifice droplet generator [48] and a standard pressure-swirI atornizer to confirm the above 

theoretical predictions. The workuig fluid was water, doped with Acid Red #1 dye 

(azophioxine). This dye has quite a high absorptivity in the 488-515 nm range at low 

concentrations (y ~ 0 . 0  15/pm at 3 g/l concentration), and is quite inexpensive. Tests with a 

dye used in dye laser applications, Rhodamine 590, showed that this dye achieved the same 

absorptivity as Acid Red #1 at a concentration of just 1 g l, but it is very expensive. Many 



other dyes are available, and may perform better a d o r  more economicaliy. Figure 4.10 

shows the deviation of rneasured diameter fiom expected diameter as diameter increases, 

showing the effect of signal contamination by reflected light as refiacted light is dampened 

out. As can be seen, the error associated with this phenomenon increases rapidly beyond 

200~121, hence care mus be used in applying this method to coarse sprays. Figure 4.1 1 shows 

the measured mean intensity scattered fiom spray droplets vernis measured diameter for 

undyed droplets. It should be noted that, at the time these measurements were made, Our 

instrument could only be configured with a maximum of a 50:l diameter range, so two 

measurement sets were made, one for a range of particles of 2 to 100 Pm diameter, and a 

second for those 100 to 300 pm in diameter, with all other parameters remaining fixed. Since 

these meaairements were made at different times, and since laser power and alignment drift 

somewhat with the ,  a smaiI kink is evident in the data set at 100 Pm. As can be seeq the 

data follows the expected trend, with the best fit equation shown on the figure. Figure 4.12 

shows a d a r  data set using a dyed spray which follows the expected trend weU. A best fit 

equation, using the second order coefficient obtained fkom Figure 4.1 1, is displayed in the 

figure. At large diameters, the measured intensity is higher than the predicted value since the 

predicted value does not include any contribution to intensity due to reflected iight, which 

becomes significant at these larger diameters. Finally, Figure 4.13 shows a histogram of a 

dyed spray seeded with nebulizer particles with an arithmetic mean diameter on  the order of 

2 Pm. The large peak at small diameters represents detection of the seed particles even in the 

presence of droplets in arcess of 120 prn in diameter. Photomultiplier voltage was set in each 

case to a level which resulted in minimal saturation (saturation LED's £iicker ody 

occasionally). In both cases, dying the spray vastly increases the visibiiity of seed particles in 

the presence of large droplets. 

In S ~ I I ~ I T ~ ~ I T ~ ,  dying the sprayed fluid with a small quantity of an appropriate dye 

attenuates the intensity of scattered rehcted light fiom large particles to a sufficient degree 

that photomultiplier gain can be set to a level high enough to obtain etficient detectibility of 

seed partictes, evai when large particles are present, without saturating the photomultipiiers. 

Errors due to refiection effects can occur with larger particles, but this problem can be 
, 



avoided with judicious selection of optical configuration and dye concentration. 

Corrected Value- 

Standard 

Correction (pm) 

Statistical Diameter 

Table 4.3: Influence of correction scheme on statistical diameters for a 

Corrected Value 

A bsorptivity 

Compensated (pm) 

log-normal 

(Dg=30pm, ag=1.75pm) raw distribution with droplet absorptivity y=û.OWpm and 

instrument gain G? = 1000. 



FIGURE 4.5: Droplet scattering geometry 
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FIGURE 4.6: Ratio of intensity of scattered refkacted light for dyed (y =O.OI 5 Ipm) and 
undyed droplets 
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Relative htensity Ratio for i&ed DropIets 
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FIGURE 4.7: Ratio of first order reeacted intensity to reflected intensity at 30" 
collection angle for dyed (y = 0.0 15 /pm) droplets 



Scattered Refracted Intemie 
Dyed versus Undyed Droplet 

FIGURE 4.8: Cornparison of ref?acted scattered intensity for dyed (y = 0.0 15/pm) and 
undyed droplets 



Dsitnbution Correction Schemes 
Standard and Absorptivity-corrected Methods 

FIGURE 4.9: Cornparison of correction schemes applied to a log-normal @, = 30 pm, o, 
= 1.75 ym) raw distribution, and an absorptivity of y = 0.0 1 5 /pm and G = 3 5 
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FIGURE 4.10: PD1 measured deviation fkom expected diameter with dyed droplets 
(y = 0.015 Ipm) 



FIGURE 4.1 1: Measured scattered intensity versus diarneter for undyed droplets 
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FIGURE 4.13: Typical droplet diameter hiaogmm with dyed droplet (y = 0.015 /pm) 
and nebuiizer-seeded airfiow 



4.2. Planar Laser-Induced Fluorescence 

Planar laser-induced fluorescence is a technique that dows two-dimensional imaging 

of species. In fiames, the technique is typidy used to image combustion radicals such as the 

hydroqd (OH) and methylidyne (CH) radicals, although other species can be imaged as well. 

The two dimensional fluorescence image can be processed to determine the spatial 

distribution of species concentration. The method has even been used to produce 

instantanaus two-dimensional maps of temperature dimibution when apptied to flows seeded 

with known concentrations of N0[49]. The typical system uses a pulsed laser beam spread 

into a sheet and transmitted through the £lame beîng midied, to excite the species being 

probed. Resulting fluorescence emission is coilected at 90" using a sensitive ICCD camera. 

The resulting imag; can be used "as is" to provide an instantaneaous "pichue" of the reaction 

zone location, or it can be fkther processed to obtain quantitative information regardiig 

species concentration. 

Excellent review articles !wmaking the theory and implementation of spectroscopie 

techniques in combustion diagnostics have been written by Kohse-Hoinghaus [50] and Daily 

[5 11, and are good sources of background information regarding PLIF. 

4.2.1. Laser-Induced Fluorescence Theory 

Light can interact with molecules ui a gas in a number of ways. Elastic (Rayleigh) 

s c a t t e ~ g  occurs when there is no net energy exchange between the photon and molecule, 

and no associated wavelength SM after interaction. Most scattered light whose energy does 

not correspond exady to the ciifference between quantum energy levels in the molecule wiiî 

be scattered in this manner. It is possible, however, for an interaction to occur wherein the 

incident light wiil be fiequency shated an amount correspondhg to any quantum energy level 

difierence, an interaction b o w n  as Raman scattering. If the Raman scattered light is of lower 

frequency (lower energy) than the incident radiation, it is termed Stokes shifted, and 

converselyi if& is of higher fiequency, it is termed anti-Stokes shified. The incident radiation 

does not need to be any particula. wavelength for either Stokes or anti-Stokes Raman 

scattering to occur, as Rqman scattering is not a resonant process. If the fiequency of the 



incident light exactly matches a quantum energy level diifference of the molecule (with certain 

other constraints), the molecule can absorb the photon and increase its energy to a higher, 

excited state. The excited molecule c m  then relax to a lower energy level by emining a 

photon with a fiequency equal to the moleaile's energy change. If the molecule retunis to its 

original state, the emitted photon wiil have a fiequency quai to the original incident radiation, 

and is termed resonant fluorescence. If it retums to some other lower energy state, the 

emitted photon wiü have a fiequency that ciiffers frorn the incident radiation. Ef  the incident 

radiation is laser light, the process is called laser-induced fluorescence (LE). Both Raman 

scattering and L E  have been successfidly employed as spectroscopie techniques. The LIF 

signal, however, is severai to rnany orders of magnitude stronger and thus is easier to acquire. 

Planar laser-induced fluorescence (PLIF) aliows some radical species in flames, such 

as OH and CH, to be imaged in a two dimensional plane at extremely high temporal 

resolution The method involves exciting the species to be irnaged using a sheet of laser light 

tuned to an excitation fiequency, and observing the resulting spontaneous fluorescence at an 

allowed tluorescence wavelength or wavelengths. The method relies on the quantum nature 

of molecules, whereby only discrete energy levels are possible for a given atomic or molecular 

system. Contniutions to internai energy of a birnolecular species are made fiom electronic, 

vibrational and rotationai energy states. Changes in intemal energy can only be made in 

quantum steps for each energy mode, with only certain quantum transitions possible. The 

electronic state is usudy designated by letter, with the lowest energy state, ( ground state) 

designated X, the first excited state 4 the second, B etc. The vibrational siate is designated 

by the vibrational quantum number v, which can assume any hteger value from O up. The 

rotational state is designated by the rotational quantum number J. 

A molecule can change its energy state by a number of mechanisms. Collisions with 

neighbouring molecules can result in energy redistribution, as can interactions with photons 

(either absorption or emission). A phot on whose energy exactly matches an aiiowed energy 

difference between quantum states of a rnoIecule can be absorbed, and ifit is, that molecule 

rises to an energy state corresponding to the base energy plus the additional energy of the 

photon absorbed. The probabiiity of this occurring is given by the Einstein coefficient for 
, 



absorption B, multipiied by the energy density of the stirnulating radiation at the transition 

fiequency, where the subscripts n and m correspond to the initiai and h a 1  quantum states 

respectively. A photon whose energy does not match a specific aliowed energy transition of 

a molecule is unially scattered elastically, with no energy exchange with that molecule, 

although there exists a smaii probability that a non-elastic interaction can occw. This type of 

non-elastic interaction can cause certain dowed transitions within a molecule and result in 

the eniission of a photon with an energy quai to the incident photon energy plus the change 

in energy of the molecule, either positive or negative. This process is known as Raman 

scattering, as rnentioned above. Although the intensity of Raman-scattered iight is low, this 

phenornenon has beai sdezlsively exploited in clean flame diagnostics, ailowing determination 

of major species concentration and temperature at high spatial resolution [52]. 

A molecule in a high (excited) energy state can relax to a lower state by severai 

processes. It can lose energy to neighbouring molecules through collision, or it can lose 

energy by emitting a photon of energy equal to the molecule's energy transition. The emission 

of a photon can be stimulated by the presence of another photon of the same energy, a 

process calleci stimulated emission, or it can be emitted spontaneously, a process called 

spontaneous emission. For a molecule in an excited state (designateci state m), the rate of 

photon emission by stimulated emission is given by the Einstein coefficient for stimulated 

emission, B,, multipiied by the energy density of the stimulating radiation at the transition 

fiequency, where n represents the relaxed state. Similarly, the rate of relaxation of molecules 

in an excited state through spontaneous emission of a photon is given by the Einstein 

coefficient for spontaneous emission, A,. The probability of relaxation through collisional 

processes is given by the collisional quenching rate coefficient, Qm. The coiiisional quench 

rate is related to the spatial distribution, molecular size and energy level of species in the 

region where the excited molecule resides, and can be quite complicated to d e t e d e .  The 

Einstein coefficients, however, are generaliy weli known for major species. 

The number of molecules pumped up to an excited state in a given volume of space 

by incident radiation is proportional to the number density of the species involvecl, the hction 

that are in the appropriate quantum state for absorption, the Ei ie in  coefficient for stimulated 
# 



absorption of the moleaile and the nature of the stimulating radiation When a population of 

ground state molecules is first exposed to incident radiation, the excited upper state beghs 

to be populated as molecules are excited. At the sarne t h e 7  excited state molecules relax 

through various mechanisms, depopulating the upper state. Mer a period of the ,  the 

excitation and de-excitation rates balance, and a steady state is reached. The time required to 

reach steady state is a f'wiction of the laser spectral irradiance and any deactivating processes 

such as quenchhg. For the conditions encountered in this work, steady state is reached in 

approximately 111s [52], much shorter than the laser puise duration, so a steady state anaiysis 

is used in the following development. For fluorescence fiom a finite volume containing a 

probed species irradiated by a laser sheet of thickness t and height h,, the number of 

molecules in the excited state cm be determineci by [52]: 

where: n, = Number of molecules in the excited state 

BI,  = Einstein coefficient for stimulated absorption 

c = Speed of light 

h, = Laser sheet height 

t = Laser sheet thickness 

E(v) = Laser energy lineshape fùnction 

g(v) = Absorption lineshape 

f. = Boltzmann fiaction in absorbing vibrational state 

f, = Boltzmann fiaction in absorbing rotational state 

no = Number density of molecule being probed 

A = Area viewed by collection optics 

The fim term in parenthesis represents the Einstein coefficient for aimulateci absorption. The 

second terni is the overiap integral between the laser energy density spectral lineshape and the 
C 



molecular absorption heshape, which represents the amount of laser energy that cm 

potentially be absorbed by molecules in the absorbing quantum states. The third term 

represents the number density of molecules in the ground state that are in the appropriate 

quantum state for absorption, and the final terni is the volume being probed. It should be 

noted that the laser sheet thickness, appearing in the second and fourth terms, cancels out, 

and hence detailed knowledge of laser sheet thickness is not necessary this portion of the 

The number of fluorescence photons emitted isotropically by the excited molecules 

can be obtained by multiplying the number of molecules in the excited state by the 

fluorescence yield, which represents the fiaction of excited state molecules that relax by 

spontaneous emission of a photon: 

where: n, = Number of photons emitted 

F, = Fluorescence yield 

A model for the fluorescence yield appropriate to the excitatioddetection scheme employed 

in this work for OH fluorescence is a four level model that allows for several paths of de- 

excitation of excited state m o l d e s ,  as shown schematically in Figure 4.14. In this modei, 

OH is excited fiom the ground date, \/=O level to the first electronic excited state at vr=l. 

Molecules in this state can relax by spontaneous emission of a photon, quenching, or 

downward vibrational transfer to the d=û level. In addition, molecules in this state can emit 

a photon by stimulated emission caused by the excitation radiation. Photons emitted by 

stimulated emission are emitted in phase with and in the sarne direction as the stimulahg 

radiation, and are not collected as part of a fluorescence detection scheme. Molecules in the 

v'=O excited state can relax either by spontaneous emission of a photon or by quenching. 

Upward viirational transfer is neglected in this model as upward transfer rates are generally 
* 



vexy srnd compared to downward rates. This mode1 does not discriminate between rotationai 

levds, and does not include any rotational redistriiution, as the collection scheme is assumed 

to be broad band, detecting al1 photons arising fiom the electronic/vibrationaI transitions 

shown, regardes of rotationai state. The fluorescence yield based on this mode1 is given by: 

where: A, ,, A,, = Spontaneous emission rates fiom v'= l to fl= 1 and O respectively 

A,,, A, = Spontaneous emission rates &om v'=û to f l= l  and O respedvely 

V = Downward transfer rate 

Q, = Quench rate from d=O 

Q, = Quench rate from v'=1 

b,, = Stimulated emission rate 

The stimulated emission (or absorption) rate is determined from the Einstein 

coefficient for stimulated absorption multipiied by the laser spectral fluence as follows: 

Therefore, determination of the fluorescence yield requires a detailed knowledge of the laser 

sheet dimensions as weU as temporal characteristics of the laser pulse; details that are often 

diflicuit to detemine. In addition, since the laser lineshape int@ appears in the denorninator 

of the fluorescence yield caldation, when substituted in to Equation 4.38, it is apparent that 

fluorescence is a non-linear fiindon of laser energy. However, examination of tems in the 

denorninator of the fluorescence yield equation suggests that, if laser energy is sufliciently 

low, such that b,, is small in cornparison with the other tems, it may be neglected and 

fluorescence becomes linear with laser power. In fact, in Equation 4.38, the b,, term should 



be multiplied by the fkaction of upper state molecules that are in the appropriate rotational 

state for interaction with the stirnulating radiation Suice rotational redistributions do occur, 

though not considered in the above caladation, the effkct of this term is subaantialiy reduced. 

In atrnosphenc pressure flames, it is wefl known that quench rates and vibrational 

energy transfer rates are much faster than spontaneous ernission rates, and hence the 

spontaneous emission terms in the denorniniitor may be ignored. Invoking these assumptions, 

the fluorescence yield reduces to: 

Since detemination of the 4, tem is difncult, experimental verification of the theoretical 

linear relation between fluorescence yield and laser power was performed in this work It was 

found that fluorescence inte* Mned linearly with laser power up to the maximum available 

power of 3 ml in a 70mm high shed when tested with a steady bunsen bumer flame. It should 

be noted thaî the maximum laser pulse energy was approxïmately 6 ml/pulse, but losses due 

to the uncoated optics, as well as spatial filtering required to produce a reasonably uniform 

sheet, reduced the laser energy in the sheet by at least 50%. 

The four level mode1 involves fluorescence fiom four distinct transitions; A2Z-X% 

(1, l), (1 ,O), (0,l) and (0,O) at 3 14,283, 343 and 308m respectively. An optical collection 

system including an interference filter to discriminate fluorescence fiom Mie scattering, used 

in this work, requires modification of the fluorescence yield equation to account for the filter 

transnission at the different wavelengths involved. The modified fluorescence yield is given 

b y: 

where: Tl,, Tl, TOI, Tm = Filter transmission at the transition wavelength 
C 



In this work, the interference filter used had a lOnm bandpass, centred at 3 14nm. The 

transmission factors for this filter were [53]: 

T,, = O. 17 

Tm= 0.11 

r,, = To, = O 

Hence, the fluorescence yield reduces to [54]: 

The number of photons ernitted that are coliected by a lem located at a point in space, by a 

region that images ont0 one pixel of the ICCD, can be deterrnined fiom the above equations 

as follows: 

where: 0 = Soiid angle of collection 

A, = Area of laser sheet imaged by a pixel 

n,, = Number of photons directed to pixel 

The number of photons directed to the pixel in question do not necessarily arrive at the pixel, 

due to inefficiencies in the optics. However, the method used to calibrate the system, 

descriid later in Section 4.2.2, calibrates over these optical losses, and hence they do not 

need to be considered explicitly. 

The hction of probed molecules in the appropriate quantum States for absorption can 

be determined from the following expressions [52]: 



where: v = Vibrational quantum number 

J = Rotationai quantum number 

h = Planck's constant 

c = Speed of light 

a, = Molecular vibrationai energy constant 

B, = Rotationai constant 

k = Boltzmann constant 

T = Temperature 

The laser fluence overlap integral term can be evaiuated by conside~g the laser 

spectrai linesbape and the molecular absorption heshape. The laser heshape is assurneci to 

be Gaussian, and can be modeiled as foilows [52]: 

where: E( v )  = Laser spectral lineshape function 

E, = Laser pulse energy 

Av, = Laser iinewidth 0 
v = Frequency 

v, = Centre frequency 
I 



The moiecular absorption lineshape rnay be dominated by Doppler broadening, 

associateci with the distniution of v e l d e s  of the moldes  present, or pressure broadening, 

associated with molecular interactions during photon absorption andor emission, or a 

combination of the two. The Doppler lineshape is generally modelled as follows [52]: 

where: g,(v) = Doppler lineshape hct ion 

c = Speed of Iight 

v,, = Center frequency of transition 

rn = Mass of molecule 

k = Boltanann constant 

T = Temperature 

v = Frequency 

Av, = Doppler iine width at half height 

It should be noted that the integral of g,(v) over ali fiequencies is 1. 

The pressure broadened lineshape is modelled as a Lorentzian distribution as follows [52]: 



where: gc(v) = Pressure broadened lineshape function 

Av, = Pressure broadened linewidth 

s = Timescale of interactions 

When both pressure and Doppler broadening are siflcant, a Voigt pronle is generaliy used 

to mode1 the resulting lineshape as follows [52]: 



Generally, the overlap integral must be evaiuated numericdy. In this work, the overlap 

inteprai JE(v)g(v)dv varied Rom 0.83 EdAvL to 0.69 EdAvL over the temperature range of 

1000 - 2000K, with a value of 0.75 EJAv at 1 SOOK. The variation with temperature is due 

to the Doppler linewidth, which increases with temperature. 

The Einstein coefficients A and B are generaily known for the major combustion 

species, as are the other constants appearing in the above equations. These are summarised 

for the x?I - ~~8 (1, O) transition for OH and the X211 - A% (0,O) transition for CH in Table 

4.4. 

The quench rate Q, however, is more dficult to obtain and requires a detailed 

kmowledge of al species present in the region of interest, their number density (dependent on 

temperature), their coilisional cross-section and velocity (aiso temperature dependent). 

Generally, eexprhentai values are used. Garland and Crosley[55] reviewed quenching data 

for OH, MI and CH and concluded that "...OH quenching can be estimated to w i t h  30-SV% 

in many cases, but ody to within a factor of three for NH and CH". In practice, the 

uncertainties associated with predictions of quenching rates have restncted planar 

meaSuTements of species concentration in unsteady flows to qualitative Vnaging, or, at best, 

semi-quantitative measurements where a qualitative concentration field is calibrateci by 

independent measurement or caicdation of concentration at a point. One approach to 

quenching, given by Eckbreth [52], is to calculate the quenching rate tiom ail coilisiondy 

active species present, using: 

where: nt = number density of rth deactivakg species 

q = collisional cross-sectional area 

u, = relative velocity between colliding species 



This method, however, requires a howiedge of species present, their temperature (as u,- F') 
and their concentration, knowledge generdy not avaiiable. More typicdy, experimentaliy- 

obtained vaiues for the quenching rate are use& aIbeit with quite a high degree of uncertainty. 

Quaich rates for OH in various types of atmospheric pressure flames have been reported by 

Garland and Crosley [5 51 and Tsujishita and Hirano [56], arnong others, and this data has 

been used in this work. 

The total number density of the species being probed can be deterrnined nom 

Equation 4.43. As can be seen fiom Equations 4.47 and 4.48, the population fiactions are 

a f'unction oftemperature as  well as rotational and vibrational quantum nurnbers, and it wouid 

seem that knowledge of temperature is required to obtain concentration. However, by 

differentiating Equation 4.45 with respect to temperattire and setting the derivative equal to 

zero, the rotational level J which minimizes sensitivity of ground state population to 

temperature cm be determined [52]. For OH, s e l e h g  J = 5.5 or 6.5 limits the sensitivity to 

temperature to within 10% over the range of temperatures typically seen in hydrocarbon/air 

flames (1000 - 2300K). 
From the above, and knowing the photon flux on a given pixel, the local number 

density of a particuiar species can be determined. Conversely, if the local number density is 

known, the local temperature can be deduced. In practice, it is possible to select molecular 

transitions whose initiai state population does not Vary much over the temperature range 

present in the field of interest, thus aiiowhg reasonably accurate measurements of local 

number densities even when the local temperature is not known to any degree of precision. 

The method of imaging OH used in this work involves excitation of the Q,(6) 

rotational transition (1,O) band ofthe A ~ ~ - X ? I I  at 283 m[57], and observing the resulting 

fluorescence nom the (1,l) and (0,O) bands at 306-320 nrn. Excitation of the (1 ,O) band and 

o b m t i o n  of the (1,l) and (O$) fluorescence dows sufficient spectral distance between the 

excitation and fluorescence fiequencies such that Mie Scatterd light can be effectively filtered 

out. Fluorescence intensity is usually sufEcient to allow single shot imaging of OH. Some 

interference due to elastic scattering fiom large methanol droplets was observed, but this was 

not a problem in the present study as this interference had the appearance of isolated, 



sphencal points, and were clearly discemable from OH, which appeared in wntinuous 

stmctures. 

CH was imaged by excieing one of the R-branch absorption lines ofthe A2A-X% (0,O) 

transition near 426 nm, and observing fluorescence fiom the Q-branch transitions as wefl as 

some of the adjacent, collisionaiiy-populated transitions near 43 1.5 nm folIowing the method 

used by M e n  et al [58]. Fluorescence intensities fkom CH are much lower than kom OH, but 

are still detectible with single laser shots in some cases, as wiU be discussed later. Table 4.5 

summarizes the excitatioddetection schemes employai in this work. 

Constant 

&KI 

A, 1 

Qm Qi 

18.513 cm-' q(v8 = O) 

16.126 cm-' 2C(v" = 1) [57] 

OH ( ~~2 - X% (1, 0)) 

1 -4 x 1 O6 sec-' (0,O) [59] 

BI, 

CH (A~A - x?I (O, O)) 

1.8 x 106 sec-' [52] 

8.38 x los sec-' ( 1 3  [59] 

5.6 x 10' sec*' (Qo and QI-see 

Table 4.4: Spectroscopic constants for OH and CH 

3 x 109 [SI 

Equation 4.49) [55] [ 561 

1.9 x l e 4  cm3 J-' [59][60] 

0, 

The equipment available for implementing the planar laser-induced fluorescence study 

consists of a Lurnonics HY750 Nd:YAG purnp laser with harmonic generator, capable of 

1064, 532 and 355 nm operation. In Q-switched mode, the laser pulse duration is 

approximately 10 ns, and maximum pulse fiequency is 20 Hz. Power output has been 

measured at 532 nm to be approximately 180 ml per pulse at 10 Hz.. The Nd:YAG laser is 

coupled with a Lumonics HyperDye 300 pumped dye laser, capable of producing tunable laser 

8.7 x 1 e4 cm3 J*' s" [52] [60] 

3569.59 cm-' [57] 

2792.92 cm-' 'I: [57] 

2860.75 cm-' ?I [61] 

2933.57 cm-' 'A [61] 



output over a wide range of fiequencies, depetidhg on the dye used. Conversion efficiency can 

approach 30%, depending on the fiequency chosen and dye used. The output fiom the dye 

laser can be fiequency doubled using a Lumonics HyperTrack 1000 second harmonic 

generator, with a d u m  conversion efficiency of approximately IO%, depending on the 

wavelength and crystal used. Hence, the maximum theoretical UV output, asnvning the W 

fiequency desired matches the peak operating wavelength of both the doubkg crystal and dye, 

is approximately 6 xdlpulse, adequate pulse energy for planar imaging of LIF signals. The 

bandwidth of the UV output is approximately 0.25cm". 

The output beam fiom the laser systern is passed through two cylindrical and one 

spherical quartz lem, to produce a laser sheet approximately 70mm high and 0.75mm thick at 

the sheet waist. The beam was passed first through a 12mm focal length cyhdrical lem, then 

through a 300mm focal length cylindrical lens placed approximately 3 0 h  downstream of 

the fist lem The output of this lens was then directed through a lOOOmm focal length 

sphencal lens to minimize the laser sheet thickness at the focal plane, where the flame being 

probed was located. Variation of the distances between lenses dowed variation of the laser 

sheet height, wMe maidnhg minimum sheet divergence. Including optical losses (ali optics 

are uncoated) and after spatial filtering to minimize the intensity variation across the laser 

sheet, the resultant maximum illumination intensiiy is approximately 5 ml/cm' or 5 x 10' 

W/cm2 at 10 ns pulse duration. Maximum spectral irradiance is approximately 2.5 x 106 

W/cmz-cm-'. See Figure 4.15 for a general arrangement of the system. 

The optical imaging system consias of a Princeton Instruments intensified, W- 

extendeci ICCD canera, with a 576 x 384 pixel array, sensitive down to light wavelengths of 

approximately 1 80 nrn. A 1 OSmm UV-grade rnacro imaging lem is presently installed. The 

ICCD a m y  is therm~lectricaliy cooled, to rninirnize dark charge buildup. The ICCD can be 

gated for exposures as short as 20 ns, within 12ns of receiving a TTL trigger signal, thus 

aliowing for close synchronization with the laser pulse. The camera is coupled with a controuer 

and computer, to d o w  on-he image display and acquisition. One shortcorning of the ICCD 

, system is 

additionai 

that 2 to 3 seconds are required to read off an image from the CCD chip, and an 

1 or 2 seconds is required to store the image to the computer disk, thus limiting the 



image acquisition speed. The image can be stored with an intensity resolution of 16 bitdpixel, 

with interisty bang linearly propodonal to bit count to within 1% over the upper 95% of the 

intaiaty range. There is a slight, reproducible non-linearity in the lower 5% of the range [62]. 

The camera k saisitive enough to detect single photoelectrons, (although S N  considerations 

make single photon detection somewhat suspect) and quantum efficiency at 300nm is 

approximately 1 5-200/0. 

The software operathg the mers controk the electronic shutter, which cm be set for 

exposure times as short as 5 rns. When operated in gate mode, the gate pulse generator 

triggers the image intensifier, while the software controls the shutter. When the laser is 

operated at 10 Hz,  a typical set-up sets the shutter at 0.1 sec, and the gate pulse generator 

receives a TTL, signal f?om the laser which gates the intensifier in synchronization with the 

laser pulse. The puise width was generally set for approx 40 ns, wide enough to ensure 

capture of the entire laser burst, but short enough that flame emission interference is 

insignifiant. 

The software also includes some image processing features, including background 

subtraction, which subtracts a background image (typically an -sure made with the lem cap 

in place) f?om the fluorescence image7 eliminating the base bias signal from the image. This can 

be done on-iine or in post-processing, but on-line background subtraction slows down 

acquisition considerably and was not used. 
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PROCESS 1 
Excitation c 
Detection 

1 Expected pulse energy (1 0 ns 

1 duration) 1 

A*%x% (1 ,O) 

transition at 283 nm 

1 Laser sheet dimensions 1 

A~A-X?I (0~0) 

transition 1 at 426 nrn 

A%X% (1, i ), (0,o) 

transitions at 306-320 

nm (1 O m filter 

bandwidth) 

Princeton Instruments UV-extended ICCD 

canera, 576 x 3 84 pixels 

A'A-x'II (o,o) 

transition at 43 1.5 nm 

(1 nm fiiter 

bandwidth) 

Table 4.5: LIF Operating parameters 



FIGURE 4.14: Four level fluorescence mode1 
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FIGURE 4.15: Planar laser-induced fluorescence system Iayout 



4.2.2. Camera Calibration 

The imaged fluorescence is given by Equation 4.43 in terms of N, or number of 

photons per pixel. The output of the camera is a scaled intensity per pixel 16 bit number. In 

order to extract the number of photons incident on the pixel &om this intensity number, a 

camera calibration is necessary which takes into account optical efficiency, ICCD quantum 

efficiency, and instrument gain. A calibration rnethod based on Rayleigh scattering [63] was 

used to correlate reported intensity with number of photons per pixel. The method takes 

advantage of the faa that the Rayleigh scattering cross section for air is well known [64] and 

is 8.44 x 1Wn cm2/sr at 3 15 rn for vertically polarized light. The Rayleigh scattered power 

from a given volume of air is: 

where: Ew = Rayleigh scattered energy 

E, = Incident laser energy 

n = Number of laser pulses during exposure 

IV, = Number density of air molecules 

a,, = Rayleigh scattering cross-section 

R = Collection solid angle 

L = Length of imaged volume 

A = Laser sheet cross-sectional ara 

The first term in parenthesis is the incident energy per unit area, and the second term is the 

Rayleigh scatterhg rate per unit volume. The third term is the volume being imaged. It should 

be noted that the cross-sectionai area of the laser beam, A, cancels out of the first and third 

ternis, and hence knowledge of the laser beam dimensions is not requûed. 

The incident energy arising from viewing a length L of laser barn at right angles in 

space can be converted to a photon wunt by dividing by hv, Planck's constant times 



fkpency. The number of photons arrivhg at the lem can thai be detemiined as shown below. 

It should be noted that the incident pulse energy is the time averaged power divided by the 

number of pulses per second. 

where: n,, = Number of photons arriving at lem 

I f L  is selected to correspond to the imaged laser beam length on one pixel, then all photons 

arising fiom the volume in space defineci by this laser barn length arriving at the lem will be 

destineci for a coIumn of pixels imaging this beam segment. If the intensity counts of the pixels 

in the column of pixels are summed up, a calibration factor wmespoading to intensity count 

per photon incident at the lem can be obtained. This calriration factor can then be used to 

obtain n, requked in the fluorescence caiculation fkom an intensity count for a pixel. A sample 

calibration calculation is presented in Appendix 1 . 

This calibration method, if perfomed at the fluorescence wavelength of interest, has 

the advantage of e b a t i n g  the need to evaluate lem and ICCD quantum efficiencies 

explidy, as it relates the ICCD pixel intensity count to a photon count incident at the camera 

lens. In addition, calibration based on the surn of pixel intensities for a pixel length of laser 

beam eliminates the need to h o w  the intensity distribution across the laser bearn. 

In practise, the Rayleigh signal is quite weak, and is easily contarninated by Mie 

scattering fiom dust and particulate. In order to obtain clean signal, a horizontal laser beam 

was imaged and intensity readings from vertical columns of pixels sumrned. Any pixels 

receMng photons scattered by particulate would result in a high intensity, with a low Limit set 

by pure Rayleigh scattering. The data set consisting of 576 pixel columns was examined and 

the low limit det ermined and used for calibration purposes. The result of this calibration was 

a correlation between intensity count and number of photons per pixel at a pacticuiar lens 

aperture setting and ICCD gain setting. To adjua for aperture and gain variations, intensity 

coums were rnonitored ushg a steady light source as gain and aperture varied, resulting in the 
I 



calibration curves shown in Figures 4.16 and 4.17. 

Since the laser sheet intensity is not uniform, it is necessary to adjust the fluorescence 

calculation to account for local conditions in the sheet. Figure 4.18 presents the normafized 

(by mean sheet energy) laser sheet Uitensity variation. As can be seeq variations are on the 

order of 10% across the sheet width, 
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FIGURE 4.16: ICCD camera response curve 
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FIGURE 4.17: Nkor 105mrn f74.5 W grade lens response 
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FIGURE 4.18: Laser sheet intensity variation 



4.3. TEMPERATURE MEASUREMENTS 

Temperature measurements were made using a 75 Pm type S CPt/Pt-I00/oRh) 

thennocouple, as shown in Figure 4.19. The thermocouple was comected to a custorn-made 

400x amplifier, which was coupled to a DOSTEK 1400A LV interface which provides a 12 

bit anaiog to digital conversion. Sarnpiing rate and çample size were controlled through 

software [45]. Generally, the system was set to collect data and calculate mean temperature 

from a 2048 sample data set, sampled at 250 H z ,  on the same order as moa of the PDPA 

measurement set S. The reported mean temperatures were not compensat ed for radiation or 

conduction losses/gains, for reasons that wîll be discussed in Chapter 7. 

FIGURE 4.19: Thennocouple diagram 
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4.4. PHOTOGRAPMC TECHNIQUES 

Photographic images of the spray flame were made using laser sheet illumination, as 

shown in Figure 4.20. An argon-ion laser, operated in multiline mode at approximately 400 

m W power was spread into a sheet using a cylindricai glass rod, and photographs made at 90 O 

ushg a Pentax 35mm carnera and a Pentax 50mm 01.4 lem. ISO 400 colour film was w d  

at exposure times ranging from 1/8 to 1/60 second, and a Vivitar 80B @lue) filter was used 

to enhance the visibility of laser-illuminated spray droplets against the red flame. A flat black 

background was used to rnaximize contrast. 

FIGURE 4.20: Photographic arrangement 



CHAPTER 5 

FACILITY A N D  EXPERIMENTAL PROCEDURE 

5.1. The Burner System 

The burner studied in this work consists of a holiow central bras cylinder fitted with 

a standard Delavan -75-60°A pressure-swirl atomizer nozzie at the exit end. These n o d e  

designations refer to a 60" total spray wne angle with a nominal fuel flow rate of 0.75 US 

gallons /hou ofNo. 2 heating oil at 100 PSIG (689 kPa) pressure drop. The nozzle end is also 

fitted with a stainless steel bluff body that fits f h h  with the atomizer tip. This assembly is 

mounted conceRtncaily within an air shroud wnsisting of a conicai difiùser section, foliowed 

by a straight honeycomb and a conical contraction section. The end of the contraction section 

is £itted with a straight stainless steel tube which surrounds the inner bluff body and ends flush 

with it, forming an anndar passage of 64mm OD by SOmm ID. A cross section of the entire 

assembly is shown in Figure 5.1. Air is supplied to the burner by a turbo-blower, through a 

calibtated rotameter. Fuel is suppiied to the atomizer through the inner bras  cyiinder fiom a 

pressurized holding tank, and metered through a caiibrated rotameter. The entire bumer 

assembly is rnounted in the vertically up-firing position on a manual x-y-z traversing system 

to allow rneasurernents to be made in three dimensions. 



FIGURE 5.1 : Rig cross-section 
(ail dimensions in mm) 
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FIGUE 5.2: Burner system schematic diagram 



5.2. Experiment Description 

The experiments reported herein examined the bunier configuration descrïbed above 

using industrial grade rnethanol at constant £low rate under five different annular air jet tlow 

rates; 0,2.8,5 -6, 8.4 and 1 1 -2 @sec, correspondhg to volume fiow rates of 0,2.3 8, 4.77, 7.1 5 

and 9.52 Ils. Reynolds numbers, based on annuius inner diameter, were 0,6500, 13000, 19500 

and 26000. The methanol flow rate was fked at 0.42 g/s at a nonle pressure of 620 kPa, 

cornespondhg to equivalence ratios of =, 1,0.5,0.3 3 and 0.25 based on annular air flow rate. 

The bumer was h g  in room air without enclosure at ai l  times. Measurements were made 

using PDI, PLIF, thennocouples, and 35mm photography. 

5.3. Photographic Study 

Photographic images of the fiame were taken under ail operating conditions descnied 

above. Laser sheet lighting across the flame was used to highlight the fuel spray while 

maintahhg good visbility of the dame envelope itself. Two sets of exposure h e s  were used, 

1/60 sec and 1/8 sec. Images made at 1/60 second were the shortea exposures that couid be 

made wMe stili producing good images with ISO 400 film and an £71 -4 lem, and eoze some 

features of the fiames. Images made at 118 second were exposed for a sufficient time that the 

resulting images were essentially tirne averaged. 

5.4. PLIF Measurements 

PLIF images were taken at each operating condition through the centreline plane. The 

field ofview imaged was lûûrnm wide by 65mm high for ail images. Images were acquired at 

the nonle discharge, 65mm downstream, and 130mm downstream, covering a total of 195mm 

from the noule exit. At each location, five instantaneous and one 100-shot average images 

were made. 



5.5. PD1 Measurements 

PD1 point measurements were made in 8 planes downstceam of the noule; z = 10,25, 

40, 60, 80, 100, 140 and 200mm. In each plane, data was taken dong one diameter, with 

spacing between measurement points cornmensurate with the gradients present. At each 

measurement point, 10000 valid samples were taken (or 200 seconds of sarnpling, whichever 

came first). Each sample included particle diameter and axial and radial velocity. Derived 

statistics fiom the sample set included four different mean diameten (D,, , D, , Dm and 43, 
mean and RMS velocities, volume flux and droplet nurnber density. In addition, several tests 

were made using methanol fuel dyed with Acid Red #1 in order to enhance the visibility of 

small droplets for subsequent determination of gas-phase velocity, as discussed in section 

4.1.6. 

5.6. Temperature Measurements 

Temperature measurernents were made in the same planes and for the same operating 

conditions as the PD1 measurements to ailow direct cornparison on a point by point basis. 

Measurernents were terminateci at those locations where obvious thermocouple wetting by fuel 

spray was observed. 



CHAPTER 6 

RESULTS AND DISCUSSION 

6.1. Photograpbic Tests and Visual Observations 

Figure 6. la and b present ixnages of the spray flame with annular air off and a methanol 

flow rate of 0.42 gis. A laser sheet illurninated the spray in a plane containhg the noale axis, 

normal to the camaa Figure 6a presents a photograph taken at 1/8 second exposure. As can 

be seen fiom this figure, the flame appean to be stabilized approxhtely 12mrn above the 

bumer nozzie. This stabîlhion point is quite aeady, and is quite syrnmetric about the nozzie 

axk  An inner reacting core is visible inside the fiame, appro.icimately 23mm in diameter, with 

little change in width downstream. This inner core was observed to be quite aeady in the 

region within approximately 150mm of the male, with transition to turbulence occurring 

approximately 100 mm downstream. An outer reacting region anchored at the same location 

as the inner zone was observed, which initiaily spread outward at an angle approximating the 

spray cone angle for a distance of approximately 50mm downstream of the nonle. Beyond this 

distance7 the flame sheath maintained a diameter of approximately 65mm for another 1 OOmm 

or so, before becoming wavy and turbulent. Considerable arnounts of fuel spray are observed 

outside the flame sheath, which would contn'bute to low combustion efficiency, although some 

fuel would undoubtedly be re-entraineci into the flame fbrther downstream. 

Figure 6-lb is an image of the sarne flame, but taken with a 1/60 second exposure tirne. 

The outer boundary of the inner core appears quite smooth, suggesting laminar flow in this 

region Some unsteadirress is apparent inside this m e 7  although the details are indistinct. Some 

Surlàce waviness of the outer flame sbroud is also evident in this image. It is interesthg to note 

the steadiness of flame stabilization point, despite the dense spray present in this region. The 

overall flame height under these operathg conditions is approxhately 55 cm. It should be 

noted that the steadiness of the flame under these conditions is strongly influenced by local 
I 



ambient conditions. Any slight drafk or room air movements cause a noticeable response in the 

flame, as would be expected in a buoyancy-driven diffusion flame. 

Figures 6.2a and b present a similar pair of photogniphs for the annular air flow rate 

of 2.3 8Vs. It would appear f?om the long exposure photograph (1 18 sec), Figure 6-26 that the 

annular air jet has displaced the outer flame shroud downstream. The outer flame shroud 

observed under these conditions was highly unsteady and intermittent, & is apparent in the 

short exposure (1/60 sec) photograph in Figure 6.2b. An inner flame core is stiiI apparent, 

although its base diameter has increased to approximately 28mm. The flame stabilization point 

has moved closer to the nozzle, to within about 5 or 6 mm, compared to the no annular air jet 

case. It is evident that a considerable amount of fuel spray emerges fiom the inner flame 

shroud, but appean to be almost entirely consumecl in the flame lobes apparent in the outer 

h e  shroud in Figure 6.h .  However, this fhne region is quite intermittent, as seen in Figure 

6.2b, and some fuel does escape unbmed. OveraU, the outer flame sheath is quite turbulent, 

with large sale eddy structures apparent in Figure 6.2b. The overail dame height under these 

operating conditions is approxhately 50 cm. 

When the amular air flow rate is increased to 4.77Ys, the flame structure changes 

considerably, as seen in Figures 6.3a and 6.3b. There is no longer a distinct inner core and an 

outer flame sheath. Only a single reaction zone is evident. It is interesthg to note that flarne 

is evident between the spray cone and the bluff body surfâce, with flame impingernent 

apparent. The entire spray cone mua pass through a £lame before emerging into the 

surroundhg flow. The reaction zone in the region near the nozzle has a tulip shape, with a 

secondary reacting flow apparent between the main tulip-shaped zone near the outer edge of 

the bluffbody. The spray cone appears to be deflected downstream somewhat upon emerging 

nom the reaction zone, though not to a great degree. Further downstream, the flame is quite 

turbulent, aIthough the structures appear to be s rder ,  though more energetic, than the 2.38 

i ls annular air flow case. There still appears to be a considerable amount of fuel spray that 

emerges from the flame, although some is likely to be entrahed further downstream. Under 

this operating condition, the bluff body gets quite hot due to the direct flame impingement on 

ït, and as a result, the fiie1 d g  the nonle û quite hot. This effect causes a noticeable change 



Li the 5 m e  structure between 8iitial lia-up, when the bluff body is still colci, and steady state 

conditions, which are much steadier than the cold case. No such effect is noted under any of 

the other operating conditions tested. Overaii flame height under these operating conditions 

is approlrimately 35 cm. 

Figures 6.4a and b and 6.5a and b present the flame redting with an annular air fiow 

rate of 7.15 and 9.52 üs respectively. The fl arnes appear quite similar in c&iguration in both 

these cases, çtabiliPng just above the blsbody, and forming a tapered reaction zone that cuts 

through the emerging spray cone. The spray cone emerging through the reaction zone appears 

to curve back towards the flame, indicating re-entrainment of unbumt fuel is occurring. The 

short exposure images, Figures 6.4b and 6Sb, show a considerable amount of turbulence 

downstream of the nonle, but appear quite steady in the region near the nonle, with only 

d d e  features apparent. The overaii fiame length for these cases is approxhmtely 28 and 

24cm respectively, approxîmately halfthe air off w e .  

It would seem fiom these images that the annular air jet wmpletely changes the 

structure of the fiame, compared to the air off case. The larninar, two reaction zone structure 

apparent in Figures 6. la and b is replaced by a single reaction zone flame, with varying degrees 

of turbulence. Overali flarne length is reduced with increasing mular air, and re-entrainment 

of unburned fuel appears to be enhanced. The annular air jet also seems to serve as a shield, 

reducing the effect of ambient air movement on the flarne. 













6.2. PLIF OH Images 

Figure 6.6 shows a composite image obtauied by stacking t h e  averaged OH 

fluorescence images obtained in three planes. The total imaged height is 1 9 5 m .  Each time- 

averaged image was produced by imaging the fluorescence produced by 100 laser shots ont0 

a single exposure. The areas of highest intensity correspond to regions of high OH 

fluorescence, and thus high OH concentration, and mark the mean location of the reaction 

mnes quite cleariy. The structure of the flame is seen to conskt of an inner and outer reaction 

zone, as suggested in the photographie images. The outer reaction zone appears to begin 

approximately 12mm above the spray nozzie. Interestingly, the inner reaction zone does not 

appear to begin until M e r  dowtlstream, approximately 24mm upstream of the nozzie, with 

a much l e s  distinct anchor point than the outer zone. The emerghg spray cone is seen close 

to the node, and is visible due to strong elastic scattering of the laser light, some of which 

passes through the interference filter. There bas also been some suggestion that the dense spray 

region is partidy visible due to Raman scattering from the liquid methano1 [19], although it 

is expected that the partial tranSmittance of the interference filter at the excitation wavelength, 

approximately 1 O-', rnakes elastic scattering the dominant interference mode. 

Cornparison of the time averaged OH image to the instantaneous images presented in 

Figure 6.7% b and c shows that the outer reaction zone is essentialiy laminar, with only a 

slowly myhg structure, whüe the inner reaction zone is quite turbulent, with a wavy structure 

consisting of fairiy srnall sale  structures on the order of a few millimeten. It can also be 

clearly seen in the instantaneous image that the inner and outer reaction zones are anchored 

at the sarne point approximately 12mm above the spray node,  contrary to the impression 

given by the time-averaged image. The £irst few centimeters of the inner reaction zone do not 

produce strong fluorescence, and the turbulent nature of this region produce quite a ditfitse 

image in the the-averaged shot. It is interesthg to note that there appean to be a closed inner 

region within the inner reaction zone that produces no OH fluorescence, suggesting the 

presence of an inner air a d o r  fuel vapour core extending to approximately lOOrnm 

dow~l~tream of the nonle. Immediately beyond this h e r  core, across a distinct boundary, are 

hot produas of combustion . producing considerable OH fluorescence. It would appear by the 



nature of the reaction zone and interface wrùikling that the turbulent length scales in this 

region are increasing with increasing distance fkom the nonle, and may even be relaminarizing 

beyond the approximately 1 ûûmm Figure 6.8, showing five single shot images in the z = O to 

65rnrn plane, shows the steady nature of the outer reaction zone, and shows some 

discontinuities in the inner region. There is obvious attenuation of the laser beam across the 

flame, amounting to approximately 15% reduction. This attenuation is only apparent in the 

amular air off case, and is due to the laser travening four reaction zones with high OH 

concentrations and resultant high absorption. 

Images made with an a ~ u l a r  air flow rate of 2.38 Us show a similar structure to the 

photographs of the previous section. In effect, the outer reaction zone is extinguished and the 

inner core widens substantidy. The tirne-averaged image, Figure 6.9, shows the flame 

anchored just outside the spray cone, ody 3 or 4mm above the spray node.  The reaction zone 

spreads out horizontdy fust before tumllig upward to form a slowly widening flame tube 

approximately 22mm in initial diameter, spreading at a rate of approximately 1 d c m  with 

downstream distance. The flame appears quite steady. Visuaily, the flarne has some 

intemittent f-es that appear outside the main flame tube, with penodic combustion taking 

place. There is M e  evidence of this in the the-averaged OH image, but the single shot image 

presented in Figure 6.10a seems to show a region of high OH concentration outside of and 

separate 6om the main reaction zone. No distinct reaction zone is seen in this image, so these 

are likely hot products of combustion resultuip nom earlier combustion that have not yet been 

quenched. The single shot image shows clearly a Iaminar reaction zone for the fïrst 35mm or 

so, with very Little s m d  scale structure evident krther downstream, though large scale 

perturbations are evident. It is possible that the unattached structures visible in Figure 6.10a 

are related to the large scale "kinks" seen in the main reaction zone just below, a possibility 

made more likely by the hot gas structure seen in Figure 6. lob, which is clearly connected to 

the main reaction zone close to a flame &ont disturbance. The relationship between the outer 

structures and the main reaction zone is evident f?om Figure 6.1 1, which shows five different 

single shot OH images, with laminar reaction zones only disturbed when the outer structures 

are present. 



Increasing the annular air flow rate to 4.77 L!s shortens the flame considerably, and 

leads to a tulip-shaped flame structure that encloses the emerging spray for approxhately 

2 1mm downstream, before the spray cone crosses the reaction zone into the surroundhg air 

Stream. Figure 6.12 clearly shows hot products of combustion between the emerging spray 

cone and the bluff body d a c e .  The region appears diffuse, suggesting a fair degree of 

unsteadiness in this region. In contrast, the reaction zone just downstr&m appean highly 

stationacy for the fint 25rnm or so, until it rapidly appears more diffuse. Figure 6.13% a single 

shot image of OH fluorescence in the region near the nonle, supports this observation. The 

first part of the tdip-shaped reaction zone appears smooth, resembiing the time-averaged 

structure, while M e r  downstream distortion of the readon zone is evident. In Figure 6.13b, 

a single shot image in a plane 65mm downstream of the nonle, the turbulent nature of the 

flame is even more evident, with both large scale and s d e r  sa l e  distortion apparent. In 

figure 6.13% there is some evidence of instantaneous symmetry, but this is no longer the case 

M e r  downstream, as seen in Figure 6.13 b and c. Figure 6.14 presents five dEerent single 

shot images in the z = O to 65mm plane. 

Figure 6.15 presents a composite the-averaged image of OH fluorescence with an 

annular air flow rate of 7.151is. As can be seen, the flame has lifted off the bluff body d a c e  

by about 41x14 and has a base diameter equal to the bluff body diameter, suggesting that the 

readon zone has aabilized in a region of strong shear dong the inner surface of the annular 

jet. The reaction zone in the vicinity of the emerging spray cone appears quite steady, as 

evidenced by the strong, thin appearance of the OH fluorescence, and as seen in the five single 

shot images of Figure 6.17. Approximately 45rnm downstream of the nozzle, the structure 

appears much more diffuse, suggesting high degrees of turbulence in this region. This 

interpretation is supported by the instantaneous images presented in Figures 6.16% b and c, 

which show a symmetrical, smooth reaction zone in the vicinity of the spray nozzie, with a 

transition to turbulent structure approximately 40mm downstream of the nonle. As in the 

praious case, turbulence appears to increase fiirther dow~l~tream, and instantaneous symmetry 

is 109. The reaction zone appears to be continuous for the 195mm imaged. 

In Figure 6.1 8, the annular air flow rate is 9.52 P., resulting in a 
# 

flame of sixniIar 



structure to the previous case. In this case, howwer, the anchor point has moved downstream, 

to a p p r o h e l y  I l m .  dowmtrearn of the nonle. The laminar-like region appears to extend 

somewhat M e r  do7~11~t~ea.m as well, as evidenced by the single shot image presented in 

Figure 6.19a and Figure 6.20. However, the turbulence appears more intense further 

downstream, as shown in Figure 6.  19b, where considerable amounts of large and srnail scale 

structures are evident. There is M e  evidence of instantaneous sym&etry, and isolated 

structures are apparent, as well as filaments that appear to be tearuig off fiom the main 

reaction zone. It is noted that the reaction zone no longer appears continuous in the z = 130- 

195rnrn plane, as seen in 6.19~. 

Figures 6.21 - 6.25 present mean OH concentrations and temperatures versus radial 

position in three planes for each air flow rate tested. In generai, the temperature peaks 

corresponded to the peak OH concentration location, although careu examination of steady 

regions near the nonle (for example, Figure 6.24, z = 25mm plane) shows that the 

temperature peaks consistently occur just inside the OH concentration peak, which occurs on 

the fuel lean side of the reaction zone, a phenomenon reported in other studies [65][66]. In 

general, temperature trends and OH concentration trends follow each other, although 

temperahire alone is not a good indicator of high OH concentration, as seen in Figure 6.22 in 

the z = 1 O O m m  plane, where centreiine temperatures are in excess of 1300K , while the OH 

centreline concentration is essentially zero, indicating essentially no chemical activity. 

Figure 6.26 presents a typical single shot OH fluorescence trace in the z = 25mm plane, 

for the air off and air = 9.52 Ils cases, obtained with the camera gain set to 8.5, and the lem 

to fï4.5. Although the two flow conditions are very different, the peak OH fluorescence 

intensity is almost identical in both cases, corresponding to peak OH concentrations of 

approximateiy 2.2 x 1 016 I d  , or 5480 PPM assuming 1 8OOK local temperature. The fact that 

the peak concentrations are similar is not surprishg w n s i d e ~ g  that a a s i o n  flame occurs 

in a region where nie1 and air dBùse into the reaction zone in stoichiometric proportions, and 

hence conditions in the r d o n  zone are similar, regardless of flow conditions. The peak OH 

concentration f d s  off rapidly on either side of the reaction zone, and essentially fds to zero 

within a milluneter of the peak. It would appear that the region of high OH concentration is . 



somewhat oarrower in the air = 9.52 Ils case, consistent with faner heat and species diffusion 

due to the more turbulent local conditions. The peak meanireci OH concentration of 5480 

PPM is severai times the equilibrium concentration expected fiom stoichiornetric combustion 

of methanol. This super-equiliiriurn condition within the reaction zone has been observed and 

shidied in other fiames [67][68][69], and the peak value of 5480 PPM corresponds well to the 

measurements and cornputations in these works. 



FIGURE 6.6: Annuiar air off 100 shot average composite image 
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FIGURE 6.7~: z = 130 to 295mrn 

FIGURE 6.7b: z = 65 to 130rnm 

FIGURE 6.7a: Annular air off, single shot image, z = O 
to 65mm 



FIGURE 6.8: Five single shot images in the z = O to 65mm plane with annular air off 



FIGURE 6.9: Annular air = 2.38//s, 100 shot average composite image 



FIGURE 6.10~: Z =  130 - 195m 

FIGURE 6.10b: z = 65 - 130mm 

FIGURE 6.10a: Air = 2.3 81.5 single shot image, z = O - 
6Smm 
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FIGURE 6.1 1: Five single shot images in the z = O to 6 5 m  plane, air flow rate = 2.381. s 



FIGURE 6.12: 100 shot average composite image, annular air = 4.77hs 



FIGURE 6.13~: Single shot image z = 130 - 195rnrn 

FIGURE 6.13b: Single shot image z = 65 - l3Ornm 

FIGZlRE 6.13a: Single shot image z = O - 65mm, air = 

4.7715 





FIGURE 6.15: 1 00 shot average composite image, air = 7.1 5 Ils 



FIGURE 6.16~: Suigle shot image, z = 130 - 195mrn 
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FIGURE 6.l6b: Single shot image, z = 65 - 1 3Om.m 
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FIGURE 6.16a: Single shot image, z = O - 65mn1, air = 
7.15hs 



FIGURE 6.17: Five single shot images in the z = O to 65mm plane, air = 7.15Ls 



FIGURE 6.18: 100 shot average composite image, air = 9.52h 
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FIGURE 6.1 9c: Single shot image, z = 130 - 195mrn 

FIGURE 6.19b: Single shot image, z = 65 - 1 3 0 m  

FIGURE 6.19a: Single shot image, z = O - 65mm, air = 
9.77 fis 
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FIGURE 6.21: Mean OH concentration profiles with annular air off 
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FIGURE 6.22: Mean OH*concentration profiles with annular air = 2.38 l/s 
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FIGURE 6.23: Mean OH concentration profiles with annular air = 4.77 Ils 
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FIGURE 6.24: Mean OH concentration profiles with annular air = 7.15 lis 
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FIGURE 6.25: Mean OH concentration profiles with annular air = 9.52 Ils 
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FIGURE 6.26: Instantaneous OH fluorescence in the z = 25mm plane for the annular air 
off and air = 9.52 Ils cases. 



6.3 PLIF CH images 

An attempt was made to image CH in the spray flame, using a 1 nrn band pass filter 

centred at 43 1 Snm, with excitation of the RI, (J=7.5) and RI, (J = 9.5) transitions at 425.7nrn. 

The field of view was set to 3Smm high x 52mm wide, and laser power was approximately 10 

mJ/pulse, with a linewidth of 0.25 mi'. 

Figure 6.27 shows an image of CH fluorescence in a bunsen bumer natuml gas flame. 

As can be seen, the signal to noise ratio is much lower than those seen for the previous OH 

fluorescence images, even in a clan environment nich as the natural gas premived name 

show here. 

Figure 6.28 shows an attempted Uriage of CH in a spray b e ,  in the plane 40 to 75mm 

dowtlstream of the nozzle. Faint CH fiuorescence is visrile on the right hand side of the image, 

but the signal to noise ratio is too low in this flame to produce useful results. Noise appears 

in these images as random spots due to smail variations in pixel intensity counts. images are 

presented by scaling pixel intensity count to colour, with the range of scaiing proportional to 

the range of pixel intensity counts in the image. Ifthe signal intensity is of the same order as 

the pixel to pixel variations, then the signal image is l o s  as in Figure 6.28. T'here are several 

reasons for the low signal levels obtained. There is considerably less CH present in the flame 

than OH ( the  orders of magnitude in a methane-air dfision flame [69]), and fluorescence 

intensity d e s  with number density. In addition, with the detection scheme used for CH, only 

a small portion of the resulting fluorescence is passed by the 1 nm bandpass mter. Ali these 

factors combined r e d t  in very low signal levels in the bunsen burner flame, and signals buried 

in noise nom elastic scattering from droplets in the spray flame. 

This excitation scheme for CH fluorescence was used successfully by Men et al [58] 

in a spray flame, but several factors in that work ailowed more success than achieved here. The 

p h a r y  factor that enabled production of usable images was the use of an air blast atomizer 

at low flow rates to produce a very fine, low density spray. The combination of low spatial 

density and smali mean droplet size minimized interference due to elastic scattering from 

particles, thus allowing the fluorescence signal to be discriminated. 





FIGURE 6.28: CH fluorescence in a spray flarne 



6.4. Phase Doppler Ioterferometry Results 

Phase Doppler rneasurements were made across a diameter of the spray, in planes lying 

I5,40,60, 80, 100, 140 and 200mm fiom the nozzle exit. Each measurement set in a plane 

included up to 10,000 measurements of droplet size and velocity at closely spaced points 

dong the diameter* In addition, measurements were made on centreline to obtain the centreline 

development of the spray. Sorne measurement sets were made using dyed rnethanol to enhance 

the visiiility of smali particles in order to extract gas-phase velocity, as discussed in Section 

4.1.6. Air and niel flow rates were as descnied in the previous section. 

Prior to obtaining detailed measurernents in the flame, the symmetry of the flow field 

was assessed using the phase Doppler interferorneter. The photographs and PLIF images 

prrsented in the previous section indicated that there was good overd s y m m q  although in 

many cases ktantaneous symmetry was lost. In order to quane  the symmetry, an assessrnent 

was made in the region 40mm downstream of the nozzle. Measurements were made at a fixed 

radial distance from the flow auis, at eight different equaily spaced circumferentiai positions. 

The following table summarizes the results of this test. 

1 MEASURED QU- ( MEAN VALUE 1 STANDARD DEVIATION 1 

TABLE 6.1: Symrnetry test resdts 

Sauter mean diameter 

Axial velocity 

RMS velocity 

As can be seen, diameter and velo* variations are quite small, while measured flux variations 

are large. The variation in measured volume flux is Iikely associated with the instrument itself 

rather than with the fiow field, as will be discussed fbrther in the next chapter. The temporal 
I 

29.4pm 

7.03 m/s 

O. 19 mfs 

8.8% 

3 .Ph 

13.6% 



stability of the flow was tested by taking PD1 measurements at a fixeci point every fifteen 

minutes over the course of four hours. As can be seen firom Table 6.2, the flow is extremely 

stable. As stated above, the high degree of variabiiity in the flux measurements are likely the 

rml t  of instrument characteristics, and not a feature of the flow itself 

Mea~u~ed Quantity 

Arithmetic mean diameter 

Sauter mean diarneter 

Mean Value 

27.7pm 

Axial mean velocity 

RMS veloci~ 

6.4.1. Dropiet Diameter Measurements 

Standard Deviation 

0.45% 

3 3.3prn 

VoIume flux 

Figure 6.29 preseats a typical droplet diameter histogram, obtained with an anndar air 

flow rate of 4.77 Ils at a radial location of 18mm, 25mm dow~sfream of the nonle. The 

arithmetic mean diameter at this location is 2 1.4pm, and the Sauter mean diarneter is 29.8pm. 

Figure 6.30 presents a typical droplet diameter-axial velocity correlation for the sarne 

conditions as above. As can be seen, in the droplet size range between 10 and 5 0 p q  where 

the bulk of the droplet population resides, the correlation is nearly Linear, as small particles are 

Uiauenced by the gas-phase flow field while larger particles, with more momentun, are less 

strongly innuenceci. Below 10pm, the particle velocity appears to stabilize as droplets in this 

size range accurately foUow the gas phase flow. Below approxhately 5pm and above 

approxhate1y 5 0 ~  the correlation is quite noisy due to the low droplet counts in these size 

ranges. Figure 6.3 1 presents a typical radial-axial velocity correlation plot for the sarne 

conditions as above. The correlation is nearly linear over most of the range, with some noise 

at the extreme ends due to low p d c l e  counts in these velocity classes. The degree of 

correlation in Figures 6.30 and 6.3 1 is quite hi& despite the wide size and velocity ranges 
, 

O. 79% 

7.299 m/s 

1.593 mk 

0.37% 

3.7% 

TABLE 6.2: Temporal stabiiity of the flow 
.O089 cm3/cm2-s 33% 



presmt. However, when it is considered that aN the droplets arose nom the disintegration of 

a liquid sheet emerging fiom the nonle at fixed velocity, and hence all droplets would likely 

have similar initial velocity spectra at formation, the degree of correlation is not surprising. It 

should be noted that the points on the graph represent average velocities for all droplets in 

each size bin, as opposed to individual droplet size/velocity data. 

Figure 6.32 presents the radial distribution of arithrnetic mean diameter in a plane 

1 Omm dowa~trearn of the nonle. In this region very close to the nonle, the annular air flow 

has little effect on the droplet size over the bulk of the spray, but out towards the edges 

beyond lOmm radial position, there appean to be a considerable reduction in mean droplet 

size. Cornparison with Figure 6.40, (the volume flux distniution in this plane) shows that there 

is Little volume flux in this region, and that the volume flux in this region is not significantly 

affecteci by the annual air flow. The reduction in arithmetic mean diameter, which appears to 

be proportional to the armular air flow rate, suggeas that s m d  droplets may be recirculating, 

thus skewiog the mean diameter towards small particles. This view is reidorced by examining 

the velocity vector plot fields in Figures 6.52-6.5 3, which distïnctly show recirculating flow 

in the z = lOmm plane, with the recirculation intensity increasing with anoular air flow rate. 

There have been suggestions that the high relative velocities between the large droplets and 

the air flow field could result in aerodynamic break-up of large droplets, thus contributhg to 

the reduction of arithmetic mean diameter in some regions. However, as seen in Figure 6.59, 

depicting the velocity vector field for the gas-phase flow and large (>30pm) droplets, the 

maximum mean relative velocity appears to be near 2511~1s for the air = 7.15L's case, resulting 

in a Weber number of around 2, too low to cause aerodynamic breakup, although distomon 

of the larger droplets is likely to occur. 

Figures 6.33 to 6.39 present the variation of arithmetic mean diameter with radial 

position and annular air flow rate in the z = 25,40, 60, 80, 100, 140 and 200mm planes. As 

can be seen, in ail these planes, in contrast to the z = i Omm plane, D,, increases monotonicaily 

with radial distance 60m the spray axis, with exception of a few cases at the penphery of the 

spray, where few sarnples were taken, resulting in questionable mean diarneters. The diameter 

of droplets at the "edge" of the spray in the z = 25mm plane, Figure 6.33, ranged fiom 3 5 to . 



44pn appearing to increase with decreasing annula air 0ow rate. As distance from the noale 

increased, the ciifference appeared to diminisb, until by the z = 60mm plane, the mean 

diameten are virtually identical. An obvious exception to the trend is the air = 4.77Vs case, 

which appears to show a sudden &op-off in mean diameter at the edge of the spray. This air 

flow case also displays quite a dierent profile of mean droplet diameter distniution in the z 

= 25mm plane, having a much steeper droplet diameter increase with distance fiorn the spray 

axis. A ke ly  explanation for this departure f?om the other air flow rate trends is that, in this 

case, there is direct flame impingement on the bluff body, which heats it up to approximately 

150°C. The ernerging methanol spray is very hot (iikely above its atmosphenc boiling point) 

and thedore behaves somewhat difFerently than a w l d  emerging spray. Beyond z = l O h u n ,  

the d e s t  droplets have mainly vaporized, r d t i n g  in higher arithmetic mean diameters near 

the centreline. Even farther downstream, only the largest droplets are le& but these have 

reduced in size considerably due to evaporation, so the msucimum mean diameter at the spray 

edge has Men. In the z = 200mm plane, very little spray remains, and what is Ieft is relatively 

srnail. Very Little symmetry is evident in this region, but no large variations are present. 



Typical Droplet Diameter Histogram 
Air = 4.77 Ys, z = 25mm, r = 18mm 
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FIGURE 6.29: Typicai droplet diameter distribution, obtained at z = 25mm, r = 18mm 
with an annular air flow rate of 4.77 Ils 
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FIGURE 6.30: Typicai droplet diameter-axial velocity correlation, obtained at z = 25mq 
r = 18mm with an annuiar air flow rate of 4.77 Ils 



Typical Axial-Radial Velocity Correlation 
Air = 4.77 Us, z = 25mm, r = 18mm 
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FIGURE 6.31: Typical radial-axial velocity correlation, obtained at z = 251mq r = 18mm 
with an annular air flow rate of 4.77 Ils 
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Variation of Anthmetic Mean Diameter with 
Radial Position in the Z=lOmm Plane 
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FIGURE 6.32: Variation of arithrnetic mean diameter with radial position in the z = 

1 Ornm plane 



Variation of Arithmetic Mean Diameter with 
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FIGURE 6.33: Variation of arithmetic mean diameter in the z = 15mm plane 



Variation of Arithmetic Mean Diameter with 
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FIGURE 6.34: Variation of arithmetic mean diarneter in the z = JOmm plane 
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FIGURE 6.35: Variation o f  anthmetic rnean diameter in the z = 60mm plane 
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FIGURE 6.36: Variation of arithrnetic mean diameter in the z = 80mm plane 
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FIGURE 6.37: Variation of arithmetic mean diameter in the z = IOOmm plane 
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FIGURE 6.38: Variation of arithrnetic mean diameter in the z = 1 JOmm plane 
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FIGURE 6.39: Variation of arithmetic mean diameter in the z = lOOmrn plane 



6.4.2. Volume Flux ProfiIes 

Figures 6.40 to 6.47 present the radial distribution of volume flw< for aIl air flow rates 

teste. in the z = 10 to 200mm planes. As can be seen in the z =10 and 25mm planes, Figures 

6.40 and 6.41, the location of the volume flux peaks are not strongly affectecl by the annular 

air jet, unlike the non-burning case where increasing annula air flow lads to a widening of 

the spray cone [13]. The centreline volume flux dimuiishes with Uicreasing annula air flow, 

essentially f h g  to zero for d a r  air flow rates of 4.77 Ils and higher. These trends are still 

apparent in the z = 40mm plane. For the no and low annular air flow rate cases, there appears 

to be a volume flux peak on centreline, as weU as at approximateiy *20mm radial position. in 

the z = 60 and 80mm planes, this centreline peak is of simiiar magnitude to the peak fluxes in 

the higher air fiow rate cases. In the z = 1 OOmm and M e r  planes, the location of the volume 

flux peaks is essentidy the same for all annular air flow rates, but the peak values measured 

in the z = 1 OOmm plane are only approxhately 1/20 of those measured in the z = 25mm plane. 

Integration of the volume flux c w e s  in several planes, presented in Figure 6.48, gives an 

indiation of the aaporarion rate of the spray. Although it appears that the air off case r ed t s  

in the fastest and moa complete vapourization of the spray, this is Iikely due to the low 

entrainment velocity which aiIows droplets thaî escape the flame envelope to settie back d o m  

due to gravity, and thus escape detection in the planes farther downstream. 
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FIGURE 6.10: Variation of volume flux in the z = lOmm plane 
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FIGURE 6.41: Variation of volume flux in the z = 25mm plane 
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Variation of Volume Flux with 
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FIGURE 6.42: Variation of volume flux in the z = 40mm plane 
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FIGURE 6.43: Variation of volume flux in the z = 60mm plane 



Variation of Volume F I u  with 
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FIGURE 6.14: Variation of volume f l u  in the z = 80mm plane 
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FIGURE 6.45: Variation cf volume flux in the z = lOOmm plane 
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FIGURE 6.46: Variation of volume f l u  in the z = 140mm plane 
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FIGURE 6.47: Variation of volume flux in the z = 200mm plane 
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FIGG'RE 6.48: Integrated volume flux curves for al1 air flow rates 



6.4.3. Mean Velocity Fields 

Gas-phase mean velocity was obtained from raw data sets by filtering the data to 

generate a file consisting of only small droplet data. The cut-off diameter was typicaliy 5 pm, 

resulting in a turbulent Stokes number of approxhttely 40 in a region with an integral t h e  

d e  of 2 ms and initial relative velociîy of 10 mis. Figure 6.30 presents a diameter-velocity 

correlation plot, obtained in the z = 2Smm plane, approximately 18mm off centreline in a 

region containuig a wide spectnim of droplet sizes under highly turbulent conditions. As cm 

be seen, there appears to be a clear cut-off in measued velocity for diameters near 10 pm, 

below which there is essentially no change in droplet velocity, suggesting that dropiets in this 

size range are accuately following the gas-phase flow. 

Figures 6.49 to 6.53 present the gas-phase vdoCay vector fields for all annufar air flow 

rates tested, obtained by fltering the raw data set to eliminate velocity data from ail particles 

larger than 5-10 pm, depending upon location. Figure 6.49, showing the velocity vector plot 

with annular air on; shows a smoothiy developing velocjr field, with peak velocities occurring 

on centreLine, with a magnitude of approximately 5 d s .  The inner readon zone, with a nearly 

constant diameter of 16mq is located in a region of relatively hi& velocity in each plane, 

ranging nom 2.5 to 4 d s .  The outer reaction zone, by contras& is located in regions of 

relatively low velocity, below 1 d s .  In al1 cases, the velocity vectors are neariy paraliel to the 

reaction zone. There are no regions of large velocity gradients present, and no evidence of 

recircuiating flow. When the a ~ u i a r  air flow rate is set to 2.3 8 Ps, the peak centreline velocity 

in the z = 2 5 m  plane inmeases to neariy 9 m/s, though farther downstream in the z = l O O m m  

plane, it has diminished to around 4.5 m/s, essentially the same as the air-off case. The reaction 

zone width is somewhat wider than the inner reaction zone noted in the air-off case, ranging 

nom 2 2 m  diameter in the z = 25mm plane to 3 3 mm in the z = 100 plane, widening linearly 

with increasing distance from the noale. There is some evidence in the r = 1Ornm plane of 

recirculating fl ow outside the reaction zone. In the far downstream z = 1OOmm plane, there 

is no evidence of any re-entrainment into the flame, as al velocity vectors outside the mean 

location of the reaction zone are directed away firom the flame &ont. The velocity field changes 

quite a bit when the annular air flow rate is increased to 4.77 uj. In this case, there is a . 



"channeiing" &ect evident inside the reaction zone, where the gas flow is noted to be directed 

towards the centreLine. Outside the reaction zone, the velocity vectors are directed away £?om 

centrehe at aii locations rneasured. The centrehe velocity in the z = lOOmm plane is around 

3.75 ds, less than that rneasureci at the lower annuiar air flow rate of 2.38 I/s. Increasing the 

mular air flow rate M e r  to 7.15 Us reveals clear evidence of recircuiating flow within the 

d o n  zone in the z = 10 and 2 5 m  planes, with negative axial gas-phase velocity apparent 

at the flame front. Interestingly, in the z = 25mm plane, it appears that the axial velocity is 

negative on the inner Sde of the reaction zone, and positive on the outside, suggesting mong 

shear across the flame fiont. The channeling effect noted in the 4.77 Vs air flow case is even 

more evident at the higher air flow rate. As before, there is no evidence of any re-entrainment 

occumng. 

Figures 6.54 - 6.58 present velocity vector plots of large (>30pm) droplet trajectories 

for ai l  air flow rates tested. As can be seen in Figure 6.54, with no annular air flow, the 

trajectories are essentially ballistic with an origin at the noale. The cone formed by the peak 

flux trajectories encloses an angle of approlrllnately 5 5 O, very close to the expected 60 O fiom 

this type of nonle. W~th 2.38Us annular air flow rate, the droplet velocity field no longer 

appears bailistic. The initial cone defïned by the peak flux velocity vectors remained unaffecteci 

at 55 ", but narrowed considerably beyond z = 4ûmm In the z = 1 OOrnrn plane, there was some 

evidence that the droplet trajectones within the reaction zone tended towards the centreline, 

producing a focussuig effect that wodd concentrate fuel flow to the centre. With an annular 

air flow rate of 4.77 Vs, this &'kt is ewn more pronounced. It is interesthg to note that there 

is no evidence of re-entrainment of droplets that are outside the reaction zone. When the 

a ~ u l a r  air flow rate is increased to 7.15 and 9.53 P., the focussing e f f i  is very pronounced. 

There is still no evidence of large droplet re-entrainment, and no evidence of large droplet 

recirculation. The initiai cone angle, dehed by the location of the volume fiux peak, has 

widened noticeably to approximately 65" in the 9.53 Us annular air flow rate case. Beyond 

60mq there is no m e r  widening of the peak flux location. 

Figure 6.59 presents a vector plot of large droplet velocity superimposed on a vector 

plot ofgas-phase velocity in the z = 25mm plane at an annuiar air flow rate of 7.1 5 Us. In this 
, 



region, relative velocities between droplets and the gas-phase fiow can be in excess of 2Smls. 

However, the Weber number for a 50pm methanol droplet subjected to this relative velocity 

is Iess than 2, so droplet break-up does not occur, ahhough droplet distortion, resulting in non- 

spherical droplets, is iikely. This distortion would result in PD1 data rejection due to non- 

sphencity, and conhbutes to low data validation rates in this region. 
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FIGURE 6.49: Vector plot of gas-phase velocity with annular air off 



Vector Plot of Gas-Phase Velocity 
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FIGURE 6.50: Vector plot of gas-phase velocity with amular air = 2-38 I l s  
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Vector Plot of Gas-Phase Velocity 
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FIGURE 6.51 : Vector plot of gas-phase velocity with annular air = 4.77 Ils 
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FIGURE 6.52: Vector plot of gas-phase velocity with amular air = 7.15 lis 
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Vector Plot of Gas-Phase Velocity 
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FIGURE 6.53: Vector plot of gas-phase velocity with annular air = 9.53 Ils 
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Vector Plot of Large Droplet Velocity 
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FIGURE 6.54: Vector plot of large droplet (>3Opm) velocity with amular air off 
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Vector Plot of Large Droplet Velocity 
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FIGURE 6.55: Vector plot of large droplet ( S O p m )  velocity with annular air = 2.38 Ils 
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Vector Plot of Large Droplet Velocity 
Air = 4.77 Us 

FIGURE 6.56: Vector plot of large droplet (SOum) velocity with amular air = 4.77 l / s  

172 

130 - -  1 I 1 1 1 

O+- 

80-+- 

6 0 - e r  

40- 

2w %yA ttvp 
pp- f = 10 mis 

1 

I 
-60 

I I 
-40 -20 20 40 60 

I 
O 

1 

Radial Position (mm) 



Vector Plot of Large Droplet Velocity 
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FIGURE 6.57 Vector plot of large droplet (XOpm) velocity with annular air = 7.15 f /s  
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FIGURE 6.58: Vector plot of large droplet (>3Opm) velocity with annular air = 9-53 0 s  
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FIGURE 6.59: Vector plot of large droplet (SOpm, red) and gas-phase (blue) velocity 
in the z = lOmm plane with amular air flow = 7.15 1/s 



6.5. Temperature Measurements 

Temperature measurements made using a Pt/Pt- 1 û%Rh thennocouple are presented 

in Figures 6.60-6.66. As discussed earlier, no attempt has been made to compensate 

measurements for radiation or conduction losses, or for droplet impaction. It was anticipated 

that examination of the raw temperature data tirne series would reveai droplet impacts as 

obvious periods of low temperature readings, but this was not the case. No droplet strikes, as 

judged in this way, were apparent in the data sets examined. 

Examination of Figures 6.60 to 6.66 reveai that the temperature peaks correspond to 

the mean reaction zone locations indicated by PLIF OH fluorescence images, as discussed in 

Section 6.2. In the z = 25mm plane, there is a distinct centreline temperature peak for the 2.38 

Ils annular air flow case with no reaction zone evident in this region in the PLIF image. This 

could be a resuit of a chimney effect, conveying hot products of combustion dong the 

centreline, or an artifact due to catalytic effects, as discussed in Chapter 7. 

It is apparent that increased annular air flow reduces peak temperatures in the flame 

in ail planes measured. Peak rnean temperatures measured with annular air off were nearly 

ZûûûK, while even with the lowest annular air flow rate tested, 2.3 8 I/s, the peak temperature 

was less than 1700K. With the highest annular air flow rate tested, the peak measured 

temperature was 1600K. It would appear fiom the figures that annular air flow reduces the 

width of the high temperature region in the planes within lOOmm of the nonle. This is an 

important consideration for compact combustion chambers such as are used in gas turbines, 

where t is highiy desirable to keep the flame as far away fiom the chamber walls as possible. 

Beyond this distance, low fkquency fluctuations of the anndar air off flame made temperature 

measurements questionable, and are therefore not presented. 

In ail cases, centreiine temperatures were quite high, even in the vicinity of the noule, 

where 25mm downstream, temperatures of 600- l4OOK were meanired. There is linle 

Merence in centreline temperature distribution for the higher annular air flow rates (4.77-9.52 

Ils), as seen in Figure 6.67. Since the inner structure of the flame with annular air off and 

annuiar air = 2.38 Us are sinnlar, it is surprising that the respective centreline temperature plots 

are so different. It is likely that the very high temperatures measured near the nonle for the 



air = 2.38 I/s case are the resdt of catalytic effects and do not reflect the actual temperature 

in this region, as will be discussed in Chapter 7. 

Droplet lifetimes at these temperatures are on the order of 20 ms for a 30 Pm droplet 

at 2 0 d s  initial relative velocity [70], while transit times through the hot regions are on the 

order of 3 ms, and hence all but the srnailest droplets do not completely evaporate pnor to 

emerging from the hot region near the noale. 
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FIGURE 6.60: Temperature variation in the z = 25mm plane 
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FIGURE 6.61 : Temperature variation in the z = 4Omm plane 
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FIGURE 6.62: Temperature variation in the z = 60mm plane 
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FIGURE 6.63: Temperature variation in the z = 80mm plane 
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FIGURE 6.64: Temperature variation in the z = lOOmm plane 
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FIGURE 6.65: Temperature variation in the z = 14Omm plane 
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FIGURE 6.66: Temperature variation in the z = 200mm plane 
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FIGURE 6.67: Centreline temperature development 



6.6. Turbulence Measurernents 

Turbulence measurements were made using methanol fuel dyed with 3gll of acid red 

#1 resulting Ïn a droplet absorptivity of approximately y = 0.0 15 /prn to enhance the visibility 

of seed particles as discussed in section 4.1.6. The measurements were made on centreline, 

with the PD1 system configureci to obtain one velocity component rather than two to maximize 

data acquisition rates. The resuiting data sets were processed as discussed in Section 6.5 to 

include velocity data frorn s m d  droplets ody. 

Due to the failure of the nonle used for the previous meanirement sets presented, a 

different nozzie was used for these measurements. Although the new nozzle was also a 

Delavan 0.75-6û0A pressure-swirl nonle, it was found to differ slightly fiom the one used in 

the previous sections of this work, and hence the turbulence measurements made using this 

new nozzie are treated independently. Figure 6.68 presents the droplet size distribution for the 

new and old nonles in the z = 25rnm plane, with amular air o E  It is apparent that there is 

very iittle merence between the mean droplet size distribution issued fiom these nozzles. 

Figure 6.69, presents the mean droplet velocity distribution for the new and old nodes. As 

can be seen, there is some difference in centreline velocity distribution between the two 

nozzles, although the velocity distribution off-axis is nearly identical. VïsuaUy, there is no 

apparent dEerence in flame structure for ali conditions tested between the new and old 

nozzles. 

Addition of dye to the fuel resulted in no apparent change to the structure of the flame, 

as would be expected since the dye loading is light (-3 dl). The luminosity of the flame 

increased substantially due to increased soot formation, which tumed out to be fortuhous, 

since dying the fuei allowed the photomultiplier gain to be set sufficiently high that soot 

panicles could be deteaed, and hence the flame was self-seeding. Since soot particles are s m d  

and non-spherid, the validation rate was quite Iow (- 10-1 5%), but overall data rates were 

quite high. It should be noted that Iight scattering by soot particles is by reflection, and the PD1 

system was configureci in refiaction mode, so size measurements of the soot were in error. 

However, essentiaily ail the soot diameter measurernents were in the first diameter bin (0.5 pm) 

whether the system was configured in refraction or reflection mode, hence the soot particles 



were suficiently small to accurately foilow the flow. 

Figure 6.70 presents a comparison of centreline gar-phase mean velocity for the 

buming and non-buming rnethanol spray with an annular air flow rate of 4.77P.s. As c m  be 

seen, the velocities are radicaily different, particularly in the region near the noule. For the 

non- buming case, a recucdation zone is evident, extending to approximately 45 mm 

downsheam of the nozzle. Beyond the recirculation zone, the velocity inc~eases rapidly until 

reaching a steady value near 4 m/s approximately l o b  downstream of the noule, and 

slowly decaying with increasing distance from the nozzie. In the case of the buming spray, no 

negative velocity, indicating no recirculation, is noted beyond approxhately 5mm fiom the 

nonle. In this region, velocity increases rapidly at a rate of approxknately 1.8(m/s)/m 

reaching a maximum near 9m/s lOmm downstream of the nozzie. The velocity then decays to 

approxûwtely 5mk 75mm downstream of the nozzle, before increasing to about 5.8m.k. It is 

interesting to note that the velocity curves are parallel beyond 80mm downstream of the 

node,  with the burning case having a somewhat higher velocity than the non-buniing case, 

suggesting that the flow in the far field is dorninated by the annular air jet rather than 

combustion. 

Figure 6.71 shows the centreline mean axial velocity development for all air flow rates 

tested under buming conditions. It is interesting to note that for all air flow rates tested, there 

is no evidence of a recirculation zone, except for the case where the annular air flow rate was 

7.1 5 Ps. It is surprishg that the velocity depression is d e r  for the 9.52 i / s  case than the 7.1 5 

[Is case, and is likely due to the increased air entrainment possible due to the larger flame 

stand-off distance noted in the PLIF images, which diminishes the impact of recirculating flow, 

and moves the location of the velocity minimum farther downstream. There does appear to be 

a velocity deficit in the region near the n o d e  for al1 cases, becoming more and more evident 

as annular air flow rate increases. As one wouid expeck the velocity far downstream of the 

n o d e  increases with increasing annular air flow rate, and appears to reach a steady value in 

the manner of a round jet. 

Figure 6.72 presents the centreline developrnent of axial RMS velocities for ail annular 

air flow rates tested. As can be seen, the magnitude of the RMS fluctuating velocity reaches 



a maximum in the region near the nozzle for ail cases. In the air off and 2.38 Ils cases, the 

RMS velocities are almost identical over the entire distance measured, suggesting that the 

annuiar air jet has Me influence on the centdine flow at low flow rates. However, as annular 

air flow increases beyond this level, the RMS velocity on centreline increases in aIl cases, 

indicating that the momentum of the annular air jet penetrates to the flow core in these cases. 

Turbulence intensities based on local mean velocity are quite high, as s h o k  in Figure 6.73, 

particularly in the region near the nozzle, since local mean velocities are low. However, the 

turbulence intensities quickly stabilize beyond z = 8 0 m ~  ranghg from about 10% for the b w  

annular air flow cases to about 25% for the higher flow rates. 

Figure 6.74 presents the centreline development of the integral t h e  scales as 

determined fkom integration of the autocorrelation fùnction. In the region near the nonle, it 

is inappropriate to invoke Taylor's hypothesis to obtain an integral length scale by multiplyhg 

the time scde by the mean velocity, as the flow is highly anisotropic and of high turbulent 

intensity. It cm be seen that increasing annular air flow rate seems to iocrease the integral 

timescale in the region beyond 50mm. Applying Taylor's hypothesis in the fiir field (z = 

10ûmm) leads to integral length scales that increase with annular air flow rate, ranging from 

1.7 an to 2.4 cm for annular flow rates of 2.38Ps to 9.52 Us. For the air off case, the flow is 

neariy laminar, with very low turbulent intensity Oess than 10%). In this case, the integral t h e  

scde reflects the slow, non-turbulent fluctuations of the flow, rather than the turbulent 

timescale, leading to an artificidy long timescale and turbulent Reynolds number. 

Figure 6.75 presents a plot of turbulent shear stress in the z = 60mm plane. As cm be 

seeq the shear stress is near zero on centreline, as wodd be expected in an axisymmetric flow. 

Peak absolute shear stress occurs at a radial position of approlamately 12rnm, corresponding 

to the location of maximum mean temperature and the mean position of the reaction zone. It 

is interesthg to note that this region does not appear to correspond to a region of maximum 

mean velocity gradient, suggesting that combustion, rather than mean velocity gradient, is 

responsible for the high turbulent shear in this region. 



Figure 6.76 presents the axial turbulent energy spectra obtained on centreline with an annuiar 

air fiow rate of 7.15Us at four axial locations; z = 20,60, 100 and 140mm. Table 6.3 presents 

the corresponding turbulent Reynolds numbers at these locations and flow conditions. Re, is 

the turbulent Reynolds number based on u' and the integral length scale, whiie Re, is the 

turbulent Reynolds number based on u' and the Taylor microscale. The spectrum obtained at 

z = 20mm, corresponding to a location with a reverse flow at nearly 2m/s, shows quite high 

turbulent energy, with a steeper slope than the -513 typically obtained £tom homogeneous 

isotropie high Reynolds number turbulence. This would be expected since the turbulent 

Reynolck number Re, is quite low, indicating a lack of inertial sub-range and the corresponding 

-513 dope [71]. In the z = 60mm plane, the total turbulent energy has diminished somewhat, 

while the dope of the spectnim has increased in magnitude, suggesting that there is 

considerable turbulent energy production at the larger scales ongoing in this region, Iikely due 

to the energy released in the combustion process. The spectra produced at z = 100 and z = 

140mm are nearly identical, even though the mean velocities differ at these locations, 

suggesting that some form of equilibrium has been reached between turbulent energy 

generation and dissipation. 
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Figure 6.77 presents turbulent energy spectra on centreline in the z = 60mm plane for 

ali air flow rates tested. The total turbulent energy, represented by the area under the energy 

spectra curves, generally increases with increasing annular air flow rate. The exception is the 

air = 4.77 Ils case7 which is likely due to the flame impingement phenomenon discussed earlier, 

which results in superheating the fuel spray and alters the flow field substantialIy. As expected 

f?om turbulent Reynolds number considerations, there is no evidence of an inertial sub-range 

and characteristic 4 3  dope. 
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FIGURE 6.68: Cornparison of aithmetic mean diameter for the old and new noules in the 
z = 25mm plane with annular air off 
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FIGURE 6.69: Cornparison of mean axial droplet velocity for old and new nozzies in the 
z = 25mm plane with annular air off 
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FIGURE 6.70: CentreLine velocity development for the buming and non-burning spray 
cases with an annula air flow rate of 4.77 ils 
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FIGURE 6.71: Mean axial centreline velocity development for ail air flow rates tested 
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FIGURE 6.72: Centreline RMS tluctuating velocity (u') development 
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FIGURE 6.73: Centreline local turbulence intensity (u'N) 
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FIGURE 6.74: Centreline integral time scale development 
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FIGURE 6.75: Shear stress in the z = 60mm plane 
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FIGURE 6.76: Turbulent centreline energy spectra development with axial distance 
from the nozzle, with an annular air flow rate of 7.151 s 
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FIGURE 6.77: Turbulent mercg spectra on centreline, 60mm downstream of the noule 



The photographs presented in Section 6.1 provide a good overail picture of the flarne, 

and show a strong influence of the annuiar air jet on the flarne structure. Overaii, the length 

of the flarne is seen to shorten considerably with increasing annular air flow rate, and the flame 

structure alter considerably fiom a two reaction zone system to a single reaction zone system. 

Evidence offiame irnpingement on the bluffbody surfàce is seen in Figure 6.3a and b. It is also 

evident that some of the fuel spray escapes the flame sheath in all cases although it appears 

that the annuiar air jet rnay be redirecting some of the escaping spray in a direction pardel to 

the flame, keeping fuel vapour in a region that rnay be re-entrained further downstream. 

The PLIF images provided good detail on both the tirne-averaged and instantaneous 

structure of the reaction zones, and wnfhned the presence of an inner and outer reaction zone 

system for the annuiar air off case. Increasing annular air flow rates produced a single reaction 

zone tulip-shaped structure in the region near the noule which appeared to become more 

steady with increasing annular air flow rates. Symrnetry of the reaction zone in the region near 

the nonle was strong, but instantaneous syrnmetry in the fm field tended to disappear with 

increasing annuiar air flow rates, alt hough time-averaged symmetry was still present . 

Quantitative OH concentration meanirements obtained f?om the PLiF images showed 

that peak time-averaged OH concentrations corresponded weii with the mean temperature 

peaks, although a temperature peak in and of itseifdid not necessarily Uidicate a region of high 

OH concentration. Peak instantaneous OH concentrations were on the order of 5400 PPM, 

consistent with other workers' meanirements in similar flames. The peak OH concentration 

did not appear to Vary with annular air flow rate. 

An attempt to produce CH fluorescence images in the spray flame was not successfûl 

due to the low signal level available, and the noisiness of the spray flame environment. 

Measurements of droplet size showed that the anthmetic mean diameter increased 

monotonically with increasing radial position in all planes except in the z = lOmm plane, where 

s m d  droplets recirculated by the annuiar air jet reduce the mean diameter outside the peak 

flux region of the spray. In the regions downstream of the nonle, no large ditference in the 

droplet diameter distriiution with annuiar air flow rate is evident, except for the air = 4.77 Ils 
, 



case, where quite different distributions (see Figure 6.33) are evident, due to the flame 

hnpingement phenomenon discussed earlier. 

Volume flux measurements were made in several planes for ali annuiar air flow rates 

tested. In the regions 40mm downstream of the nozzle and further, a volume flux peak on 

centreline was observed for the O and 2.38 Ils air flow rate cases. This centreline peak 

disappeared with increasing annular air flow rate. Integration of the volume flux cuves 

suggested that the air off case r&ed in the fastest evaporation of the fuel, but this was likely 

due to the lack of re-entrainment velocity and senling of droplets due to gravity. 

Mean velocity maps of the gas-phase flow as well as the large droplet field showed that 

the annular air jet produced some recirdation in the region near the nozzle, outside the spray 

cone. This recirculation entraïned small droplets and retuned them to the hot region where 

the flame was stabilized. Increasing annular air flow rates also produced a channeling e f k t  

in the dow~lsfream region, with both gas-phase and large droplet vectors directed towards the 

flow centreline, suggesting a confinement effect. 

Temperature measurements made using therrnocouples showed that peak mean 

temperature decreased mith the annular air flow rate. The location of temperame peaks tended 

to coincide with reaction zone location except for the centreline temperature peaks, where 

PLIF measurements showed low OH concentrations and hence no reaction zone. 

Turbulence measurements using dyed methanol fiel produced good results in many 

locations in the spray, even in the presence of large droplets. Mean centreline velocity plots 

showed the presence of centrehe recirculation in only one annular a i .  flow case, while in non- 

reacting annular flows, this recirculation is always present. Turbulent intensities are quite high, 

particularly in the region near the nozzle, where mean velocities are low or zero, while 

fluctuating velocities are high Beyond z = 80mm, the turbulent intensities stabilize to between 

10 and 25%. Integrai timescales also fluctuate considerably in the region near the nonle, but 

tended to stabilize in the downstream region. The integral timescaies were similar for ail 

mular air flow rates in this region, except for the air off case, as this case was nearly laminar 

with low turbulent intensity. Integral length scales in this region were approximately 2 cm. 

Turbulent energy spectni were obtained on centreline for several flow conditions, and at 



several axiai locations. The spectra showed a clear relationship between total turbulent energy 

and annular air flow rate. Due to the low turbulent Reynolds numbers associateci with hi@ 

viscosity flows, there was no evidence of an inertiai sub-range in the spectra. 

Overail, the annuiar air jet appears to shorten the spray flame considerably, and confine 

the spray by directing the flow to centreline. These attributes are desirable in space-limited 

combustion chambers where compact, clearly dehed flames are necessary. 



CHAPTER 7 

EXPERIMENTAL UNCERTAINTIES 

7.1. Introduction 

Since one of the major objectives of this work is to demonstrate the appiicability of 

combining PDI, P L E  and thennocouple thermometry to spray flame analysis, a major 

consideration is the analysis of the various uncertainties associated with each experimental 

technique. 

Every measmement has a certain level of uncertainty and error associated with it. The 

error is d&ed as the Herence between the m e  vaiue of the variable measured and the exact 

value. The uncertainty is associated with the level of possible error of a measurement, within 

a @ed cofidence interval Two types of erron in measurements give rise to measurement 

uncertainties; bias and precision errors. Bias errors are ''fixeci'' errors which result in an offset 

between the mean of a set of measurernents and the true mean value, while precision errors 

result in scatter about the actual mean value. In any measurement system, there can be many 

independent sources of bias and precision errors, which can often be dealt with statistically to 

estirnate the total combined uncertainty of a given measurement set using the following: 



where: S = Total precision error 

S, = Individuai precision erron 

B = Total bias error 

B, = Individual bias errors 

The total combined uncertainty is given by: 

where: 6 = Total meanirement uncertainty 

t = Student t value. For a 95% confidence interval, t = 2. 

The measurement of tirne-varyhg quantities such as velocity involves precision errors 

associated with the necessarily finite sample sizes that must be taken. These precision erron 

in estimation of mean quannties are not only dependent on sample size, but aiso on the nature 

of the measured quantity itself. Estimation of mean velocity in a velocity field of very low 

turbulent intensity can be achieved with relatively few samples over a tirne span that is long 

relative to the time scales of the Bow, while a highly turbulent flow would require more 

samples to achieve the same level of accuracy. The equation relating the precision error to 

sample size and measured quantity characteristics is given by Castro [41] as: 

where: =a2 = Standard normal variate (= 1.96 for a 95% confidence interval) 

o = Standard deviation of sample set 

N = Number of sampies 

In the case of turbulent velocity measurements, the standard deviation can be replaced by the 

RMS velocity fluctuation, and the precision error in mean velocity becomes: 



where: LI = Mean velocity 

u' = RMS velocity fluctuation 

The uncertainties associated with RMS velocity c m  be determined 6om: 

where: Sm = Uncertainty in RMS 

u' = RMS velocity 

As will be discussed in M e r  detail in later sections, some of the bias and precision errors 

associated with the experimental systems used in this work are relatively straightfo~ward to 

assess. However, many of the uncertainties encountered are much more difncult to resolve, 

and remain unknown at present. 

7.2. PD1 Uncertainties 

The Aerometrics Phase Doppler Particle Analper system consists of an opticaf system 

and a processing unit. Uncertainties associated with individual droplet size and velocity 

measurement are relatively easy to assess, and are related to the system hardware and 

processing technique. Uncertainties associated with statistical calculations such as mean 

diameter and volume flux are much more difncult to quanti@, as are uncertainties associated 

wit h user-selected paramet ers such as phot omultiplier voltage, threshold and filter setîings. 

AU PD1 measurements depend ultimately on the geometry of the system. The velocity 

measurement is dependent on the fiinge spacing in the probe volume, which is in turn 

dependent on the beam intersection angle and laser wavelength. The laser wavelength is known 

to a high degree of precision, and does not contribute to instrument uncertainties. The bearn 



intersection angle is detennined by the trmmitting lem focal length and beam separation (see 

Equation 4. l), each of which is known a d o r  measurable to better than 0.5% accuracy. The 

constant of proportioriality between phase Berence and droplet diameter is given by Equation 

4.7 and is dependent on the sine of the elevation and off-axis angles. The elevation angie is 

determineci by the effective detector separation, which is calibrated at the factory to a high 

degree of precision. The off-axis angie @ is determined by the physical- installation of the 

transmitter and receïver, nomindy set to 30°, with an approximate accuracy of 0.5 O .  The bias 

error induced by this level of error can be estimated fiom: 

Solvhg the above for 4 = 30" and A@ = 1 O lads  to an uncertainty of approximately 1.5%. 

The other term in the phase/diameter relationship is the relative index of reeaction m 

between the &el and air. Ahhough this is known to a high degree of precision, it is a fùnction 

of droplet temperature. Since the fuel droplet can be at any temperature f?om below arnbient 

to its boiling point, the index of refraction is variable between these limits. For methmol the 

index of refiaction ranges fiom 1.3 108 to 1 -3329 over the temperature range fiom 10°C to 

near boiling at 64S°C[72], resuiting in a &hg uncertainty of approximately 4%. Recent work 

by Schneider and Hirieman [73] examined the effect of index of refraction gradients on particle 

sizing, as larger particles would not be isothermal in a combusting environment and radial 

gradients in temperature and hence refiactive index would be present. It was concluded that, 

for atmospheric pressure flames, there is insuf£icient temperature and refiactive index range 

to cause a significant sizing error. However, in high pressure combustion systems with fuels 

able to reach several hundred degrees, this effect should be addressed. 

The diameter-phase relationship given in Equation 4.7, derived through the laws of 

geometric optics, assumes that the particles are sphencai, and considerably larger than the 

incident light wavelength. More rigorous Mie scattering theory predicts oscillations in the 

phase/diarneter relationship as particle size approaches the incident wavelength, increasing 

uncertainties in sizing for this range of particles. The lower limit of applicability of the 
# 



geometric optics relationship is the subject of some discussion in the particle sizing field. 

Naqwi and Dum[74],[75] performed a detailed theoretical analysis of the scattering process, 

and concluded that a PD1 system could be configured to accurately size particles as srnd as 

0. Spm, at the expense of overall size range. In fact, their caiculations showed that a qstem 

configureci to acairately size these small particles would have a maximum sizing capability of 

approximately 2pm! More practical sizing ranges cm be achieved at the expense of low end 

accuracy. Rather than exarnining this problem fiom a theoretical point of view, Ceman et 

a4761 and O'Hem et a4771 performed a set of experiments using a viirating orifice aerosol 

generator capable of accurately producing droplets as s d  as 3 . 7 ~ ~  and assessing the 

Aerometncs Phase Doppler Particle Analyzer's sizing abihty directly. Oscillations in response 

were found to occur at the two commonly employed colleaion angles tested. Sizing errors 

were found to increase ciramaticaily below IOpm, and were on the order of60% at Spm. The 

threshold for sizing m n  over 10% was found to be approxïmately 17pm at a 30' collection 

angie. 

Another source of uncertainty aises from the Doppler signal analysis technique. The 

Aerometrics Doppler signai anaiyzer employs a fast Fourier transfom technique to deterrnine 

the fiequency and phase of the Doppler signal. The technique uses single bit quantization of 

the Doppler signal, with a user-selectable sample size and sampling frequency. In order for this 

technique to work well, the combination of sample size and sampling Eequency mua cover 

several fidl cycles of the Doppler signal. Since the spray being measured will contain a broad 

range of droplet velocities and hence Doppler fiequencies, care must be taken to select sample 

size and sampîing rates, as well as mixer fiequencies, that result in all buras being adequately 

çampled. In effect, this requires knowing the characteristics of the flow prior to obtaining 

measurements, and generally requires one or two iterations to deterrnine optimum settings. 

Assvning that the instrument is properly configured, the expected frequency and phase RMS 

errors are approximately 6000 Hz and 2.5" rrspectively at a sampling rate of 20 MHz and 

simple size of 256 and a SNR of 5, as presented by Ibrahim et a1[78]. For a typical2 MHz 

bunt nom a 50pm droplet, this corresponds to an uncertainty of 0.3% on velocity and 1% on 

diameter. However, as burst fiequency and particle diameter d i s h ,  the importance of 



fiequency and phase uncertainties become more pronounced. in fact, with the instrument 

configureci to cover a 1.5-7Spm size range, the phase uncertainty translates to a 36% size 

uncertainty at 1 Spm. It is interesthg to note that some worken maintain that single bit 

quanthion as used by the Aerometrics system cannot give reliable results (Hsst-Madsen and 

Anderson [79]). While these claims do have some merit when the syaem is badly configured 

(ie sarnpling rate and sample size inappropnately set for the flow being rnk red ) ,  there has 

been no practical evidence to niggea that the Aerometrics results are unreliable. It should be 

noted that the authors of the above-cited reference are employed by Dantec Measurement 

Technology AIS, which is Aerometric's direct cornpetitor, and use 8-bit quantization in their 

system. 

The Aerometrics system reports statistical data rather than individual particle data. 

Generaily, the systern is set to measure a k e d  number of particles, then cornpute statistical 

mean diameters as well as mean and RMS velocity and volume flux. The statisticai 

uncertallrties associated with calculations of means fiom finite sample sizes can be determined 

from Equation 7.4. However, the errors associated with inmument uncertainties are difncult 

to quant@, since they are dependent on the actual distriiution measured. As discussed above, 

the uncertainty of a aven meanirement is dependent on the particle size, increasing as size 

decreases. Therefore, it would be expected that a data set cons ihg  of moaly srnaII particles 

would have more uncertainty associated with its calculated means than one that is skewed 

more to larger particles. in addition, in any experiment, the syaem only validates a certain 

percentage of Doppler bursts while othen are rejected for a number of reasons, including low 

SNR, non-sphericity, and velocity andor diameter outside pre-set bounds. Typically, the 

validation rate ranges between 85 and 95%, thus 5 to 15% of the droplets passing through the 

probe volume are not measured. If these unmeasured droplets are randomly distributed with 

respect to velocity and diameter, no bias in mean measurements will be induced. However, if 

there is a bias in rejections, then the data set itself will be biased. For example, as discussed in 

the previous chapter, there are locations in the flow where high relative velocity between the 

droplets and the gas phase may cause distortion of large droplets. These deformed droplets 

would cause data rejection due to non-sphericity, biaàng the meanirement set towards smailer 
, 



droplets. The extent of the bias induced is dependent on the size distribution itself, as well as 

the distribution of size of droplets rejected, an unknown entity. A sllnilar bias towards large 

particles c m  easily result if the photomultiplier gain is set too low to detect the smaiier 

particles, skewing the data set towards larger particles. In this case, there is no way of knowing 

if or how many s d  particles have gone undetected, and thus no way of quantifyuig the b i s .  

These typa of uncertainties have been acknowledged Li the literature, but there does not seem 

to be any work reported directed at quantifying these effects. In order to estimate the 

importance of these effects, consider a log-normal distribution of 10000 droplets, with a 

geometric mean diameter of 20pm and a standard deviation of 1.65pm, as illustrated in Figure 

7.1. Table 7.1 iists the statistical mean diameters calculated based on the entire distri%ution, 

as weil as those calculate. based on non-detection of the smallest 10% of the distribution, the 

largest 1 O%, and the smallest 5% combined with the larges 5%. 

TABLE 7.1 : Effect of droplet rejection bias on mean diameters 

Diameter 

40 
Da 

D m  

4 2  

As can be seen, nondetedon of the d e s t  100/o of droplets leads to Little error in the 

computed mean diameters, while non-detection of the larges 10% of droplets l a d s  to 

substantial underestimation of mean diameters for this type of distribution. Obviously, the 

relative degree of error is distn%ution dependent, but signifiant mors may be occumng if data 

rejection is non-random. 

Count corrections for probe volume area variation with sùe class, required to obtain 

unbiased statistical diameters according to Equation 4.9, depend on the instrument software 
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estirration of gain, G! This estimate is highly uncertain. However, the dependency of the 

correction factor on G, given in Equation 4.8 is not strong, and 50% errors in estimation of 

G lead to negiigible errors in the probe area correction. 

Volume flux meanirements made by the system are particularly uncertain. The 

instrument calculates the volume flux by determinhg the effective probe area for each size 

class, then multiplies the wunt in each size class by the mean droplet volumé in that size class, 

divideci by the probe area and time span of acquisition. The major source of uncertainty in this 

calculation arises fiom the determination of the probe area As discussed earlier, the width of 

the probe area is dependent on droplet size, droplet velocity, intensity distribution and 

photomultiplier gain. The Aerometrics software includes a propnetary routine to determine 

the probe area in each size class based on the maximum transit t h e  of particles through the 

probe vohune in each size class. The assurnption is made that, in a size class containhg many 

counts, the longest traosit time ofparticles in that size class corresponds to the particle whose 

trajectory canied t through the centre of the probe volume, definhg the probe volume width 

when the transit tirne is multipliecl by the particle's velocity. In many sprays this provides an 

adequate result. However, in the case of sprays with a wide size distribution, each size class 

may only have a few particles associated with it, and the assumption that the longest transit 

time corresponds to a trajectory passing through the centre of the probe volume may be 

erroneous, leading to underestimation of probe volume area and overestimation of volume 

flux. In dense sprays, it is also possible (indeed iikely) that some measurements would involve 

multiple particles passing through the probe volume. If one particle enters the probe volume 

More the preceding one exits, and if they are of simila. size and velocity, the instrument will 

not reset after the fkst particle leaves, but will only count a single particle, with a transit time 

corresponding to that of the sum of the two particles, resulting in a large overprediction of 

probe area. It is possible to reduce the likelihood of multiple particle detection by reducing 

photomultiplier gain and increasing the threshold setting, but this would result in reduced 

de tecfiiility of smd particles. McD oneU and Samuelsen[80] found that flux measurements 

showed a strong dependence on photomultiplier gain setting which did not show asymptotic 

behavior, unlike diameter measurements which tended to stabilize after photomultiplier gain . 



was set sufficiently hi@ to detect the smaU particles. Integrahon of their flux data over the 

spray field yielded a volume flow rate more than double the injected arnount, which they 

attributed to diaiculties with the software calculation algorithm. Based on the results of 

McDonel and Samuelsen [80] as well as the results reported in Section 6.7, it would seem that 

volume flux measurements should be treated carefUy, and used in qualitative fashion rather 

than quantitatively. It is important to note that, although both probe &ea corrections and 

absolute probe area caiculations depend on determination of effective gain, it is only flux 

measurements that are sensitive to errors in its calculation. 



7.3. Turbulent Statistics Uncertainties 

Measurement o f  turbulent statistics in a reacting multi-phase flow is quite difncult to 

accomplish, for reasons outiined elsewhere in this work In order to obtain gas-phase velocity 

data, it is necessary to obtain a data set of spray droplet velocity and seed particle velocity, 

thai filter out aii data associateci with particles that are deemed too large to accurately foliow 

the gas-phase flow. As discussed earlier, the cut-off diameter for particles that wiil foilow a 

O 10 20 30 40 50 60 70 80 90 IO0 
Diameter (um) 

FIGURE 7.1: Log-normal distribution with Dg = 20pm, a, = 1.65pm 
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flow with an integral timescale on the order of 1 ms is approximately 5pm. Hence, most gas- 

phase velocity data presented herein is based on fltered data sets consisting of particles 

meanired to be 5pm and smaller. It should be noted that the PD1 system has an uncertainty 

on the order of 2pm in this size range, hence the resulting velocity data set will have velocity 

measurements assoaated with a broad distn'bution of particle sizes ranging nom approximately 

0.5 to 7pm. While d these particles will follow the gas-phase flow reaso&ly well, there wiU 

always be some slippage when velocity gradients are present, with larger particles exhibiting 

more slip than smaller ones. Hence, the degree to which the calculated rnean and fluchiating 

velocities correspond to the actuai gas-phase velocity depends on the nature of the flow 

(turbulent intensity, shear) as weIl as the size distri'bution of the particles in the filtered data 

set. For particles subjected to a hear velocity gradient of 0.5 (m/s)/mm, a 5vm particle wiU 

iag the flow by approximately 7%, while a 1 pm particle would exhibit less than 1% lag [8 11. 

Another source of uncenainty in these velocity measurements arises fiom the sometimes s d  

data sets remaliing &er all large droplet data has been removed. In these instances, the nnal 

data set may have oniy a few hundred data points in a flow field of 30% turbulent intensity. 

In these instances, the associated mean velocity uncertainty would be on the order of 6% and 

the error in RMS velocity would be on the order of 13%. 

Determination of mean velocity based on seed particles passing randomly through a 

probe volume cm lead to a bias towards faster particles, if the flow is essentidy uniformly 

seeded, as  the particle flux of faster moving particles is higher than slower moving ones. One 

method discussed by Buchave et ai [82] to reduce this bias is to weight the mean velocity 

calculation by gate t h e  (essentidy equai to travel time across the probe volume). Mean 

velocity caldations based on this method Wered by less than 1% fkom those calculated using 

an unweighted average, and hence this method was not used. 

Another source of uncertainty arising fiom velocity measurements based on seed 

particle velocity in flames results nom themophoretic effects in regions of high temperature 

gradients. Sung et 41 [83] perfonned experirnents and calculations for a 

methane/oxygednitrogen countedow flame and found that deviatiom were in excess of 15 

d s e c  in the wom case. The thennophoretic effect is strongest in regions of extremely high 



temperature gradient, and would therefore only be sigdicant near the reaction zone itself. 

FinaUy, some uncertainties are associated with motion of the probe volume itselfdue 

to index ofr&ction gradients and fluctuations as the laser passes through the reaction zone. 

Extreme fluctuations result in the probe volume decouplhg a d o r  movhg out of the field of 

view of the receMng optics, r d @  in loss of data. In general, the probe volume wiU always 

be in motion, and d measued velocities will include a component due to  this motion. Since 

the motion is essentidy random, mean velocity cdculations would not be affecteci, but RMS 

velocities codd be overestimated. This effect has been studied by Ancimer and Fraser [84], 

and have been found to be on the order of 3 c d s  under certain conditions. To rninimize this 

effect, t is recommended that probe lasers mtenect the flame sheet at a near-normal incidence 

angle. In this work, measurement of radial velocity requïred traversing the burner in a direction 

n o d  to the optical axis of the probe volume, and hence for many measurements, the laser 

crossed the fiame sheet at an oblique angle, so that the flame-induced velocity bias couid not 

be rninimized. However, since most RLMS velocities measured were on the order of 0.5 m/s and 

higher, the associated error is not large. 

The uncertainty in integral timescale determination, obtained by integrating the 

autocorrelation hction, is related to the filtered data set effective data rate. The PD1 system 

rnakes a measurement each tirne a particle passes through the probe volume, rather than at 

fixed time intervais. The resulting filtered data set therefore wnsists of random amival tirne 

data in order to convert the data set to a fixed interval set compatible with the curently used 

software, a linear interpolation technique was employed. The resulting data set was therefore 

no longer based on actuai velocity measurements, but on a processed set with uncertain 

correlation to the original. As long as the fixed interval used in generating this data set was on 

the sarne order as the mean sampling rate in the orighai, filtered set, errors are not expected 

to be large. However, in order to ensure that this criteria was met, the tirne interval in the final 

data set was often quite large, ofien on the order of lms. The resulting autocorrelation was 

ofien not well resolved, resulting in large uncertainties when integrated to obtain the integral 

timescales. In many cases, the calculated integral timescale was of the same order as the data 

intexval, siggesting that the calculated integral tirnescale is highly uncertain. In other regions 



of the Bow, the integral tirnesale was an order of magnitude larger than the data interval, and 

is considered more reiiable. 

The uncertahty associated with the power spectmm fbnction is given by Bendat and 

Piersol[85] as: 

where: Sm = Uncertainty in power spectrum function 

EV) = Power spectrum function 

rzd = Number of distinct sub-records 

In this worlq the nurnber of distinct sub-records was generdy on the order of 40, 

aithough this varied with data set size, resdting in an uncertainty on the order of 15%. 

7.4. PLIF Uncertainties 

In some respects, there are few uncertainties associated with PLIF imaghg of OH. If 

the intent is to image reaction zone location, uncertainties are limited to the physical set-up of 

the system and camera characteristics. If the intent is to determine quantitatively the hydroxyl 

radical concentration, the sources of uncertainty are many. The work reported hereui uses 

PLIF to both image the reaction zone, and to measure the mean and peak OH concentration, 

and hence a detailed uncertainty assessrnent is warranted. 

As discussed in section 4.2.1, the ùiduced fluorescence at low excitation levels is 

proportional to the overiap integral between the laser linewidth and the absorption liiewidth 

of the moleaile king excited, the coefficient of spontaneous emission A, and the quench rate 

Q, as weU as the ground state population of the molecules being excited. 

The overlap integral between the laser pulse and the absorption linewidth can be 

detenriined with a reasonable degree of accuracy. The laser linewidth has been meanired using 

an etaion as descnied in the laser manuai[86]. The etalon used was a Lambda Physik FL-82 
, 



with a kee spectral range (FSR) of 0.67 cm-', and a projection Iens of l O O û m m  to focus the 

fnnge pattern, which was imaged using the ICCD. The etaion was equipped with several 

coahgs suitable for difEerent wavelength ranges, with a minimum usable wavelength of 320 

nm, higher than the 283nm nominal operating wavelength. Hence, the iinewidth was measured 

at 320nm, as wel as at the exit of the dye laser at 566nm. The Linewidth was detemiined fiom 

the following equation: 

where: 

2 FSR AV = F -  

Av = Laser linewidth (cm-') 

T = FWHM width of 2d M g  of fnnge pattern 

A = Spacing between 1' and 3" ring of f i g e  pattern 

FSR = Etalon fke spectral range 

The meanired linewidth at 320n.m was found to be 0.25 cm-', very close to the 

manufacturer's spedication of 0.18 c d  (min) and to that measured by Wong[87] using a 

somewhat different method. Uncertainties in this measurement are mainly due to the iimited 

resolution of the ICCD camera used to resolve the FWHM width of the second ring. This 

uncertainty is estimated to be approlemately 20%. However, for a typical OH measurement 

at 1500K, an uncertainty of 20% on laser linewidth results in a total uncertainty of only 10% 

for the combined linewidth overlap and spectral irradiance terms. This is not a general case, 

but arises because the laser line width is of the sarne order as the absorption h e  width. Hence, 

an overestimation of laser linewidth leads to an underestimation of the spectral irradiance, and 

an overestimation of the overiap integrai. In cases where the laser hewidth is much larger than 

the absorption hewidth, the overlap integral would not signincantiy change with s m d  errors 

in laser linewidth estimation, but the spectral irradiance term wouid. It should also be noted 

that there is a temperature dependence of the absorption lineshape due to Doppler and 

pressure broadening. In the range of 1000 to 2000K, the Doppler linewidth ranges fiom 0.20 . 



to 0.27 cm-', and the pressure broadened linewidth ranges fkom 0.1 1 to -08 cm*' and the 

r d t i n g  overiap integrals range fiom 0.84 to 0.68 WAv respectively. Hence, any uncertainty 

in temperature can lead to some uncertainty in overlap integral. 

Another uncertainty in the laser fluence arises nom the laser itselfin terms of shot to 

shot variation of total and point laser power. Since power measurements were made with a 

tirne-averaging instnunent, and LIT images were made using a single laser puise, it was 

necessary to assess the variability of the laser power on a shot to shot basis. This was 

performed by irnaging the light scattered by the laser sheet when directed ont0 a smooth 

mrf5ce7 and recording the total intensity count of al1 pixels in the sheet image. n ie  variation 

of this total count on a shot-to-shot basis represents the variation of total sheet energy, again 

on a shot-to-shot basis, which was found to be approximately 1 Cl?%. A similar quantification, 

looking at a singie pixel in the sheet image, showed a 15% variation, suggesting some 

variability in laser light distribution across the sheet on a shot-to-shot basis. 

Perhaps the most sigmficant source of uncertainty in the estimation of OH 

concentration is the value used for the quenching rate, Q. The quench rate is dependent on 

knowledge of the concentration and collisional cross-section of each species present in the 

region ofinterest, as weH as the temperature. Particulariy in the reaction zone itse& a region 

of non-eqdiirium, this is not well hown at d. Sorne experimental measurements have b e n  

made of the quench rate in various types of flames, as weii as some theoretical predictions. For 

methmol the quench rate has been reported to be (5*l)xl0' s*'at 2000K[88],[89]. As with 

the absorption lïnewidth, the quench rate is temperature dependent, hence uncertainties in 

temperature translate into uncertainties in quench rate. Garland and Crosley [55] summarized 

the state of the art as "...OH quenching can be estimated to within 30-50% in many cases...". 

The spectroscopic constant for spontaneous emission A is weil known and is not a 

major source of uncertainty. Copeland et ai [59] reported values for the transition probabilhies 

with uncertainties on the order of 9% for the transitions of interest in this work. Table 7.2 

sunmarizes the uncertainties associated with the fluorescence emission. 

In addition to the above uncertainties associated with fluorescence emission, there are 

other possible sources of error. One possible source of error involves the polarization of 



fluorescence -on, resulting in non-isotropie emission S k e  the exciting radiation is highly 

polarized, some degree of polarization is ükely to be presewed on ernission. Since each 

emitting m o l d e  is iikely to undergo rnany collisions before anitting, some depolarization d l  

occur. This problem was anaiyzed in some detail by Doherty and Crosley[90], who concluded 

that signifiaint errors in signal interpretation could result if this effect were not considered 

when examining spectrq but that broadband collection schernes as used in this work would not 

be significantly affected. Another source of error not considered in the data analysis is 

absorption effects resulting nom excitation beam absorption through the flame, and 

fluorescence reabsorption prïor to amval at the collection optics. The first eE&t, arising £iom 

laser absorption f?om OH and outscattering by fuel particles as the laser sheet passes through 

the Barne, was assessed by rneasuring the beam energy before and d e r  the flame, and was 

found to be n@giily small. The effeçt of fluorescence trapping was not measured, but would 

be expected to be of the same order as beam absorption or somewhat larger, due to the larger 

Einstein coefficients for @,O) and (1,1) fluorescence. 

The other major source of uncertainty associated with fluorescence measurements is 

in the fluorescence detection system, the ICCD and associated optics. The uncertainties 

associated with the ICCD camera depend on the signal being rneasured. For low level signals, 

the uncertainty is related to photon shot noise, readout noise and dark charge buildup. Photon 

shot noise is related to the statistics of photon counting, described by a Poisson distribution. 

The readout noise is related to the ICCD electronics and the uncertainty associated in 

measuring the electron count of the pixel weil. Dark charge build-up is related to the slow 

accumulation of electrons in the pixel weli in the absence of incident signal, which can be 

minimized by cooling the ICCD. The total noise of the ICCD meanirement is given by [62]: 

where: N, = Total signal noise 

N, = Readout noise of the ICCD 

ND = Dark charge noise of the ICCD 
I 



N, = Photon shot noise associated with the signal 

The total readout noise NR of the ICCD is typically around 10 electrons, or, at a gain setting 

of 1 counts per photoelectron, 10 counts. The dark charge build-up during a typical lOOms 

exp~sure, with the ICCD cooled to -35°C is approxbately 1 electron, or 1 count at the above 

gain setling. The typical incoming signal produces a peak count reading on the order of 3000 

counts, and the associated shot noise is the square root of the signal, or 55 counts. Hence, for 

the typicaUy high signal levels encountered in this work, the predominant source of uncertainty 

of the above is shot noise, at approximately 2%, or an SNR of 50. The correspondkg OH 

concentration at this signai level in the configuration used in this work was approximately 

5400PPM. The lowest OH concentration meamrable with reasonable accuracy would be 

approxhately 15 PPM, with a shot noise limited S N R  of around 3. 

Perhaps the most si@cant source of error associated with the fluorescence detection 

system with respect to quan-g peak OH concentrations as presented in this work arises 

&om the 12% pixel to pixel non-uniformity arising tiom the image intensifier. There is a 12% 

variation in output signal for a uniforrn input signal. Since the system was calibrated on the 

basis of a single proportionality constant between incident photon flux and pixel Uitensity count 

for aü pixels, no attempt was made to cali'brate each individual pixel. Hence, any photon count 

derived fiom a given pixel has a 12% uncertainty associated with it. In addition, the technique 

employed to calibrate the system used the sum of intensity count over a few pixels to 

d e t e d e  the above-mentioned proportiohality constant, and hence the uncertainty associated 

with this count would introduce a bias error estimated at around 5%. 

It should be noted tbat many 0th- possible sources of error have been removed by the 

technique employed to calibrate the system. For example, bias errors associated with the 

power meter used to rneasure laser energy, which can be large, are eliminated since the same 

instrument is used for Rayleigh caiibration and LIF imaging. Geometric emors as weiI as 

optical and quantum efficiency uncertainties are also eliminated in the same fashion, as the 

same geometric and optical set-up is used for calibration and OH imaging. The only optical 

factor not calibrateci out in this fashion is the interference filter efficiency at the various 
I 



fluorescence wavelengths, and these are supplied by the manufacturer to a high degree of 

certainty. 

Combining al1 the above errors, the uncertainty associated with OH concentration at 

a given point is on the order of 4O%, quite a high level of uncertahty. Although the accuracy 

of the concentration measurements cm be improved by more precise experimental techniques 

for caiibration, linewidth measurements etcetera, a major source of error is uncertainty 

associated with the quench rate. 

' Parameter 1 Uneertiinty 1 Rernarks 1 
Laser Power Variation in Sheet 1 15% 1 As measured 1 

- -- 

Laser Power Measurernent T E %  1 ~ e r  power meter specs 1 
Laser Linewidth 1 20?% 1 Limiteci by camera remlution 1 
ûverlap Integrai 1 IO?! 1 Dependent on laser hewidth 1 
Quench Rate 1 20-30% 1 Major uncertainty 

Einstein A coefficient 1 9% 1 As measured by Copeland et al 1591 1 
Pkel to pixel variability 1 12% 1 Manufacturer's spec. 1 
Shot noise (typical signal) I L o w f i r  strong signais I 
Cali'bration bias error 1 5% 1 Estimated 1 

TABLE 7.2: Sumrnary of fluorescence measurement uncertainties 



7.5. Temperature Measurement Uncertainties 

Uncertainties as~ciated with themocouple measurements have been quite well 

documented, as outhed in 1911. However, methods of quantifjing and minimigng these 

uncertainties are less weU developed. The uncertainties associated with thermocouple 

measurements can be divided into two broad categories: the-response uncertainties and 

thermal uncertainties. Tirne response uncertainties are associated with the themal response 

t h e  of the thennocouple junction to changes in medium temperature, while thermal 

uncertaintiw are asockted with heat loss/gah effects such as radiation and conduction losses 

tiom the themocouple junction, as weU as cataiytic effects on the thermocouple surface. In 

measurements of mean temperature, as presented in this work, the second class of uncertainty 

is dominant. The response of a thermocouple immersed in a flow field can be modeled by 

considering a heat balance on the thermocouple junction. The resuiting equation is: 

where: A, = Surface area of thermocouple junction 

h, = Effective convection coefficient at junction 

Tg = Actual gas temperature 

T = Thermocouple junction temperature 

r = Radius of thermocouple wire 

kW = Thennocouple wire thennal conductivity 

T, = Thermocouple wire temperature 

x = Distance nom junction (x = O is junction) 

cr = S tefan-Boltzmann constant 

E = Junction ernissivity 

T,, = Surroundings temperature 

q, = Heat addition due to catalysis 

mb = Junction mas 

Cb = Junction specific heat 



The first term in the above equation descnies the rate of heat transfer to the 

thermocouple junaion tiom the fiow field by convection. The second tenn describes the rate 

of heat conduction into or out of the junction by conduction along the lead wires. The third 

t e m  describes heat loss from the junction to the surroundings by radiation. The time- 

dependent term on the right hand side describes the t h e  response of the junction For steady 

state mean temperature meas~rements~ this term is taken as zero. in order to compensate a 

measurernent for conduction and radiation losses, many t e m  must be known. The convection 

coefficient, dependent on local fiuid properties, velocity, and shape and dimensions of the 

junction, cm be estimated using correlations. Temperature gradients along the leadwires, 

which must be evaluated to assess conduction losses depend on local flow conditions as well 

as convection coefficients, and are difncult to assess. Radiation measurements depend on 

knowledge of temperatures of a l l  participants' temperatures and relative importance. In some 

cases, such as lean combustion of non-sooting fuels, radiation can be considered as radiant 

exchange between the thennocouple junction and the far surroundings, neglecting exchange 

between hot gases. However, in other flarnes where partidate loadings are high, or where hot 

gases may be participathg, these losses are extremely difncult to quant*. Attya and 

Whitelaw[92] estimated that the radiation correction is less than 5% for an 80pm 

thermocouple wire where the bumùig mode of the spray fllame was primarily a diffusion flame. 

Uncertainties and errors associated with fuel droplet strikes on the thermocouple junction 

itself, or on the lead wires near the junction, do not appear to have been quantified. 

Conduaion losses can be minimized by using long leadwires, and orienting the thermocouple 

in the fiow to mlliimite temperature gradients in the vicinity of the junction. 

Although the effea is not weli quantifid, cataiytic efects involving reactions at the 

thennocouple surface cm produce large erron. Bare plathum thennocouples are particularly 

suscephble, since plathum is a particularly effective catalyst for a large number of reactions. 

Pita and Nm[93] investigated the catalytic effect in a premixed propadair flame, as well as 

in a 20°C hydrogedair non-reacting fiow, and concluded that substantial errors associated 

with catalytic effects are present in radical-nch flame zones. The magnitude of the error was 

not quantifie& depending strongly on local composition. It was also found that, within the 
, 



ranges tested, the effect was independent of thermocouple size and local flow velocity. 

In this work, severe catalytic action was initiated upon shut-down after operathg with 

an annuiar air flow rate of 4.77 Ps, a condition which caused heating of the bluff body due to 

flame impingement. On shut-dom methanol lefl in the nonle vaporized and emerged fiom 

the novle as a vapour jet which caused sutncient catalytic action on contact with the 

thermocouple that it was seen to glow. Turning on the fuel spray and &recting it at the 

thermocouple enhanced this reaction, and caused a temperature reading over 1600K This 

phenornenon is ilîustrated in Figure 7.2. hence, in this case, the error induced by the catalytic 

effect is on the order of 1300K when the fuel spray is at 300% or 430%! It should be noted 

that an attempt to induce this catalytic reaction using a type K (Ni-Cr/Ni-AI) thermocouple 

was unsu- even though nickel is itselfa good catalyst. Although there was no evidence 

of cataiytic effêcts of this degree in the reacting flow, measurements made in regions of high 

fuel vapour concentration and in reaction zones rnust be considered suspect. Measurements 

made in post-combustion regions are likely fiee of catalytic effects. 

In this work, mean temperature measurements have prirnarily been reported, and these 

are not strongiy affected by thermocouple t h e  constant issues. Uncertainties associated with 

mean temperature measurernents are largely associated with statistical uncertainties, as well 

as insaurnent and data acquisition errors. The configuration used in this work involved 

arnplï£j&g the thermocouple output ushg a custom-made, 400x amplifier, resulting in an 

output signal ranging fiom approlcimately O to 7.2V over a temperature range of 300 to 

2000K This signal was fed to an analog to digital converter board, codigured for a range of 

O to 10V, and 12 bit digitkation, resulting in a resolution of 2.44rnVkount. Since the output 

of a type S thermocouple changes by approBmately O.OlmV/K (4.2mV/K at 400x 

amplification), the temperature resolution of the acquisition system is approlamately O . K .  

RMS unCertainty when measuring a steady signal is better than 1K The bias error at 373K was 

also better than 1K. The calibration curve used for a type S themocouple has a stated 

accuracy of IOSK over the themocouple range, but acnial conformity of the themocouple 

to this c w e  depends on thermocouple quality and purity. 

Typical measurement sets consisted of 2048 measurements obtained at a 250 Hz 
I 



sampling rate. The statistical uncertainty associated with a sarnple set of this size is less than 

0.5% for a 15ûûK mean temperature measurement with an RMS of 100K. It should be noted 

that RMS temperatures measured are likely to be low due to the slow thermal response of the 

thermocouple relative to the fluchiating tirnescales of the flow. 

It wodd appear that uncertainties associated with conduction and radiation losses 

dominate uncertainties in temperature measurements in regions of the flow where catdytic 

effects and droplet strikes are uniikely, and are on the order of 5%, while in regions where 

catalytic effects andlor droplet strikes are likely, uncertainties are much higher, and 

unquantifïed. 

Uncertainty Value 1 Remarks 

1 Anaiog to Digital Conversion 1 0. 5K 1 12 bit digitkation 

1 Bias error 

I Statistid Uncertainties 1 a% 1 Large sample, s d  O 

Conduction Losses 

[ (excluding catalytic effect) I I 

Table 7.3: Surnmary of temperature measurement uncertainties 

SmalI Long leads, proper alignment 



FIGURE 7.2: Catalytic surface combustion on 
thennocouple 



CHAPTER 8 

CONCLUSIONS AND 

This work has combined phase 

RECOMMENDATIONS 

Doppler interferometry, planar laser-induced 

fluorescence and thermocouple thermornetry to effectively investigate the interaction of an 

annular jet with a spray flarne. 

Phase Doppler interferometry dows determination of droplet size and velocity at any 

point in the flow field non-intrusively, and with little intefierence fiom the flame itself. Post- 

processing of resulting data sets allows extraction of gas-phase velocities. Doping the liquid 

fuel with very small quantities of a dye that is strongly absorbing at the probe laser 

wavelengths Uicreases the sensitivity of the phase Doppler system to small seed phcles 

significdy, allowing determination of integral t h e  d e s  and turbulent energy spectra of gas- 

phase flows in many regions of the spray flame, information that has been diflicult or 

impossible to obtain previously. 

Planar laser-induced fluorescence unaging provides an excellent tool to image reaction 

zone location and structure on an instantaneous as weU as the-averaged basis in the spray 

flame. The excitatioddetection scheme used allows easy discrimination of OH fluorescence, 

even in the presence of strong Mie scattering of the excitation laser fiom fuel droplets. 

Uncertainties associated with quenching rates, as well as pixel to pixel sensitivity variations, 

lirnit the accuracy of OH concentration measurements to approximately 40%. AIthough the 

CH fluorescence imaghg scheme employed in this work successfully imaged CH in a bunsen 

burner flame, it was not successful in imaging CH in the spray flame, largely due to 

interference fiom fuel droplet Mie scattering and low CH concentration levels. 

Thennocouple temperature measurernents were successfiilly obtained over much of the 

spray flame field, with little evidence of data contamination due to fuel droplet impingement 

on the thermocouple wire. Possible catalytic effects raised questions about the accuracy of 

temperature measurements in fuel nch regions as weU as in reaction zones. 
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The combination of these instrument syaems provided complementary information 

about the spray flame, and is a highly effective set of research tools. 

The &kt of an annuiar air jet on the spray flame is highly pronounced. ûverali fiame 

structure changes radically fiom the air off case, becoming much shorter, and stnictured with 

a single reaction zone instead of the double reaction zone structure in the no air case. Overall 

flame length is reduced by more than 50% with annular air on, and peak temperatures in the 

flame are reduced substantidy. Turbulent intensities are very high with annuiar air on, and the 

turbulent structure is highiy anisotropic. The fuel distribution pattern is strongly affected by 

the annuiar air jet, which helps entrain srnail droplets in the flarne stabilization region near the 

nonle, and helps direct droplets to the flame centreline in the far field. 

Experimentally, fimire work should refine the dyed spray method of enhancing visibility 

of seed particles, with investigation of different dyes and seeding methods being a priority, in 

order to mawnLe data rates to enable better turbulent analysis, which has not yet been done 

in spray flames. Altemate schemes for imaging CH in dirty envkonments should dso be 

investigated. W~th respect to the annular air jet bumer, the next stage in the investigation 

should be to examine the bumer performance in an encloseci combustion chamber, a more 

practical configuration than the upward-firing torch set-up used in this work. 
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APPENDM 1 

ICCD CAMERA CALIBRATION AND OH 
CONCENTRATION CALCULATION 

The ICCD camera was calibrated using a Rayleigh scattering method described in 

Chapter 4. In order to apply this method, the Rayleigh scattering cross section for air at the 

calibration wavelength must be computed, which requires a howledge of the index of 

refiaction of air. The Cauchy dispersion formula [64] produces resuits with 0.1-0.2% 

deviation from experiment in the ultraviolet, and is the basis for the index of rehction 

calculation: 

where: nt = Index of refiaction 

A,  = 28.79 x 10" for air [64] 

B, = 5.67 x 10"5 for air [64] 

I = Wavelength (3 12 x 1 O-9 mm) 

Substitution of the above values into Equation A-1 leads to: 

nt- 1 = 3.0467 x 10" 

Once the index of refiaction of air is known, the Rayleigh scattering cross-section can be 

computed fiom the following, which is valid for srnall solid collection angles, when the laser 

polarization and the observation angle are at 90 O [64]: 



where: a,, = Rayleigh scattering cross section (cm2/sr) 

ni = Index of refiaction as calculated above 

A. = Wavelength in cm (3.12 x 1 O-' cm) 

h', = Number density of air molecules (2.47 x 1019 /cm3 at 1 atm, 20°C) 

p = Laser depolarization factor (0.03 assumed) 

Substitution of the above values into Equation A-2 leads to the following: 

a,, = 6.605 x lOZ7 cm2/sr 

The intensity of Rayleigh scattered light from a small irradiated volume can be given by: 

where: E,. = Rayleigh scattered energy 

Ei = Incident laser energy (0.0028 J/puise) 

n = Number of laser pulses during exposure (50) 

NA = Number density of air molecules (2.47 x 10'' /cm3) 

O,, = RayIeigh scattering cross-section (6.605 x  IO-^ cm2/sr) 

P = Collection solid angle (sr- see below) 

L = Length of imaged volume (0.0 122 cm) 

It should be noted that the above equation results fkom eliminating the laser cross-section 

area A fiom Equation 4.56. The solid collection angle is defined by the effective collection 

lens diameter at the aperture selected, and the distance fiorn the imaged volume to the fiont 

lens, and is given by: 



where: D = Effective collection lem diarneter (23mrn at V4-5) 

r = Distance fiom imaged volume to Iens (623mrn) 

The collection solid angle under these conditions is: 

$2 = 0.00107 sr 

Hence, the Rayleigh scattered energy under these conditions is: 

ERq = 2.98 x 1 0 - l ~  J 

To convert the scattered power to the number of photons collected over the exposure tirne, 

it is necessary to divide by Planck's constant and the scattered light fiequency as follows: 

where: n,, = Number of photons collected at Iens 

h = Planck's constant (6.63 x 1 O'% J-s) 

v = 9.62 x 10'' Hz 

Substitution of the scattered power into Equation A 4  leads to: 

"PP = 467,200 photons 

In order to obtain a cdibration factor for the ICCD camera, the individual pixel 

intensity counts fiom a stack of pixels covering the entire height of the laser bearn are 

surnmed up. This sum of intensity counts corresponds to the collection of n,, photons 

Rayleigh scattered from a volume of air L4 cm3, as defined in the above equations. Since 

the laser was firing into room air, which has some particdate surpended in if some scattered 

light amves at the lens due to Mie scattering fiom dust, thus contaminating the signal. In 

addition, there is a 12% pixel to pixel response variation across the ICCD, thus making the 

assessment of intensity count dificult. In order to reduce the uncertainty, summation of 
I 



intaisity counts were pafomed at 100 locations dong the imaged laser beam, and the lowest 

sums assumeci to be due to pure Rayleigh scattering. In fact, it was generdly obvious when 

a pixel imaged light scatterd fiom dw, as an unusually hi& intensity count would be present 

in marked comrast to its neighbon. Ushg this method, the intensity count associated with the 

arriva1 of 467Jûû photons at the lem r d t e d  in an i n t e e  count of approximately 160,000. 

The caliration &or correspondhg to this count is therefore 0.342 counts/photon. It should 

be noted that this &%ration factor, obtained with the camera gain set at 8.0 and the lens set 

at f74-5, wodd have to be adjusted for use with different gain andlor lens settings, ushg the 

data presented in Figures 4.16 and 4.1 7. 

One major advantage of this calibration method is that lens eficiencies and the 

quantum efficiency of the ICCD are included in the calibration factor, and need not be 

evaiuated explicitly. However, ifit were desired to use the camera to image fluorescence at 

a frequency other than the one used in the above caldation, recalibration at the new 

nequeney would be required. 

A1.2 OH CONCENTRATION CALCULATIONS 

In order to obtain the OH concentration fiom a PLIF image, it is necessary to convert 

the pixel intensity output into the appropriate incident photon count, using the calibration 

factor obtained above, adjusted for aperture and gain setting as appropriate. This photon 

count can then be converted into a concentration measurement as outlined below. 

From Equation 4.43, the number of photons incident on the lens for a particular pixel 

is given by: 

where: n, = Number of photons incident on a pixel 

B,, = Coefficient for stimulated absorption (6.95 x 1 OZ) crn3/J-sr) 



h, = Laser sheet height (7.0 cm) 

E(v), g(v) = Laser and absorption lineshapes 

F, = Fluorescence yield 

f ,  f, = Boltzmann fractions 

no = Nurnber density of fluorescing species (OH) 

A, = Area imaged by pixel (2.86 x 10'' cm2) 

l2 = Collection solid angle (5.75 x 10'' sr D = 23mm, r = 850mm) 

The terms in square brackets represent the overlap integral between the laser lineshape and 

the absorption lineshape. For the conditions used in this work, at a mean temperature of 

15OOK and laser pulse energy of 2.8 allpulse with a linewidth of 0.2 cm-', the resulting 

spectrai inadiance is approximately 0.75 x UAv, or 2.8 x 10 '13 J-S. The overlap integrai was 

evaluated fkom Equations 4.46-4.54 using MathCAD 6.0. Some care must be taken in 

evaluating the overlap integral numencally, since the functions being integrated are 

essentially non-zero over a very narrow band The step size used by the numerical integrator 

will be much larger than the non-zero fûnction width, resulting in erioneous values, unless 

the limits of integration are suitably defined- 

The fluorescence yield, F, is given by Equation 4.42 as: 

where: F, = Fluorescence yield 

Tm T,, = Filter transmision at (0,O) and (1,l) wavelengths (0.1 1 and 

0.1 7 respectively) 

A, A,, = Einstein coefficients for (0,O) and (1,l) transitions (1.44 x 

106 and 8.38 x 105 /s respectively) 

V = Vibrational transfer rate (1.12 x 1 O9 1s) 



Qo Q, = Quench rates from v' '=O and v"=l (6.6 x 10' /s for both at 

I5OOK) 

Substitution of  the above values in to Equation 4.42 leads to: 

The ground state Boltzmann Fraaions f. andhcan be found using Equations 4.47 and 4.48 

The vibrationai Boltzmann fraction is given by: 

where: J = Rotational quantum number (Q ,(6) transition, N = 6,  J = 6- 1/2) 

v = Vibrational quantum number (v = 0) 

h = Planck's constant (6.63 x 1 J-s) 

c = Speed o f  Iight (3 x 10'' c d s )  

B, = Rotational constant (1 8.5 13 cm-') 

a, = Vibrational constant (3569.59 cm") 

k = Boltzmann constant (1.38 x 10" JK) 

T = Temperature (1 500K assumed) 

Substitution of  the above Ieads to the following Boltzmann fiactions 

fJ. , .3 = O. 105 

f. = 0.968 



A typical PLIF single shot image, obtained under the above conditions, shows a peak pixel 

intensity of approximately 3,000 equivaient counts after background subtraction and 

compensation for gain setting as well as sheet intensity at the location of the reading. Using 

the calibration factor obtained in Section A- 1, this corresponds to N, = 8,770 photons. 

Substitution of this value into Equation 4.43 and solving for no leads to: 

n, = 2.6 x 1016 /cm3 

To convert the number density no to a concentration, it is necessary to divide by the total 

number density at the local temperature, obtained fiom: 

where: n, = Total number density at atmospheric pressure (1/crn3) 

To = Reference temperature (293 K) 

T = Actual temperature (K) 

Assuming a local temperature of 1500K Leads to a total OH concentration of: 

[OH] = .0053, or 5300 PPM 

This value should be adjusted to allow for local variation in laser sheet intensity, by refering 

to Figure 4.18. 

Determination of the local instantaneous OH concentration depends to a large degree 

on knowledge of the local temperature. The quench rate, Boltzmann fraction and laser 

lineshape/absorption lineshape overlap integral al1 have some temperature dependency. 
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