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#### Abstract

Let $\Sigma_{g}$ be a closed Riemann surface of genus $g$. Generalizing Ivan Smith's construction, for each $g \geq 1$ and $h \geq 0$ we construct an infinite set of infinite families of homotopic but pairwise non-isotopic symplectic surfaces inside the product symplectic manifold $\Sigma_{g} \times \Sigma_{h}$. In particular, we achieve all positive genera from these families, providing first examples of infinite families of homotopic but pairwise non-isotopic symplectic surfaces of even genera inside $\Sigma_{g} \times \Sigma_{h}$.
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## Chapter 1

## Introduction

### 1.1 Background

Given a symplectic 4-dimensional manifold $(M, \omega)$ and a second homology class $a \in H_{2}(M ; \mathbb{Z})$, one can ask for a classification of the isotopy classes of symplectic surfaces that represent $a$. Problems along these lines are typically labelled as the 'symplectic isotopy problem'. One reason that the symplectic isotopy problem is of interest is that it contrasts between symplectic and Kähler topology.

Given a complex surface $S$ (real dimension 4) and homology class $a \in$ $H_{2}(S ; \mathbb{Z})$, we can consider the complex curves of $S$ that represent $a$. Let $\alpha \in H^{2}(S ; \mathbb{Z})$ be Poincaré dual to $a$. Any complex curve $C$ of $S$ representing $a$ will be the zero set of a holomorphic section of a line bundle whose first Chern class is $\alpha$. It therefore suffices to study the preimage of $\alpha$ under $c_{1}: \check{H}^{1}\left(S, \mathcal{O}^{*}\right) \rightarrow H^{2}(S ; \mathbb{Z})$. This set naturally admits the structure of a variety. Moreover, when this preimage is non-empty the subset corresponding to singular surfaces is a proper subvariety and therefore has positive codimension. Thus, there are at most finitely many complex surfaces representing $a$.

Additionally, the Lefschetz Theorem on (1,1)-classes implies that the above $c_{1}$ has image $H^{1,1}(S ; \mathbb{C}) \cap H^{2}(S ; \mathbb{Z})$, and so these are the only homology classes that admit complex representatives. This argument is presented in greater depth in Chapter 1 Section 2 of (15).

Note that the generalized Thom conjecture (proved by Morgan, Szabó and Taubes in [27]) states that if $a$ admits a complex representative, then the com-
plex representative has minimal genus among all surfaces representing $a$. In particular complex surfaces representing the same homology element admit the same genus.

When working in the symplectic setting, the answer to this question is not as clean. Let $a \in H_{2}(M ; \mathbb{Z})$. We again have that symplectic representatives of $a$ have minimal genus among all surfaces representing the homology class (this was proved by Ozsváth and Szabó in [28]). However, there is no known method to determine the number of isotopy classes of symplectic surfaces representing $a$. It was shown by Siebert and Tian in 32 that there do exist elements of $H_{2}\left(\mathbb{C P}^{2}, \mathbb{Z}\right)$ that are represented by a unique isotopy class of symplectic surfaces. In contrast to this, it was shown by Fintushel and Stern in [12] that certain simply connected 4-manifolds admit infinitely many homology classes that are each represented by an infinite number of symplectic tori. This naturally leads to the question of which genera can be obtained as the genera of symplectic surfaces representing a given second homology class when there are infinitely many isotopy classes of such representatives.

It was then proved by Smith in [33] that for each odd $g \neq 3$ there exist an $h \in \mathbb{N}$ such that $\Sigma_{h} \times S^{2}$ admits a homology class that is represented by infinitely many non-isotopic symplectic surfaces of genus $g$. This result was improved upon by Park, Poddar and Vidussi in 30, who showed that for each $g \geq 1$ there exists a simply connected symplectic 4 -manifold with a second homology class that is represented by infinitely many non-isotopic surfaces of genus $g$.

The purpose of this thesis is to generalize Smith's construction so that we can realize all genera greater than 0 as the genus of symplectic surfaces representing a given homology class for which there exists an infinite number of non-isotopic symplectic representatives. We generalize Smith's construction in two ways. First, we work with more general braid groups $\operatorname{Br}_{n}\left(\Sigma_{h}\right)$ for all $h \geq 0$. This is not required to obtain the even genera, but rather done so as to generalize the symplectic manifolds and homology classes for which we can construct an infinite number of non-isotopic symplectic representatives; we can then work with the symplectic manifolds $\Sigma_{g} \times \Sigma_{h}$ for $g \geq 1$ and $h \geq 0$. Second, in place of studying the hyper-elliptic 2-fold branched cover of $S^{2}$, we study all cyclic $n$-fold branched covers of all Riemann surfaces.

When studying the above symplectic manifolds, we are no longer considering simply-connected manifolds. In this setting we are introduced to a new phe-
nomenon: two homologous surfaces can now fail to be isotopic because they are not even homotopic. We have therefore reformulated the problem to consider the stronger case of homotopic but non-isotopic surfaces. When doing so, we prove the following Theorem.

Theorem 1. Let $g, h, p$ be integers such that either $g \geq 1, h=0, p \geq 4$ or $g \geq 1, h \geq 1, p \geq 2$. Considering the product symplectic form on $\Sigma_{g} \times \Sigma_{h}$, the homology class $p\left[\Sigma_{g} \times \Sigma_{h}\right] \in H_{2}\left(\Sigma_{g} \times \Sigma_{h}\right)$ is represented by infinitely many homotopic but non-isotopic surfaces of genus $p(g-1)+1$.

Note that in Theorem 70 we will actually consider more general homology classes that will be described later.

### 1.2 Outline

This thesis is organized as follows. In Chapter 2 we introduce the notion of fibre bundles and state all results used later, with the exception of the theory of symplectic vector bundles.

In Chapter 3 we provide the underlying theory of braid groups and mapping class groups of a manifold. The first important theorem of this chapter is Theorem 37 which defines a specific map from the $n^{\text {th }}$ braid group to the $n$-punctured mapping class group of a Riemann surface. The second important theorem is Theorem 48, which relates the $n$-punctured mapping class group of an oriented manifold $M$ with the $\zeta$-mapping class group of a manifold $N$ and automorphism $\zeta$ such that taking the quotient of $N$ by $\zeta$ induces an $n$-fold cyclic branched cover of $N$ onto $M$. This theorem is the main tool used to generalize Smith's construction to all cyclic $n$-fold branched covers.

In Chapter 4 we introduce the notion of a symplectic manifold. There are two major theorems proven in this Chapter. The first theorem is the adjunction formula, which provides an equation that demonstrates a relation between the self-intersection of a symplectic surface with the genus of the surface. We use this later to determine the genus of the constructed surfaces. The second theorem is a special case of a theorem due to Gompf that defines a symplectic summing process of a manifold along two disjoint symplectomorphic submanifolds of codimension 2 . We are concerned with the case when the two codimension 2 submanifolds are contained in different components of the ambient manifold, and each has trivial normal bundle.

In Chapter 5we construct the families of surfaces mentioned in Theorem 1
Note that the citations appearing beside theorems within this thesis are not meant to provide the original source of the theory, but only the reference that I used while learning the theory.

## Chapter 2

## Fibre Bundles and Branched Covers

### 2.1 Introduction

The theory of fibre bundles plays multiple roles within this thesis; they will receive mention in all upcoming chapters. As such, the purpose of this chapter is to coherently organize the theorems that will be used later. This chapter is organized as follows. In Section 2.2 we provide the definition of a fibre bundle and make note of the long exact sequence of homotopy groups that arises from a fibre bundle. The theory described in this section is developed from [22] and [34]. In Section 2.3 we consider the special case of vector bundles, where each fibre has a (real) vector space structure. In Section 2.4 we consider branched covers, which are fibrations with nicely controlled singularities.

### 2.2 Fibre Bundles

There is an intuitive notion that motivates the definition of a fibre bundle: we wish to consider spaces formed by gluing a copy of some preferred space (the fibre) over each point in some other space (the base space). With this picture in mind, we define a pre-bundle over a space $M$ to be a continuous surjective function $\pi: E \rightarrow M$ whose fibres $\pi^{-1}(p)$ are pairwise homeomorphic. For ease of notation, when the base space is understood we will also denote a pre-bundle
$\pi: E \rightarrow M$ as $E_{\pi}$.
The easiest examples of pre-bundles are direct products of two spaces: given spaces $M$ and $F$, the canonical projection $M \times F \rightarrow M$ defines a pre-bundle with base space $M$ and fibre $F$. We will refer to these pre-bundles as trivial pre-bundles.

The concept of a pre-bundle admits certain pathologies. Consider the set

$$
S=\left\{(x, y, 0) \in \mathbb{R}^{3} \mid x>0\right\} \cup\left\{(x, 0, z) \in \mathbb{R}^{3} \mid x \leq 0\right\}
$$

with the subspace topology. There exists a map $S \rightarrow \mathbb{R}$ defined by projection onto the first coordinate and the pre-image of any point in $\mathbb{R}$ under this map is homeomorphic to $\mathbb{R}$. However, the fibre over $(0,0,0)$ is not attached to the fibres over small positive numbers in a desirable manner. To remedy this pathology, we demand that every point in the base space admits a neighbourhood about which the pre-bundle is 'nice'. Lastly, we demand that the 'nice' neighbourhoods are compatible. These stipulations provide the definition of a fibre bundle.

Definition 2. A fibre bundle over a manifold $M$ with fibre $F$ is a pre-bundle $\pi: E \rightarrow M$ with fibres homeomorphic to $F$ satisfying the following two conditions.

- There exists an open cover $\left\{U_{\alpha}\right\}_{\alpha \in \Lambda}$ of $M$ and a family of homeomorphisms $\left\{h_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times F\right\}_{\alpha \in \Lambda}$ such that the following diagram commutes:

where the vertical map is the canonical projection.
- For each pair $\alpha, \beta \in \Lambda$ the map $g_{\beta \alpha}: U_{\alpha} \cap U_{\beta} \rightarrow \operatorname{Aut}(F)$ defined by $g_{\beta \alpha}(x)(f)=h_{\beta} \circ h_{\alpha}^{-1}(x, f)$ is continuous.

Note that the commutativity of the diagram in the first axiom is equivalent to demanding that $h_{\alpha}$ maps the fibre over $x \in U_{\alpha}$ in $\pi^{-1}\left(U_{\alpha}\right)$ homeomorphically onto the fibre over $x$ in $U_{\alpha} \times F$. In the second axiom $\operatorname{Aut}(F)$ is the set of homeomorphisms of $F$ equipped with the compact-open topology. We refer to the collection $\left\{h_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times F\right\}_{\alpha \in \Lambda}$ as a local trivialization of $E_{\pi}$. We
refer to the maps $g_{\beta \alpha}$ as coordinate transformations or cocycles of the bundle. We will refer to the codomain of the cocycles as the structure group of the trivialization.

The trivial pre-bundles are fibre bundles that admits a local trivialization consisting of just the identity map of $E_{\pi}$. On the other hand, the second example of a pre-bundle clearly fails to be a fibre bundle since there is no such neighbourhood about 0 .

A compatible collection of cocycles is sufficient to fully describe the fibre bundle. Given spaces $M$ and $F$, consider an open cover $\left\{U_{\alpha}\right\}_{\alpha \in \Lambda}$ of $M$ and a collection of continuous maps $\left\{g_{\beta \alpha}: U_{\alpha} \cap U_{\beta} \rightarrow G\right\}_{(\alpha, \beta) \in \Lambda \times \Lambda}$ where $G$ is a subgroup of the automorphism group of $F$. Suppose furthermore that these $g$ 's satisfy

$$
\begin{equation*}
g_{\gamma \beta}(x) g_{\beta \alpha}(x)=g_{\gamma \alpha}(x) \tag{2.1}
\end{equation*}
$$

for all $x \in U_{\alpha} \cap U_{\beta} \cap U_{\gamma}$. The $g$ 's then necessarily satisfy the identities

$$
\begin{equation*}
g_{\alpha \alpha}=i d \quad \text { and } \quad g_{\beta \alpha}=g_{\alpha \beta}^{-1} \tag{2.2}
\end{equation*}
$$

for all $\alpha, \beta \in \Lambda$. Regarding $\Lambda$ as being equipped with the discrete topology, consider the subset $T \subset M \times F \times \Lambda$ consisting of all points $(x, f, \alpha)$ such that $x \in U_{\alpha}$. Alternatively we can characterize $T$ as the union

$$
\bigsqcup_{\alpha \in \Lambda} U_{\alpha} \times F \times\{\alpha\}
$$

equip $T$ with the binary relation

$$
\left(x_{1}, f_{1}, \alpha\right) \sim\left(x_{2}, f_{2}, \beta\right) \quad \text { if } \quad x_{1}=x_{2} \quad \text { and } \quad g_{\beta \alpha}\left(x_{1}\right)\left(f_{1}\right)=f_{2}
$$

It is immediate from (2.1) and $(2.2)$ that this relation is an equivalence relation. Let $E$ denote the space of equivalence classes of $\sim$ with the quotient topology. Define $\pi: E \rightarrow M$ by sending $\pi(x, f, \alpha)$ to $x$. Since $\pi$ is well-defined and the lift $\tilde{\pi}: \sqcup U_{\alpha} \times F \times\{\alpha\} \rightarrow M$ is continuous, we also have that $\pi$ is continuous. Moreover, since $\pi^{-1}(x) \cong F$ for all $x \in M$ and each $x \in M$ is contained in one of the $U_{\alpha}$ 's (which provides a local trivialization), $E_{\pi}$ is a fibre bundle.

From the above construction we see that the only role that the fibre plays in the construction of a fibre bundle is in understanding of how the transformation group acts on the fibre. In particular, it is possible to replace the fibre with some other space that $G$ acts upon. We will say that two bundles are associated
to one another if each can be constructed from the other in this manner. One particular example of this is the associated principal bundle, where one replaces the fibre with the space $G$ acting on itself by left multiplication.

Note that the structure group $G$ depends upon the choice of open cover of $M$ and cocycles $g$. In particular, Theorem 6.4.1 of 22] states that given a closed subgroup $H$ of $G$, one can reduce the structure group to $H$ if and only if for each $\alpha \in \Lambda$ there exists a map $r_{\alpha}: U_{\alpha} \rightarrow G$ such that the functions $r_{\beta}^{-1} g_{\beta \alpha} r_{\alpha}$ have values in $H$ along $U_{\alpha} \cap U_{\beta}$.

It is convenient to assume that we have a fixed local trivialization of the bundle, and to implicitly work with local coordinates $(x, y)$ of $E$ where $x$ is a coordinate for $M$ and $y$ is a coordinate for $F$.

Having defined fibre bundles, we now proceed to define the natural notion of a morphism between two bundles.

Definition 3. Let $E_{\pi}$ and $E_{\rho}$ be two fibre bundles over $M$. A morphism between these two bundles is a continuous map $f: E_{\pi} \rightarrow E_{\rho}$ such that

commutes.
Note that the commutativity requirement is equivalent to requiring that the fibre over $x \in M$ in $E_{\pi}$ maps to the fibre over $x$ in $E_{\rho}$.

The collection of all bundles over a space $M$ together with morphisms between these bundles defines a category Bun( $M$ ).

It will occasionally be convenient to loosen the requirement that we have naturally identified the base spaces of two manifolds. We can therefore more generally define a morphism as follows.

Definition 4. Let $\pi: D \rightarrow M$ and $\rho: E \rightarrow N$ be two fibre bundles. A morphism between $D_{\pi}$ and $E_{\rho}$ is a pair of continuous maps $f: D \rightarrow E$ and $g: M \rightarrow N$ such that the following diagram commutes.


The commutativity requirement here is that the fibre over $x \in M$ maps to the fibre over $g(x)$. Using this broader notion, we can consider the collection of all bundles and all such morphisms to define a category Bun.

Rather than working over all topological spaces, we may instead consider only fibre bundles defined within other geometric categories. Indeed, we will primarily consider our bundles to be within the smooth category. When considering smooth fibre bundles we demand that the projection is a submersion and that there exists a local trivialization such that the induced maps $g_{\beta \alpha}$ have their image contained within the subspace of diffeomorphisms of the fibre.

Definition 5. A section of a bundle $\pi: E \rightarrow M$ is a morphism $\sigma: M \rightarrow E$ such that $\pi \circ \sigma=i d_{M}$.

In the case of a trivial bundle $M \times F$, the sections are precisely graphs of continuous functions $M \rightarrow F$. Since each fibre intersects the image of a section at a single point, we can identify sections with their images. Thus, a section can be reinterpreted as a submanifold $\sigma(M)$ of $E$ such that each $\sigma(x) \in \sigma(M)$ is contained in $\pi^{-1}(x)$.

The notion of a section naturally generalizes to the notion of a multi-section.
Definition 6. An $\boldsymbol{n}$-section of a bundle $\pi: E \rightarrow M$ is a submanifold $X$ of $E$ such that the cardinality of the intersection of $X$ with any fibre $\pi^{-1}(x)$ is $n$.

Note that an $n$-section, together with the restriction of $\pi$ to the $n$-section, is itself a fibre bundle over $M$ whose fibre is a discrete set of size $n$. Indeed, the local trivialization of $E_{\pi}$ restricts to a local trivialization of the $n$-section, and since the homeomorphism group of the fibre is discrete the $g_{\beta \alpha}$ 's are necessarily continuous.

Fibre bundles with a discrete finite fibre will come up later. These bundles are typically referred to as covering spaces of the base space.

It is a classical result that the connected finite covers $E_{\pi}$ over a connected manifold, and more generally the fibre bundles whose fibres are merely discrete, are classified by their image $\pi_{*}\left(\pi_{1}(E)\right) \subset \pi_{1}(M)$.

Theorem 7. 17] Let $M$ be path-connected and locally path-connected. There exists a one-to-one correspondence between connected discrete covers $E_{\pi}$ of $M$ and subgroups of $\pi_{1}(M)$ given by pairing $E_{\pi}$ with $\pi_{*}\left(\pi_{1}(E)\right) \subset \pi_{1}(M)$. More generally, if we only require that $\pi$ is an $n: 1$ local homeomorphism, there is a
bijection between such covers and conjugacy classes of subgroups of $\pi_{1}(M)$. In any case, the cardinality of the fibre is equal to the index $\left[\pi_{1}(M): \pi_{*}\left(\pi_{1}(E)\right)\right]$.

A proof of this theorem can be found, for instance, on page 63 of [17].
Applications of the of fibre bundles in the next chapter will make use of the following theorem, which demonstrates the relationship between the homotopy groups of the spaces involved within a fibre bundle.

Theorem 8. 34 Let $\pi: E \rightarrow M$ be a fibre bundle, with fibre $F$. Fix $x \in M$ and $y \in \pi^{-1}(x)$. Let $i: F \hookrightarrow E$ be the inclusion of $F$ as the fibre over $x$. Then, there exists a long exact sequence:

$$
\begin{aligned}
\longrightarrow \pi_{n}(F) & \xrightarrow{i_{*}} \pi_{n}(E) \xrightarrow{\pi_{*}} \pi_{n}(B) \longrightarrow \\
& \cdots \xrightarrow{\pi_{*}} \pi_{1}(B) \longrightarrow \pi_{0}(F) \xrightarrow{i_{*}} \pi_{0}(E) \xrightarrow{\pi_{*}} \pi_{0}(B) .
\end{aligned}
$$

A proof of this theorem can be found on page 91 of 34].
Note that the last three morphisms are not group morphisms (unless this is a bundle within the category of topological groups, in which case $\pi_{0}(F)$, $\pi_{0}(E)$ and $\pi_{0}(B)$ are actually groups) but rather morphisms of pointed sets. We are therefore considering exactness at these points to be exactness within this category of pointed sets. Note that the image of a group morphism under the forgetful functor to the category of pointed sets has kernel and image equal to the kernel and image of the group morphism.

### 2.3 Vector Bundles

Vector bundles are fibre bundles where the fibres have a vector space structure that is locally compatible.

Definition 9. An n-dimensional (real) vector bundle is a fibre bundle $\pi: E \rightarrow B$ with fibre $\mathbb{R}^{n}$ (considered to be equipped with the natural vector space structure on $\mathbb{R}^{n}$ ) that admits a local trivialization

$$
\left\{h_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times \mathbb{R}^{n}\right\}_{\alpha \in \Lambda}
$$

such that for $p \in U_{\alpha}$ the map $\left.h_{\alpha}\right|_{\pi^{-1}(p)}: \pi^{-1}(p) \rightarrow \mathbb{R}^{n}$ is a vector space isomorphism.

Given a local trivialization of a vector bundle, the requirement that the $h_{\alpha}$ 's restrict to vector space isomorphisms on each fibre guarantees that the cocycles $g_{\beta \alpha}$ have their image contained within the space of $\operatorname{Aut}\left(\mathbb{R}^{n}\right)$ consisting of linear isomorphisms. Indeed, we can redefine an $n$-dimensional (real) vector bundle as a fibre bundle whose fibre is $\mathbb{R}^{n}$ and whose structure group is a subgroup of $G L_{n}(\mathbb{R})$ with the natural action.

Definition 10. A fibre bundle morphism $f: E_{\pi} \rightarrow E_{\rho}$ between two vector bundles is a vector bundle morphism if the restriction of $f$ to each fibre is a linear morphism.

Let $\boldsymbol{V e c t}(M)$ denote the category of vector bundles over $M$. This category admits much more structure than Bun( $M$ ). For example, Vect $(M)$ admits a zero-object: the identity map $i d: M \rightarrow M$ is a vector bundle whose fibre is the zero-dimensional vector space, and for any other bundle $E_{\pi}$ over $M$ there exist unique morphisms $E_{\pi} \rightarrow M_{i d}$ and $M_{i d} \rightarrow E_{\pi}$. As a consequence, given two vector bundles $E_{\pi}$ and $E_{\rho}$ there exists the zero-morphism $0_{\pi \rho}: E_{\pi} \rightarrow M_{i d} \rightarrow E_{\rho}$. This allows for various constructions within $V \operatorname{ect}(M)$.

Given local trivializations $\left\{g_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times \mathbb{R}^{n}\right\}_{\alpha \in \Lambda}$ of $E_{\pi}$ and $\left\{h_{\beta}\right.$ : $\left.\rho^{-1}\left(V_{\beta}\right) \rightarrow V_{\beta} \times \mathbb{R}^{m}\right\}_{\beta \in \Gamma}$ of $E_{\rho}$, we can locally consider $h_{\beta} \circ f \circ g_{\alpha}^{-1}:\left(U_{\alpha} \cap V_{\beta}\right) \times$ $\mathbb{R}^{n} \rightarrow\left(U_{\alpha} \cap V_{\beta}\right) \times \mathbb{R}^{m}$. Since the fibres of $E_{\pi}$ and $E_{\rho}$ over $U_{\alpha} \cap V_{\beta}$ are trivially isomorphic to $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ respectively, and since $f$ is continuous, we have a well-defined continuous map $f: U_{\alpha} \cap V_{\beta} \rightarrow \operatorname{Hom}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$. Since this map is continuous, $f$ has locally constant rank. Thus, assuming $M$ is connected, the restrictions of $f$ to any two fibres have the same rank.

This fact allows us to associate a number of vector bundles to a vector bundle morphism. Define $K=\left\{(x, y) \in E_{\pi} \mid f(x, y)=(x, 0)\right\}$, i.e. let $K$ equal the union of the kernels of the restrictions of $f$ to each fibre. The restriction of $\pi$ to $K$ provides a surjection onto $M$, where each fibre is homeomorphic to $\mathbb{R}^{k}$ for some fixed $k$. Moreover, given a local trivialization $\left\{g_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times \mathbb{R}^{n}\right\}_{\alpha \in \Lambda}$ of $E_{\pi}$, the restriction $\left\{g_{\alpha}:\left(\left.\pi\right|_{K}\right)^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times \mathbb{R}^{k}\right\}_{\alpha \in \Lambda}$ is a local trivialization of $K$. We therefore have that $K$ is vector bundle over $M$. Note that $K$ is naturally the kernel of $f$ : given any vector bundle morphism $h: E_{\zeta} \rightarrow E_{\pi}$ such that $f \circ h=0_{\zeta \pi}$, the image of $h$ is necessarily contained within $K$ and we can therefore factor $h$ through $K$.

The image of a vector bundle morphism, $\operatorname{Im} f$, is also a vector bundle over $M$. Using the above notation, we have that $f$ has constant rank and any local
trivialization of $E_{\rho}$ restricts to a local trivialization of $\operatorname{Im} f$.
Note that these bundles occur as sub-bundles of either the domain or codomain (sub-bundle meaning that they are subsets such that any local trivialization of the total set restricts to a local trivialization of the subset). We will similarly construct cokernels of a vector bundle morphism later.

Other methods of constructing new vector bundles come from globally performing vector space operations along every pair of fibres of two bundles. As an example of this, consider bundles $E_{\pi}$ and $E_{\rho}$ with fixed local trivializations $\left\{g_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times \mathbb{R}^{n}\right\}_{\alpha \in \Lambda}$ and $\left\{h_{\beta}: \rho^{-1}\left(V_{\beta}\right) \rightarrow V_{\beta} \times \mathbb{R}^{m}\right\}_{\beta \in \Gamma}$ respectively. We can then define a vector bundle

$$
E_{\pi} \oplus E_{\rho}=\left\{(p, q) \in E_{\pi} \times E_{\rho} \mid \pi(p)=\rho(q)\right\}
$$

with $(\pi \oplus \rho)(p, q)=\pi(p)$. Note that the preimage of any point $x \in M$ is $\pi^{-1}(x) \oplus \rho^{-1}(x)$.

This bundle admits a local trivialization by restricting the local trivialization $g_{\alpha} \times h_{\beta}: \pi^{-1}\left(U_{\alpha}\right) \times \rho^{-1}\left(V_{\beta}\right) \rightarrow\left(U_{\alpha} \times V_{\beta}\right) \times \mathbb{R}^{n+m}$.

This operation also admits a converse: if $E_{\rho}$ is a sub-bundle of $E_{\pi}$, then there exists a unique vector bundle $E_{\xi}$ such that $E_{\pi}=E_{\rho} \oplus E_{\xi}$. We will begin proving this by showing that every injective morphism of vector bundles is realized as the injective morphism of a short exact sequence (exact if at every stage the image equals the kernel). We will then show that every short exact sequence splits, proving both existence and uniqueness of the $E_{\xi}$ bundle.

Proposition 11. [18] Let $f: E_{\rho} \rightarrow E_{\pi}$ be an injective vector bundle morphism. There exists a vector bundle $E_{\xi}$, and a vector bundle morphism $g: E_{\pi} \rightarrow E_{\xi}$ such that

$$
1 \longrightarrow E_{\rho} \xrightarrow{f} E_{\pi} \xrightarrow{g} E_{\xi} \longrightarrow 1
$$

is exact.
Before proving this proposition, we require the following definition.
Definition 12. An orthogonal structure on a vector bundle $E_{\pi}$ is a continuously varying map from $M$ to the space of positive-definite bilinear forms on the fibres of $E_{\pi}$.

There are a number of equivalent ways to define the above notion of continuous. The easiest is just to demand that the evaluation map $E_{\pi} \oplus E_{\pi} \rightarrow \mathbb{R}$ is continuous.

Alternatively, we can define an orthogonal structure to be a reduction of the transformation group to $O(n)$. Suppose that $E_{\pi}$ is equipped with an orthogonal structure. Choose a local cover of contractible sets $\left\{U_{\alpha}\right\}_{\alpha \in \Lambda}$ of $M$. Note that over each $U_{\alpha}, E_{\pi}$ is trivial. Thus, for each $\alpha$ we can choose a set of $n$ sections $s_{i}: U_{\alpha} \rightarrow \mathbb{R}^{n}$ such that at each $x \in U_{\alpha},\left\{s_{1}(x), \ldots, s_{n}(x)\right\}$ is a basis of the fibre. We can then globally apply the Gram-Schmidt orthonormalization process to achieve orthonormal sections $t_{1}, \ldots, t_{n}$. The functions $h_{\alpha}^{-1}: U_{\alpha} \times \mathbb{R}^{n} \rightarrow$ $\pi^{-1}\left(U_{\alpha}\right)$ defined by $h_{\alpha}^{-1}\left(x, v_{1}, \ldots, v_{n}\right)=\sum_{i=1}^{n} v_{i} t_{i}(x)$ are inverses of new local trivializations over $U_{\alpha}$ for which it is routine to check that the structure group is $O(n)$ (using Theorem 7.4.1 of [22]).

On the other hand, suppose that $E_{\pi}$ is a vector bundle with structure group $O(n)$, and let $\left\{h_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times \mathbb{R}^{n}\right\}_{\alpha \in \Lambda}$ be a local trivialization of $E_{\pi}$ that induces cocycles that map into $O(n)$. Fixing a choice of $O(n)$ in $G L_{n}(\mathbb{R})$ determines a preferred bilinear form on $\mathbb{R}^{n}$ (the form that makes the columns of $O(n)$ orthonormal). Moreover, if we equip the fibres over $U_{\alpha}$ with this metric according to the trivialization $h_{\alpha}$, the change of trivialization using the cocycle $h_{\beta \alpha}$ does not alter the metric. We therefore have a well-defined orthogonal structure on $E_{\pi}$.

We will now proceed with the proof of Proposition 11 .
Proof. We will begin by proving that every vector bundle admits an orthogonal structure. Let $\left\{h_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times \mathbb{R}^{n}\right\}$ be a local trivialization of $E_{\pi}$ whose open cover of $M$ is locally finite. We can locally define an orthogonal structure on $U_{\alpha} \times \mathbb{R}^{n}$ by assigning the identity matrix to each $x \in U_{\alpha}$. Consider this as a map $\mu_{\alpha}: U_{\alpha} \rightarrow G L_{n}(\mathbb{R})$. Let $\left\{p_{\alpha}\right\}_{\alpha \in \Lambda}$ be a partition of unity that is subordinate to $\left\{U_{\alpha}\right\}_{\alpha \in \Lambda}$. We can then define an orthogonal structure on $E_{\pi}$ as $\sum_{\alpha \in \Lambda} p_{\alpha} \cdot \mu_{\alpha}$.

Alternatively, we could have proven the existence of an orthogonal structure by proving that we could reduce the structure group to $O(n)$ (using Theorem 7.4.1 of [22]).

Having fixed an orthogonal structure of $E_{\pi}$, we can define a surjective vector bundle morphism $E_{\pi} \rightarrow E_{\rho}$, which fibrewise is the orthogonal projection of $\pi^{-1}(x)$ onto $\rho^{-1}(x)$. Let $E_{\rho}^{\perp}$ denote the kernel of this morphism. Define a bundle morphism $g: E_{\pi} \rightarrow E_{\rho}^{\perp}$ to be the orthogonal projection onto $E_{\rho}^{\perp}$. Fibrewise, $\operatorname{Ker} g=\operatorname{Im} f$, and so $\operatorname{Ker} g=\operatorname{Im} f$ as vector bundles. This, together
with the fact that $g$ is surjective, shows that

$$
1 \longrightarrow E_{\rho} \xrightarrow{f} E_{\pi} \xrightarrow{g} E_{\rho}^{\perp} \longrightarrow 1
$$

is exact, which completes the proof.

Using the infrastructure of the previous proof, we can also prove the following.

Proposition 13. [18] Let

$$
1 \longrightarrow E_{\rho} \xrightarrow{f} E_{\pi} \xrightarrow{g} E_{\xi} \longrightarrow 1
$$

be a short exact sequence of vector bundles. Then there exists a vector bundle morphism $s: E_{\xi} \rightarrow E_{\pi}$ such that $g \circ s=i d_{E_{\xi}}$. Equivalently, $E_{\pi} \cong E_{\rho} \oplus E_{\xi}$

Proof. Fix an orthogonal sequence on $E_{\pi}$. We then have the short exact sequence

$$
1 \longrightarrow E_{\rho} \xrightarrow{f} E_{\pi} \xrightarrow{g} E_{\rho}^{\perp} \longrightarrow 1
$$

as above, where $E_{\rho}^{\perp}$ is a subbundle of $E_{\pi}$. We therefore have the following commutative diagram.


We therefore have a vector bundle morphism $E_{\rho}^{\perp} \rightarrow E_{\xi}$. Using the 5-Lemma, this morphism is an isomorphism. In particular, there exists a vector bundle morphism $E_{\xi} \rightarrow E_{\pi}$ and $E_{\pi}=E_{\rho} \oplus E_{\xi}$.

As a corollary to the above proposition, we have that the cosummand of $E_{\rho}$ in $E_{\pi}$ is unique up to isomorphism.

Corollary 14. Let $E_{\rho} \hookrightarrow E_{\pi}$ be an injective vector bundle morphism. There exists a vector bundle $E_{\xi}$, unique up to isomorphism, such that $E_{\pi}=E_{\rho} \oplus E_{\xi}$.

An example of such a bundle that will be relevant later is the normal bundle of a submanifold $M$. Given a manifold $M$ with submanifold $X$, the restriction of the tangent bundle $\pi: T M \rightarrow M,\left.\pi\right|_{\pi^{-1}(X)}:\left.T M\right|_{X}=\pi^{-1}(X) \rightarrow X$, is
a vector bundle over $X$. Moreover, the tangent space of $X$ at a point $p$ can be naturally embedded within the tangent space of $M$ at $p$. This determines $T X$ as a subbundle of $\left.T M\right|_{X}$. We define the cosummand of $T X$ to be the normal bundle $N X$. Note that in this case, the choice of orthogonal structure in Proposition 11 is simply a choice of Riemannian metric on $M$.

We will return to studying characterizations of the normal bundle of a submanifold in Section 4.4.

### 2.4 Branched Covers

Definition 15. A d-fold branched cover is a smooth proper map $\pi: E \rightarrow M$ with the following two properties.

- There exists a codimension 2 submanifold $X \subset M$ such that the restriction $\left.\pi\right|_{E \backslash \pi^{-1}(X)}: E \backslash \pi^{-1}(X) \rightarrow M \backslash X$ is a covering space with fibre of size $d$.
- Near each $p \in \pi^{-1}(X), \pi$ is locally modeled by $f: \mathbb{C} \times \mathbb{R}^{n-2} \rightarrow \mathbb{C} \times \mathbb{R}^{n-2}$ where $f(z, x)=\left(z^{m}, x\right)$ for some $m \in \mathbb{N}$.

Note that this definition is occurring within the smooth category, and not the complex category, which is more typical in literature.

We will refer to $X$ as the branch locus of $\pi$, and the $m$ in the second property as the branch index of $p$. Since $\left.\pi\right|_{\pi^{-1}(M \backslash X)}$ is a covering space of $M \backslash X$, we can fix a decomposition of $\pi^{-1}(M \backslash X)$ into $d$ sheets. For $p \in \pi^{-1}(X)$ the branch index of $p$ is the number of above sheets whose closures contain $p$. We can therefore associate a partition $\lambda_{x}$ of $d$ to each $x \in X$. We will refer to this $X$-indexed set of partitions as the branch data of the branched cover. When $M$ is a closed oriented 2 -manifold, the branch locus is a discrete, and hence finite, subset of $M$. Let us denote the branch locus as $\left\{x_{1}, \ldots, x_{k}\right\}$. We can then find a collection of $k$ simple closed curves $\gamma_{i}$ that separate $x_{i}$ from the rest of $X$. We will further assume that each $\gamma_{i}$ is oriented as the boundary component of a disk containing $x_{i}$. If we fix a base point $p_{1}$ of $\gamma_{i}$, the automorphism of $\pi^{-1}\left(p_{i}\right)$ induced by $\gamma_{i}$ is a permutation in $S_{d}$ that is contained within the conjugacy class indexed by $\lambda_{x_{i}}$ (using the disjoint cycle decomposition of a permutation). This can be seen by noting that a point $p \in \pi^{-1}\left(x_{i}\right)$ will induce a cycle in the monodromy permutation of size equal to the branch index of $p$.

Globally, given a base point $y \in M \backslash X$, there exists a natural group morphism $\rho: \pi_{1}(M \backslash X, y) \rightarrow \operatorname{Aut}\left(\pi^{-1}(y)\right) \cong S_{d}$ defined by sending a loop $\gamma$ to the permutation induced on the sheets by the endpoints of all lifts of $\gamma$ to $E \backslash \pi^{-1}(X)$. As we vary $y, \rho$ is only determined up to conjugacy. We will refer to this conjugacy class as the monodromy representation of $\pi$.

Our first objective in this section will be to study the existence of cyclic branched covers over a Riemann surface $\Sigma_{g}$.

Definition 16. $A$ branched cover $\pi: E \rightarrow M$ is cyclic provided that the image of the monodromy representation is cyclic.

Note that any branched cover over a closed oriented surface $M$ equips $E$ with a preferred orientation. Since removing a finite set of points does not affect the orientation of a manifold, $M \backslash X$ is oriented. We can then pull back the preferred orientation form to an orientation form of $E \backslash \pi^{-1}(X)$, and since we can compactify $E \backslash \pi^{-1}(X)$ to $E$ by adding a finite set of points, we have an orientation form on $E$. In particular, we have the following proposition.

Proposition 17. Let $\pi: E \rightarrow M$ be a branched covering over a closed orientable surface $M$. Then $E$ is itself a closed orientable surface.

We are now in a position to prove necessary criteria for the existence of various branched covers over $S^{2}$.

Lemma 18. [24] Let $X=\left\{x_{1}, \ldots, x_{k}\right\}$ be a subset of $S^{2}$. Choose a set map $p: X \rightarrow S_{d}$ such that $\prod_{i=1}^{k} p\left(x_{i}\right)=1$ and $\left\langle p\left(x_{1}\right), \ldots, p\left(x_{k}\right)\right\rangle$ acts transitively on $\{1, \ldots, d\}$. Then there exists a d-sheeted branched cover over $S^{2}$ with branch locus $X$ and monodromy group $G=\left\langle p\left(x_{1}\right), \ldots, p\left(x_{k}\right)\right\rangle$.

Proof. Let $G=\left\langle p\left(x_{1}\right), \ldots, p\left(x_{k}\right)\right\rangle \leq S_{d}$. Fix $x_{0} \in S^{2} \backslash X$. Fix a preferred set of loops $\gamma_{i}, 1 \leq i \leq k$, that are equipped with the positive orientation and partition $x_{i}$ from $x_{0}$ and the rest of $X$. We can homotope the $\gamma_{i}$ 's to loops with endpoint $x_{0}$ such that if one were to follow a small circle about $x_{0}$ in the positive direction, the $\gamma_{i}$ 's would be cyclically ordered in their numeric order. We then have that

$$
\pi_{1}\left(M \backslash X, x_{0}\right)=\left\langle\gamma_{1}, \ldots \gamma_{k} \mid \gamma_{1} \cdots \gamma_{k}=1\right\rangle
$$

Define the set map $\left\{\gamma_{1}, \ldots, \gamma_{k}\right\} \rightarrow G$ by sending $\gamma_{i}$ to $p\left(x_{i}\right)$. Since $\gamma_{1} \cdots \gamma_{k}=$ 1 , we can uniquely extend this map to a group morphism $\varphi: \pi_{1}\left(M \backslash X, x_{0}\right) \rightarrow G$.

Fix $l \in\{1, \ldots, d\}$. Let $M_{l}$ be the subgroup of $G$ consisting of permutations that fix $l$. Then, using Theorem 7, $\varphi^{-1}\left(M_{l}\right)$ determines a $d$-fold covering $\pi: E^{\prime} \rightarrow$ $S^{2} \backslash X$.

Since $\left\langle p\left(x_{1}\right), \ldots, p\left(x_{k}\right)\right\rangle$ acts transitively on $\{1, \ldots, d\}, E^{\prime}$ is connected. We can now extend $\pi$ uniquely to a continuous map with image $S^{2}$. The preimage of $\gamma_{i}$ under $\pi$ defines a finite set of circles (of size equal to the number of cycles in the disjoint cycle decomposition of $\left.p\left(x_{i}\right)\right)$. As we shrink $\gamma_{i}$ around $x_{i}$, the above circles individually shrink around a puncture within $E^{\prime}$. Adding points to these punctures, and mapping them to $x_{i}$ will then define a branched covering over $S^{2}$ with the desired properties.

In particular, if we associate the $d$-cycle $(1, \ldots, d)$ to each $x_{i} \in X$, we have the following corollary.

Corollary 19. Let $X=\left\{x_{1}, \ldots, x_{k}\right\}$ be a subset of $S^{2}$. Choose $d \in \mathbb{N}$ such that $d$ divides $k$. There exists a cyclic d-sheeted branched cover over $S^{2}$ with branch locus $X$.

An example of such a cover can be constructed as follows. Consider the CW-complex of $S^{2}$ consisting of two three sided cells. This complex is provided in Figure 2.1. We can lift this CW-complex to a CW-complex of $T^{2}$ as shown in Figure 2.2 .

The above criterion for the existence of a branched cover with specific branch data can be extended to branched covers over any oriented closed surface. Fix a branched covering $\pi: \Sigma_{k} \rightarrow S^{2}$ with the desired branch data. Choose discs $D_{1}, D_{2} \subset S^{2}$ such that $D_{1} \cap D_{2}=S^{1}$ and $X \subset D_{1}$. In $S^{2} \backslash X$, the boundary $S^{1}=\partial D_{2}$ is null-homotopic, and thus it will lift to $d$ disjoint circles. More precisely, $D_{2}$ lifts to $d$ disjoint copies of $D^{2}$ whose boundaries are the lifts of $S^{1}$. We can therefore surger $\pi$ by removing both $D_{2}$ and its preimage, and gluing in a copy of $\Sigma_{h} \backslash D^{2}$ to each of these circles. We therefore have a branched cover with base space $\Sigma_{h}$. Using Seifert-van Kampen's Theorem we have that

$$
\pi_{1}\left(\Sigma_{h} \backslash X\right)=\left\langle\gamma_{1}, \ldots, \gamma_{k}, \alpha_{1}, \ldots, \alpha_{h}, \beta_{1}, \ldots, \beta_{h} \mid \gamma_{1} \cdots \gamma_{k}=\prod_{i=1}^{h}\left[\alpha_{i}, \beta_{i}\right]\right\rangle
$$

Since each of the $\alpha_{i}$ and $\beta_{i}$ maps to 1 under the monodromy representation, the images of the monodromy representations of the old and the new branched covers can be identified. We therefore have the following theorem.


Figure 2.1: A CW-complex of $S^{2}$

Theorem 20. Let $X=\left\{x_{1}, \ldots, x_{k}\right\}$ be a subset of $\Sigma_{h}$. Choose a set map $p: X \rightarrow S_{d}$ such that $\prod_{i=1}^{k} p\left(x_{i}\right)=1$. There exists a d-sheeted branched cover over $\Sigma_{h}$ with branch locus $X$ and whose monodromy representation has image $G=\left\langle p\left(x_{1}\right), \ldots, p\left(x_{k}\right)\right\rangle$. In particular, for all $d \in \mathbb{N}$ such that $d \mid k$ there exists a cyclic d-sheeted branched cover of $\Sigma_{h}$.

We now wish to compute the genus of the covering space of a branched cover of $\Sigma_{h}$ given the branch data. Given a partition $\lambda$, let $\sharp \lambda$ denote the number of summands of $\lambda$. Given a branched cover $\pi: \Sigma_{k} \rightarrow \Sigma_{h}$, we will define the ramification of $x \in X$ to be $\nu(x)=d-m$, where $d$ and $m$ are as in Definition 15. and the ramification index of $\pi$ to be $\sum_{x \in X} \nu(x)$.

Given a branched cover $f: E \rightarrow M$ with branch locus $X$, consider a CWcomplex of $M$ that extends a CW-complex of $X$. We then have that the preimage of any cell is a union of subspaces of $E$ that are each homeomorphic to that cell. We can then use these spaces to construct a CW-complex of $E$. Using this fact, we can determine the genus of the covering space of a branched cover of $\Sigma_{h}$ using the branch data.

Proposition 21. Let $\pi: \Sigma_{k} \rightarrow \Sigma_{h}$ be a d-fold branched cover with branch locus $X$ of size $n$. Then $k=d(h-1)+\frac{1}{2} \nu(\pi)+1$.


Figure 2.2: A lift of the CW-complex in Figure 2.1

Proof. Choose a CW-complex of $\Sigma_{h}$ as above, and lift this to a CW-complex of $\Sigma_{k}$. Each $x \in X$ lifts to $d-\nu(x)$ vertices, and all other cells lift to $d$ cells. We therefore have that

$$
\begin{aligned}
\chi\left(\Sigma_{k}\right) & =d \cdot\left(\chi\left(\Sigma_{h}\right)-n\right)+\sum_{x \in X}(d-\nu(x)) \\
& =d \cdot \chi\left(\Sigma_{h}\right)-\nu(\pi)
\end{aligned}
$$

In particular,

$$
\begin{aligned}
k & =\frac{1}{2}(d(2 h-2)+\nu(\pi)+2) \\
& =d(h-1)+\frac{1}{2} \nu(\pi)+1
\end{aligned}
$$

When the branched cover is cyclic, the above formula simplifies to the fol-
lowing.
Corollary 22. Let $\pi: \Sigma_{k} \rightarrow \Sigma_{h}$ be a cyclic d-fold branched cover with branch locus of size $n$. Then $k=h d+\frac{1}{2}(2-n)(1-d)$.

In Section 4.4 we will return to the study of the existence of branched covers, with a focus on branched covers over closed oriented 4-dimensional manifolds.

## Chapter 3

## Mapping class groups and Braid Groups

### 3.1 Introduction

The purpose of the first three sections of this chapter is to introduce the braid groups and mapping class groups of manifolds, with particular interest in these groups for the Riemann surfaces.

Section 3.2 motivates the modern definition of the braid groups by first introducing the classical definition. Since the classical braid groups are presented here only to provide motivation and intuition for the modern definition, we refrain from providing any proofs in this setting and from proving the equivalence between the classical and modern definitions for the Euclidean plane. The theorems involving the construction of the classical braid groups are proved in [1] and [2]. A proof showing the equivalence of the two definitions can be found in [5].

Section 3.3 introduces the mapping class groups of a space. Particular attention is paid to morphisms between mapping class groups and braid groups that are obtained by studying particular fibre bundles.

Section 3.4 collects results that provide either a presentation or a set of generators for these groups.

In Section 3.5 we introduce the notion of the $\zeta$-mapping class group, which
consists of mapping classes that commute with a fixed mapping class $\zeta$. These groups are generalizations of the hyper-elliptic mapping class group studied by Birman in [3]. The hyper-elliptic mapping class group was studied in order to prove results about the double branched cover obtained from a hyper-elliptic map of a Riemann surface. In this section, we extend these results to all cyclic branched covers.

### 3.2 The Braid Groups

The braid groups of the Euclidean plane $\mathbb{R}^{2}$ were introduced by E. Artin in [1] with the intent of characterizing methods for intertwining $n$ strings together. This leads to a very natural characterization of these groups. Let $(x, y, t)$ be coordinates for $\mathbb{R}^{2} \times I$, where $x, y \in \mathbb{R}$ and $0 \leq t \leq 1$. Fix points $x_{i}=(i, 0,0)$ and $y_{i}=(i, 0,1)$ for $i=1, \ldots, n$. We define a classical braid representative to be an embedding $\beta: \sqcup_{i=1}^{n} I \hookrightarrow \mathbb{R}^{2} \times I$ such that:

- each interval of $\sqcup I$ has boundary $\left\{x_{i}, y_{j}\right\}$ for some $1 \leq i, j \leq n$,
- for each $t \in I,\left|\beta^{-1}\left(\mathbb{R}^{2} \times\{t\}\right)\right|=n$.

A classical $n$-braid, then, is an isotopy class of embeddings $\sqcup_{i=1}^{n} I \hookrightarrow \mathbb{R}^{2} \times I$ that contains a such an embedding. Given a braid $\beta$, we will denote representatives of $\beta$ by $\left(\beta_{1}, \ldots, \beta_{n}\right)$, where $\beta_{i}$ is the restriction of the representative to the interval starting at $x_{i}$. We will refer to the map $\beta_{i}$ as the $i^{\text {th }}$ strand of $\beta$. Given a preferred splitting $\mathbb{R}^{2}=\mathbb{R}^{1} \times \mathbb{R}^{1}$, we say that a representative of $\beta$ is in general position provided that under the projection $\mathbb{R}^{2} \times I \rightarrow \mathbb{R}^{1} \times I$, we have at most two strands intersect at a given point, and if two strands do intersect then they do so transversely. Every braid admits a representative that is in general position. This allows us to represent braids as diagrams in $\mathbb{R}^{1} \times I$. See Figure 3.2 for an example of such a diagram, and the diagram of an embedding that is not a braid according to the second requirement placed upon braid representatives.

The classical braids admit a binary operation by aligning one braid on top of the other, as in Figure 3.2. This operation admits an identity $I_{n}$ consisting of $n$ vertical strands. Additionally, one can prove inductively that any braid $\beta$ admits an inverse, which can be expressed as the 'mirror' of $\beta$. An example of this is found in Figure 3.3


Figure 3.1: Embeddings $\sqcup I \rightarrow E^{2} \times I$


Figure 3.2: The binary operation of the braid group

Artin revised his definition in [2] to add a greater level of rigour to the theory by incorporating real analysis.

Another approach to making the theory more rigorous was introduced by Fox and Neuwirth[13], which takes an algebraic topological approach by constructing the classical braid groups as fundamental groups of a related space. This definition has two advantages over the original: it easily generalizes to define braid groups over an arbitrary topological space, and it enables one to make use of homotopy theory and the functorality of $\pi_{1}$ to prove results.


Figure 3.3: The inverse of a braid is its mirror about the horizontal plane

Note that while the definitions below are all rigorous when $M$ is an arbitrary topological space, we will assume throughout this chapter that $M$ is a connected topological $m$-dimensional manifold, with $m \geq 2$.

Definition 23. The $\boldsymbol{n}$-fold configuration space of $M$ is the set

$$
\operatorname{Conf}_{n}(M)=\left\{\left(x_{1}, \ldots, x_{n}\right) \in M^{n} \mid x_{i} \neq x_{j} \text { for } i \neq j\right\}
$$

equipped with the subspace topology.

Note that when $M$ is an $m$-dimensional manifold, $\operatorname{Conf}_{n}(M)$ is an open submanifold of $M^{n}$, and hence has dimension $m n$.

Fix a basepoint $\left(x_{1}^{0}, \ldots, x_{n}^{0}\right) \in \operatorname{Conf}_{n}(M)$, and consider $\pi_{1}\left(\operatorname{Conf}_{n}(M)\right)$. Given a path $\gamma: I \rightarrow \operatorname{Conf}_{n}(M)$, there exists a unique path $\gamma_{i}: I \rightarrow M$ whose initial point is $x_{i}^{0}$, defined by projecting $\operatorname{Conf}_{n}(M)$ onto the $i^{\text {th }}$ coordinate. We will refer to this path as the $i^{\text {th }}$ strand of $\gamma$. For distinct $i, j, \gamma_{i}(t) \neq \gamma_{j}(t)$ as $\gamma(t) \in \operatorname{Conf}_{n}(M)$. We therefore have that the union of the graphs of the $\gamma_{i}$ 's form a subset of $S^{1} \times M$ consisting of $n$ disjoint circles. This object therefore shares a close resemblance to a classical braid. However, under this definition the $i^{\text {th }}$ strand of $\gamma \in \pi_{1}\left(\operatorname{Conf}_{n}(M)\right)$ is required to end at $x_{i}^{0}$ for all $i$, and so we are not constructing all braids. To remedy this, we quotient out by the natural $S_{n}$ action on $\operatorname{Conf}_{n}(M)$.

Given $\left(x_{1}, \ldots, x_{n}\right) \in \operatorname{Conf}_{n}(M)$, a permutation $\sigma \in S_{n}$ naturally acts on $\operatorname{Conf}_{n}(M)$ by $\sigma\left(\left(x_{1}, \ldots, x_{n}\right)\right)=\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right)$. Since this group action is free and $S_{n}$ is finite, the projection from $\operatorname{Conf}_{n}(M)$ to the quotient space
$\widehat{\operatorname{Conf}}_{n}(M)=\operatorname{Conf}_{n}(M) / S_{n}$ is a finite cover, and hence $\widehat{\operatorname{Conf}}_{n}(M)$ is also an $m n$-dimensional manifold. We can consider $\widehat{\operatorname{Conf}}_{n}(M)$ to be a topological structure placed upon the subsets of $M$ with cardinality $n$.

If we now consider $\pi_{1}\left(\widehat{\operatorname{Conf}}_{n}(M)\right)$, we can again define the strands of a loop $\gamma$. Place an (arbitrary) linear ordering on the base point $\left\{x_{1}^{0}, \ldots, x_{n}^{0}\right\}$. Using this choice, we have a unique lifting of $\gamma$ to a path in $\operatorname{Conf}_{n}(M)$, and we can define the $i^{\text {th }}$ strand of $\gamma$ to be the $i^{\text {th }}$ strand of this lifting, again denoting the $i^{\text {th }}$ strand of $\gamma$ as $\gamma_{i}$. Although the label applied to each strand depends on the choice of ordering, throughout this thesis we will view the ordering to be arbitrary but fixed. Again, the union of the graphs of the strands do not intersect.

We now have that the endpoints of $\gamma_{i}$ do not necessarily agree. Rather, $\gamma$ defines a permutation in $S_{n}$ defined by sending $x_{i}^{0}$ to $\gamma_{i}(1)$. It is clear that this $\operatorname{map} \pi_{1}\left(\widehat{\operatorname{Conf}}_{n}(M)\right) \rightarrow S_{n}$ is a surjective group morphism.

We can identify the classical braid group with $\pi_{1}\left(\widehat{\operatorname{Conf}}_{n}\left(\mathbb{R}^{2}\right)\right)$ by identifying a loop $\gamma$ with the union of the graphs of the strands. This identification is made rigorous in Section 1.2 of (5].

The above argument justifies the following definitions.
Definition 24. The group $\pi_{1}\left(\operatorname{Conf}_{n}(M)\right)$ is the pure braid group of $M$. We will denote this group as $\mathrm{PBr}_{n}(M)$.

Definition 25. The group $\pi_{1}\left(\widehat{\operatorname{Conf}}_{n}(M)\right)$ is the braid group of $M$. We will denote this group as $\operatorname{Br}_{n}(M)$.

In the above descriptions, we have insinuated that $\operatorname{PBr}_{n}\left(\mathbb{R}^{2}\right)$ is a subgroup of $\operatorname{Br}_{n}\left(\mathbb{R}^{2}\right)$. Indeed, more generally, $\operatorname{PBr}_{n}(M)$ is realized as the kernel of the above mentioned group morphism $\sigma: \operatorname{Br}_{n}(M) \rightarrow S_{n}$.

Proposition 26. 5] There exists a short exact sequence

$$
1 \longrightarrow \operatorname{PBr}_{n}(M) \longrightarrow \operatorname{Br}_{n}(M) \xrightarrow{\sigma} S_{n} \longrightarrow 1
$$

Proof. We can define a group morphism $\operatorname{PBr}_{n}(M) \rightarrow \operatorname{Br}_{n}(M)$ by mapping a loop $\gamma \in \operatorname{PBr}_{n}(M)$ to $\tilde{\gamma}$, where $\tilde{\gamma}$ is obtained by composing $\gamma$ with the projection $\operatorname{Conf}_{n}(M) \rightarrow \widehat{\operatorname{Conf}}_{n}(M)$. Since $\tilde{\gamma}$ lifts to $\gamma$, we have that the morphism is an injection into the $\operatorname{Ker} \sigma$. Moreover, it is clear from the definition of $\sigma$ that loops in $\operatorname{Ker} \sigma$ lift to loops of $\operatorname{Conf}_{n}(M)$, and thus the group morphism is an isomorphism $\operatorname{PBr}_{n}(M) \rightarrow \operatorname{Ker} \sigma$.

Note that the permutation associated to a braid provides information on the number of path components of the union of the graphs of the strands of a braid, which is a subset of $S^{1} \times M$. Each cycle in the disjoint cycle decomposition of the image of the braid under $\sigma$ describes how the graphs of the corresponding strands are connected. We therefore have that the number of components of a braid is equal to the number of cycles in the disjoint cycle decomposition of the associated permutation.

Definition 27. A braid is connected if the union of graphs of strands consists of a single component. Equivalently, a braid is connected if and only if the associated permutation is an n-cycle.

As an example of the benefit offered by developing the braid groups as fundamental groups, we now present a fibre bundle that establishes relations among the pure braid groups. Before doing so, for each $n \in \mathbb{N} \cup\{0\}$, define a subset $\mathcal{P}_{n} \subset M$ of cardinality $n$ such that $\mathcal{P}_{n-1} \subset \mathcal{P}_{n}$ for all $n$. This induces a natural linear order on $\cup_{n=1}^{\infty} \mathcal{P}_{n}$.

Lemma 28. 5] Fix $n>m$. The map $\tau: \operatorname{Conf}_{n}\left(M \backslash \mathcal{P}_{k}\right) \rightarrow \operatorname{Conf}_{m}\left(M \backslash \mathcal{P}_{k}\right) d e$ fined by $\tau\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}, \ldots, x_{m}\right)$ is a fibre bundle with fibre homeomorphic to $\operatorname{Conf}_{n-m}\left(M \backslash \mathcal{P}_{k+m}\right)$.

Proof. Given $\left(x_{1}, \ldots, x_{m}\right) \in \operatorname{Conf}_{m} \backslash \mathcal{P}_{k}$, the preimage under $\tau$ will consist of the points
$\left\{x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{n-m} \mid y_{i} \neq y_{j}\right.$ for $i \neq j, y_{i} \notin \mathcal{P}_{k} \cup\left\{x_{1}, \ldots, x_{m}\right\}$ for all $\left.i\right\}$
This set is clearly homeomorphic to $\operatorname{Conf}_{n-m}\left(M \backslash \mathcal{P}_{k+m}\right)$, and so $\tau$ is a prebundle.

To see that this pre-bundle is locally trivial, begin by selecting distinct points $z_{1}, \ldots, z_{m} \in M \backslash \mathcal{P}_{k}$. Pick an orientation-preserving automorphism $\alpha: M \rightarrow M$ that fixes $\mathcal{P}_{k}$ pointwise and maps $p_{k+i}$ to $z_{i}$ for all $1 \leq i \leq m$. Choose a collection of pairwise disjoint open neighbourhoods $U_{i}$ of $z_{i}$ in $M \backslash \mathcal{P}_{k}$ that are each homeomorphic to an open ball. Next, for each $i$, define a map $\theta^{i}: U_{i} \times \overline{U_{i}} \rightarrow \overline{U_{i}}$ such that:

- $\theta^{i}(x,-)$ is an automorphism of $\overline{U_{i}}$ that fixes $\partial \overline{U_{i}}$ pointwise
- for all $x \in U_{i}, \theta^{i}(x, x)=z_{i}$.

We will also use $\theta_{x}^{i}$ to denote $\theta^{i}(x,-)$. Since each $\theta_{x}^{i}$ fixes $\partial \overline{U_{i}}$, we can extend $\theta^{i}$ to $U_{i} \times M \rightarrow M$, by demanding that $\theta^{i}$ is trivial outside of $U_{i}$. Note that $\tau^{-1}\left(U_{1} \times \cdots \times U_{m}\right)$ consists of all points in $\operatorname{Conf}_{n}\left(M \backslash \mathcal{P}_{k}\right)$ such that the first $m$ points are in the respectively labelled $U_{i}$.

Given $x_{i} \in U_{i}$ for each $1 \leq i \leq m$, let

$$
\Theta_{x_{1}, \ldots, x_{m}}=\alpha^{-1} \circ \theta_{x_{1}}^{1} \circ \cdots \circ \theta_{x_{m}}^{m}
$$

Note that $\Theta_{x_{1}, \ldots, x_{m}}$ is a homeomorphism from $M \backslash\left(\mathcal{P}_{k} \cup\left\{x_{1}, \ldots, x_{m}\right\}\right)$ to $M \backslash$ $\mathcal{P}_{k+m}$ that continuously varies as we vary the $x_{i}$ 's. We can then define a local trivialization about a neighbourhood of $\left(z_{1}, \ldots, z_{m}\right)$ via

$$
\varphi: U_{1} \times \cdots \times U_{m} \times \operatorname{Conf}_{n-m}\left(M \backslash \mathcal{P}_{k+m}\right) \longrightarrow \tau^{-1}\left(U_{1} \times \cdots \times U_{m}\right)
$$

where

$$
\varphi\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}, \ldots, x_{m}, \Theta_{x_{1}, \ldots, x_{m}}^{-1}\left(x_{m+1}\right), \ldots, \Theta_{x_{1}, \ldots, x_{m}}^{-1}\left(x_{n}\right)\right)
$$

We therefore have that $\tau$ is a fibre bundle.
Note that the bundle in Lemma 28 does not have a counterpart in the $\widehat{\operatorname{Conf}}_{n}\left(M \backslash\right.$ mathcal $\left.P_{k}\right)$ setting as, in general, we have no method for choosing a preferred subset of $\left\{x_{1}, \ldots, x_{n}\right\} \in \widehat{\operatorname{Conf}}_{n}\left(M \backslash\right.$ mathcal $\left.P_{k}\right)$ of size $m$.

Since $M \backslash \mathcal{P}_{k+m}$ is path connected (under the assumption that $\operatorname{dim} M \geq 2$ ), applying Theorem 8 provides the following long exact sequence.

Corollary 29. 5] There exists a long exact sequence

$$
\cdots \longrightarrow \operatorname{PBr}_{n-m}\left(M \backslash \mathcal{P}_{k+m}\right) \longrightarrow \operatorname{PBr}_{n}\left(M \backslash \mathcal{P}_{k}\right) \xrightarrow{\tau_{*}} \operatorname{PBr}_{m}\left(M \backslash \mathcal{P}_{k}\right) \longrightarrow 1
$$

A specialization of this long exact sequence results in the following theorem.
Theorem 30. 5] Suppose $\pi_{2}\left(M \backslash \mathcal{P}_{k}\right)=\pi_{3}\left(M \backslash \mathcal{P}_{k}\right)=1$ for all $k \geq 0$. There exists a short exact sequence

$$
1 \longrightarrow \operatorname{PBr}_{1}\left(M \backslash \mathcal{P}_{n-1}\right) \longrightarrow \operatorname{PBr}_{n}(M) \xrightarrow{\tau_{*}} \operatorname{PBr}_{n-1}(M) \longrightarrow 1
$$

for all $n \geq 2$.
Proof. Fix $l \geq 2$. Specializing Corollary 29 to $k=0, n=l$ and $m=l-1$, we have a long exact sequence

$$
\cdots \rightarrow \pi_{2}\left(\operatorname{Conf}_{l-1}(M)\right) \rightarrow \operatorname{PBr}_{1}\left(M \backslash \mathcal{P}_{l-1}\right) \rightarrow \operatorname{PBr}_{l}(M) \rightarrow \operatorname{PBr}_{l-1}(M) \rightarrow 1
$$

It therefore suffices to show that $\pi_{2}\left(\operatorname{Conf}_{l-1}(M)\right)=1$. To prove this, we will again specialize Corollary 29, this time setting $m=1$. We then have the following long exact sequence.

$$
\begin{aligned}
& \cdots \rightarrow \pi_{3}\left(M \backslash \mathcal{P}_{k}\right) \rightarrow \pi_{2}\left(\operatorname{Conf}_{n-1}\left(M \backslash \mathcal{P}_{k+1}\right)\right) \rightarrow \\
& \\
& \quad \rightarrow \pi_{2}\left(\operatorname{Conf}_{n}\left(M \backslash \mathcal{P}_{k}\right)\right) \rightarrow \pi_{2}\left(M \backslash \mathcal{P}_{k}\right) \rightarrow \cdots
\end{aligned}
$$

Under our initial assumption, $\pi_{3}\left(M \backslash \mathcal{P}_{k}\right)$ and $\pi_{2}\left(M \backslash \mathcal{P}_{k}\right)$ are trivial for all $k \geq 0$ and so for all $k \geq 0, n \geq 2$, there exists an isomorphism

$$
\pi_{2}\left(\operatorname{Conf}_{n-1}\left(M \backslash \mathcal{P}_{k+1}\right)\right) \cong \pi_{2}\left(\operatorname{Conf}_{n}\left(M \backslash \mathcal{P}_{k}\right)\right)
$$

We therefore inductively have that

$$
\pi_{2}\left(\operatorname{Conf}_{l-1}(M)\right) \cong \pi_{2}\left(M \backslash \mathcal{P}_{l-2}\right)
$$

Since $\pi_{2}\left(M \backslash \mathcal{P}_{l-2}\right)$ is trivial by the initial assumptions, this completes the proof.

### 3.3 The Mapping Class Group

Let $\mathcal{P}_{n}$ be as in the previous section. Let $\operatorname{Aut}_{n}(M)$ denote the topological group of orientation-preserving automorphisms of $M$ that map $\mathcal{P}_{n}$ onto itself and act trivially on $\partial M$.

Definition 31. The n-punctured mapping class group of $M$ is defined to be $\pi_{0}\left(\operatorname{Aut}_{n}(M)\right)$. We will denote this group as $\Gamma_{n}(M)$.

By definition, $\varphi \in \operatorname{Aut}_{n}(M)$ restricts to a permutation on $\mathcal{P}_{n}$. Note that this assignation is a group morphism $\operatorname{Aut}_{n}(M) \rightarrow S_{n}$ and is locally-constant since $\mathcal{P}_{n}$ is discrete. We therefore have a group morphism $\Gamma_{n}(M) \rightarrow S_{n}$.

One subgroup of $\Gamma_{n}(M)$ that we wish to note is constructed from the set Aut ${ }_{n}^{0}(M)$ of orientation-preserving automorphisms that restrict to the identity on $\mathcal{P}_{n}$.

Definition 32. The group $\pi_{0}\left(\operatorname{Aut}_{n}^{0}(M)\right)$ is the $\boldsymbol{n}$-punctured pure mapping class group. We will denote this group as $\mathrm{P}_{n}(M)$.

Note that $\operatorname{Aut}_{0}^{0}(M)=\operatorname{Aut}_{0}(M)$ and $\operatorname{Aut}_{1}^{0}(M)=\operatorname{Aut}_{1}(M)$ for all $M$, and thus $\mathrm{P}_{0}(M)=\Gamma_{0}(M)$ and $\mathrm{P} \Gamma_{1}(M)=\Gamma_{1}(M)$ for all $M$.

More generally, the inclusion $\left.\operatorname{Aut}_{n}^{0}(M)\right) \hookrightarrow \operatorname{Aut}_{n}(M)$ induces an inclusion $\mathrm{P}_{n}(M) \hookrightarrow \Gamma_{n}(M)$. This is easy to see as the above map $\operatorname{Aut}_{n}(M) \rightarrow S_{n}$ is locally constant and $\operatorname{Aut}_{n}^{0}(M)$ is the kernel of this map. We therefore have that $\operatorname{Aut}_{n}^{0}(M)$ is a union of components of $\operatorname{Aut}_{n}(M)$, which demonstrates that $\mathrm{P} \Gamma_{n}(M)$ is a subgroup of $\Gamma_{n}(M)$. Indeed, we have proven the following proposition.

Proposition 33. There exists a short exact sequence

$$
1 \longrightarrow \mathrm{P} \Gamma_{n}(M) \longrightarrow \Gamma_{n}(M) \longrightarrow S_{n} \longrightarrow 1
$$

The theory of mapping class groups is closely related to the theory of braid groups. An important connection between the pure braid groups and the pure mapping class groups is given in the following theorem.

Theorem 34. 5] There exists a fibre bundle $\pi$ : $\operatorname{Aut}_{0}^{0}(M) \rightarrow \operatorname{Conf}_{n}(M)$ with fibre $\operatorname{Aut}_{n}^{0}(M)$.

Proof. Let $\left\{p_{i}\right\}_{i=1}^{\infty}$ be the ordering of $\cup_{i=1}^{\infty} \mathcal{P}_{i}$ as above. Given $\varphi \in \operatorname{Aut}_{0}^{0}(M)$, define $\pi(\varphi)=\left(\varphi\left(p_{1}\right), \ldots, \varphi\left(p_{n}\right)\right)$. This is clearly a surjective continuous map. Also, the preimage $\pi^{-1}\left(p_{1}, \ldots, p_{n}\right)$ consists of all automorphisms in $\operatorname{Aut}_{0}^{0}(M)$ that restrict to the identity on $\mathcal{P}_{n}$; this is the subgroup Aut ${ }_{n}^{0}(M)$. Moreover, for any other point $\left(q_{1}, \ldots, q_{n}\right) \in \operatorname{Conf}_{n}(M)$, composition using any orientation preserving automorphism that maps $q_{i}$ to $p_{i}$ for all $1 \leq i \leq n$ provides an isomorphism between $\pi^{-1}\left(q_{1}, \ldots, q_{n}\right)$ and $\pi^{-1}\left(p_{1}, \ldots, p_{n}\right)$. We therefore have that $\pi$ is a pre-bundle.

Since the fibres have a group structure, according to Exercise 99 of 21], it suffices to find a local section about each point $\left(z_{1}, \ldots, z_{n}\right) \in \operatorname{Conf}_{n}(M)$ in order to show that there exists a local trivialization of this pre-bundle. Given such a $z=\left(z_{1}, \ldots, z_{n}\right)$, define pairwise disjoint open neighbourhoods $U_{i} \subset M$ about $z_{i}$. We then have that $U=U_{1} \times \cdots \times U_{n}$ is an open subset about $z$. Define a continuous function $U \rightarrow \operatorname{Aut}_{0}^{0}(M)$ that assigns to each $u=\left(u_{1}, \ldots, u_{n}\right) \in$ $U$ a function that maps $z_{i}$ to $u_{i}$ and is the identity outside of $U$ (such as $\left(\theta_{u_{1}}^{1} \circ \cdots \circ \theta_{u_{n}}^{n}\right)^{-1}$ in the proof of Lemma 28p; this function is a local section over $U$, completing the proof.

Using Theorem8, the long exact sequence corresponding to this fibre bundle contains the following segment.

Corollary 35. 5] There exists a long exact sequence ending in

$$
\cdots \longrightarrow \pi_{1}\left(\operatorname{Aut}_{0}^{0}(M)\right) \xrightarrow{\pi_{*}} \mathrm{PBr}_{n}(M) \xrightarrow{d} \mathrm{P}_{n}(M) \xrightarrow{i_{*}} \mathrm{P}_{0}(M) \longrightarrow 1 .
$$

The surjection $\mathrm{P} \Gamma_{n}(M) \rightarrow \mathrm{P} \Gamma_{0}(M)$ is induced by the inclusion morphism $i: \operatorname{Aut}_{n}^{0}(M) \hookrightarrow \operatorname{Aut}_{0}^{0}(M)$. We can therefore describe this map as simply forgetting that we are fixing $\mathcal{P}_{n}$. In particular, the kernel of this map consists of the mapping classes that are represented by automorphisms that are isotopic to the identity once we no longer demand that the isotopy preserves $\mathcal{P}_{n}$. The third map of this long exact sequence describes this kernel as the image of $\mathrm{PBr}_{n}(M)$.

Intuitively, we can consider the map $d: \mathrm{PBr}_{n}(M) \rightarrow \mathrm{P} \Gamma_{n}(M)$ as follows. Let $\beta \in \operatorname{PBr}_{n}(M)$. Fix a representative $\left(\beta_{1}, \ldots, \beta_{n}\right): I \rightarrow \operatorname{Conf}_{n}(M)$. We can then construct an isotopy $h_{t}: M \rightarrow M$ such that $h_{0}=i d$ and $h_{t}\left(x_{i}\right)=\beta_{i}(t)$. We then define $d(\beta)=\left[h_{1}\right]$. Since the endpoints of any two isotopies defined from representatives of $\beta$ are themselves homotopic, this map is well-defined. Since there exist representatives of $d(\beta)$ constructed with a specific isotopy to $i d_{M}$, we clearly have that $\operatorname{Im} d \subset \operatorname{Ker} i_{*}$. Moreover, given $[f] \in \operatorname{Ker} i_{*}$, there exists an isotopy $f_{t}: I \times M \rightarrow M$ such that $f_{0}=i d_{M}$ and $f_{1}=f$. Since we can define a braid uniquely by its strands, we have a braid $\beta$ defined by $\beta_{i}: I \rightarrow M$ where $\beta_{i}(t)=f_{t}\left(p_{i}\right)$. Moreover, $f_{t}$ is the desired isotopy that maps $\beta$ to $[f]$ under $d$. We therefore have that $\operatorname{Im} d=\operatorname{Ker} i_{*}$.

The next step in analyzing this long exact sequence is to determine the image of $\pi_{1}\left(\operatorname{Aut}_{0}^{0}(M)\right)$ in $\operatorname{PBr}_{n}(M)$. When $M$ is the genus $g$ Riemann surface $\Sigma_{g}$, the answer is quite nice.

Theorem 36. 5] Let $g, n \geq 0$. Consider the above long exact sequence

$$
\cdots \longrightarrow \pi_{1}\left(\operatorname{Aut}_{0}^{0}\left(\Sigma_{g}\right)\right) \xrightarrow{\pi_{*}} \mathrm{PBr}_{n}\left(\Sigma_{g}\right) \xrightarrow{d} \mathrm{P} \Gamma_{n}\left(\Sigma_{g}\right) \xrightarrow{i_{*}} \mathrm{P} \Gamma_{0}\left(\Sigma_{g}\right) \longrightarrow 1 .
$$

If $g \geq 2, g=1$ and $n \geq 2$, or $g=0$ and $n \neq 3$, the image of $\pi_{*}$ is equal to the centre, $Z\left(\operatorname{PBr}_{n}\left(\Sigma_{g}\right)\right.$, of $\operatorname{PBr}_{n}\left(\Sigma_{g}\right)$. In particular,

$$
\operatorname{Ker} i_{*} \cong \operatorname{PBr}_{n}\left(\Sigma_{g}\right) / Z\left(\operatorname{PBr}_{n}\left(\Sigma_{g}\right)\right)
$$

Proof. We will only prove this theorem for $g \geq 2$.
We will begin by proving that Ker $d$ is contained within $Z\left(\operatorname{PBr}_{n}\left(\Sigma_{g}\right)\right)$. Let $\beta \in \operatorname{Ker} d$. Then there exists an element of $\pi_{1}\left(\operatorname{Aut}{ }_{0}^{0}\left(\Sigma_{g}\right)\right)$ that maps to $\beta$. Say that this element is represented by $h_{t}: I \times \Sigma_{g} \rightarrow \Sigma_{g}$. Let $\gamma$ be another element of $\operatorname{PBr}_{n}\left(\Sigma_{g}\right)$, and suppose that $\gamma$ is represented by $\left(\gamma_{1}, \ldots, \gamma_{n}\right): I \rightarrow$
$\operatorname{Conf}_{n}\left(\Sigma_{g}\right)$. We can then define a map $I \times I \rightarrow \operatorname{Conf}_{n}\left(\Sigma_{g}\right)$ by sending $(s, t)$ to $\left(h_{t}\left(\gamma_{1}(s)\right), \ldots, h_{t}\left(\gamma_{n}(s)\right)\right)$. The boundary of this square defines a representative of the braid $\beta \gamma \beta^{-1} \gamma^{-1}$, and thus $\beta \gamma \beta^{-1} \gamma^{-1}=1$. Since this is true for all $\gamma \in \operatorname{PBr}_{n}\left(\Sigma_{g}\right), \beta \in Z\left(\operatorname{PBr}_{n}\left(\Sigma_{g}\right)\right)$.

We will now proceed to show that when $g \geq 2, \operatorname{PBr}_{n}\left(\Sigma_{g}\right)$ is centreless. Since $\Sigma_{g}$ is acyclic, we can apply Theorem 30 to obtain the exact sequence

$$
1 \longrightarrow \operatorname{PBr}_{1}\left(\Sigma_{g} \backslash \mathcal{P}_{n-1}\right) \xrightarrow{\partial_{*}} \operatorname{PBr}_{n}\left(\Sigma_{g}\right) \xrightarrow{\tau_{*}} \operatorname{PBr}_{n-1}\left(\Sigma_{g}\right) \longrightarrow 1
$$

for all $n \in \mathbb{N}$. Moreover, we have that $\operatorname{PBr}_{1}\left(\Sigma_{g}\right)=\pi_{1}\left(\Sigma_{g}\right)$ is centreless. Assume inductively that $\operatorname{PBr}_{n-1}\left(\Sigma_{g}\right)$ is also centreless. Then $\tau_{*}\left(Z\left(\operatorname{PBr}_{n}\left(\Sigma_{g}\right)\right)\right)=1$ and so $Z\left(\operatorname{PBr}_{n}\left(\Sigma_{g}\right)\right) \subseteq \operatorname{Im} \partial_{*} \cong \operatorname{PBr}_{1}\left(\Sigma_{g} \backslash \mathcal{P}_{n-1}\right)$. Choose a disc $D^{2}$ that contains $\mathcal{P}_{n}$. We can describe $\pi_{1}\left(D^{2} \backslash \mathcal{P}_{n}\right)$ as

$$
\left\langle\gamma_{1}, \ldots, \gamma_{n}, z \mid \gamma_{1} \cdots \gamma_{n}=z\right\rangle
$$

where $\gamma_{i}$ separates $p_{i}$ from the rest of $\mathcal{P}_{n}$ and is properly oriented $(z$ is some loop which partitions $\mathcal{P}_{n}$ from $\left.\partial D^{2}\right)$. We can also describe $\pi_{1}\left(\Sigma_{g} \backslash D^{2}\right)$ as

$$
\left\langle\alpha_{1}, \ldots, \alpha_{g}, \beta_{1}, \ldots, \beta_{g}, z \mid \prod_{i=1}^{g}\left[\alpha_{i}, \beta_{i}\right]=z\right\rangle
$$

where the $\alpha$ 's and $\beta$ 's provide the usual presentation of $\pi_{1}\left(\Sigma_{g}\right)$ and $z$ is again a loop that is isotopic to the boundary. Using Seifert-van Kampen's Theorem, we obtain a presentation

$$
\pi_{1}\left(\Sigma_{g} \backslash \mathcal{P}_{n}\right) \cong\left\langle\alpha_{1}, \ldots, \alpha_{g}, \beta_{1}, \ldots, \beta_{g}, \gamma_{1}, \ldots, \gamma_{n} \mid \prod_{i=1}^{g}\left[\alpha_{i}, \beta_{i}\right]=\gamma_{1} \cdots \gamma_{n}\right\rangle .
$$

Note that this group is isomorphic to the free group on $2 g+n-1$ generators.
In particular, since $Z\left(\operatorname{PBr}_{n}\left(\Sigma_{g}\right)\right)$ is contained within $Z\left(\pi_{1}\left(\Sigma_{g} \backslash \mathcal{P}_{n-1}\right)\right)$, which is trivial since $\pi_{1}\left(\Sigma_{g} \backslash \mathcal{P}_{n-1}\right)$ is free with rank larger than 1 . We therefore have that $\operatorname{PBr}_{n}\left(\Sigma_{g}\right)$ is centreless, completing the proof.

Note that the proof for $g=0$ can be found in [5] and the proof for $g=1$ can be found in [4].

The idea behind Theorem 36 extends to the non-pure setting. Consider the map $\pi: \operatorname{Aut}_{0}(M) \rightarrow \widehat{\operatorname{Conf}}_{n}(M)$ defined by $\pi(f)=\left\{f\left(p_{1}\right), \ldots, f\left(p_{n}\right)\right\}$. Each fibre is homeomorphic to $\operatorname{Aut}_{n}(M)$. Given $\left\{q_{1}, \ldots, q_{n}\right\} \in \widehat{\operatorname{Conf}}_{n}(M)$, if we choose pairwise disjoint open neighbourhoods $U_{i}$ about $p_{i}$, then the $S_{n}$
action on $U_{1} \times \cdots \times U_{n}$ is trivial, and we can consider $U_{1} \times \cdots \times U_{n}$ as an open neighbourhood of $\left\{q_{1}, \ldots, q_{n}\right\}$. The local sections defined in the proof of Theorem 34 is therefore still well-defined, and thus $\pi$ is a fibre bundle.

We therefore have a long exact sequence

$$
\begin{equation*}
\cdots \rightarrow \pi_{1}\left(\operatorname{Aut}_{0}(M)\right) \rightarrow \operatorname{Br}_{n}(M) \rightarrow \Gamma_{n}(M) \xrightarrow{i_{*}} \Gamma_{0}(M) \rightarrow 1 \tag{3.1}
\end{equation*}
$$

Applying reasoning that is similar to the proof of Theorem 36 we thus have the following theorem.

Theorem 37. 5] Let $g, n \geq 0$. Consider the above long exact sequence

$$
\cdots \longrightarrow \pi_{1}\left(\operatorname{Aut}_{0}\left(\Sigma_{g}\right)\right) \longrightarrow \operatorname{Br}_{n}\left(\Sigma_{g}\right) \longrightarrow \Gamma_{n}\left(\Sigma_{g}\right) \xrightarrow{i_{*}} \Gamma_{0}\left(\Sigma_{g}\right) \longrightarrow 1 .
$$

If $g \geq 2, g=1$ and $n \geq 2$, or $g=0$ and $n \neq 3$, then

$$
\operatorname{Ker} i_{*} \cong \operatorname{Br}_{n}\left(\Sigma_{g}\right) / Z\left(\operatorname{Br}_{n}\left(\Sigma_{g}\right)\right)
$$

This theorem is fully proved in [5].
As a corollary, since $\operatorname{Br}_{n}\left(\mathbb{R}^{2}\right) \cong \operatorname{Br}_{n}\left(D^{2}\right)$ (because any isotopy between two embeddings of braid representatives in $\mathbb{R}^{2} \times I$ can be assumed to act entirely in $\left.D^{2} \times I\right)$ and $\Gamma_{0}\left(\mathbb{R}^{2}\right) \cong \Gamma_{0}\left(D^{2}\right)$, we have that $\Gamma_{n}\left(\mathbb{R}^{2}\right) \cong \Gamma_{n}\left(D^{2}\right)$.

Additionally, considering the above theorem when $n=1$ leads to an alternate description of $\Gamma_{0}\left(\Sigma_{g}\right)$ for surfaces $\Sigma_{g}$. This corollary is referred to in literature as the Dehn-Nielsen Theorem.

Corollary 38. The group $\Gamma_{0}\left(\Sigma_{g}\right)$ is isomorphic to Out $\left(\pi_{1}\left(\Sigma_{g}\right)\right)$, the outer automorphism group of $\pi_{1}\left(\Sigma_{g}\right)$.

The idea behind proving this corollary is the following. Fix a CW-complex structure on $\Sigma_{g}$ with one 0 -cell and one 2-cell. Any element of $\Gamma_{1}\left(\Sigma_{g}\right)$ induces an automorphism on $\pi_{1}\left(\Sigma_{g}\right)$. Conversely, an automorphism of $\pi_{1}\left(\Sigma_{g}\right)$ induces a map on the 1 -skeleton of the CW-complex. Since this also defines a unique way to glue the 2 -cell onto the transformed 1 -skeleton, we have defined an automorphism of $\Sigma_{g}$ that fixes the base point. We therefore have an isomorphism $\Gamma_{1}\left(\Sigma_{g}\right) \cong \operatorname{Aut}\left(\pi_{1}\left(\Sigma_{g}\right)\right)$.

Consider the surjective morphism $\Gamma_{1}\left(\Sigma_{g}\right) \rightarrow \Gamma_{0}\left(\Sigma_{g}\right)$ described in the above theorem. For a fixed representative $f$ of a mapping class $[f] \in \Gamma_{0}\left(\Sigma_{g}\right)$, once we choose a homotopy class of paths from $f\left(x_{0}\right)$ to $x_{0}$, composition of $f$ with
an isotopy that is defined by moving along this path determines an element of $\Gamma_{1}\left(\Sigma_{g}\right)$. However, the choice of paths can be altered by conjugating the path with some element of $\pi_{1}\left(\Sigma_{g}\right)$. We therefore have that

$$
\Gamma_{0}\left(\Sigma_{g}\right) \cong \Gamma_{1}\left(\Sigma_{g}\right) / \pi_{1}\left(\Sigma_{g}\right) \cong \operatorname{Aut}\left(\pi_{1}\left(\Sigma_{g}\right)\right) / \operatorname{Inn}\left(\pi_{1}\left(\Sigma_{g}\right)\right)
$$

completing the proof.

### 3.4 Group Presentations and Group Generators

If one accepts the construction of the classical braid groups of the Euclidean plane and the equivalence between this theory and the modern theory of braid groups, it is clear that $\operatorname{Br}_{n}\left(\mathbb{R}^{2}\right)$ admits a set of generators that simply interchanges adjacent points. See figure 3.4 for diagrams of these generators for $\operatorname{Br}_{4}\left(\mathbb{R}^{2}\right)$.


Figure 3.4: The generators of $\operatorname{Br}_{4}\left(\mathbb{R}^{2}\right)$
As a loop in $\widehat{\operatorname{Conf}}_{n}(M)$, these generators can be considered as moving two points along a curve such that the union of the curve together with its interior does not contain any marked points. Using these generators, $\operatorname{Br}_{n}\left(\mathbb{R}^{2}\right)$ admits the following presentation.

Theorem 39. [1] $\operatorname{Br}_{n}\left(\mathbb{R}^{2}\right)$ admits the presentation

$$
\left\langle\begin{array}{l|ll}
\sigma_{1}, \ldots, \sigma_{n-1} & \left.\begin{array}{lll}
\sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i} & \text { for } & |i-j| \geq 2 \\
\sigma_{i} \sigma_{i+1} \sigma_{i}=\sigma_{i+1} \sigma_{i} \sigma_{i+1} & \text { for } & 1 \leq i \leq n-2
\end{array}\right\rangle . . . . ~ . ~
\end{array}\right.
$$

A proof of this is given on page 34 of [5]. Examples of the relations in $\operatorname{Br}_{4}\left(\mathbb{R}^{2}\right)$ are provided in Figure 3.5 .


Figure 3.5: Relations in $\operatorname{Br}_{4}\left(\mathbb{R}^{2}\right)$

The braid group of the sphere admits the following presentation.
Theorem 40. 11] $\operatorname{Br}_{n}\left(S^{2}\right)$ admits the presentation

$$
\left\langle\begin{array}{l|ll}
\sigma_{1}, \ldots, \sigma_{n-1}\left|\begin{array}{ll}
\sigma_{i} \sigma_{j}=\sigma_{j} \sigma_{i} & \text { for }|i-j| \geq 2 \\
\sigma_{i} \sigma_{i+1} \sigma_{i}=\sigma_{i+1} \sigma_{i} \sigma_{i+1} & \text { for } 1 \leq i \leq n-2 \\
\sigma_{1} \cdots \sigma_{n-2} \sigma_{n-1}^{2} \sigma_{n-2} \cdots \sigma_{1}=1 &
\end{array}\right\rangle . . . ~ . ~ . ~
\end{array}\right.
$$

This theorem is proved in [11]. Note that we are realizing $\operatorname{Br}_{n}\left(S^{2}\right)$ as a quotient of $\operatorname{Br}_{n}\left(\mathbb{R}^{2}\right)$. If we consider the strands of the braids embedded in $S^{2} \times S^{1}$, the $n=4$ case can be visualized as in Figure 3.6


Figure 3.6: $\omega_{1} \omega_{2} \omega_{3}=\omega_{1}^{-1} \omega_{2}^{-1} \omega_{3}^{-1}$ in $\operatorname{Br}_{4}\left(S^{2}\right)$
We are now in a position to determine the cardinalities of various subsets of braid groups. In particular, consider braids with the following property.

Definition 41. Given $\beta \in \operatorname{Br}_{n}(M)$, identify $\beta$ with the union of the graphs of the strands of $\beta$, which is a disjoint union of circles contained in $S^{1} \times M$. Let
$p r: S^{1} \times M \rightarrow M$ be the canonical projection. A braid is local provided that the product of the projections of the components of $\beta$ under pr have product 1 in $\pi_{1}(M)$. Otherwise, $\beta$ is non-local.

Note that all braids of a simply connected manifold are local. We then have the following lemma.

Lemma 42. Let $h \geq 0$ and $n \geq 1$. The following sets have the following cardinalities.

$$
\left|\operatorname{Br}_{n}\left(\Sigma_{h}\right)\right|=\left\{\begin{array}{cl}
1 & \text { if } h=0, n=1  \tag{i}\\
2 & \text { if } h=0, n=2 \\
12 & \text { if } h=0, n=3 \\
\infty & \text { if } h=0, n \geq 4 \text { or if } h \geq 1 .
\end{array}\right.
$$

(ii) Let $\Delta_{n, h}$ denote the center of $\operatorname{Br}_{p}\left(\Sigma_{h}\right)$. Then

$$
\Delta_{p, h} \cong\left\{\begin{array}{cl}
1 & \text { if } h \geq 2 \text { or if } h=0, n=1, \\
\mathbb{Z}_{2} & \text { if } h=0, n \geq 2, \\
\mathbb{Z} \oplus \mathbb{Z} & \text { if } h=1 .
\end{array}\right.
$$

(iii) Let $\Lambda_{n, h}$ be the subset of $\operatorname{Br}_{n}\left(\Sigma_{h}\right)$ consisting of connected local braids. Then

$$
\left|\Lambda_{n, h}\right|= \begin{cases}1 & \text { if } n=1 \text { or if } h=0, n=2 \\ 4 & \text { if } h=0, n=3 \\ \infty & \text { if } h=0, n \geq 4 \text { or if } h \geq 1, n \geq 2\end{cases}
$$

(iv) Let $q_{\Delta}: \operatorname{Br}_{n}\left(\Sigma_{h}\right) \rightarrow \operatorname{Br}_{n}\left(\Sigma_{h}\right) / \Delta_{n, h}$ be the quotient homomorphism. Then

$$
\left|q_{\Delta}\left(\Lambda_{n, h}\right)\right|= \begin{cases}1 & \text { if } n=1 \text { or if } h=0, n=2 \\ 2 & \text { if } h=0, n=3 \\ \infty & \text { if } h=0, n \geq 4 \text { or if } h \geq 1, n \geq 2 .\end{cases}
$$

Proof. The proof of (i) when $h=0$ follows from Theorem 40. To prove (i) when $h \geq 1$, note that one can inject $\pi_{1}\left(\Sigma_{h} \backslash \mathcal{P}_{n-1}\right)$ into $\operatorname{Br}_{n}\left(\Sigma_{h}\right)$ by demanding that strands 2 through $n$ are trivial. It then follows that $\operatorname{Br}_{n}\left(\Sigma_{h}\right)$ is infinite for all positive values of $n$.

Now consider statement (ii). This statement when $h \geq 2$ was provided in the proofs of Theorems 36 and 37 The proof for $h=1$ is given in Lemmas 4.2.2 and 4.2.3 of [5]. The proof for $h=0$ is given in Proposition 4.2 of [29].

Before proving (iii), recall that a braid is connected if and only if the permutation that it maps to under the group morphism of Proposition 26 is an $n$-cycle.

Thus, since for $h=0$ all braids are local, precisely $\frac{1}{n}$ of the braids will be both connected and local. When $h$ is arbitrary and $n=1$ all braids are connected, and so a braid will be local if and only if it is null-homotopic. We therefore have that $\left|\Lambda_{1, h}\right|=1$. This statement for $h \geq 1$ and $n \geq 2$ follows from the fact that we can embed $\operatorname{Br}_{n}\left(D^{2}\right)$ into $\operatorname{Br}_{n}\left(\Sigma_{h}\right)$. Consider an injection $D^{2} \hookrightarrow \Sigma_{h}$ such that the points that make up the preferred basepoint of $\operatorname{Br}_{n}\left(\Sigma_{h}\right)$ are contained within the interior of $D^{2}$. It follows from Corollary 4.2 of [29] that, since the complement of $D^{2}$ is neither an annulus nor a disk, this embedding leads to an injection $\operatorname{Br}_{n}\left(D^{2}\right) \hookrightarrow \operatorname{Br}_{n}\left(\Sigma_{h}\right)$. Since the connected braids in $\operatorname{Br}_{n}\left(D^{2}\right)$ are connected local braids of $\operatorname{Br}_{n}\left(\Sigma_{h}\right)$, and $\operatorname{Br}_{n}\left(D^{2}\right)$ contains an infinite number by Theorem 39, $\operatorname{Br}_{n}\left(\Sigma_{h}\right)$ contains an infinite number of connected local braids, completing the proof of statement (iii).

Lastly, we will consider statement (iv). The cases where either $n=1, h=0$ or $h \geq 2$ follow trivially from (iii). When $h=1$ and $n \geq 2$, the description of $\Delta_{n, 1}$ provided in [29] immediately shows that $\operatorname{Br}_{n}\left(D^{2}\right) \cap \Delta_{n, 1}=1$. Thus, any two distinct braids of $T^{2}$ that are contained in $\operatorname{Br}_{n}\left(D^{2}\right)$ will map to distinct braids under $q_{\Delta}$, providing an infinite subset of $q_{\Delta}\left(\Lambda_{n, 1}\right)$.

Using Theorems 37 and 40 we can then obtain a presentation of $\Gamma_{n}\left(S^{2}\right)$.
Theorem 43. 5] If $n \leq 1$, then $\Gamma_{n}\left(S^{2}\right)$ is trivial. Otherwise $\Gamma_{n}\left(S^{2}\right)$ admits the presentation

Proof. Specializing Theorem 37 to $n=1$ provides the exact sequence

$$
\pi_{1}\left(S^{2}\right) \longrightarrow \Gamma_{1}\left(S^{2}\right) \longrightarrow \Gamma_{0}\left(S^{2}\right) \longrightarrow \pi_{0}\left(S^{2}\right)
$$

and so $\Gamma_{1}\left(S^{2}\right) \cong \Gamma_{0}\left(S^{2}\right)$. However, we also have that $\Gamma_{1}\left(S^{2}\right) \cong \Gamma_{0}\left(\mathbb{R}^{2}\right) \cong 1$, which completes the proof for $n=0,1$.

For $n \geq 2$, since $\Gamma_{0}\left(S^{2}\right) \cong 1$, Theorem 37 provides an isomorphism $\Gamma_{n}\left(S^{2}\right) \cong$ $\operatorname{Br}_{n}\left(S^{2}\right) / Z\left(\operatorname{Br}_{n}\left(S^{2}\right)\right)$. When $n=2$, Theorem 40 shows that $\operatorname{Br}_{2}\left(S^{2}\right) \cong \mathbb{Z}_{2}$ and so $\Gamma_{2}\left(S^{2}\right) \cong 1$. When $n \geq 3$, the centre of $\operatorname{Br}_{n}\left(S^{2}\right)$ is the order 2 subgroup generated by $\left(\sigma_{1} \cdots \sigma_{n-1}\right)^{n}$ (cf. Lemma 4.2.3 of [5]). This provides the given isomorphism.

Note that a description for the images of the generators of the braid group are given below as 'half-Dehn twists'.

As a consequence of theorem 43 , it is easy to verify that the map $\rho: \Gamma_{4}\left(S^{2}\right) \rightarrow$ $G L_{2}(\mathbb{Z}) / \pm I$ defined by sending

$$
\omega_{1} \mapsto \pm\left[\begin{array}{cc}
1 & 1  \tag{3.2}\\
0 & 1
\end{array}\right] \quad \omega_{2} \mapsto \pm\left[\begin{array}{cc}
1 & 0 \\
-1 & 1
\end{array}\right] \quad \omega_{3} \mapsto \pm\left[\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right]
$$

is a group morphism. In particular, the absolute value of the trace of the image of a mapping class under $\rho$ is a well-defined invariant of the conjugacy class of that mapping class.

For $g \geq 1$, we can describe a set of generators of $\Gamma_{n}\left(\Sigma_{g}\right)$ as follows. Given a simple closed curve $\gamma$ on $\Sigma_{g}$, let $A$ be an orientation-preserving embedding of the annulus $I \times S^{1}$ into $\Sigma_{g}$ with $A\left(\frac{1}{2}, t\right)=\gamma(t)$. Define the Dehn twist about $\gamma$ to be the automorphism that is trivial outside of an annulus surrounding $\gamma$, and acts upon A via the map $(t, z) \mapsto\left(t, e^{2 \pi i t} \cdot z\right)$ (viewing $S^{1}$ as $\left.U(1)\right)$. This can action can be seen in Figure 3.7 .


Figure 3.7: A Dehn Twist

Note that if the curve $\gamma$ is null-homotopic and contracts along a disk whose intersection with $\mathcal{P}_{n}$ has cardinality less than 2 , then the Dehn twist along $\gamma$ represents the trivial mapping class.

Next consider a simple path between $\lambda: I \rightarrow \Sigma_{g}$ between two points of $\mathcal{P}_{n}$ such that $\lambda((0,1)) \cap \mathcal{P}_{n}=\emptyset$. Viewing $D^{2}$ as the points in $\mathbb{C}$ with norm less than or equal to 1 , consider an orientation-preserving embedding $\varphi: D^{2} \hookrightarrow \Sigma_{g}$
such that $\lambda(t)=\varphi\left(t-\frac{1}{2}\right)$ and $\operatorname{Im} \varphi \cap \mathcal{P}_{n}=\{\lambda(0), \lambda(1)\}$. We can then define a half-Dehn twist about $\lambda$ to be the automorphism of $\Sigma_{g}$ that is trivial outside of $D^{2}$ and acts on $D^{2}$ by the map $z \mapsto e^{2 \pi i z} \cdot z$. This action can be seen in Figure 3.8


Figure 3.8: A Half-Dehn Twist

According to Corollary 2.11 of [23], we can describe a generating set of $\Gamma_{n}\left(\Sigma_{g}\right)$ in terms of Dehn twists and half-Dehn twists.

Theorem 44. 23] Let $g \geq 1$ and $n \geq 0 . \Gamma_{n}\left(\Sigma_{g}\right)$ is generated by Dehn twists about curves $a_{0}, a_{1}, b_{1}, \ldots b_{2 g-1}, c$ and half-Dehn twists about $\tau_{1}, \ldots, \tau_{g-1}$, where these curves are depicted in Figure 3.9.


Figure 3.9: Generators of $\Gamma_{n}\left(\Sigma_{g}\right)$

Note that the half-Dehn twist permutes $\lambda(0)$ and $\lambda(1)$. In [23], the half-Dehn twists are referred to as 'braid twists' because they satisfy the braid relations; given an ordering of $\mathcal{P}_{n}$, we then have that $\omega_{i} \omega_{j}=\omega_{j} \omega_{i}$ for $|i-j|>1$ and
$\omega_{i} \omega_{i+1} \omega_{i}=\omega_{i+1} \omega_{i} \omega_{i+1}$, where $\omega_{i}$ denotes the half-Dehn twist about $p_{i}$ and $p_{i+1}$.

### 3.5 The $\zeta$-Mapping Class Group

Throughout this section, we will consider $\pi: \Sigma_{k} \rightarrow \Sigma_{h}$ to be a cyclic $n$-fold branched cover with branch locus $X=\left\{x_{1}, \ldots, x_{p}\right\}$.

We wish to develop a criterion for determining whether a closed curve in $\Sigma_{h} \backslash X$ will lift to a closed curve in the covering space.

Alternatively, this problem can be reinterpreted as follows. Fix a decomposition of $\Sigma_{k} \backslash \pi^{-1}(X)$ into $n$ sheets. Since the branched cover is cyclic, the monodromy representation is a group morphism $\pi_{1}\left(\Sigma_{h} \backslash X\right) \rightarrow \mathbb{Z}_{n}$. An element of $\pi_{1}\left(\Sigma_{h} \backslash X\right)$ will lift to a closed curve if and only if it induces the trivial automorphism under this representation.

At each branch point $x_{i} \in X$, choose a simple closed curve $\alpha_{i} \in \pi_{1}\left(\Sigma_{h} \backslash X\right)$ that partitions $x_{i}$ from the other $x_{j}$ 's. These choices should be made in a uniform manner such that they all provide the same action on $\mathbb{Z}_{n}$. Choose a disk $D^{2} \subset \Sigma_{h}$ that contains $X$. Applying Seifert-van Kampen's Theorem along the sets $\Sigma_{h} \backslash D^{2}$ and $D^{2} \backslash X$ provides a presentation

$$
\pi_{1}\left(\Sigma_{h} \backslash X\right) \cong\left\langle\alpha_{1}, \ldots, \alpha_{p}, \gamma_{1}, \ldots, \gamma_{h}, \delta_{1}, \ldots, \delta_{h} \mid \alpha_{1} \cdots \alpha_{p}=\prod_{i=1}^{h}\left[\gamma_{i}, \delta_{i}\right]\right\rangle .
$$

Suppose that one has a curve $\gamma$ in $\Sigma_{h} \backslash X$ that lifts to a closed curve. Outside of $D^{2}$, if one were to remove a segment of $\gamma$ and replace it with any other curve that does not enter $D^{2}$, the resulting curve would also lift to a closed curve. Thus, the only part of the curve that matters for the above consideration is that which lies in $D^{2}$. Note that one can construct a new (topological) branched covering as follows. Delete $\Sigma_{h} \backslash D^{2}$ as well as $\pi^{-1}\left(\Sigma_{h} \backslash D^{2}\right)$. The preimage of the $\partial D^{2}$ is $n$ disjoint circles, and so we can cap off all $n+1$ circles with discs, and choose an orientation preserving map from the covering discs to the base disc that respects the map along the boundary. We have therefore constructed a branched covering with branch locus $X$ whose base space is $S^{2}$ and whose covering space has genus $k-n h$. Denote this branched covering as $\pi^{\prime}: \Sigma_{k-n h} \rightarrow S^{2}$.

Choosing a base point $z_{0} \in D^{2} \backslash X$, there exists a group morphism $\pi_{1}\left(\Sigma_{h} \backslash\right.$
$\left.X, z_{0}\right) \rightarrow \pi_{1}\left(S^{2} \backslash X, z_{0}\right)$ defined by deleting the arcs of the curve that lie outside of $D^{2}$, mapping the remaining arcs to the $D^{2} \backslash X$ contained in $S^{2}$, and completing the missing arcs by any arc that is contained in the complement disc. Using the above mentioned presentations, we can define this morphism by sending the $\alpha_{i}$ 's to themselves, and sending the $\gamma_{i}$ 's and $\delta_{i}$ 's to 1 . Using the above argument, a curve will lift to a closed curve if and only if its image under this map also lifts to a closed curve.

Considering the special case where the base space is $S^{2}$, the fundamental group is generated by $\alpha_{1}, \ldots, \alpha_{p-1}\left(\right.$ since $\left.\alpha_{p}=\left(\alpha_{1} \ldots \alpha_{p-1}\right)^{-1}\right)$, and by the above imposed conditions on the covering space, each $\alpha_{i}$ maps to the same element under the monodromy representation. Thus, a word in the $\alpha_{i}$ 's will induce the trivial automorphism if and only if $n$ divides the number of $\alpha_{i}$ 's (counted with sign).

This reasoning motivates the ' $\alpha$-length' group morphism $\ell_{\alpha}: \pi_{1}\left(\Sigma_{h} \backslash X\right) \rightarrow$ $\mathbb{Z}$, which we define on the generators of $\pi_{1}\left(\Sigma_{h} \backslash X\right)$ as:

$$
\ell_{\alpha}(\xi)= \begin{cases}1 & \text { if } \quad \xi=\alpha_{1}, \ldots, \alpha_{p-1}  \tag{3.3}\\ 1-p & \text { if } \quad \xi=\alpha_{p} \\ 0 & \text { if } \quad \xi=\gamma_{1}, \ldots, \gamma_{h}, \delta_{1}, \ldots, \delta_{h}\end{cases}
$$

Lemma 45. A closed curve representing $\xi \in \pi_{1}\left(\Sigma_{h} \backslash X\right)$ will lift to a closed curve in $\Sigma_{k}$ under the cyclic branched covering if and only if $n$ divides $\ell_{\alpha}(\xi)$.

Proof. Define subgroups $W$ and $K$ of $\pi_{1}\left(\Sigma_{h} \backslash X\right)$ as follows. Let $K$ consist of all curves in $\pi_{1}\left(\Sigma_{h} \backslash X\right)$ that lift to a closed curve in $\pi_{1}\left(\Sigma_{k} \backslash \pi^{-1}(X)\right)$. Let $W$ consist of the preimage of $n \mathbb{Z}$ under $\ell_{\alpha}$. Both $W$ and $K$ can be realized as kernels of morphisms: $W$ is the kernel of the composition of $\ell_{\alpha}$ with $\mathbb{Z} \rightarrow \mathbb{Z}_{n}$ and $K$ is the kernel of the monodromy representation $\pi_{1}\left(\Sigma_{h} \backslash X\right) \rightarrow$ Aut $(F)$. Thus, both $W$ and $K$ are normal subgroups, and both of the quotient groups are isomorphic to $\mathbb{Z}_{n}$. Moreover, $n$-fold products of the $\alpha_{i}$ 's provide trivial monodromy, and so $W \leq K$.

Thus, a single use of the third isomorphism theorem results in

$$
\mathbb{Z}_{n} \cong \pi_{1}\left(\Sigma_{h} \backslash X\right) / K \cong \frac{\pi_{1}\left(\Sigma_{h} \backslash X\right) / W}{K / W} \cong \frac{\mathbb{Z}_{n}}{K / W}
$$

and so $K=W$, completing the proof.
Lemma 46. Let $\varphi: \Sigma_{h} \backslash X \rightarrow \Sigma_{h} \backslash X$ be an orientation-preserving automorphism. For any $\xi \in \pi_{1}\left(\Sigma_{h} \backslash X\right), \ell_{\alpha}(\xi)=\ell_{\alpha}\left(\varphi_{*} \xi\right)$.

Proof. First consider $h=0$. Consider the presentation of $\Gamma_{n}\left(S^{2}\right)$ provided in Theorem43. Direct computation reveals that for each $i=1, \ldots, p-1$

$$
\left(\omega_{i}\right)_{*} \alpha_{j}= \begin{cases}\alpha_{j} & \text { if } j \neq i, i+1 \\ \alpha_{i+1} & \text { if } j=i \\ \alpha_{i+1} \alpha_{i} \alpha_{i+1}^{-1} & \text { if } j=i+1\end{cases}
$$

We therefore have that the $\alpha$-length of an element of $\Gamma_{n}\left(S^{2}\right)$ is invariant under the natural $\Gamma_{n}\left(S^{2}\right)$ action.

Now consider $h \geq 1$. Consider the generators of $\Gamma_{n}\left(\Sigma_{h}\right)$ provided in Theorem 44. It is clear that the actions of $a_{0}$, the $b_{i}$ 's and $c$ map the $\alpha_{i}$ 's onto themselves. The actions of $a_{1}$ and the $\tau_{i}$ 's act upon the $\alpha_{i}$ 's according to:

$$
\begin{aligned}
& \left(\tau_{i}\right)_{*} \alpha_{j}= \begin{cases}\alpha_{j} & \text { if } j \neq i, i+1, \\
\alpha_{i}^{-1} \alpha_{i+1} \alpha_{i} & \text { if } j=i, \\
\alpha_{i} & \text { if } j=i+1\end{cases} \\
& \left(a_{1}\right)_{*} \alpha_{j}= \begin{cases}\alpha_{j} & \text { if } j \neq 1 \\
a_{1} \alpha_{1} a_{1}^{-1} & \text { if } j=1 .\end{cases}
\end{aligned}
$$

Again, the $\alpha$-length of an element of $\pi_{1}\left(\Sigma_{h} \backslash X\right)$ is invariant under the $\Gamma_{n}\left(\Sigma_{h}\right)$ action, completing the proof.

As corollary of the previous Lemmas 45 and 46, a curve in $\Sigma_{h} \backslash X$ lifting to a closed curve is preserved under orientation-preserving automorphisms of $\Sigma_{h} \backslash X$.

Definition 47. For a fixed orientation-preserving automorphism $\zeta: \Sigma_{k} \rightarrow \Sigma_{k}$, let $\operatorname{Aut}^{\zeta}\left(\Sigma_{k}\right)$ denote the space of all orientation-preserving automorphisms of $\Sigma_{k}$ that commute with $\zeta$. Define the $\zeta$-mapping class group to be $\Gamma^{\zeta}\left(\Sigma_{k}\right)=$ $\pi_{0}\left(\operatorname{Aut}^{\zeta}\left(\Sigma_{k}\right)\right)$.

This is a generalization of the hyper-elliptic mapping class group introduced in 3]. We are primarily interested in this group when the action of $\zeta$ on $\Sigma_{k}$ induces a branched cover $\Sigma_{k} \rightarrow \Sigma_{k} /\langle\zeta\rangle \cong \Sigma_{h}$. In this case, the mapping class group of $\Sigma_{h}$ can be realized a quotient of $\Gamma^{\zeta}\left(\Sigma_{k}\right)$.

Theorem 48. Let $\zeta: \Sigma_{k} \rightarrow \Sigma_{k}$ be an orientation-preserving automorphism that induces an n-fold cyclic branched covering $\pi: \Sigma_{k} \rightarrow \Sigma_{h}$ with branch locus $X=\left\{x_{1}, \ldots, x_{p}\right\}$. There exists an isomorphism $\Phi: \Gamma^{\zeta}\left(\Sigma_{k}\right) /\langle\zeta\rangle \rightarrow \Gamma_{p}\left(\Sigma_{h}\right)$.

Proof. Given $\varphi \in \operatorname{Aut}{ }^{\zeta}\left(\Sigma_{k}\right)$, define $\Phi(\varphi)$ using the following construction. Since the homeomorphisms in $\operatorname{Aut}^{\zeta}\left(\Sigma_{k}\right)$ are precisely the fibre-preserving automorphisms of $\pi, \pi \varphi \pi^{-1}$ is a well-defined set map of $\Sigma_{h}$. Indeed, this map is continuous and admits an inverse $\pi \varphi^{-1} \pi^{-1}$, and so is an automorphism of $\Sigma_{h}$. This is a group morphism.

Since $\zeta$ maps each fibre onto itself, the map $\pi \zeta \pi^{-1}=i d_{\Sigma_{h}}$. We therefore have a morphism $\operatorname{Aut}^{\zeta}\left(\Sigma_{k}\right) /\langle\zeta\rangle \rightarrow \operatorname{Aut}\left(\Sigma_{h}\right)$.

The morphism $\Phi$ is an isomorphism that admits the following inverse. Let $f: \Sigma_{h} \backslash X \rightarrow \Sigma_{h} \backslash X$ be an orientation preserving automorphism. Choose a point $z_{0} \in \Sigma_{k} \backslash \pi^{-1}(X)$. One must choose a point $f_{*}\left(z_{0}\right) \in \pi^{-1} f \pi\left(z_{0}\right) \subset \Sigma_{k} \backslash \pi^{-1}(X)$, which will be the image of $z_{0}$ in the resulting automorphism of $\Sigma_{k}$. For any other $y \in \Sigma_{k} \backslash \pi^{-1}(X)$, there exists a path $\lambda$ from $z_{0}$ to $y$. The path $f \pi \lambda$ lifts to a unique path in $\Sigma_{k}$ starting at $f_{*}\left(z_{0}\right)$. Denote the endpoint of this path by $f_{*}(y)$.

To see that $f_{*}(y)$ is well-defined, suppose we have two paths $\lambda_{1}, \lambda_{2}$, both starting at $z_{0}$ and ending at $y$. The path $\pi\left(\lambda_{1} \sharp\left(-\lambda_{2}\right)\right)$ lifts to a closed path, and thus by Lemmas 45 and 46 , so does $f \pi\left(\lambda_{1} \sharp\left(-\lambda_{2}\right)\right)$. A necessary result of this is that the lifts of $f \pi \lambda_{1}$ and $f \pi \lambda_{2}$ starting at $f_{*}\left(z_{0}\right)$ both have the same endpoint, and so $f_{*}(y)$ is well defined.

Now $f_{*}$ is uniquely constructed up to a fixed choice of element in the fibre $\pi^{-1} f \pi\left(z_{0}\right)$. Altering this choice will define a new automorphism of $\Sigma_{k}$ that differs from the original by a composition with $\zeta$. We therefore have a welldefined map $\Gamma_{p}\left(\Sigma_{h}\right) \rightarrow \Gamma^{\zeta}\left(\Sigma_{k}\right) /\langle\zeta\rangle$.

This map is easily seen to be the inverse of $\Phi$.

## Chapter 4

## Symplectic Topology

### 4.1 Introduction

The purpose of this chapter is twofold.
First, we will introduce the adjunction formula, which relates the genus of a symplectic surface of a 4-dimensional symplectic manifold to the self-intersection of the surface. This is presented in Section 4.4

The second purpose of this chapter is to provide a special case of Gompf's construction that is essential in the construction provided in Chapter 5. In [14], Gompf provides a method for constructing a symplectic manifold from an initial symplectic manifold by gluing together two disjoint closed codimension 2 symplectic submanifolds that are symplectomorphic and satisfy one submanifold have inverse Euler classes. We consider the special case where our initial manifold has two components with two codimension 2 symplectomorphic submanifolds (one in each component) that have trivial Euler class. This special case is developed in Section 4.5

Sections 4.2 and 4.3 provide initial definitions.

### 4.2 Symplectic Vector Spaces

A symplectic form on a smooth manifold $M$ is a 2 -form $\omega$ such that:

- $\omega$ is closed (i.e. $d \omega=0$ where $d$ is the exterior differential),
- $\omega_{p}$ is non-degenerate for all $p \in M$.

A symplectic manifold, then, is a manifold $M$ together with such a 2-form.
We will begin studying symplectic forms locally. A symplectic vector space is a vector space $V$ together with a non-degenerate skew-symmetric bilinear form $\omega$ on $V$. Such a vector space is the local model for the tangent space of a symplectic manifold.

In anticipation towards studying submanifolds of a symplectic manifold, we will consider subspaces of a symplectic vector space. Given a subspace $W$ of a symplectic vector space $(V, \omega)$, the $\omega$-perpendicular subspace of $W$ is the subspace

$$
W^{\omega}=\{v \in V \mid \omega(v, w)=0 \text { for all } w \in W\}
$$

Unlike the non-degenerate symmetric bilinear forms, a subspace and its $\omega$-perpendicular complement need not intersect trivially. Indeed, these two subspaces will intersect trivially if and only if they satisfy the below mentioned property of being symplectic subspaces.

A subspace $W$ of $V$ is a symplectic subspace if the restriction of $\omega$ to $W \times W$ is symplectic. Note that the only criterion that one needs to check is that $\left.\omega\right|_{W \times W}$ is non-degenerate.

These two notions are related in the following lemma.
Lemma 49. Let $(V, \omega)$ be a symplectic vector space. Let $W$ be a subspace of $V$. The following are equivalent.

- $W$ is a symplectic subspace of $V$.
- $W \cap W^{\omega}=\{0\}$.
- $V=W \oplus W^{\omega}$.

Proof. Using the above definition, $W$ is symplectic if and only if for each $w \in$ $W \backslash\{0\}$ there exists a $u \in W$ such that $\omega(w, u) \neq 0$. This is true if and only if $w \notin W^{\omega}$, showing that the first and second statements are equivalent.

To prove that the second and third statements are equivalent, it suffices to show that $W+W^{\omega}=V$ for all subspaces $W$ of $V$. Let $\left\{v_{1}, \ldots, v_{n}\right\}$ be a basis of $V$ such that $\left\{v_{1}, \ldots, v_{k}\right\}$ is a basis of $W$. Let $\left\{v_{1}^{*}, \ldots, v_{n}^{*}\right\}$ be the dual basis of $V^{*}$. Since $\omega$ is non-degenerate, we can define a vector space isomorphism $V \rightarrow V^{*}$ by sending $x$ to $\omega(x,-)$. Note that the image of $W^{\omega}$ contains $\left\{v_{k+1}^{*}, \ldots v_{n}^{*}\right\}$,
and so $W^{\omega}$ contains $\left\{v_{k+1}, \ldots, v_{n}\right\}$. We therefore have that $W+W^{\omega}=V$, completing the proof.

There exist two immediate obstructions to the existence of a symplectic form on $M$. First, $M$ must have even dimension. This can be proved locally by showing that any symplectic vector space must have even dimension. Since any matrix representation of a symplectic form $\omega$ on $V$ is skew-symmetric and non-degenerate, the determinant of $\omega$ satisfies $\operatorname{det}(\omega)=\operatorname{det}\left(-\omega^{t r}\right) \neq 0$ (where $\omega^{t r}$ is the transpose of $\omega$ ). Thus,

$$
\begin{aligned}
\operatorname{det}\left(\omega^{2}\right) & =\operatorname{det}(\omega) \cdot \operatorname{det}\left(-\omega^{t r}\right) \\
& =\operatorname{det}(\omega) \cdot \operatorname{det}\left(-I^{n}\right) \cdot \operatorname{det}\left(\omega^{t r}\right) \\
& =(-1)^{n} \operatorname{det}\left(\omega^{2}\right)
\end{aligned}
$$

where $n$ is the dimension of $V$. We therefore have that every symplectic manifold has even dimension.

Additionally, for $M$ to admit a symplectic form, $M$ must be orientable: if we consider $M$ to be a $2 n$-dimensional manifold, the $n$-fold wedge product of a symplectic form $\omega$ on $M$ is a volume form since $\omega$ is non-degenerate. In particular, a symplectic manifold has a preferred volume form.

Lemma 50. Let $(M, \omega)$ be a $2 n$-dimensional symplectic manifold. The $2 n$-form $\omega^{n}=\underbrace{\omega \wedge \ldots \wedge \omega}_{n}$ is a volume form.

Proof. It suffices to show that for each $p \in M, w_{p}^{n}$ does not vanish. Let $W$ be a $2 n$-dimensional symplectic vector space. We claim that there exists a decomposition of $W$ into a direct sum of $n$ 2-dimensional symplectic subspaces $W=\oplus_{i=1}^{n} W_{i}$ where $W_{i}^{\omega}=W_{1} \oplus \cdots \oplus W_{i-1} \oplus W_{i+1} \oplus \cdots \oplus W_{n}$. We will proceed inductively on $n$.

The case $n=1$ is trivial since $\omega$ is non-degenerate.
Suppose that the lemma is true for all symplectic vector spaces of dimension less than $2 n$. Then, since $\omega$ is non-degenerate, there exist $v_{1}, v_{2} \in T_{p} M$ such that $\omega\left(v_{1}, v_{2}\right)=1$. Let $W_{1}$ be the span of $v_{1}$ and $v_{2}$. Since $W_{1}$ is a symplectic vector space, $W_{1}^{\omega}$ is disjoint from $W_{1}$ and also symplectic (since $\left(W^{\omega}\right)^{\omega}=W$ ). Therefore, by the induction hypothesis, $W_{1}^{\omega}=\oplus_{i=2}^{n} W_{i}$. For $i \geq 2, W_{i}^{\omega}$ contains $W_{1}$ and $W_{2} \oplus \cdots \oplus W_{i-1} \oplus W_{i+1} \oplus \cdots \oplus W_{n}$, and hence $W_{i}^{\omega} \subseteq W_{1} \oplus \cdots \oplus W_{i-1} \oplus$ $W_{i+1} \oplus \cdots \oplus W_{n}$. Moreover, since the dimensions agree, we in fact have equality, completing the claim.

We can therefore find a basis $v_{1}, \ldots, v_{2 n}$ of $W$ such that $\omega\left(v_{2 i-1}, v_{2 i}\right)=1$ for all $1 \leq i \leq n$ and $\omega\left(v_{2 i-1}, v_{j}\right)=0$ for $j \neq 2 i$. Then,

$$
\begin{aligned}
\omega_{p}^{n}\left(v_{1}, \ldots, v_{2 n}\right) & =\frac{1}{2^{n}} \sum_{\sigma \in S_{2 n}} \operatorname{sgn}(\sigma) \cdot \omega\left(v_{\sigma(1)}, v_{\sigma(2)}\right) \cdots \omega\left(v_{\sigma(2 n-1)}, v_{\sigma(2 n)}\right) \\
& =\frac{1}{2^{n}} \sum_{\sigma \in S_{n}} 2^{n} \cdot \omega\left(v_{\sigma(1)}, v_{\sigma(2)}\right) \cdots \omega\left(v_{\sigma(2 n-1)}, v_{\sigma(2 n)}\right) \\
& =\frac{1}{2^{n}} \cdot n!\cdot 2^{n} \\
& =n!
\end{aligned}
$$

where the second summation is over the embedding of $S_{n}$ in $S_{2 n}$ of permutations $\sigma$ such that $\sigma(2 i)=\sigma(2 i-1)+1$ for all $1 \leq i \leq n$. Thus, $\omega^{n}$ does not vanish on $W$. In particular, $w^{n}$ does not vanish at any $p \in M$ and so $w^{n}$ is a volume form, completing the proof.

When $M$ is a closed manifold, there exists an additional obstruction to the existence of a symplectic form on $M$. Since $\omega$ is closed, $\omega$ represents some cohomology element $[\omega] \in H^{2}(M, \mathbb{R})$. Moreover, the corresponding volume form $\omega^{n}$ is represented by $\left[\omega^{n}\right]=[\omega] \cup \cdots \cup[\omega]$ which generates $H^{2 n}(M)$. Thus, there must exist an element $\alpha \in H^{2}(M, \mathbb{R})$ such that $\alpha^{n} \neq 0$. In particular, $H^{2}(M, \mathbb{R})$ cannot be trivial.

Note that when $M$ is 2-dimensional, symplectic forms on $M$ are precisely area forms on $M$. Thus, being oriented is equivalent to being symplectic. We therefore have that the only closed symplectic 2 -manifolds are the genus $g$ surfaces $\Sigma_{g}$ equipped with an area form. Since the area forms under the compactopen topology consist of two path components (each consisting of forms that prescribe a certain orientation), there are essentially only two symplectic forms on each of these manifolds.

One method for creating symplectic manifolds that will be used later is to take the direct product of two symplectic manifolds. Given symplectic manifolds $\left(M, \omega_{M}\right)$ and $\left(N, \omega_{N}\right)$, consider the natural projections $\pi_{M}: M \times N \rightarrow M$ and $\pi_{N}: M \times N \rightarrow N$. We can then define a natural symplectic form $\omega$ on $M \times N$ by $\omega=\pi_{M}^{*} \omega_{M}+\pi_{N}^{*} \omega_{N}$. We refer to $\omega$ as the product form on $M \times N$. Both $\pi_{M}^{*} \omega_{M}$ and $\pi_{N}^{*} \omega_{N}$ are closed on $M \times N$, and thus so is $\omega$. Moreover, since $T_{(x, y)}(M \times N)$ naturally splits as $T_{x}(M) \times T_{y}(N)$, for any $v \in T_{(x, y)}(M \times N)$ there exists a tangent vector $w$ such that either $\pi_{M}^{*} \omega(v, w) \neq 0$ or $\pi_{N}^{*} \omega(v, w) \neq 0$. Moreover,
we can chose $w$ such that precisely one of these values is non-zero, which shows that $\omega$ is non-degenerate and hence symplectic.

### 4.3 Symplectic Submanifolds

A submanifold of $M$ is a manifold $X$ together with an embedding $i: X \rightarrow M$. We may identify such a submanifold with the image of $i$ equipped with the subspace topology and smooth structure.

Now suppose that $\left(M, \omega_{M}\right)$ and $\left(X, \omega_{X}\right)$ are symplectic manifolds, and let $i: X \rightarrow M$ be an embedding. We say that $X$ is a symplectic submanifold of $M$ provided that $i^{*} \omega_{M}=\omega_{X}$. Since the symplectic form on $X$ is determined by the symplectic form on $M$ and $i$, we will discuss symplectic submanifolds without explicitly identifying their symplectic forms. When doing so, we need only check that $i^{*} \omega_{M}$ is symplectic. Note that $i^{*} \omega_{M}$ is necessarily closed, and so we are only required to verify that $i^{*} \omega_{M}$ is non-degenerate. This is equivalent to verifying that the inclusion of $T_{x} X$ in $T_{x} M$ defined by $i$ is a symplectic vector space of $T_{x} M$ for each $x \in X$.

As an example of a symplectic submanifold, consider the direct product of symplectic manifolds $\left(M, \omega_{M}\right)$ and $\left(N, \omega_{N}\right)$ equipped with the product form. We then have that the restriction of $\pi_{M}^{*} \omega_{M}+\pi_{N}^{*} \omega_{N}$ to a submanifold $M \times\{p t\}$ is $\pi_{M}^{*} \omega_{M}$, and so $M \times\{p t\}$ is symplectic.

### 4.4 The First Chern Class of a Symplectic Manifold

The purpose of this section is to better understand symplectic submanifolds. To do so, we will associate symplectic vector bundles to a symplectic submanifold, and study these symplectic bundles. In an example of similarity between complex and symplectic geometry, we can extend Chern classes to the symplectic case. Doing so allows us to define the adjunction formula, which relates the genus of a symplectic submanifold with the self-intersection of the submanifold and the intersection of the submanifold with the canonical class. As in Chapter 22, we will assume that all vector bundles have fixed base space $M$ unless stated otherwise.

Definition 51. A symplectic vector bundle is a vector bundle such that the fibres are equipped with a smoothly varying symplectic bilinear form.

Such a bundle can be given a trivialization with structure group $S p(2 n)$, the group of symplectomorphisms from $\mathbb{R}^{2 n}$ onto itself, by proceeding in the same manner that provided $O(n)$ as a structure group when given an orthogonal structure.

The easiest examples of symplectic vector bundles are the tangent bundles of a symplectic manifold; a symplectic form on a manifold $M$ satisfies the definition of a smoothly varying symplectic bilinear form on $T M$. Moreover, given a symplectic submanifold $X$ of $M$, it follows from Lemma 49 that the normal bundle $N X$ is also symplectic.

When developing invariants of symplectic vector bundles, it is convenient to 'forget' a certain amount of structure: given a symplectic vector bundle, we can consider the underlying complex vector bundle.

Definition 52. A complex vector bundle is a vector bundle $E_{\pi}$ together with a vector bundle automorphism $J: E \rightarrow E$ that satisfies $J^{2}((x, y))=(x,-y)$.

The idea behind such an automorphism is that $J$ mimics multiplication by $i \in \mathbb{C}$. Indeed, as will be seen in Proposition53, given a complex vector bundle we actually can organize the fibres as complex vector spaces. Note that we are distinguishing the notion of a complex vector bundle from that of a holomorphic vector bundle since we have no notion of whether a map is holomorphic.

Proposition 53. Let $E_{\pi}$ be a complex vector bundle. Then $\pi^{-1}(x)$ has even dimension. Moreover, we can smoothly equip the fibres with a complex vector space structure.

Proof. Let $V$ be an $n$-dimensional vector space, $n \neq 0$, that admits an automorphism $J: V \rightarrow V$ satisfying $J^{2}=-i d$. We will inductively construct a basis of $V$ that has even cardinality. Let $v \in V, v \neq 0$. Then $J(v) \notin \operatorname{span}\{v\}$, for otherwise $v=a \cdot J(v)$ for some $a \in \mathbb{R}^{*}$, implying that

$$
J(v)=J(a \cdot J(v))=-a \cdot v=-a^{2} \cdot J(v)
$$

which is a contradiction. We therefore have a 2-dimensional subspace $\operatorname{span}\{v, J(v)\} \leq V$. Now suppose there exists a $2 k$-dimensional subspace
$W \leq V$ spanned by $\left\{v_{1}, \ldots, v_{k}, J\left(v_{1}\right), \ldots J\left(v_{k}\right)\right\}$. Then, for any $v \in V$,

$$
\begin{aligned}
v \in W & \text { iff } \quad v=a_{1} v_{1}+\cdots+a_{k} v_{k}+J\left(a_{k+1} v_{1}+\cdots+a_{2 k} v_{k}\right) \\
& \text { iff } \quad J(v)=J\left(a_{1} v_{1}+\cdots+a_{k} v_{k}\right)-\left(a_{k+1} v_{1}+\cdots+a_{2 k} v_{k}\right) \\
& \text { iff } \quad J(v) \in W .
\end{aligned}
$$

Thus, if $W \neq V$, we can extend $W$ to a $2(k+1)$-dimensional subspace $W \oplus\{v, J(v)\}$ for $v \in V \backslash W$.

We therefore have that $V$ is even dimensional. Moreover, the above basis provides a complex vector space structure on $V$ by defining $(a+i b) v=a v+b J(v)$. When considering a complex vector bundle $E_{\pi}$, we can smoothly associate this complex vector space structure to the fibres since we can extend this basis to spanning frames over the preimages $\pi_{\alpha}^{-1}\left(U_{\alpha}\right)$ of any locally finite local trivialization of the bundle $\left\{h_{\alpha}: \pi^{-1}\left(U_{\alpha}\right) \rightarrow U_{\alpha} \times \mathbb{R}^{n}\right\}_{\alpha \in \Lambda}$ and glue the resulting complex structures together using a partition of unity subordinate to the cover.

Since a complex vector bundle has a smoothly varying complex structure on the fibres, the structure group is naturally $G L_{n}(\mathbb{C})$. The same reasoning that reduced the structure group of a real vector bundle from $G L_{n}(\mathbb{R})$ to $O(n)$ works to reduce the structure group of a complex vector bundle from $G L_{n}(\mathbb{C})$ to $U(n)$. Moreover, any bundle that admits $U(n)$ as its structure group with the canonical representation presupposes a complex structure. We could therefore Alternately define the complex vector bundles as those equipped with a $U(n)$ trivialization.

There is a natural bijective correspondence between symplectic and complex vector bundles. One method for seeing this is to prove that the classifying spaces $B U(n)$ and $B S p(2 n)$ are homotopy equivalent. A more hands-on approach to this correspondence is provided below.

Definition 54. Given a symplectic bundle $\left(E_{\pi}, \omega\right)$, we say that a complex structure $J$ on $E_{\pi}$ is compatible if $\omega_{x}(J v, J w)=\omega_{x}(v, w)$ and $\omega_{x}(v, J(v))>0$ for all $v, w \in \pi^{-1}(x)$.

If we consider $J$ as equipping the fibres with a complex structure, the first criterion for compatibility states that $\omega$ can be extended to be $\mathbb{C}$-bilinear. The second criterion simply fixes a preferred real orientation on each complex line.

For a fixed symplectic structure $\omega$, consider the space of all compatible complex structures.

Theorem 55. [26] Let $\left(E_{\pi}, \omega\right)$ be a symplectic vector bundle. Let $\mathcal{J}\left(E_{\pi}, \omega\right)$ be the space of almost complex structures that are compatible with $\left(E_{\pi}, \omega\right)$. Then $\mathcal{J}\left(E_{\pi}, \omega\right)$ is non-empty and contractible.

Before proving this theorem, we will make note that a pair of compatible structures $(\omega, J)$ on $E_{\pi}$ induce an orthogonal structure on $E_{\pi}$. Define the bilinear structure $g_{J}$ on $E_{\pi}$ by $g_{J}(v, w)=\omega(v, J w)$. For any $v, w \in \pi^{-1}(x)$ we have that

$$
g_{J}(v, w)=\omega(v, J w)=\omega(J v,-w)=-\omega(-w, J v)=\omega(w, J v)=g_{J}(w, v)
$$

and so $g_{J}$ is symmetric. Additionally for any nonzero $v \in \pi^{-1}(x)$ we have that

$$
g_{J}(v, v)=\omega(v, J v)>0
$$

and thus $g_{J}$ is non-degenerate and positive definite. Thus, $g_{J}$ is an orthogonal structure.

Proof. Let $\mathfrak{M e t}\left(E_{\pi}\right)$ denote the set of all orthogonal structures that can be placed upon $E_{\pi}$. It was proved in the proof of Proposition 11 that $\mathfrak{M e t}\left(E_{\pi}\right)$ is nonempty. Suppose that there exists a continuous map $r: \mathfrak{M e t}\left(E_{\pi}\right) \rightarrow$ $\mathcal{J}\left(E_{\pi}, \omega\right)$ such that $r\left(g_{J}\right)=J$ for all $J \in \mathcal{J}\left(E_{\pi}, \omega\right)$ and $r\left(\Phi^{*} g\right)=\Phi^{*} r(g)$ for all symplectomorphisms $\Phi$ and $g \in \mathfrak{M e t}\left(E_{\pi}\right)$.

Then, in particular, $\mathcal{J}\left(E_{\pi}, \omega\right)$ is non-empty. Moreover, if we fix $J_{0} \in$ $\mathcal{J}\left(E_{\pi}, \omega\right)$, the map $f_{t}: \mathcal{J}\left(E_{\pi}, \omega\right) \times I \rightarrow \mathcal{J}\left(E_{\pi}, \omega\right)$ defined by

$$
f_{t}(J)=r\left((1-t) g_{J}+t g_{J_{0}}\right)
$$

defines a homotopy from the identity map to the constant map.
We have therefore reduced the problem to constructing the retraction $r$. Fix $g \in \mathfrak{M e t}\left(E_{\pi}\right)$. Since both $g$ and $\omega$ are non-degenerate, there exists an automorphism $A: E_{\pi} \rightarrow E_{\pi}$ satisfying $\omega(v, w)=g(A v, w)$. Let $A^{*}$ denote the skew-adjoint of $A$ with respect to $g$. Since

$$
g(A v, w)=\omega(v, w)=-\omega(w, v)=-g(A w, v)=-g(v, A w)
$$

we have that $A^{*}=-A$. Thus $A^{*} A=-A^{2}$ is positive definite and self-adjoint with respect to $g$. Denote $A^{*} A$ by $P$.

Over each contractible open subset of $M$, we can choose $2 n$ linear independent sections of $E_{\pi}$, and we can then express $P=M^{-1} D M$, where the matrix
of $D$ with respect to the basis provided by these sections is diagonal. Since $P$ is positive definite, the entries of the matrix of $D$ over each fibre are positive. We can thus define $D^{\frac{1}{2}}$ to have the positive square root of the values of $D$ along its diagonal. Thus, $Q=M^{-1} D^{\frac{1}{2}} M$ is a positive definite automorphism of $E_{\pi}$ that is self-adjoint with respect to $g$.

Define the automorphism $J_{g}=Q^{-1} A$.
For each $x \in M$, the decomposition of $\pi^{-1}(x)$ into the eigenspaces of $A, P$ and $Q$ are identical. Thus, these automorphisms pairwise commute. From this,

$$
J_{g}^{2}=Q^{-1} A Q^{-1} A=-Q^{-2} A^{*} A=-I
$$

and so $J_{g}$ is a complex structure.
Moreover,

$$
\omega\left(J_{g} v, J_{g} w\right)=\omega\left(Q^{-1} A v, Q^{-1} A w\right)=\omega\left(v, Q^{-2} A^{*} A w\right)=\omega(v, w)
$$

and

$$
\omega\left(v, J_{g} v\right)=g\left(A v, Q^{-1} A v\right)=g\left(P v, Q^{-1} v\right)>0
$$

since both $P$ and $Q$ are positive definite.
Thus $J_{g} \in \mathcal{J}\left(E_{\pi}, \omega\right)$. Define $r: \mathfrak{M e t}\left(E_{\pi}\right) \rightarrow \mathcal{J}\left(E_{\pi}, \omega\right)$ by $r(g)=J_{g}$. For $J \in \mathcal{J}\left(E_{\pi}, \omega\right)$, we have that

$$
\omega(v, w)=g_{J}(A v, \omega)=\omega(A v, J w)=-\omega(J A v, w)
$$

for all $v, w \in \pi^{-1}(x)$ and so $A=J$. Thus, $P=Q=i d$ and so $r\left(g_{J}\right)=J$. Additionally, for $r\left(\Phi^{*} g\right), A$ changes to $\Phi^{-1} A \Phi$ and thus

$$
\Phi^{*} r(g)=J_{\Phi^{*} g}=\Phi^{-1} J_{g} \Phi=r\left(\Phi^{*} g\right)
$$

Thus, $r$ is the desired map, which completes this proof.
Theorem 56. [26] Let $J$ be a complex structure on $E_{\pi}$. There exists a symplectic structure on $E_{\pi}$ that is compatible with $J$. Moreover, the space of such structures is contractible.

Proof. Let $g \in \mathfrak{M e t}\left(E_{\pi}\right)$. Define a bilinear form on form $\omega_{g}$ on $E_{\pi}$ by $\omega_{g}(v, w)=$ $g(v,-J w)$. Note that

$$
\omega_{g}(v, w)=g(v,-J w)=g(-J w, v)=-g(w,-J v)=-\omega_{g}(w, v)
$$

and $\omega_{g}(v, J v)>0$ for all $v \neq 0$, showing that $\omega_{g}$ is symplectic. It then follows that

$$
\omega_{g}(J v, J w)=g(J v, w)=g(v,-J w)=\omega_{g}(v, w)
$$

and

$$
\omega_{g}(v, J v)=g(v, v)>0
$$

and so $J$ is compatible with $\omega_{g}$, showing that the space of such symplectic forms is non-empty.

Now suppose that both $\omega_{0}$ and $\omega_{1}$ are symplectic structures compatible with $J$. For $0 \leq t \leq 1$, define $\omega_{t}=(1-t) \omega_{0}+t \omega_{1}$. Fix $x \in M$. It is immediate that $\omega_{t}$ is skew-symmetric and satisfies both $\omega_{t}(J v, J w)=\omega_{t}(v, w)$ for all $v, w \in \pi^{-1}(x)$ and $\omega_{t}(v, J v)>0$ for all $v \in \pi^{-1}(x) \backslash\{0\}$. In particular, the fact that $\omega_{t}(v, J v)>0$ for all $v \in \pi^{-1}(x)$ guarantees that $\omega_{t}$ is non-degenerate and thus a symplectic structure on $E_{\pi}$. We therefore have that the space of symplectic forms on $E_{\pi}$ that are compatible with $J$ form a convex, and thus contractible, space.

In particular, we have the following theorem.
Theorem 57. 26] Two symplectic vector bundles are isomorphic if and only if their underlying almost complex vector bundles are isomorphic.

To study symplectic vector bundles, it is therefore sufficient to study complex vector bundles. One benefit of studying symplectic vector bundles via the related complex vector bundles is that we may define the Chern classes, an invariant of complex vector bundles, for symplectic vector bundles. We will define the characteristic classes as follows.

Theorem 58. 26] There exists a unique functor $c_{1}$ (the first Chern number) from the category of symplectic vector bundles over a Riemann surface to $\mathbb{Z}$ satisfying the following axioms.

- The functor is faithful.
- Given a smooth map $f: \Sigma \rightarrow \Sigma^{\prime}$ and symplectic vector bundle $\pi: E \rightarrow \Sigma^{\prime}$, $c_{1}\left(f^{*} E\right)=\operatorname{deg} f \cdot c_{1}(E)$.
- Given symplectic vector bundles $\pi_{i}: E_{i} \rightarrow \Sigma, c_{1}\left(E_{1} \oplus E_{2}\right)=c_{1}\left(E_{1}\right)+$ $c_{1}\left(E_{2}\right)$.
- $c_{1}(T \Sigma)=\chi(\Sigma)$.

The proof of this theorem is found on page 73 of [26].
Consider a symplectic vector bundle $\pi: E \rightarrow M$, where $M$ is not necessarily a Riemann surface. To every smooth map $f: \Sigma \rightarrow M$ from Riemann surface $\Sigma$ to $M$, we can associate the integer $c_{1}\left(f^{*} E\right)$. Moreover, if two such maps $f_{1}$ and $f_{2}$ are homologous, their degrees equal, and thus $c_{1}\left(f_{1}^{*} E\right)=c_{1}\left(f_{2}^{*} E\right)$. Thus, the Chern numbers associate a cohomology class $c_{1}(E) \in H^{2}(M ; \mathbb{Z})$ to each bundle.

Of particular interest is the Chern class for the tangent bundle of a manifold. We will refer to this as the canonical class of the manifold, and denote it as $K_{M}$.

We will later perform calculations involving the canonical class of $\Sigma_{g} \times \Sigma_{h}$. Let $\pi_{1}$ and $\pi_{2}$ denote the standard projections to $\Sigma_{g}$ and $\Sigma_{h}$ respectively. Since $T\left(\Sigma_{g} \times \Sigma_{h}\right) \cong T \Sigma_{g} \times T \Sigma_{h}$, we have that $T\left(\Sigma_{g} \times \Sigma_{h}\right) \cong \pi_{1}^{*} T \Sigma_{g} \oplus \pi_{2}^{*} T \Sigma_{h}$. We therefore have that

$$
\begin{aligned}
\left(K_{\Sigma_{g} \times \Sigma_{h}}\right)_{P D} & =c_{1}\left(\pi_{1}^{*} T \Sigma_{g}\right)_{P D}+c_{1}\left(\pi_{2}^{*} T \Sigma_{h}\right)_{P D} \\
& =(2-2 g)\left[\{p t\} \times \Sigma_{h}\right]+(2-2 h)\left[\Sigma_{g} \times\{p t\}\right]
\end{aligned}
$$

The canonical class of a manifold can be used to determine the genus of symplectic submanifolds of a symplectic 4-dimensional manifold via the adjunction formula. To understand this formula, we must also understand the intersection form of a 4-dimensional manifold.

Definition 59. Given a 4-manifold $M$, the intersection form is the $\mathbb{Z}$ bilinear map $Q_{M}: H^{2}(M ; \mathbb{Z}) \times H^{2}(M ; \mathbb{Z}) \rightarrow \mathbb{Z}$ defined as $Q_{M}(\alpha, \beta)=\langle\alpha \cup$ $\beta,[M]\rangle$, where $[M]$ is the fundamental class of $M$.

Given the Poincaré isomorphism $H^{2}(M ; \mathbb{Z}) \rightarrow H_{2}(M ; \mathbb{Z})$, we may sometimes confuse the intersection form as acting on $H^{2}(M ; \mathbb{Z}) \times H_{2}(M ; \mathbb{Z})$ or $H_{2}(M ; \mathbb{Z}) \times$ $H_{2}(M ; \mathbb{Z})$. Since $Q_{M}$ is bilinear, the annihilator of $Q_{M}$ contains the torsion component of $H^{2}(M ; \mathbb{Z})$. We may therefore consider $Q_{M}$ to be acting on $H^{2}(M ; \mathbb{Z})$ modulo the torsion subgroup. We therefore have that the intersection form extends to $H^{2}(M ; \mathbb{R}) \supset H^{2}(M ; \mathbb{Z}) /$ Torsion. Note that in DeRham cohomology, $Q_{M}(\alpha, \beta)$ can be reinterpreted as $\int_{M} \alpha \wedge \beta$.

We may provide another characterization of the intersection form that is more deserving of the name. Given $\alpha, \beta \in H^{2}(M)$, let $a, b \in H_{2}(M)$ be their respective Poincaré duals. Let $\Sigma_{a}$ and $\Sigma_{b}$ be surfaces in $M$ that represent $a$
and $b$ respectively (recall that $\Sigma$ represents the homology class $i_{*}([\Sigma])$ where $[\Sigma]$ is the fundamental class of $\Sigma$ and $i$ is the provided embedding of $\Sigma$ in $M$; we will also denote this homology class as $[\Sigma]$ ). Moreover, suppose that $\Sigma_{a}$ and $\Sigma_{b}$ only intersect transversely, and that $\Sigma_{a} \cap \Sigma_{b}$ is finite. For each point $p \in \Sigma_{a} \cap \Sigma_{b}$, we will associate $\pm 1$ depending on whether the natural isomorphism $T_{p} \Sigma_{a} \oplus T_{p} \Sigma_{b} \rightarrow T_{p} M$ is orientation-preserving ( +1 ) or reversing ( -1 ). We then have the following theorem.

Theorem 60. [16] Let $\alpha, \beta, a, b, \Sigma_{a}$ and $\Sigma_{b}$ be as above. We then have that

$$
Q_{M}(\alpha, \beta)=\sum_{\Sigma_{a} \cap \Sigma_{b}} \pm 1 .
$$

Proof. Let $\eta$ be a smooth 2-form that represents $\alpha$ under the natural map $H^{2}(M ; \mathbb{Z}) \rightarrow H^{2}(M ; \mathbb{R})$. Assume that $\eta$ is supported on a (small) tubular neighbourhood of $\Sigma_{a}$ (the definition and proof of existence of a tubular neighbourhood are provided later in Definition 63 and Theorem 64 respectively). Similarly, choose $\theta$ to be 2 -form that represents $\beta$.

Given $p \in \Sigma_{a} \cap \Sigma_{b}$, choose a neighbourhood $U_{p}$ of $p$ that admits local coordinates $(x, y, z, w)$ such that $\Sigma_{a}=\{x=y=0\}$ and $\Sigma_{b}=\{z=w=0\}$. We may then assume that within this neighbourhood, $\eta$ and $\theta$ are modelled as $\eta=f(x, y) d x \wedge d y$ and $\theta=f(z, w) d z \wedge d w$ where $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is a bump function centred around 0 with $\int_{\mathbb{R}^{2}} f=1$. We then have that

$$
Q_{M}(\alpha, \beta)=\int_{M} \eta \wedge \theta=\sum_{p \in \Sigma_{a} \cap \Sigma_{b}} \int_{U_{p}} \eta \wedge \theta .
$$

The integral $\int_{U_{p}} \eta \wedge \theta$ can be rewritten as

$$
\int_{\mathbb{R}^{4}} f(x, y) f(z, w) d x \wedge d y \wedge d z \wedge d w
$$

which is $\pm 1$ depending on whether the basis $\left(\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}, \frac{\partial}{\partial w}\right)$ of $T_{p} M$ is positively or negatively oriented. This completes the proof.

Every 2-dimensional symplectic submanifold of a compact symplectic 4dimensional manifold $M$ satisfies an equation that provides the genus of the submanifold in terms of its self-intersection and its intersection with the canonical form. Thus equation is referred to as the adjunction formula.

Theorem 61. [26] Let $M$ be a compact 4-dimensional symplectic manifold. Let $i: X \rightarrow M$ be a symplectic submanifold. We then have the following equality:

$$
\chi(X)=Q_{M}\left(K_{M},[X]\right)-Q_{M}([X],[X])
$$

A proof of this theorem is found on page 281 of 31.
Lastly, we will consider the existence of branched covers over closed oriented 4-manifolds.

Theorem 62. [20] Let $M$ be a closed oriented 4-manifold. Let $X$ be a surface in $M$. Let $\xi \in H^{2}(M ; \mathbb{Z})$ be Poincaré dual to $[X]$. Suppose furthermore that $\xi$ is divisible by $n$ (there exists $\alpha \in H^{2}(M ; \mathbb{Z})$ such that $\left.\xi=n \cdot \alpha\right)$. There exists a cyclic $n$-fold branched cover of $M$ with branch locus $X$.

Proof. Since the Chern map $\check{H}^{1}\left(M, U_{1}\right) \rightarrow H^{2}(M)$ is an isomorphism, there exists a line bundle $L_{\pi}$ with first Chern class $\xi$. We can then find a non-zero section $\sigma: M \rightarrow L_{\pi}$ that vanishes precisely on $X$. Since $\xi=n \alpha$, the line bundle $K_{\rho}$ with first Chern class $\alpha$ satisfies $K_{\rho}^{n}=L_{\pi}$. Define $f: K_{\rho} \rightarrow L_{\pi}$ by $f(v)=v \otimes \cdots \otimes v$. Let $N=f^{-1} \sigma(M)$.

Given $x \in M \backslash X, \sigma(x)$ is a non-zero element of $\pi^{-1}(x)$, and so $\sigma(x)$ has $n$ distinct roots that admit a natural $\mathbb{Z}_{n}$-torsor structure. This therefore extends to a natural $\mathbb{Z}_{n}$ action on $N \backslash f^{-1} \sigma(X)$ whose quotient is $M \backslash X$. Moreover, for any $x \in X, \sigma(x)=0$ and thus this action degenerates on $X$. We thus have that $\pi\left(\left.f\right|_{N}\right): N \rightarrow M$ is the desired branched cover.

### 4.5 Gompf's Symplectic Sum

We begin this section by studying the restriction of symplectic structures to open subsets about submanifolds.

Definition 63. Let $M$ be a manifold with closed submanifold $X$. A tubular neighbourhood of $X$ is an open neighbourhood $U$ of $X$ together with a diffeomorphism $\exp ^{-1}: U \rightarrow \mathcal{N} \subseteq N X$, where $\mathcal{N}$ is a neighbourhood of the zero section of $N X$ such that $\mathcal{N} \cap \pi_{N X}^{-1}(x)$ is convex for each $x \in X$.

Note that for a tubular neighbourhood $\left(U, \exp ^{-1}\right)$ of $X \subset M$, $\exp ^{-1}$ gives $U$ a fibre bundle structure with base $X$ and fibre the open ball of dimension $\operatorname{dim} M-\operatorname{dim} X$.

We will begin by proving the existence of a tubular neighbourhood for any compact $X$ in $M$. This is commonly referred to in literature as the Tubular Neighbourhood Theorem

Theorem 64. 9] Suppose that $X$ is a $k$-dimensional compact submanifold of an n-dimensional manifold $M$. There exists a tubular neighbourhood of $X$.

Proof. Fix a Riemannian metric $g$ on $M$. For any $v \in T_{p} M$ there exists a unique geodesic whose derivative at $p$ is $v$ (cf. Theorem 5.8 of Chapter VII in [6]). Identifying tangent vectors with their corresponding geodesics, we can define $\exp : T_{p} M \rightarrow M$ by sending $v$ to $v(1)$. Given any $p \in M$, there exists an open neighbourhood $U$ of $p$ and an $\epsilon>0$ such that $\exp$ is defined and continuous on $\left\{X_{q} \in T_{q} M \mid q \in U,\left\|X_{q}\right\|<\epsilon\right\}$ (cf. 6]). Thus, since $X$ is compact, we can find an open neighbourhood $\mathcal{U} \subset T M$ of the zero section of $X$ such that $\exp$ is defined on $\mathcal{U}$. Consider the restriction of $\exp$ to $\mathcal{U} \cap N X$. For any $x \in X, T_{(x, 0)}(\exp ): T_{(x, 0)} N X \rightarrow T_{x} M$ is invertible, and so there exists an open neighbourhood about $x$ such that exp is invertible. We can therefore define $\exp ^{-1}$ on an open subset about $X$. We may assume that this neighbourhood retracts to $X$, and so this subset, along with $\exp ^{-1}$, forms a tubular neighbourhood about $X$.

Given two symplectic structures on the ambient manifold, we can now demonstrate the existence of symplectomorphisms between tubular neighbourhoods of a submanifold when the criterion below is met. The following is referred to as Moser's Theorem.

Theorem 65. [9] Let $M$ be a manifold that admits a submanifold $X$. Let $\omega_{0}$ and $\omega_{1}$ be symplectic forms on $M$ such that $\left.\omega_{0}\right|_{p}=\left.\omega_{1}\right|_{p}$ for all $p \in X$ (as bilinear forms on $\left.T_{p} M\right)$. Then there exist open neighbourhoods $U_{0}$ and $U_{1}$ of $X$ and a diffeomorphism $\psi: U_{0} \rightarrow U_{1}$ such that $\psi(p)=p$ for all $p \in X$ and $\psi^{*} \omega_{1}=\omega_{0}$.

Proof. Let $U_{0}$ be an open tubular neighbourhood of $X$. Let $i: X \rightarrow U_{0}$ be the inclusion, and let $\pi: U_{0} \rightarrow X$ be the bundle map induced from the normal bundle of $X$. Suppose that there exists a path $\omega_{t}, t \in[0,1]$, of symplectic 2 forms on $U_{0}$ such that there exists a 1-form $\mu$ satisfying $\frac{d}{d t} \omega_{t}=d \mu$ for all $t$. Suppose further that there exists a time-dependent vector field $x_{t}$ on $U_{0}$ such that $\mu+\iota_{x_{t}} \omega_{t}=0$ and $x_{t}(p)=0$ for all $p \in X$.

Using Picard's Existence Theorem, for each $p \in X$ there exists an open neighbourhood of $p$ and a unique isotopy $\psi_{t}$ on this neighbourhood such that
$\frac{d}{d t} \psi_{t}=x_{t} \circ \psi_{t}$ and $\psi_{0}=i d$. Since $X$ is compact, we can extend these isotopies to an isotopy defined over a tubular neighbourhood of $X$ contained in $U_{0}$. Relabel this new tubular neighbourhood as $U_{0}$. Note that since $x_{t}(p)=0$ for all $p \in X$, we have that $\psi_{t}(p)=p$ for all $t$.

We then have that

$$
\begin{array}{rlr}
0 & =\psi_{t}^{*}\left(d\left(\mu+\iota_{x_{t}} \omega_{t}\right)\right) \\
& =\psi_{t}^{*}\left(\frac{d}{d t} \omega_{t}+d \iota_{x_{t}} \omega_{t}\right) & \\
& =\psi_{t}^{*}\left(\frac{d}{d t} \omega_{t}+d \iota_{x_{t}} \omega_{t}+\iota_{x_{t}} d \omega_{t}\right) & \quad \text { (since } \omega_{t} \text { is closed) } \\
& =\psi_{t}^{*}\left(\frac{d}{d t} \omega_{t}+\mathcal{L}_{x_{t}} \omega_{t}\right) & \text { (Cartan's magic formula) } \\
& =\frac{d}{d t}\left(\psi_{t}^{*} \omega_{t}\right) . & \text { (cf. Theorem 6.4 of [9]) }
\end{array}
$$

In particular, $\psi_{t}^{*} \omega_{t}=\omega_{0}$ for all $t$. We can then set $\psi$ to equal $\psi_{1}$ and $U_{1}$ to be the domain of $\psi$ in order to fulfill the conclusion of the theorem.

It therefore suffices to find the above mentioned path $\omega_{t}$, the 1-form $\mu$ and the time-dependent vector field $x_{t}$.

The two-form $\omega_{1}-\omega_{0}$ is closed on $U_{0}$ and satisfies $\left.\left(\omega_{1}-\omega_{0}\right)\right|_{p}=0$ for all $p \in X$. Moreover, $\omega_{1}-\omega_{0}$ is exact. Indeed, note that $i^{*}: H^{2}\left(U_{0} ; \mathbb{R}\right) \rightarrow H^{2}(X ; \mathbb{R})$ is a group isomorphism (since $i$ is a homotopy equivalence with homotopy inverse $\pi)$ and that $\left[i^{*}\left(\omega_{1}-\omega_{0}\right)\right]=0$ since $i^{*}$ is the restriction map. However, we require the stronger statement that there exists a $\mu \in \Omega^{1}\left(U_{0}\right)$ such that $d \mu=\omega_{1}-\omega_{0}$ and that $\mu_{p}=0$ for all $p \in X$. To prove this, we will define a chain homotopy between the chain maps $i d_{U_{0}}$ and $(i \circ \pi)^{*}$. Recall that a chain homotopy between $i d_{U_{0}}$ and $(i \circ \pi)^{*}$ is a sequence of group morphisms $Q: \Omega^{i}\left(U_{0}\right) \rightarrow \Omega^{i-1}\left(U_{0}\right)$ that satisfy

$$
Q d+d Q=(i \circ \pi)^{*}-i d
$$

for all $i$. In the following diagram, this definition can be reinterpreted as stating that the difference of paired vertical maps is given by the sum along the two paths of the neighbouring parallelogram.

$$
\begin{aligned}
& \cdots \xrightarrow{d} \Omega^{i-1}\left(U_{0}\right) \xrightarrow{d} \Omega^{i}\left(U_{0}\right) \xrightarrow{d} \Omega^{i+1}\left(U_{0}\right) \xrightarrow{d} \cdots \\
& i d \uparrow(i \circ \pi)^{* \cdot} Q, i d\left\|^{*},(i \circ \pi)^{*} Q, i d\right\|^{*}(i \circ \pi)^{*} \\
& \cdots \xrightarrow[d]{\longrightarrow} \Omega^{i-1}\left(U_{0}\right) \xrightarrow[d]{\longrightarrow} \Omega^{i}\left(U_{0}\right) \xrightarrow[d]{\longrightarrow} \Omega^{i+1}\left(U_{0}\right) \xrightarrow[d]{\longrightarrow} \cdots
\end{aligned}
$$

Define a retract $\rho$ of $U_{0}$ onto $X$ by defining $\rho_{t}: U_{0} \rightarrow U_{0}$ by $\rho_{t}(p, v)=$ $(p, t v)$ for $0 \leq t \leq 1$. This is well-defined by identifying $U_{0}$ with a convex neighbourhood of the zero-section of the normal bundle of $X$. For a given $k$ form, we can define $Q \omega=\int_{0}^{1} \rho_{t}^{*}\left(\iota_{v_{t}} \omega\right) d t$ where $v_{t}\left(\rho_{t}(p, v)\right)$ is tangent to the curve $\rho_{s}(p, v)$ at $s=t$. To see that $Q$ is a chain homotopy, note that

$$
\begin{array}{rlr}
Q d \omega+d Q \omega & =\int_{0}^{1} \rho_{t}^{*}\left(\iota_{v_{t}} d \omega\right) d t+d \int_{0}^{1} \rho_{t}^{*}\left(\iota_{v_{t}} \omega\right) d t \\
& =\int_{0}^{1} \rho_{t}^{*}\left(\iota_{v_{t}} d \omega+d \iota_{v_{t}} \omega\right) d t & \\
& =\int_{0}^{1} \rho_{t}^{*}\left(\mathcal{L}_{v_{t}} \omega\right) d t & \\
& =\int_{0}^{1} \frac{d}{d t} \rho_{t}^{*} \omega d t & \text { (Cartan's magic formula) } \\
& =\rho_{1}^{*}(\omega)-\rho_{0}^{*}(\omega) & \\
& =i d(\omega)-(i \circ \pi)^{*}(\omega) . &
\end{array}
$$

Now that we have a chain homotopy, note that

$$
\begin{aligned}
\omega_{1}-\omega_{0} & =i d\left(\omega_{1}-\omega_{0}\right)-(i \circ \pi)^{*}\left(\omega_{1}-\omega_{0}\right) \\
& =Q d\left(\omega_{1}-\omega_{0}\right)+d Q\left(\omega_{1}-\omega_{0}\right) \\
& =d Q\left(\omega_{1}-\omega_{0}\right)
\end{aligned}
$$

and so $Q\left(\omega_{1}-\omega_{0}\right)$ is a particular 1-form whose differential is $\omega_{1}-\omega_{0}$. Moreover, since $\rho_{t}(p)=p$ for all $p \in X,\left.v_{t}\right|_{p}=0$, and so $Q\left(\omega_{1}-\omega_{0}\right)$ is identically zero on $X$, showing that $Q\left(\omega_{1}-\omega_{0}\right)$ is a suitable choice for $\mu$.

Consider the line segment $\omega_{t}=(1-t) \omega_{0}+t \omega_{1}=\omega_{0}+t d \mu$, sitting inside the space of 2 -forms. Since deto $\omega_{t}: U_{0} \times I \rightarrow \mathbb{R}$ is non-zero on the compact subspace $X \times I$, there exists an open neighbourhood of $X \times I$ inside $U_{0} \times I$ such that deto $\omega_{t}$ is non-zero. Therefore, we may shrink $U_{0}$ so that each $\omega_{t}$ is non-degenerate, and hence symplectic, on $U_{0}$.

Now, since the $\omega_{t}$ are non-degenerate, we can locally solve $\iota_{x_{t}} \omega_{t}=-\mu$ for a unique $x_{t}$. Since, $\omega_{t}$ is a smooth, time-dependent form, $x_{t}$ is a time-dependent vector field. Note that $x_{t}(p)=0$ whenever $\mu_{p}=0$, and thus $x_{t}(p)=0$ for all $p \in X$.

We therefore have suitable choices for $\omega_{t}, x_{t}$ and $\mu$, completing the proof.

Using Moser's Theorem, given two symplectic manifolds we can construct
symplectomorphisms between tubular neighbourhoods of symplectic submanifolds when certain criteria are met. The corollary below is referred to in literature as the Symplectic Neighbourhood Theorem.

Corollary 66. 9] For $i=0,1$, let $\left(M_{i}, \omega_{i}\right)$ denote a $2 n$-dimensional symplectic manifold with compact symplectic submanifold $X_{i} \subset M_{i}$. Suppose that there exists a symplectomorphism $\varphi: X_{0} \rightarrow X_{1}$ that can be extended to a symplectic vector bundle isomorphism $\Phi: N X_{0} \rightarrow N X_{1}$ (regarding $X_{i}$ as the zero section of the corresponding vector bundle). Fix such an extension of $\varphi$. Then $\varphi$ extends to a symplectomorphism between tubular neighbourhoods $\widehat{\varphi}: \mathcal{N}\left(X_{0}\right) \rightarrow \mathcal{N}\left(X_{1}\right)$ with the property that $d \widehat{\varphi}: T_{p} M_{0} \rightarrow T_{\widehat{\varphi}(p)} M_{1}$ restricts to $\Phi$ on $N X_{0}=T_{p} X_{0}^{\omega}$.

Proof. Using the Tubular Neighbourhood Theorem, we can extend $\varphi$ to a diffeomorphism $\varphi^{\prime}=\exp _{1} \circ \Phi \circ \exp _{0}^{-1}: \mathcal{N}\left(X_{0}\right) \rightarrow \mathcal{N}\left(X_{1}\right)$ with the desired property. Since $\Phi$ is a symplectic vector bundle isomorphism, the symplectic forms $\omega_{0}$ and $\left(\varphi^{\prime}\right)^{*} \omega_{1}$ on $\mathcal{N}\left(X_{0}\right)$ agree on $X$. By Theorem 65 there exist tubular neighbourhoods $U_{0}, U_{1} \subset \mathcal{N}\left(X_{0}\right)$ of $X_{0}$ and a symplectomorphism $\psi: U_{0} \rightarrow U_{1}$ such that $\psi^{*}\left(\left(\varphi^{\prime}\right)^{*} \omega_{1}\right)=\omega_{0}$. We therefore have that $\varphi^{\prime} \circ \psi: U_{0} \rightarrow \varphi^{\prime}\left(U_{1}\right)$ is the desired symplectomorphism.

We now have the machinery necessary to perform the symplectic sum operation.

Let $\left(M_{1}, \omega_{1}\right)$ and $\left(M_{2}, \omega_{2}\right)$ be symplectic $2 n$-dimensional manifolds. Suppose that there exists a symplectic $(2 n-2)$-dimensional manifold $X$ that is realized as an embedded symplectic submanifold of both $M_{1}$ and $M_{2}$ via the embeddings $\varphi_{i}: X \rightarrow M_{i}$. Moreover, suppose that the normal bundles of these two submanifolds are both trivial (implying that the realizations of $X$ as a submanifold have self-intersection 0 ). From Corollary 66, there exist symplectomorphisms $f_{i}$ from tubular neighbourhoods $X_{i} \times B_{\epsilon}^{2}$ of the zero sections of $N X_{i}$ into tubular neighbourhoods of $X_{i}$ in $M_{i}$. Moreover, the $f_{i}$ restrict to the canonical maps between the zero sections and $X_{i}$.

Fix $\delta<\epsilon$. We can find an orientation-preserving symplectomorphism $\psi$ from the annulus $A_{\epsilon, \delta}=B_{\epsilon}^{2} \backslash B_{\delta}^{2}$ onto itself, which maps the $\epsilon$ boundary component onto the $\delta$ boundary component, and vice-versa.

Note that it is at this step that we require the codimension of $X$ (and hence the dimension of the fibre of the normal bundle) to be 2 : if such a symplectomorphism $B_{\epsilon}^{2 n} \backslash B_{\delta}^{2 n} \rightarrow B_{\epsilon}^{2 n} \backslash B_{\delta}^{2 n}$ exists, we can glue two copies of $B_{\epsilon}^{2 n}$ together
along this map to achieve a symplectic structure on $S^{2 n}$. Since the only sphere that admits a symplectic structure is $S^{2}$ (since the second cohomology of a compact symplectic manifold is non-zero), $n$ must be 1 .

We can now define $M_{1} \#_{X} M_{2}=\left(M_{1} \backslash U_{1}\right) \cup_{\varphi}\left(M_{2} \backslash U_{2}\right)$, identifying the two components using $\varphi=\left(\varphi_{2} \circ \varphi_{1}^{-1}\right) \times \psi$. The symplectic forms $\omega_{1}$ and $\omega_{2}$ agree on $X \times A_{\epsilon, \delta}$, and thus define a 2 -form $\omega$ on $M_{1} \#_{X} M_{2}$. Moreover, since every point admits a neighbourhood such that $\omega$ agrees with either $\omega_{1}$ or $\omega_{2}$, this 2-form is symplectic. Note that $M_{1} \#_{X} M_{2}$ depends on the choice of $\psi$.

We have therefore proven the following theorem.
Theorem 67. [26] For $i=1,2$, let $\left(M_{i}, \omega_{i}\right)$ be a $2 n$-dimensional manifold that admits a compact ( $2 n-2$ )-dimensional symplectic submanifold $X_{i}$ that has trivial normal bundle. Suppose furthermore that $\left(X_{0}, \omega_{0}\right)$ and $\left(X_{1}, \omega_{1}\right)$ are symplectomorphic. Then, the above described manifold $M_{1} \#_{X} M_{2}$ admits a symplectic structure.

In the ensuing application of symplectic summing, we will be considering submanifolds $N_{i}$ of $M_{i}$ that transversely meet the submanifolds $X_{i}$ in the same number of points. We then require a method to line up these points in such a way that we obtain a submanifold of $M_{1} \#_{X} M_{2}$. The next lemma shows that we can find a symplectomorphism that is isotopic to the given map between $X_{0}$ and $X_{1}$ that lines up the points of intersection with the $N_{i}$ manifolds, thus allowing for the $N_{i}$ to glue together when taking the symplectic sum of the $M_{i}$ 's. The corollary after provides sufficient criteria for the submanifold $N_{0} \#{ }_{X} N_{1} \subset$ $M_{0} \#_{X} M_{1}$ to be symplectic.

Lemma 68. 14] Let $(\Sigma, \omega)$ and $\left(\Sigma^{\prime}, \omega^{\prime}\right)$ be closed, connected, symplectic surfaces with the same area. Let $x_{1}, \ldots, x_{n} \in \Sigma$, and let $y_{1}, \ldots, y_{n} \in \Sigma^{\prime}$. Every area-preserving diffeomorphism $f: \Sigma \rightarrow \Sigma^{\prime}$ is isotopic to a symplectomorphism that maps $x_{i}$ to $y_{i}$.

Proof. Note that we may assume that $f\left(x_{i}\right)=y_{i}$ for each $i$, since we can smoothly isotope $f$ to satisfy this requirement. Let $\omega_{0}$ and $\omega_{1}$ denote the symplectic forms $\omega$ and $f^{*} \omega^{\prime}$ of $\Sigma$ respectively. As in Theorem 65, we are in a position to apply Moser's argument. We wish to find an isotopy between $f$ and a symplectomorphism that is constant on the $x_{i}$. Suppose we had a path of symplectic forms $\omega_{t}$ from $\omega_{0}$ to $\omega_{1}$. Suppose further that the time-derivative $\frac{d}{d t} \omega_{t}$ was an exact form $d \sigma$. As in the proof of Theorem 65 we could then solve
$\iota_{v_{t}} \omega_{t}=-\sigma$ for the time-dependent vector field $v_{t}$, and solve $\frac{d}{d t} \psi_{t}=v_{t} \circ \psi_{t}$ for an isotopy $\psi_{t}$ satisfying $\psi_{t}^{*} \omega_{t}=\omega_{0}$ and $\psi_{0}=i d$. We would then have that $f$ is isotopic to $f \circ \psi_{1}$ where $\left(f \circ \psi_{1}\right)^{*} \omega^{\prime}=\psi_{1}^{*} \omega_{1}=\omega_{0}$, showing that $f \circ \psi_{1}$ is a symplectomorphism. By suitably choosing $\sigma$ we can guarantee that this isotopy is constant on the $x_{i}$ 's.

Define $\eta=\omega_{1}-\omega_{0}$. Since $f$ is area-preserving, $f^{*}: H^{2}\left(\Sigma^{\prime} ; \mathbb{R}\right) \rightarrow H^{2}(\Sigma ; \mathbb{R})$ maps the preferred generator of $H^{2}\left(\Sigma^{\prime} ; \mathbb{R}\right)$ to the preferred generator of $H^{2}(\Sigma ; \mathbb{R})$. We therefore have that $[\eta]=0$, and thus there exists $\varphi \in \Omega^{1}(\Sigma)$ such that $d \varphi=\eta$. Choose a smooth $g: \Sigma \rightarrow \mathbb{R}$ such that $\left.d g\right|_{x_{i}}=\left.\varphi\right|_{x_{i}}$ for all $1 \leq i \leq n$. We then have that $\varphi^{\prime}=\varphi-d g$ satisfies $d \varphi^{\prime}=\eta$ and $\left.\varphi^{\prime}\right|_{x_{i}}=0$ for all $i$.

Define $\omega_{t}=\omega_{0}+t \eta$ for $t \in[0,1]$. Since $f$ is area preserving, we have that the signs of $\omega_{0}(x, y)$ and $\omega_{1}(x, y)$ agree for any oriented basis $\{x, y\}$ of $T_{p} \Sigma$. Thus, for such a basis, $\omega_{t}(x, y)=(1-t) \omega_{0}(x, y)+t \omega_{1}(x, y)$ is non-zero. In particular, $\omega_{t}$ is non-degenerate everywhere, and hence symplectic.

Moreover, we have that $\frac{d}{d t} \omega_{t}=\eta=d \varphi^{\prime}$, which is exact. As mentioned above, we can now solve for time-dependent vector field $v_{t}$ and isotopy $\psi_{t}$. Note that since $\omega_{t}$ is everywhere non-degenerate, and $\left.\iota_{v_{t}} \omega_{t}\right|_{x_{i}}=-\left.\varphi^{\prime}\right|_{x_{i}}=0,\left.v_{t}\right|_{x_{i}}=0$ for all $t$. We therefore have that $\left.\frac{d}{d t} \psi_{t}\right|_{x_{i}}=0$ and thus $\psi_{t}\left(x_{i}\right)=\psi_{0}\left(x_{i}\right)$ for all $t$ and $1 \leq i \leq n$. In particular, $f \circ \psi_{1}$ is the desired symplectomorphism.

This lemma implies the following corollary.
Corollary 69. 14] For $i=0,1$, let $\left(M_{i}, \omega_{i}\right)$ be a 4-dimensional symplectic manifold, and let $X_{i}$ be as in Theorem 67. Suppose that for each $i$ there exists a symplectic surface $F_{i}$ of $M_{i}$ that intersects $X_{i}$ transversely in a finite number of points. Suppose furthermore that $\left|F_{0} \cap X_{0}\right|=\left|F_{1} \cap X_{1}\right|$. Then, given a bijection $f: F_{0} \cap X_{0} \rightarrow F_{1} \cap X_{1}$ there exists a symplectic surface $F \subset M_{0} \#_{X} M_{1}$ that restricts to $F_{i}$ in $M_{i} \backslash U_{i}$ and connects these two components according to $f$.

## Chapter 5

## Generalization of Smith's construction

### 5.1 The Construction

Fix $h \geq 0$. Let $\left\{x_{1}, \ldots, x_{p}\right\}$ denote the basepoint used in the construction of $\operatorname{Br}_{p}\left(\Sigma_{h}\right)$. Recall from Section 3.2 that a braid $\beta \in \operatorname{Br}_{p}\left(\Sigma_{h}\right)$ admits a decomposition into $p$ strands $\beta_{i}: I \rightarrow \Sigma_{h}$ such that for all $1 \leq i \leq p$, both $\beta_{i}(0)$ and $\beta_{i}(1)$ are in $\left\{x_{1}, \ldots, x_{p}\right\}$. Considering the group morphism $\sigma: \operatorname{Br}_{p}\left(\Sigma_{h}\right) \rightarrow S_{p}$ described in Theorem 26, we can identify the ending point of the graph of $\beta_{i}$ with the starting point of $\beta_{\sigma(\beta)(i)}$, thus defining a unique isotopy class of embeddings of a set of circles into $S^{1} \times \Sigma_{h}$. Moreover, this set of circles is naturally indexed by the cycles of the disjoint cycle decomposition of $\sigma(\beta)$. Let us denote this submanifold by $\Gamma_{\beta}$. We can then define the embedded submanifold $T_{\beta}=S^{1} \times \Gamma_{\beta} \subset T^{2} \times \Sigma_{h}$. Note that $T_{\beta}$ is a union of tori whose path components are again indexed by the cycles of $\sigma(\beta)$.

Since we have a preferred decomposition of $T^{2}$ as $S^{1} \times S^{1}$, we have a preferred area form on $T^{2}$ that is locally defined by $d \theta \wedge d \varphi$, where $\theta$ and $\varphi$ are local coordinates of the circles. Let $\eta$ be any area form of $\Sigma_{h}$. The product symplectic form on $T^{2} \times \Sigma_{h}$ is then locally described as $d \theta \wedge d \varphi+\omega_{\Sigma_{h}}$ of $T^{2} \times \Sigma_{h}$. If $T_{\beta}$ passes through the origin of these local coordinates, then $T_{0}\left(T_{\beta}\right)$ is spanned by
$\frac{\partial}{\partial \theta}$ and $\frac{\partial}{\partial \varphi}+v$ for some nonzero tangent vector $v$ of $T_{0}\left(\Sigma_{h}\right)$. Thus,

$$
\begin{aligned}
\omega\left(\frac{\partial}{\partial \theta}, \frac{\partial}{\partial \varphi}+v\right) & =d \theta \wedge d \varphi\left(\frac{\partial}{\partial \theta}, \frac{\partial}{\partial \varphi}+v\right)+\omega_{\Sigma_{h}}\left(\frac{\partial}{\partial \theta}, \frac{\partial}{\partial \varphi}+v\right) \\
& =d \theta \wedge d \varphi\left(\frac{\partial}{\partial \theta}, \frac{\partial}{\partial \varphi}\right)=1
\end{aligned}
$$

Since the origin of these local coordinates was arbitrary, $T_{\beta}$ is a symplectic submanifold.

Recall that a connected $m$-dimensional submanifold $i: X \rightarrow M$ is said to represent the homology class $i_{*}([X]) \in H_{m}(M)$, where $[X]$ is the fundamental class of $X$. We will also denote the homology class $i_{*}([X])$ as $[X]$. If $X$ is not connected, say $X=\sqcup_{i=1}^{n} X_{i}$ where each $X_{i}$ is connected, we will say that $X$ represents the homology class $[X]=\sum_{i=1}^{n}\left[X_{i}\right]$. One can then compute $\left[T_{\beta}\right]$ in terms of $\beta$. We may assume that $T_{\beta}$ is connected, as otherwise each component of $T_{\beta}$ can be created using a braid with fewer strands than $\beta$. Consider the maps induced by the projections

$$
p r_{1}: \pi_{1}\left(S^{1} \times \Sigma_{h}\right) \rightarrow \pi_{1}\left(S^{1}\right) \quad \text { and } \quad p r_{2}: \pi_{1}\left(S^{1} \times \Sigma_{h}\right) \rightarrow \pi_{1}\left(\Sigma_{h}\right)
$$

Changing $T_{\beta}$ via homotopy does not affect the represented homology class. We will define a homotopy of $T_{\beta}$ by homotoping $\Gamma_{\beta}$ into a curve $\lambda \# p r_{2}(\beta)$, such that $p r_{1}(\lambda)=p$ and $p r_{2}(\lambda)=i d$. Define $T_{\lambda}$ as $S^{1} \times \operatorname{Im}(\lambda)$ and $T_{p r_{2}(\beta)}$ as $S^{1} \times \operatorname{Im}\left(p r_{2}(\beta)\right)$. It then follows that

$$
\left[T_{\beta}\right]=\left[T_{\lambda}\right]+\left[T_{p r_{2}(\beta)}\right]=p\left[T^{2} \times\{p t\}\right]+\left[S^{1} \times \operatorname{Im}\left(p r_{2}(\beta)\right)\right] \in H_{2}\left(T^{2} \times \Sigma_{h} ; \mathbb{Z}\right)
$$

The submanifolds $T_{\beta}$ can be used to construct symplectic submanifolds of $\Sigma_{g} \times \Sigma_{h}$ for $g \geq 1$. Fix two braids $\beta_{1}, \beta_{2} \in \operatorname{Br}_{p}\left(\Sigma_{h}\right)$. Regard $T^{2} \times \Sigma_{h}$ as the trivial fibre bundle over $T^{2}$ with fibre $\Sigma_{h}$. Any fibre of this bundle admits a trivial normal bundle (since we can describe tubular neighbourhoods about the fibre by $D^{2} \times \Sigma_{h}$ ). We can therefore apply Gompf's symplectic summing process (Theorem 67) to glue two copies of this bundle together to obtain the symplectic manifold $\Sigma_{2} \times \Sigma_{h}$. Moreover, since both $T_{\beta_{1}}$ and $T_{\beta_{2}}$ intersect each fibre in exactly $p$ points, we can apply Corollary 69 to glue these two submanifolds together to obtain a symplectic submanifold $\Theta\left(\beta_{1}, \beta_{2}\right)$ of $\Sigma_{2} \times \Sigma_{h}$. More generally, we may repeat this process any finite number of times to construct a symplectic submanifold $\Theta\left(\beta_{1}, \ldots, \beta_{g}\right) \subset \Sigma_{g} \times \Sigma_{h}$.

Using the above descriptions of $\left[T_{\beta}\right]$, we can describe $\left[\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)\right]$. Let $\gamma_{i}$ be a circle in $\Sigma_{g}$ that was the first $S^{1}$ factor of the $i^{\text {th }}$ copy of $T^{2} \times \Sigma_{h}$ before
performing Gompf's symplectic summing process. Since the surfaces $T^{2} \times\{p t\}$ glue together under the symplectic sum to become $\Sigma_{g} \times\{p t\}$, we have that

$$
\begin{equation*}
\left[\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)\right]=p\left[\Sigma_{g} \times\{p t\}\right]+\sum_{i=1}^{g}\left[\gamma_{i} \times \operatorname{Im}\left(p r_{2} \circ \beta_{i}\right)\right] \tag{5.1}
\end{equation*}
$$

in $H_{2}\left(\Sigma_{g} \times \Sigma_{h} ; \mathbb{Z}\right)$.
From this, it follows that $\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)$ has self-intersection 0 . To prove this, it suffices to show that

- $\left[\Sigma_{g} \times\{p t\}\right]^{2}=0$,
- $\left[\Sigma_{g} \times\{p t\}\right] \cdot\left[\gamma_{i} \times \operatorname{Im}\left(p r_{2}\left(\beta_{i}\right)\right)\right]=0$ for all $1 \leq i \leq g$,
- $\left[\gamma_{i} \times \operatorname{Im}\left(p r_{2}\left(\beta_{i}\right)\right)\right] \cdot\left[\gamma_{j} \times \operatorname{Im}\left(p r_{2}\left(\beta_{j}\right)\right)\right]=0$ for all $1 \leq i, j \leq g$.

The first requirement is clear since any choice of two distinct points of $\Sigma_{h}$ provides submanifolds representing $\left[\Sigma_{g} \times\{p t\}\right]$ that are disjoint. The second requirement can be satisfied by choosing a point of $\Sigma_{h}$ that does not lie in $\operatorname{Im}\left(p r_{2}\left(\beta_{i}\right)\right)$. The third requirement is trivial when $i \neq j$ since $\gamma_{i}$ and $\gamma_{j}$ are disjoint. When $i=j$ we can perturb $\gamma_{i}$ to a non-intersecting copy contained within $\Sigma_{g}$, thus fulfilling the third and last requirement.

Since $\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)$ has trivial self-intersection, the adjunction formula states that

$$
\begin{aligned}
\chi\left(\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)\right)= & K_{\Sigma_{g} \times \Sigma_{h}} \cdot\left[\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)\right] \\
= & \left((2-2 h)\left[\Sigma_{g} \times\{p t\}\right]+(2-2 g)\left[\{p t\} \times \Sigma_{h}\right]\right) . \\
& \left(p\left[\Sigma_{g} \times\{p t\}\right]+\sum_{i=1}^{g}\left[\gamma_{i} \times \operatorname{Im}\left(p r_{2}\left(\beta_{i}\right)\right)\right]\right) .
\end{aligned}
$$

Using the bilinearity of the self-intersection form and the above-computed intersection numbers, we then have that

$$
\begin{aligned}
\chi\left(\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)\right)=(2-2 g) & p\left(\left[\Sigma_{g} \times\{p t\}\right] \cdot\left[\{p t\} \times \Sigma_{h}\right]\right) \\
& +\sum_{i=1}^{g}(2-2 h)\left[\{p t\} \times \Sigma_{h}\right] \cdot\left[\gamma_{i} \times \operatorname{Im}\left(p r_{2}\left(\beta_{i}\right)\right)\right]
\end{aligned}
$$

The intersection between $\left[\Sigma_{g} \times\{p t\}\right]$ and $\left[\{p t\} \times \Sigma_{h}\right]$ is clearly 1 , and $[\{p t\} \times$ $\left.\Sigma_{h}\right] \cdot\left[\gamma_{i} \times \operatorname{Im}\left(p r_{2}\left(\beta_{i}\right)\right)\right]$ can be seen to be 0 by choosing the point not in $\gamma_{i}$. Thus $\chi\left(\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)\right)=(2-2 g) p$ and so $\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)$ has genus equal to $k=p(g-1)+1$.

### 5.2 Proof of Non-Isotopy

Suppose that there exist finite sequences of braids $\left(\alpha_{1}, \ldots, \alpha_{g}\right)$ and $\left(\beta_{1}, \ldots, \beta_{g}\right)$ such that $\Gamma_{\alpha_{i}}$ is homotopic to $\Gamma_{\beta_{i}}$ for all $i$. These homotopies can then be used to construct homotopies between $T_{\alpha_{i}}$ and $T_{\beta_{i}}$ for all $i$, which in turn can be used to construct a homotopy between $\Theta\left(\alpha_{1}, \ldots, \alpha_{g}\right)$ and $\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)$. In particular, for a given $1 \leq j \leq g$, if we fix all $\beta_{i}$ for $i \neq j$, then as we vary $\beta_{j}$ among the local braids of $\operatorname{Br}_{p}\left(\Sigma_{h}\right)$, the resulting surfaces are pairwise homotopic. Furthermore, if we demand that $\beta_{j}$ is always connected then these surfaces will also all be connected. We therefore have the following theorem.

Theorem 70. Assume that either $h=0$ and $p \geq 4$, or that $h \geq 1$ and $p \geq 2$. Let $g \geq 1$, and let $\gamma_{1}, \ldots, \gamma_{g}$ be simple closed curves in $\Sigma_{g}$ as in 5.1. Choose any $j \in\{1, \ldots, g\}$ and let $I(j)=\{1, \ldots, g\} \backslash\{j\}$. For each $i \in I(j)$, choose $\mu_{i} \in H_{1}\left(\Sigma_{h} ; \mathbb{Z}\right)$, and let $d_{i}=\operatorname{div}\left(\mu_{i}\right)$. Let $n$ be the greatest common divisor of $\{p\} \cup\left\{d_{i} \mid i \in I(j)\right\}$. If $n \geq 2$, then the homology class

$$
\begin{equation*}
p\left[\Sigma_{g} \times\{\mathrm{pt}\}\right]+\sum_{i \in I(j)}\left[\gamma_{i}\right] \times \mu_{i} \in H_{2}\left(\Sigma_{g} \times \Sigma_{h} ; \mathbb{Z}\right) \tag{5.2}
\end{equation*}
$$

contains an infinite family of homotopic but pairwise non-isotopic symplectic surfaces of genus equal to $p(g-1)+1$.

Proof. For each $i \in I(j)$, choose a curve $\beta_{i}$ in $\operatorname{Br}_{p}\left(\Sigma_{h}\right)$ such that $p-1$ of the strands are trivial and the other strand, considered as an element in $\pi_{1}\left(\Sigma_{h}\right)$, maps to $\mu_{i}$ under the abelianization map $\pi_{1}\left(\Sigma_{h}\right) \rightarrow H_{1}\left(\Sigma_{h} ; \mathbb{Z}\right)$. Let $\Lambda_{p, h}$ denote the subset of $\operatorname{Br}_{p}\left(\Sigma_{h}\right)$ consisting of connected local braids, and choose arbitrary $\beta_{j} \in \Lambda_{p, h}$.

From the paragraphs preceding this theorem, it is clear that the submanifolds constructed as we vary $\beta_{j}$ are pairwise homotopic.

Since $n$ divides the homology class of $\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)$, Theorem 62 provides an $n$-fold branched cover $Z\left(\beta_{1}, \ldots, \beta_{g}\right)$ of $\Sigma_{g} \times \Sigma_{h}$ with branch locus $\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)$ (up to diffeomorphism). Since an isotopy between any two $\Theta$ 's determines a homeomorphism between the branched covers, it suffices to prove that the set $\left\{Z\left(\beta_{1}, \ldots \beta_{g}\right) \mid \beta_{j} \in \Lambda_{p, h}\right\}$ is infinite.

In order to distinguish two such spaces, we will first realize these branched covers as genuine fibre bundles. Consider the morphism

$$
\tilde{\pi}: Z\left(\beta_{1}, \ldots, \beta_{g}\right) \xrightarrow{\pi} \Sigma_{g} \times \Sigma_{h} \xrightarrow{p r_{1}} \Sigma_{g} .
$$

The fibre over a point in $\Sigma_{g}$ is the preimage of $\{p t\} \times \Sigma_{h}$ under the projection of the branched cover $\pi: Z\left(\beta_{1}, \ldots, \beta_{g}\right) \rightarrow \Sigma_{g} \times \Sigma_{h}$. The restriction of $\pi$ to this pre-image is clearly a cyclic branched cover over $\Sigma_{h}$ with branch locus equal to the intersection of $\Theta\left(\beta_{1}, \ldots, \beta_{g}\right)$ with the fibre. This set has cardinality $p$, and so Corollary 22 implies that $\pi^{-1}(p t) \cong \Sigma_{k}$ for $k=h n+\frac{1}{2}(n-1)(p-2)$. Note that with the given setup, $k$ can potentially be any positive integer.

Since $\Sigma_{g}$ is both connected and aspherical, the long exact sequence associated to this bundle ends in

$$
1 \longrightarrow \pi_{1}\left(\Sigma_{k}\right) \longrightarrow \pi_{1}\left(Z\left(\beta_{1}, \ldots, \beta_{g}\right)\right) \longrightarrow \pi_{1}\left(\Sigma_{g}\right) \longrightarrow 1
$$

We therefore have a natural group morphism $\pi_{1}\left(\Sigma_{g}\right) \rightarrow$ Out $\left(\pi_{1}\left(\Sigma_{k}\right)\right)$ given as follows. $\pi_{1}\left(Z\left(\beta_{1}, \ldots, \beta_{g}\right)\right)$ acts on $\pi_{1}\left(\Sigma_{k}\right)$ by conjugation. If we consider this action up to conjugation by $\pi_{1}\left(\Sigma_{k}\right)$ (the inner automorphisms) then $\pi_{1}\left(\Sigma_{k}\right)$ clearly acts trivially upon itself, and so this action descends to an action by

$$
\pi_{1}\left(Z\left(\beta_{1}, \ldots, \beta_{g}\right)\right) / \pi_{1}\left(\Sigma_{k}\right) \cong \pi_{1}\left(\Sigma_{g}\right)
$$

(the monodromy representation).
Lemma 5.1 of [19] claims, in particular, that since $\Sigma_{k}$ is aspherical and closed and $\Sigma_{g}$ is closed, that $Z\left(\beta_{1}, \ldots, \beta_{g}\right)$ is determined by the conjugacy class of this action. It therefore suffices to construct an infinite number of nonconjugate group homomorphisms $\pi_{1}\left(\Sigma_{g}\right) \rightarrow \Gamma_{0}\left(\Sigma_{k}\right)$ that can be realized as such monodromies.

As an aside, note that if the base space $M$ is a 2-dimensional finite CWcomplex, then every group morphism $\varphi: \pi_{1}(M) \rightarrow \Gamma_{0}(F)$ is realizable as a monodromy representation. We may assume that the given CW-complex of $M$ admits a single point as its 0-skeleton by contracting a maximal tree within the 1 -skeleton. Then, 1-cells correspond to generators of $\pi_{1}(M)$ and 2-cells correspond to relations that we place upon those generators. Moreover, over each cell the fibre bundle is necessarily trivial. Thus, consider the trivial bundle over a 1-cell, and glue the two end fibres together via the image of the 1-cell under $\varphi$. Similarly glue the trivial bundles over the 2-cells along the bundle over the 1-skeleton according to the relation that the 2-cell corresponds to. The fact that $\pi_{1}(M)$ is a group morphism is equivalent to the fact that this bundle is well-defined.

Returning to the proof, we note that since $\tilde{\pi}$ restricts to the branched cover $\Sigma_{k} \rightarrow \Sigma_{h}$ on its fibres, the monodromy representation takes values in $\Gamma^{\zeta}\left(\Sigma_{k}\right)$
where $\zeta$ is the automorphism on $\Sigma_{k}$ that induces this branched cover.
We will consider the quotient of the monodromy representation by the subgroup $\langle\zeta\rangle$. Recall from Theorem 48 that $\Gamma^{\zeta}\left(\Sigma_{k}\right) /\langle\zeta\rangle$ is isomorphic to $\Gamma_{p}\left(\Sigma_{h}\right)$.

Recall from Theorem 37 that there exists an injective group morphism $\Psi$ : $\operatorname{Br}_{p}\left(\Sigma_{h}\right) / \Delta_{p, h} \rightarrow \Gamma_{p}\left(\Sigma_{h}\right)$, where $\Delta_{p, h}$ is the centre of $\operatorname{Br}_{p}\left(\Sigma_{h}\right)$. Considering the canonical presentation of $\pi_{1}\left(\Sigma_{g}\right)$ given by

$$
\pi_{1}\left(\Sigma_{g}\right)=\left\langle\gamma_{1}, \ldots \gamma_{g}, \delta_{1}, \ldots, \delta_{g} \backslash \prod\left[\gamma_{i}, \delta_{i}\right]_{i=1}^{g}\right\rangle
$$

where the $\gamma_{i}$ 's are as in 5.1, we can describe the quotients of the monodromy homomorphism by

$$
\gamma_{i} \mapsto 1, \quad \delta_{i} \mapsto \Psi\left(q_{\Delta}\left(\beta_{i}\right)\right) \quad \text { for all } 1 \leq i \leq g
$$

where $q_{\Delta}$ is the quotient of $\operatorname{Br}_{p}\left(\Sigma_{h}\right)$ by its centre.
It therefore suffices to show that the number of conjugacy classes of such group morphisms is infinite as we vary $\beta_{j}$. It therefore suffices to show that an infinite number of conjugacy classes of $\Gamma_{p}\left(\Sigma_{h}\right)$ non-trivially intersect $\left\{\Psi\left(q_{\Delta}(\beta)\right) \in\right.$ $\left.\Gamma_{p}\left(\Sigma_{h}\right) \mid \beta \in \Lambda_{p, h}\right\}$.

First consider the case $h \geq 1$ and $p \geq 2$. Let $D^{2}$ be a disk that contains the marked points $\left\{x_{1}, \ldots, x_{p}\right\}$. Using Corollary 4.2 of [29], we have that the embedding $D^{2} \hookrightarrow \Sigma_{h}$ induces an injective map $\Gamma_{p}\left(D^{2}\right) \hookrightarrow \Gamma_{p}\left(\Sigma_{h}\right)$.

It is sufficient to find an infinite number of representatives of conjugacy classes of $\Gamma_{p}\left(D^{2}\right)$ that non-trivially intersect $\Psi\left(q_{\Delta}\left(\Lambda_{p, h}\right)\right)$, for suppose that $\left[f_{1}\right],\left[f_{2}\right] \in \Gamma_{p}\left(D^{2}\right)$ and that there exists $[\varphi] \in \Gamma_{p}\left(\Sigma_{h}\right)$ such that $\left[\varphi^{-1}\right]\left[f_{1}\right][\varphi]=$ $\left[f_{2}\right]$. We can choose a representative $\varphi$ of $[\varphi]$ that maps $D^{2}$ homeomorphically onto itself and restricts to the identity on $\partial D^{2}$. Define $\varphi^{\prime} \in \Gamma_{p}\left(D^{2}\right)$ to equal $\varphi$ on $D^{2}$ and equal the identity elsewhere. We then have that $\varphi^{\prime-1} f_{1} \varphi^{\prime}=f_{2}$, and so $f_{1}$ and $f_{2}$ are conjugate in $\Gamma_{p}\left(D^{2}\right)$. Thus, it suffices to find infinitely many conjugacy classes of $\Gamma_{p}\left(D^{2}\right)$ that non-trivially intersect $\Psi\left(q_{\Delta}\left(\Lambda_{p, h}\right)\right)$.

It follows from 3.1 that, since $\pi_{1}\left(\operatorname{Aut}_{0}\left(D^{2}\right)\right)$ and $\pi_{0}\left(\operatorname{Aut}_{0}\left(D^{2}\right)\right)$ are trivial, $\operatorname{Br}_{p}\left(D^{2}\right) \cong \Gamma_{p}\left(D^{2}\right)$. Since two connected braids in $D^{2}$ represent the same conjugacy class only if they close to provide the same knot in $S^{3}$, it suffices to note that there exists an infinite family of knots in $S^{3}$ that can be constructed from $p$-strand braids (since $p \geq 2$ ).

The case when $h=0$ and $p=4$ is due to [25]. Recall that $\Gamma_{4}\left(S^{2}\right)$ is generated by the half-Dehn twists $\omega_{1}, \ldots, \omega_{3}$, which are the image of the standard
generators of the braid group. Consider the set

$$
\left\{\omega_{1}^{2 m+1} \omega_{2} \omega_{3} \mid m \geq 0\right\}
$$

These mapping classes all induce the 4 -cycle $(1,2,3,4)$ and thus are connected. Moreover, under the representation $\rho$ described in Section 3.4, we have that

$$
\rho\left(\omega_{1}^{2 m+1} \omega_{2} \omega_{3}\right)= \pm\left[\begin{array}{cc}
1 & 2 m+1 \\
0 & 1
\end{array}\right]\left[\begin{array}{rr}
1 & 0 \\
-1 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]= \pm\left[\begin{array}{cc}
-2 m & 1 \\
-1 & 0
\end{array}\right] .
$$

In particular, we have that $\operatorname{tr}\left(\rho\left(\omega_{1}^{2 m+1} \omega_{2} \omega_{3}\right)\right)=-2 m$, demonstrating that as we vary $m$ we realize different conjugacy classes of $\Gamma_{4}\left(S^{2}\right)$.

Lastly, we need to consider the case where $h=0$ and $p \geq 5$. Again, we have that $\Gamma_{p}\left(S^{2}\right)$ is generated by the half-Dehn twists $\omega_{1}, \ldots, \omega_{p-1}$. Let $\omega_{p}$ denote the braid twist between points $x_{p}$ and $x_{1}$. Consider the set

$$
\left\{\omega_{1}^{2 m+1} \omega_{2} \cdots \omega_{p-1} \mid m \geq 0\right\}
$$

Note that these mapping classes all induce the same $p$-cycle $(1, \ldots, p)$ of $S_{p}$, and so are connected. Let $\xi=\omega_{1} \cdots \omega_{p-1}$. If we consider the fixed points $x_{1}, \ldots, x_{p}$ to be equally distributed around the equator of the sphere, then $\xi$ can be realized as the rotation of the sphere about the north-south axis by angle $\frac{2 \pi}{p}$. The above set of mapping classes can be rewritten as

$$
\left\{\omega_{1}^{2 m} \xi \mid m \geq 0\right\}
$$

Using the above description of $\xi$ we have that $\xi \omega_{i}^{2} \xi^{-1}=\omega_{i+1}^{2}$. This implies that $\left(\omega_{1}^{2 m} \xi\right)^{p}=\omega_{1}^{2 m} \omega_{2}^{2 m} \cdots \omega_{p}^{2 m} \xi^{p}=\omega_{1}^{2 m} \cdots \omega_{p}^{2 m}$. For $m_{1}, m_{2} \in \mathbb{N}, \omega_{1}^{2 m_{1}} \xi$ is in the same conjugacy class as $\omega_{2}^{2 m_{2}} \xi$ only if $\left(\omega_{1}^{2 m_{1}} \xi\right)^{p}$ and $\left(\omega_{1}^{2 m_{2}} \xi\right)^{p}$ are in the same conjugacy class. It therefore suffices to show that these $p^{\text {th }}$ powers represent infinitely many conjugacy classes.

Moreover, since these $p^{\text {th }}$ powers lie within $\mathrm{P} \Gamma_{p}\left(S^{2}\right)$, and since $\mathrm{P} \Gamma_{p}\left(S^{2}\right)$ is a finite index subgroup of $\Gamma_{p}\left(S^{2}\right)$, it suffices to show that these elements represent infinitely many conjugacy classes of $\mathrm{P}_{p}\left(S^{2}\right)$. For given a finite index subgroup $H$ of $G$, suppose that there exists a subset $\left\{g_{k}\right\}_{k \in \mathbb{N}}$ of $H$ that are pairwise nonconjugate in $H$ but pairwise conjugate in $G$. Let $\left\{a_{1}, \ldots, a_{n}\right\}$ be right coset representatives of $H$ in $G$. We then have that for any $k \in \mathbb{N}$ there exists $h \in H$ and $1 \leq i \leq n$ such that

$$
g_{1}=\left(h a_{i}\right)^{-1} g_{k}\left(h a_{i}\right)=a_{i}^{-1}\left(h^{-1} g_{k} h\right) a_{i}
$$

and so

$$
a_{i} g_{1} a_{i}^{-1}=h^{-1} g_{k} h
$$

In particular, there must exist two $j, k \in \mathbb{N}$ such that $g_{j}$ and $g_{k}$ are both conjugate in $H$ to the same $a_{i} g_{1} a_{i}^{-1}$. However this implies that $g_{j}$ and $g_{k}$ are conjugate within $H$, a contradiction. It therefore suffices to show that the elements

$$
\left\{\omega_{1}^{2 m} \cdots \omega_{p}^{2 m} \mid m \geq 0\right\}
$$

are non-conjugate in $\mathrm{P} \Gamma_{p}\left(S^{2}\right)$.
For $p \geq 4$ there exists a group morphism $\mathrm{P}_{p}\left(S^{2}\right) \rightarrow \mathrm{P} \Gamma_{4}\left(S^{2}\right)$ defined by simply 'forgetting' that the points $x_{5}, \ldots, x_{p}$ are fixed. Under this map $\omega_{i}$ maps to $\omega_{i}$ for $i=1,2,3$ and $\omega_{i}$ maps to 1 for $i \geq 4$. We therefore have that the set of potential conjugacy class representatives maps to the set

$$
\left\{\omega_{1}^{2 m} \omega_{2}^{2 m} \omega_{3}^{2 m} \mid m \geq 0\right\}
$$

The above representation of $\Gamma_{4}\left(S^{2}\right)$ restricts to a representation of $\mathrm{P}_{4}\left(S^{2}\right)$. Using that map we have that

$$
\begin{aligned}
\rho\left(\omega_{1}^{2 m} \omega_{2}^{2 m} \omega_{3}^{2 m}\right) & = \pm\left[\begin{array}{cc}
1 & 2 m \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
-2 m & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 2 m \\
0 & 1
\end{array}\right] \\
& = \pm\left[\begin{array}{cc}
1-4 m^{2} & 4 m-8 m^{3} \\
-2 m & 1-4 m^{2}
\end{array}\right] .
\end{aligned}
$$

We therefore have that $\operatorname{tr}\left(\rho\left(\omega_{1}^{2 m} \omega_{2}^{2 m} \omega_{3}^{2 m}\right)\right)=2-8 m^{2}$ and so these elements are non-conjugate in $\mathrm{P}_{4}\left(S^{2}\right)$, completing the proof.
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