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Abstract

Let Σg be a closed Riemann surface of genus g. Generalizing Ivan Smith’s
construction, for each g ≥ 1 and h ≥ 0 we construct an infinite set of infinite
families of homotopic but pairwise non-isotopic symplectic surfaces inside the
product symplectic manifold Σg×Σh. In particular, we achieve all positive gen-
era from these families, providing first examples of infinite families of homotopic
but pairwise non-isotopic symplectic surfaces of even genera inside Σg × Σh.
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Chapter 1

Introduction

1.1 Background

Given a symplectic 4-dimensional manifold (M,ω) and a second homology class
a ∈ H2(M ; Z), one can ask for a classification of the isotopy classes of symplectic
surfaces that represent a. Problems along these lines are typically labelled as the
‘symplectic isotopy problem’. One reason that the symplectic isotopy problem
is of interest is that it contrasts between symplectic and Kähler topology.

Given a complex surface S (real dimension 4) and homology class a ∈
H2(S; Z), we can consider the complex curves of S that represent a. Let
α ∈ H2(S; Z) be Poincaré dual to a. Any complex curve C of S represent-
ing a will be the zero set of a holomorphic section of a line bundle whose
first Chern class is α. It therefore suffices to study the preimage of α under
c1 : Ȟ1(S,O∗) → H2(S; Z). This set naturally admits the structure of a vari-
ety. Moreover, when this preimage is non-empty the subset corresponding to
singular surfaces is a proper subvariety and therefore has positive codimension.
Thus, there are at most finitely many complex surfaces representing a.

Additionally, the Lefschetz Theorem on (1, 1)-classes implies that the above
c1 has image H1,1(S; C)∩H2(S; Z), and so these are the only homology classes
that admit complex representatives. This argument is presented in greater depth
in Chapter 1 Section 2 of [15].

Note that the generalized Thom conjecture (proved by Morgan, Szabó and
Taubes in [27]) states that if a admits a complex representative, then the com-
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plex representative has minimal genus among all surfaces representing a. In
particular complex surfaces representing the same homology element admit the
same genus.

When working in the symplectic setting, the answer to this question is not
as clean. Let a ∈ H2(M ; Z). We again have that symplectic representatives of a
have minimal genus among all surfaces representing the homology class (this was
proved by Ozsváth and Szabó in [28]). However, there is no known method to
determine the number of isotopy classes of symplectic surfaces representing a. It
was shown by Siebert and Tian in [32] that there do exist elements ofH2(CP2,Z)
that are represented by a unique isotopy class of symplectic surfaces. In contrast
to this, it was shown by Fintushel and Stern in [12] that certain simply connected
4-manifolds admit infinitely many homology classes that are each represented
by an infinite number of symplectic tori. This naturally leads to the question of
which genera can be obtained as the genera of symplectic surfaces representing
a given second homology class when there are infinitely many isotopy classes of
such representatives.

It was then proved by Smith in [33] that for each odd g 6= 3 there exist
an h ∈ N such that Σh × S2 admits a homology class that is represented by
infinitely many non-isotopic symplectic surfaces of genus g. This result was
improved upon by Park, Poddar and Vidussi in [30], who showed that for each
g ≥ 1 there exists a simply connected symplectic 4-manifold with a second
homology class that is represented by infinitely many non-isotopic surfaces of
genus g.

The purpose of this thesis is to generalize Smith’s construction so that we can
realize all genera greater than 0 as the genus of symplectic surfaces representing
a given homology class for which there exists an infinite number of non-isotopic
symplectic representatives. We generalize Smith’s construction in two ways.
First, we work with more general braid groups Brn(Σh) for all h ≥ 0. This
is not required to obtain the even genera, but rather done so as to generalize
the symplectic manifolds and homology classes for which we can construct an
infinite number of non-isotopic symplectic representatives; we can then work
with the symplectic manifolds Σg × Σh for g ≥ 1 and h ≥ 0. Second, in place
of studying the hyper-elliptic 2-fold branched cover of S2, we study all cyclic
n-fold branched covers of all Riemann surfaces.

When studying the above symplectic manifolds, we are no longer considering
simply-connected manifolds. In this setting we are introduced to a new phe-
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nomenon: two homologous surfaces can now fail to be isotopic because they are
not even homotopic. We have therefore reformulated the problem to consider
the stronger case of homotopic but non-isotopic surfaces. When doing so, we
prove the following Theorem.

Theorem 1. Let g, h, p be integers such that either g ≥ 1, h = 0, p ≥ 4 or
g ≥ 1, h ≥ 1, p ≥ 2. Considering the product symplectic form on Σg × Σh,
the homology class p[Σg ×Σh] ∈ H2(Σg ×Σh) is represented by infinitely many
homotopic but non-isotopic surfaces of genus p(g − 1) + 1.

Note that in Theorem 70 we will actually consider more general homology
classes that will be described later.

1.2 Outline

This thesis is organized as follows. In Chapter 2 we introduce the notion of
fibre bundles and state all results used later, with the exception of the theory
of symplectic vector bundles.

In Chapter 3 we provide the underlying theory of braid groups and map-
ping class groups of a manifold. The first important theorem of this chapter
is Theorem 37, which defines a specific map from the nth braid group to the
n-punctured mapping class group of a Riemann surface. The second important
theorem is Theorem 48, which relates the n-punctured mapping class group of
an oriented manifold M with the ζ-mapping class group of a manifold N and
automorphism ζ such that taking the quotient of N by ζ induces an n-fold cyclic
branched cover of N onto M . This theorem is the main tool used to generalize
Smith’s construction to all cyclic n-fold branched covers.

In Chapter 4 we introduce the notion of a symplectic manifold. There are
two major theorems proven in this Chapter. The first theorem is the adjunction
formula, which provides an equation that demonstrates a relation between the
self-intersection of a symplectic surface with the genus of the surface. We use this
later to determine the genus of the constructed surfaces. The second theorem
is a special case of a theorem due to Gompf that defines a symplectic sum-
ming process of a manifold along two disjoint symplectomorphic submanifolds
of codimension 2. We are concerned with the case when the two codimension
2 submanifolds are contained in different components of the ambient manifold,
and each has trivial normal bundle.
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In Chapter 5 we construct the families of surfaces mentioned in Theorem 1.

Note that the citations appearing beside theorems within this thesis are not
meant to provide the original source of the theory, but only the reference that
I used while learning the theory.
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Chapter 2

Fibre Bundles and

Branched Covers

2.1 Introduction

The theory of fibre bundles plays multiple roles within this thesis; they will
receive mention in all upcoming chapters. As such, the purpose of this chapter
is to coherently organize the theorems that will be used later. This chapter is
organized as follows. In Section 2.2 we provide the definition of a fibre bundle
and make note of the long exact sequence of homotopy groups that arises from
a fibre bundle. The theory described in this section is developed from [22] and
[34]. In Section 2.3 we consider the special case of vector bundles, where each
fibre has a (real) vector space structure. In Section 2.4 we consider branched
covers, which are fibrations with nicely controlled singularities.

2.2 Fibre Bundles

There is an intuitive notion that motivates the definition of a fibre bundle: we
wish to consider spaces formed by gluing a copy of some preferred space (the
fibre) over each point in some other space (the base space). With this picture
in mind, we define a pre-bundle over a space M to be a continuous surjective
function π : E → M whose fibres π−1(p) are pairwise homeomorphic. For ease
of notation, when the base space is understood we will also denote a pre-bundle
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π : E →M as Eπ.

The easiest examples of pre-bundles are direct products of two spaces: given
spaces M and F , the canonical projection M × F → M defines a pre-bundle
with base space M and fibre F . We will refer to these pre-bundles as trivial
pre-bundles.

The concept of a pre-bundle admits certain pathologies. Consider the set

S = {(x, y, 0) ∈ R3 | x > 0} ∪ {(x, 0, z) ∈ R3 | x ≤ 0}

with the subspace topology. There exists a map S → R defined by projection
onto the first coordinate and the pre-image of any point in R under this map is
homeomorphic to R. However, the fibre over (0, 0, 0) is not attached to the fibres
over small positive numbers in a desirable manner. To remedy this pathology,
we demand that every point in the base space admits a neighbourhood about
which the pre-bundle is ‘nice’. Lastly, we demand that the ‘nice’ neighbourhoods
are compatible. These stipulations provide the definition of a fibre bundle.

Definition 2. A fibre bundle over a manifold M with fibre F is a pre-bundle
π : E → M with fibres homeomorphic to F satisfying the following two condi-
tions.

• There exists an open cover {Uα}α∈Λ of M and a family of homeomor-
phisms {hα : π−1(Uα) → Uα × F}α∈Λ such that the following diagram
commutes:

π−1(Uα)
hα //

π

%%LLLLLLLLLL
Uα × F

��
Uα

where the vertical map is the canonical projection.

• For each pair α, β ∈ Λ the map gβα : Uα ∩ Uβ → Aut(F ) defined by
gβα(x)(f) = hβ ◦ h−1

α (x, f) is continuous.

Note that the commutativity of the diagram in the first axiom is equivalent to
demanding that hα maps the fibre over x ∈ Uα in π−1(Uα) homeomorphically
onto the fibre over x in Uα × F . In the second axiom Aut(F ) is the set of
homeomorphisms of F equipped with the compact-open topology. We refer to
the collection {hα : π−1(Uα) → Uα × F}α∈Λ as a local trivialization of Eπ. We
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refer to the maps gβα as coordinate transformations or cocycles of the bundle.
We will refer to the codomain of the cocycles as the structure group of the
trivialization.

The trivial pre-bundles are fibre bundles that admits a local trivialization
consisting of just the identity map of Eπ. On the other hand, the second ex-
ample of a pre-bundle clearly fails to be a fibre bundle since there is no such
neighbourhood about 0.

A compatible collection of cocycles is sufficient to fully describe the fibre
bundle. Given spaces M and F , consider an open cover {Uα}α∈Λ of M and
a collection of continuous maps {gβα : Uα ∩ Uβ → G}(α,β)∈Λ×Λ where G is a
subgroup of the automorphism group of F . Suppose furthermore that these g’s
satisfy

gγβ(x)gβα(x) = gγα(x)(2.1)

for all x ∈ Uα ∩ Uβ ∩ Uγ . The g’s then necessarily satisfy the identities

gαα = id and gβα = g−1
αβ(2.2)

for all α, β ∈ Λ. Regarding Λ as being equipped with the discrete topology,
consider the subset T ⊂ M × F × Λ consisting of all points (x, f, α) such that
x ∈ Uα. Alternatively we can characterize T as the union⊔

α∈Λ

Uα × F × {α}.

equip T with the binary relation

(x1, f1, α) ∼ (x2, f2, β) if x1 = x2 and gβα(x1)(f1) = f2.

It is immediate from (2.1) and (2.2) that this relation is an equivalence relation.
Let E denote the space of equivalence classes of ∼ with the quotient topology.
Define π : E → M by sending π(x, f, α) to x. Since π is well-defined and the
lift π̃ : t Uα × F × {α} → M is continuous, we also have that π is continuous.
Moreover, since π−1(x) ∼= F for all x ∈M and each x ∈M is contained in one
of the Uα’s (which provides a local trivialization), Eπ is a fibre bundle.

From the above construction we see that the only role that the fibre plays in
the construction of a fibre bundle is in understanding of how the transformation
group acts on the fibre. In particular, it is possible to replace the fibre with
some other space that G acts upon. We will say that two bundles are associated
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to one another if each can be constructed from the other in this manner. One
particular example of this is the associated principal bundle, where one replaces
the fibre with the space G acting on itself by left multiplication.

Note that the structure group G depends upon the choice of open cover of
M and cocycles g. In particular, Theorem 6.4.1 of [22] states that given a closed
subgroup H of G, one can reduce the structure group to H if and only if for
each α ∈ Λ there exists a map rα : Uα → G such that the functions r−1

β gβαrα

have values in H along Uα ∩ Uβ .

It is convenient to assume that we have a fixed local trivialization of the
bundle, and to implicitly work with local coordinates (x, y) of E where x is a
coordinate for M and y is a coordinate for F .

Having defined fibre bundles, we now proceed to define the natural notion
of a morphism between two bundles.

Definition 3. Let Eπ and Eρ be two fibre bundles over M . A morphism between
these two bundles is a continuous map f : Eπ → Eρ such that

Eπ
f //

π

  B
BB

BB
BB

B Eρ

ρ

~~}}
}}

}}
}}

M

commutes.

Note that the commutativity requirement is equivalent to requiring that the
fibre over x ∈M in Eπ maps to the fibre over x in Eρ.

The collection of all bundles over a space M together with morphisms be-
tween these bundles defines a category Bun(M).

It will occasionally be convenient to loosen the requirement that we have
naturally identified the base spaces of two manifolds. We can therefore more
generally define a morphism as follows.

Definition 4. Let π : D →M and ρ : E → N be two fibre bundles. A morphism
between Dπ and Eρ is a pair of continuous maps f : D → E and g : M → N

such that the following diagram commutes.

D
f //

π

��

E

ρ

��
M

g // N
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The commutativity requirement here is that the fibre over x ∈ M maps to the
fibre over g(x). Using this broader notion, we can consider the collection of all
bundles and all such morphisms to define a category Bun.

Rather than working over all topological spaces, we may instead consider
only fibre bundles defined within other geometric categories. Indeed, we will
primarily consider our bundles to be within the smooth category. When con-
sidering smooth fibre bundles we demand that the projection is a submersion
and that there exists a local trivialization such that the induced maps gβα have
their image contained within the subspace of diffeomorphisms of the fibre.

Definition 5. A section of a bundle π : E → M is a morphism σ : M → E

such that π ◦ σ = idM .

In the case of a trivial bundle M × F , the sections are precisely graphs of
continuous functions M → F . Since each fibre intersects the image of a section
at a single point, we can identify sections with their images. Thus, a section
can be reinterpreted as a submanifold σ(M) of E such that each σ(x) ∈ σ(M)
is contained in π−1(x).

The notion of a section naturally generalizes to the notion of a multi-section.

Definition 6. An n-section of a bundle π : E →M is a submanifold X of E
such that the cardinality of the intersection of X with any fibre π−1(x) is n.

Note that an n-section, together with the restriction of π to the n-section,
is itself a fibre bundle over M whose fibre is a discrete set of size n. Indeed, the
local trivialization of Eπ restricts to a local trivialization of the n-section, and
since the homeomorphism group of the fibre is discrete the gβα’s are necessarily
continuous.

Fibre bundles with a discrete finite fibre will come up later. These bundles
are typically referred to as covering spaces of the base space.

It is a classical result that the connected finite covers Eπ over a connected
manifold, and more generally the fibre bundles whose fibres are merely discrete,
are classified by their image π∗(π1(E)) ⊂ π1(M).

Theorem 7. [17] Let M be path-connected and locally path-connected. There
exists a one-to-one correspondence between connected discrete covers Eπ of M
and subgroups of π1(M) given by pairing Eπ with π∗(π1(E)) ⊂ π1(M). More
generally, if we only require that π is an n : 1 local homeomorphism, there is a
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bijection between such covers and conjugacy classes of subgroups of π1(M). In
any case, the cardinality of the fibre is equal to the index [π1(M) : π∗(π1(E))].

A proof of this theorem can be found, for instance, on page 63 of [17].

Applications of the of fibre bundles in the next chapter will make use of the
following theorem, which demonstrates the relationship between the homotopy
groups of the spaces involved within a fibre bundle.

Theorem 8. [34] Let π : E → M be a fibre bundle, with fibre F . Fix x ∈ M

and y ∈ π−1(x). Let i : F ↪→ E be the inclusion of F as the fibre over x. Then,
there exists a long exact sequence:

−→ πn(F ) i∗−→ πn(E) π∗−→ πn(B) −→ · · ·

· · · π∗−→ π1(B) −→ π0(F ) i∗−→ π0(E) π∗−→ π0(B).

A proof of this theorem can be found on page 91 of [34].

Note that the last three morphisms are not group morphisms (unless this
is a bundle within the category of topological groups, in which case π0(F ),
π0(E) and π0(B) are actually groups) but rather morphisms of pointed sets.
We are therefore considering exactness at these points to be exactness within
this category of pointed sets. Note that the image of a group morphism under
the forgetful functor to the category of pointed sets has kernel and image equal
to the kernel and image of the group morphism.

2.3 Vector Bundles

Vector bundles are fibre bundles where the fibres have a vector space structure
that is locally compatible.

Definition 9. An n-dimensional (real) vector bundle is a fibre bundle
π : E → B with fibre Rn (considered to be equipped with the natural vector space
structure on Rn) that admits a local trivialization

{hα : π−1(Uα) → Uα × Rn}α∈Λ

such that for p ∈ Uα the map hα|π−1(p) : π−1(p) → Rn is a vector space isomor-
phism.

10



Given a local trivialization of a vector bundle, the requirement that the hα’s
restrict to vector space isomorphisms on each fibre guarantees that the cocycles
gβα have their image contained within the space of Aut(Rn) consisting of linear
isomorphisms. Indeed, we can redefine an n-dimensional (real) vector bundle
as a fibre bundle whose fibre is Rn and whose structure group is a subgroup of
GLn(R) with the natural action.

Definition 10. A fibre bundle morphism f : Eπ → Eρ between two vector
bundles is a vector bundle morphism if the restriction of f to each fibre is a
linear morphism.

Let V ect(M) denote the category of vector bundles over M . This category
admits much more structure than Bun(M). For example, V ect(M) admits a
zero-object: the identity map id : M → M is a vector bundle whose fibre is
the zero-dimensional vector space, and for any other bundle Eπ over M there
exist unique morphisms Eπ →Mid and Mid → Eπ. As a consequence, given two
vector bundles Eπ and Eρ there exists the zero-morphism 0πρ : Eπ →Mid → Eρ.
This allows for various constructions within V ect(M).

Given local trivializations {gα : π−1(Uα) → Uα × Rn}α∈Λ of Eπ and {hβ :
ρ−1(Vβ) → Vβ×Rm}β∈Γ of Eρ, we can locally consider hβ ◦f ◦g−1

α : (Uα∩Vβ)×
Rn → (Uα ∩ Vβ)×Rm. Since the fibres of Eπ and Eρ over Uα ∩ Vβ are trivially
isomorphic to Rn and Rm respectively, and since f is continuous, we have a
well-defined continuous map f : Uα ∩ Vβ → Hom(Rn,Rm). Since this map is
continuous, f has locally constant rank. Thus, assuming M is connected, the
restrictions of f to any two fibres have the same rank.

This fact allows us to associate a number of vector bundles to a vector bundle
morphism. Define K = {(x, y) ∈ Eπ | f(x, y) = (x, 0)}, i.e. let K equal the
union of the kernels of the restrictions of f to each fibre. The restriction of π toK
provides a surjection onto M , where each fibre is homeomorphic to Rk for some
fixed k. Moreover, given a local trivialization {gα : π−1(Uα) → Uα×Rn}α∈Λ of
Eπ, the restriction {gα : (π|K)−1(Uα) → Uα × Rk}α∈Λ is a local trivialization
of K. We therefore have that K is vector bundle over M . Note that K is
naturally the kernel of f : given any vector bundle morphism h : Eζ → Eπ such
that f ◦ h = 0ζπ, the image of h is necessarily contained within K and we can
therefore factor h through K.

The image of a vector bundle morphism, Imf , is also a vector bundle over
M . Using the above notation, we have that f has constant rank and any local
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trivialization of Eρ restricts to a local trivialization of Imf .

Note that these bundles occur as sub-bundles of either the domain or codomain
(sub-bundle meaning that they are subsets such that any local trivialization of
the total set restricts to a local trivialization of the subset). We will similarly
construct cokernels of a vector bundle morphism later.

Other methods of constructing new vector bundles come from globally per-
forming vector space operations along every pair of fibres of two bundles. As
an example of this, consider bundles Eπ and Eρ with fixed local trivializations
{gα : π−1(Uα) → Uα×Rn}α∈Λ and {hβ : ρ−1(Vβ) → Vβ ×Rm}β∈Γ respectively.
We can then define a vector bundle

Eπ ⊕ Eρ = {(p, q) ∈ Eπ × Eρ | π(p) = ρ(q)}

with (π ⊕ ρ)(p, q) = π(p). Note that the preimage of any point x ∈ M is
π−1(x)⊕ ρ−1(x).

This bundle admits a local trivialization by restricting the local trivialization
gα × hβ : π−1(Uα)× ρ−1(Vβ) → (Uα × Vβ)× Rn+m.

This operation also admits a converse: if Eρ is a sub-bundle of Eπ, then there
exists a unique vector bundle Eξ such that Eπ = Eρ⊕Eξ. We will begin proving
this by showing that every injective morphism of vector bundles is realized as
the injective morphism of a short exact sequence (exact if at every stage the
image equals the kernel). We will then show that every short exact sequence
splits, proving both existence and uniqueness of the Eξ bundle.

Proposition 11. [18] Let f : Eρ → Eπ be an injective vector bundle morphism.
There exists a vector bundle Eξ, and a vector bundle morphism g : Eπ → Eξ

such that

1 // Eρ
f // Eπ

g // Eξ // 1

is exact.

Before proving this proposition, we require the following definition.

Definition 12. An orthogonal structure on a vector bundle Eπ is a contin-
uously varying map from M to the space of positive-definite bilinear forms on
the fibres of Eπ.

There are a number of equivalent ways to define the above notion of contin-
uous. The easiest is just to demand that the evaluation map Eπ ⊕ Eπ → R is
continuous.
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Alternatively, we can define an orthogonal structure to be a reduction of the
transformation group to O(n). Suppose that Eπ is equipped with an orthogonal
structure. Choose a local cover of contractible sets {Uα}α∈Λ of M . Note that
over each Uα, Eπ is trivial. Thus, for each α we can choose a set of n sections
si : Uα → Rn such that at each x ∈ Uα, {s1(x), . . . , sn(x)} is a basis of the
fibre. We can then globally apply the Gram-Schmidt orthonormalization process
to achieve orthonormal sections t1, . . . , tn. The functions h−1

α : Uα × Rn →
π−1(Uα) defined by h−1

α (x, v1, . . . , vn) =
∑n

i=1 viti(x) are inverses of new local
trivializations over Uα for which it is routine to check that the structure group
is O(n) (using Theorem 7.4.1 of [22]).

On the other hand, suppose that Eπ is a vector bundle with structure group
O(n), and let {hα : π−1(Uα) → Uα × Rn}α∈Λ be a local trivialization of Eπ

that induces cocycles that map into O(n). Fixing a choice of O(n) in GLn(R)
determines a preferred bilinear form on Rn (the form that makes the columns
of O(n) orthonormal). Moreover, if we equip the fibres over Uα with this metric
according to the trivialization hα, the change of trivialization using the cocycle
hβα does not alter the metric. We therefore have a well-defined orthogonal
structure on Eπ.

We will now proceed with the proof of Proposition 11.

Proof. We will begin by proving that every vector bundle admits an orthogonal
structure. Let {hα : π−1(Uα) → Uα ×Rn} be a local trivialization of Eπ whose
open cover of M is locally finite. We can locally define an orthogonal structure
on Uα × Rn by assigning the identity matrix to each x ∈ Uα. Consider this
as a map µα : Uα → GLn(R). Let {pα}α∈Λ be a partition of unity that is
subordinate to {Uα}α∈Λ. We can then define an orthogonal structure on Eπ as∑

α∈Λ pα · µα .

Alternatively, we could have proven the existence of an orthogonal structure
by proving that we could reduce the structure group to O(n) (using Theorem
7.4.1 of [22]).

Having fixed an orthogonal structure of Eπ, we can define a surjective vector
bundle morphism Eπ → Eρ, which fibrewise is the orthogonal projection of
π−1(x) onto ρ−1(x). Let E⊥ρ denote the kernel of this morphism. Define a
bundle morphism g : Eπ → E⊥ρ to be the orthogonal projection onto E⊥ρ .
Fibrewise, Ker g = Imf , and so Ker g = Imf as vector bundles. This, together
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with the fact that g is surjective, shows that

1 // Eρ
f // Eπ

g // E⊥ρ // 1

is exact, which completes the proof.

Using the infrastructure of the previous proof, we can also prove the follow-
ing.

Proposition 13. [18] Let

1 // Eρ
f // Eπ

g // Eξ // 1

be a short exact sequence of vector bundles. Then there exists a vector bundle
morphism s : Eξ → Eπ such that g ◦ s = idEξ

. Equivalently, Eπ
∼= Eρ ⊕ Eξ

Proof. Fix an orthogonal sequence on Eπ. We then have the short exact se-
quence

1 // Eρ
f // Eπ

g // E⊥ρ // 1

as above, where E⊥ρ is a subbundle of Eπ. We therefore have the following
commutative diagram.

1 // Eρ
f //

id

��

Eπ

g //

id

��

E⊥ρ //
_?

oo 1

1 // Eρ
f // Eπ

g // Eξ // 1

We therefore have a vector bundle morphism E⊥ρ → Eξ. Using the 5-Lemma,
this morphism is an isomorphism. In particular, there exists a vector bundle
morphism Eξ → Eπ and Eπ = Eρ ⊕ Eξ.

As a corollary to the above proposition, we have that the cosummand of Eρ

in Eπ is unique up to isomorphism.

Corollary 14. Let Eρ ↪→ Eπ be an injective vector bundle morphism. There
exists a vector bundle Eξ, unique up to isomorphism, such that Eπ = Eρ ⊕ Eξ.

An example of such a bundle that will be relevant later is the normal bundle
of a submanifold M . Given a manifold M with submanifold X, the restriction
of the tangent bundle π : TM → M , π|π−1(X) : TM |X = π−1(X) → X, is
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a vector bundle over X. Moreover, the tangent space of X at a point p can
be naturally embedded within the tangent space of M at p. This determines
TX as a subbundle of TM |X . We define the cosummand of TX to be the
normal bundle NX. Note that in this case, the choice of orthogonal structure
in Proposition 11 is simply a choice of Riemannian metric on M .

We will return to studying characterizations of the normal bundle of a sub-
manifold in Section 4.4.

2.4 Branched Covers

Definition 15. A d-fold branched cover is a smooth proper map π : E →M

with the following two properties.

• There exists a codimension 2 submanifold X ⊂M such that the restriction
π|E\π−1(X) : E \ π−1(X) →M \X is a covering space with fibre of size d.

• Near each p ∈ π−1(X), π is locally modeled by f : C×Rn−2 → C×Rn−2

where f(z, x) = (zm, x) for some m ∈ N.

Note that this definition is occurring within the smooth category, and not
the complex category, which is more typical in literature.

We will refer to X as the branch locus of π, and the m in the second property
as the branch index of p. Since π|π−1(M\X) is a covering space of M \ X, we
can fix a decomposition of π−1(M \ X) into d sheets. For p ∈ π−1(X) the
branch index of p is the number of above sheets whose closures contain p. We
can therefore associate a partition λx of d to each x ∈ X. We will refer to this
X-indexed set of partitions as the branch data of the branched cover. When M
is a closed oriented 2-manifold, the branch locus is a discrete, and hence finite,
subset of M . Let us denote the branch locus as {x1, . . . , xk}. We can then find
a collection of k simple closed curves γi that separate xi from the rest of X.
We will further assume that each γi is oriented as the boundary component of a
disk containing xi. If we fix a base point p1 of γi, the automorphism of π−1(pi)
induced by γi is a permutation in Sd that is contained within the conjugacy
class indexed by λxi (using the disjoint cycle decomposition of a permutation).
This can be seen by noting that a point p ∈ π−1(xi) will induce a cycle in the
monodromy permutation of size equal to the branch index of p.
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Globally, given a base point y ∈ M \ X, there exists a natural group mor-
phism ρ : π1(M \ X, y) → Aut(π−1(y)) ∼= Sd defined by sending a loop γ

to the permutation induced on the sheets by the endpoints of all lifts of γ to
E \ π−1(X). As we vary y, ρ is only determined up to conjugacy. We will refer
to this conjugacy class as the monodromy representation of π.

Our first objective in this section will be to study the existence of cyclic
branched covers over a Riemann surface Σg.

Definition 16. A branched cover π : E →M is cyclic provided that the image
of the monodromy representation is cyclic.

Note that any branched cover over a closed oriented surface M equips E
with a preferred orientation. Since removing a finite set of points does not
affect the orientation of a manifold, M \X is oriented. We can then pull back
the preferred orientation form to an orientation form of E \ π−1(X), and since
we can compactify E \π−1(X) to E by adding a finite set of points, we have an
orientation form on E. In particular, we have the following proposition.

Proposition 17. Let π : E →M be a branched covering over a closed orientable
surface M . Then E is itself a closed orientable surface.

We are now in a position to prove necessary criteria for the existence of
various branched covers over S2.

Lemma 18. [24] Let X = {x1, . . . , xk} be a subset of S2. Choose a set map
p : X → Sd such that

∏k
i=1 p(xi) = 1 and 〈p(x1), . . . , p(xk)〉 acts transitively on

{1, . . . , d}. Then there exists a d-sheeted branched cover over S2 with branch
locus X and monodromy group G = 〈p(x1), . . . , p(xk)〉.

Proof. Let G = 〈p(x1), . . . , p(xk)〉 ≤ Sd. Fix x0 ∈ S2 \ X. Fix a preferred
set of loops γi, 1 ≤ i ≤ k, that are equipped with the positive orientation and
partition xi from x0 and the rest of X. We can homotope the γi’s to loops
with endpoint x0 such that if one were to follow a small circle about x0 in the
positive direction, the γi’s would be cyclically ordered in their numeric order.
We then have that

π1(M \X,x0) = 〈γ1, . . . γk | γ1 · · · γk = 1〉.

Define the set map {γ1, . . . , γk} → G by sending γi to p(xi). Since γ1 · · · γk =
1, we can uniquely extend this map to a group morphism ϕ : π1(M \X,x0) → G.

16



Fix l ∈ {1, . . . , d}. Let Ml be the subgroup of G consisting of permutations that
fix l. Then, using Theorem 7, ϕ−1(Ml) determines a d-fold covering π : E′ →
S2 \X.

Since 〈p(x1), . . . , p(xk)〉 acts transitively on {1, . . . , d}, E′ is connected. We
can now extend π uniquely to a continuous map with image S2. The preimage
of γi under π defines a finite set of circles (of size equal to the number of cycles
in the disjoint cycle decomposition of p(xi)). As we shrink γi around xi, the
above circles individually shrink around a puncture within E′. Adding points to
these punctures, and mapping them to xi will then define a branched covering
over S2 with the desired properties.

In particular, if we associate the d-cycle (1, . . . , d) to each xi ∈ X, we have
the following corollary.

Corollary 19. Let X = {x1, . . . , xk} be a subset of S2. Choose d ∈ N such that
d divides k. There exists a cyclic d-sheeted branched cover over S2 with branch
locus X.

An example of such a cover can be constructed as follows. Consider the
CW-complex of S2 consisting of two three sided cells. This complex is provided
in Figure 2.1. We can lift this CW-complex to a CW-complex of T 2 as shown
in Figure 2.2.

The above criterion for the existence of a branched cover with specific branch
data can be extended to branched covers over any oriented closed surface. Fix
a branched covering π : Σk → S2 with the desired branch data. Choose discs
D1, D2 ⊂ S2 such that D1 ∩D2 = S1 and X ⊂ D1. In S2 \X, the boundary
S1 = ∂D2 is null-homotopic, and thus it will lift to d disjoint circles. More
precisely, D2 lifts to d disjoint copies of D2 whose boundaries are the lifts of S1.
We can therefore surger π by removing both D2 and its preimage, and gluing in
a copy of Σh \D2 to each of these circles. We therefore have a branched cover
with base space Σh. Using Seifert-van Kampen’s Theorem we have that

π1(Σh \X) = 〈γ1, . . . , γk, α1, . . . , αh, β1, . . . , βh | γ1 · · · γk =
h∏

i=1

[αi, βi]〉.

Since each of the αi and βi maps to 1 under the monodromy representation,
the images of the monodromy representations of the old and the new branched
covers can be identified. We therefore have the following theorem.
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Figure 2.1: A CW-complex of S2

Theorem 20. Let X = {x1, . . . , xk} be a subset of Σh. Choose a set map
p : X → Sd such that

∏k
i=1 p(xi) = 1. There exists a d-sheeted branched cover

over Σh with branch locus X and whose monodromy representation has image
G = 〈p(x1), . . . , p(xk)〉. In particular, for all d ∈ N such that d|k there exists a
cyclic d-sheeted branched cover of Σh.

We now wish to compute the genus of the covering space of a branched cover
of Σh given the branch data. Given a partition λ, let ]λ denote the number of
summands of λ. Given a branched cover π : Σk → Σh, we will define the
ramification of x ∈ X to be ν(x) = d −m, where d and m are as in Definition
15, and the ramification index of π to be

∑
x∈X ν(x).

Given a branched cover f : E → M with branch locus X, consider a CW-
complex of M that extends a CW-complex of X. We then have that the preim-
age of any cell is a union of subspaces of E that are each homeomorphic to that
cell. We can then use these spaces to construct a CW-complex of E. Using this
fact, we can determine the genus of the covering space of a branched cover of
Σh using the branch data.

Proposition 21. Let π : Σk → Σh be a d-fold branched cover with branch locus
X of size n. Then k = d(h− 1) + 1

2ν(π) + 1.
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Figure 2.2: A lift of the CW-complex in Figure 2.1

Proof. Choose a CW-complex of Σh as above, and lift this to a CW-complex of
Σk. Each x ∈ X lifts to d− ν(x) vertices, and all other cells lift to d cells. We
therefore have that

χ(Σk) = d · (χ(Σh)− n) +
∑
x∈X

(d− ν(x))

= d · χ(Σh)− ν(π).

In particular,

k =
1
2
(d(2h− 2) + ν(π) + 2)

= d(h− 1) +
1
2
ν(π) + 1.

When the branched cover is cyclic, the above formula simplifies to the fol-

19



lowing.

Corollary 22. Let π : Σk → Σh be a cyclic d-fold branched cover with branch
locus of size n. Then k = hd+ 1

2 (2− n)(1− d).

In Section 4.4 we will return to the study of the existence of branched covers,
with a focus on branched covers over closed oriented 4-dimensional manifolds.
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Chapter 3

Mapping class groups and

Braid Groups

3.1 Introduction

The purpose of the first three sections of this chapter is to introduce the braid
groups and mapping class groups of manifolds, with particular interest in these
groups for the Riemann surfaces.

Section 3.2 motivates the modern definition of the braid groups by first in-
troducing the classical definition. Since the classical braid groups are presented
here only to provide motivation and intuition for the modern definition, we re-
frain from providing any proofs in this setting and from proving the equivalence
between the classical and modern definitions for the Euclidean plane. The the-
orems involving the construction of the classical braid groups are proved in [1]
and [2]. A proof showing the equivalence of the two definitions can be found in
[5].

Section 3.3 introduces the mapping class groups of a space. Particular at-
tention is paid to morphisms between mapping class groups and braid groups
that are obtained by studying particular fibre bundles.

Section 3.4 collects results that provide either a presentation or a set of
generators for these groups.

In Section 3.5 we introduce the notion of the ζ-mapping class group, which
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consists of mapping classes that commute with a fixed mapping class ζ. These
groups are generalizations of the hyper-elliptic mapping class group studied by
Birman in [3]. The hyper-elliptic mapping class group was studied in order to
prove results about the double branched cover obtained from a hyper-elliptic
map of a Riemann surface. In this section, we extend these results to all cyclic
branched covers.

3.2 The Braid Groups

The braid groups of the Euclidean plane R2 were introduced by E. Artin in [1]
with the intent of characterizing methods for intertwining n strings together.
This leads to a very natural characterization of these groups. Let (x, y, t) be
coordinates for R2 × I, where x, y ∈ R and 0 ≤ t ≤ 1. Fix points xi = (i, 0, 0)
and yi = (i, 0, 1) for i = 1, . . . , n. We define a classical braid representative to
be an embedding β : tn

i=1I ↪→ R2 × I such that:

• each interval of tI has boundary {xi, yj} for some 1 ≤ i, j ≤ n,

• for each t ∈ I, |β−1(R2 × {t})| = n.

A classical n-braid, then, is an isotopy class of embeddings tn
i=1I ↪→ R2×I that

contains a such an embedding. Given a braid β, we will denote representatives
of β by (β1, . . . , βn), where βi is the restriction of the representative to the
interval starting at xi. We will refer to the map βi as the ith strand of β.
Given a preferred splitting R2 = R1×R1, we say that a representative of β is in
general position provided that under the projection R2×I → R1×I, we have at
most two strands intersect at a given point, and if two strands do intersect then
they do so transversely. Every braid admits a representative that is in general
position. This allows us to represent braids as diagrams in R1×I. See Figure 3.2
for an example of such a diagram, and the diagram of an embedding that is not
a braid according to the second requirement placed upon braid representatives.

The classical braids admit a binary operation by aligning one braid on top
of the other, as in Figure 3.2. This operation admits an identity In consisting
of n vertical strands. Additionally, one can prove inductively that any braid β

admits an inverse, which can be expressed as the ‘mirror’ of β. An example of
this is found in Figure 3.3.
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(a) A 5-braid (b) An embedding without a

braid representative

Figure 3.1: Embeddings tI → E2 × I

* =

Figure 3.2: The binary operation of the braid group

Artin revised his definition in [2] to add a greater level of rigour to the theory
by incorporating real analysis.

Another approach to making the theory more rigorous was introduced by
Fox and Neuwirth[13], which takes an algebraic topological approach by con-
structing the classical braid groups as fundamental groups of a related space.
This definition has two advantages over the original: it easily generalizes to
define braid groups over an arbitrary topological space, and it enables one to
make use of homotopy theory and the functorality of π1 to prove results.
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* = =

Figure 3.3: The inverse of a braid is its mirror about the horizontal plane

Note that while the definitions below are all rigorous when M is an arbitrary
topological space, we will assume throughout this chapter that M is a connected
topological m-dimensional manifold, with m ≥ 2.

Definition 23. The n-fold configuration space of M is the set

Confn(M) = {(x1, . . . , xn) ∈Mn | xi 6= xj for i 6= j}

equipped with the subspace topology.

Note that when M is an m-dimensional manifold, Confn(M) is an open
submanifold of Mn, and hence has dimension mn.

Fix a basepoint (x0
1, . . . , x

0
n) ∈ Confn(M), and consider π1(Confn(M)).

Given a path γ : I → Confn(M), there exists a unique path γi : I → M whose
initial point is x0

i , defined by projecting Confn(M) onto the ith coordinate. We
will refer to this path as the ith strand of γ. For distinct i, j, γi(t) 6= γj(t) as
γ(t) ∈ Confn(M). We therefore have that the union of the graphs of the γi’s
form a subset of S1 ×M consisting of n disjoint circles. This object therefore
shares a close resemblance to a classical braid. However, under this definition
the ith strand of γ ∈ π1(Confn(M)) is required to end at x0

i for all i, and so we
are not constructing all braids. To remedy this, we quotient out by the natural
Sn action on Confn(M).

Given (x1, . . . , xn) ∈ Confn(M), a permutation σ ∈ Sn naturally acts on
Confn(M) by σ((x1, . . . , xn)) = (xσ(1), . . . , xσ(n)). Since this group action
is free and Sn is finite, the projection from Confn(M) to the quotient space
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Ĉonfn(M) = Confn(M)/Sn is a finite cover, and hence Ĉonfn(M) is also an
mn-dimensional manifold. We can consider Ĉonfn(M) to be a topological struc-
ture placed upon the subsets of M with cardinality n.

If we now consider π1(Ĉonfn(M)), we can again define the strands of a loop
γ. Place an (arbitrary) linear ordering on the base point {x0

1, . . . , x
0
n}. Using

this choice, we have a unique lifting of γ to a path in Confn(M), and we can
define the ith strand of γ to be the ith strand of this lifting, again denoting
the ith strand of γ as γi. Although the label applied to each strand depends
on the choice of ordering, throughout this thesis we will view the ordering to
be arbitrary but fixed. Again, the union of the graphs of the strands do not
intersect.

We now have that the endpoints of γi do not necessarily agree. Rather, γ
defines a permutation in Sn defined by sending x0

i to γi(1). It is clear that this
map π1(Ĉonfn(M)) → Sn is a surjective group morphism.

We can identify the classical braid group with π1(Ĉonfn(R2)) by identifying
a loop γ with the union of the graphs of the strands. This identification is made
rigorous in Section 1.2 of [5].

The above argument justifies the following definitions.

Definition 24. The group π1(Confn(M)) is the pure braid group of M . We
will denote this group as PBrn(M).

Definition 25. The group π1(Ĉonfn(M)) is the braid group of M . We will
denote this group as Brn(M).

In the above descriptions, we have insinuated that PBrn(R2) is a subgroup
of Brn(R2). Indeed, more generally, PBrn(M) is realized as the kernel of the
above mentioned group morphism σ : Brn(M) → Sn.

Proposition 26. [5] There exists a short exact sequence

1 // PBrn(M) // Brn(M) σ // Sn
// 1.

Proof. We can define a group morphism PBrn(M) → Brn(M) by mapping a
loop γ ∈ PBrn(M) to γ̃, where γ̃ is obtained by composing γ with the projection
Confn(M) → Ĉonfn(M). Since γ̃ lifts to γ, we have that the morphism is an
injection into the Ker σ. Moreover, it is clear from the definition of σ that
loops in Ker σ lift to loops of Confn(M), and thus the group morphism is an
isomorphism PBrn(M) → Ker σ.
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Note that the permutation associated to a braid provides information on the
number of path components of the union of the graphs of the strands of a braid,
which is a subset of S1 ×M . Each cycle in the disjoint cycle decomposition of
the image of the braid under σ describes how the graphs of the corresponding
strands are connected. We therefore have that the number of components of a
braid is equal to the number of cycles in the disjoint cycle decomposition of the
associated permutation.

Definition 27. A braid is connected if the union of graphs of strands consists
of a single component. Equivalently, a braid is connected if and only if the
associated permutation is an n-cycle.

As an example of the benefit offered by developing the braid groups as
fundamental groups, we now present a fibre bundle that establishes relations
among the pure braid groups. Before doing so, for each n ∈ N ∪ {0}, define a
subset Pn ⊂ M of cardinality n such that Pn−1 ⊂ Pn for all n. This induces a
natural linear order on ∪∞n=1Pn.

Lemma 28. [5] Fix n > m. The map τ : Confn(M \Pk) → Confm(M \Pk) de-
fined by τ(x1, . . . , xn) = (x1, . . . , xm) is a fibre bundle with fibre homeomorphic
to Confn−m(M \ Pk+m).

Proof. Given (x1, . . . , xm) ∈ Confm \ Pk, the preimage under τ will consist of
the points

{x1, . . . , xm, y1, . . . , yn−m | yi 6= yj for i 6= j, yi /∈ Pk ∪ {x1, . . . , xm} for all i}

This set is clearly homeomorphic to Confn−m(M \ Pk+m), and so τ is a pre-
bundle.

To see that this pre-bundle is locally trivial, begin by selecting distinct points
z1, . . . , zm ∈M \Pk. Pick an orientation-preserving automorphism α : M →M

that fixes Pk pointwise and maps pk+i to zi for all 1 ≤ i ≤ m. Choose a collection
of pairwise disjoint open neighbourhoods Ui of zi in M \ Pk that are each
homeomorphic to an open ball. Next, for each i, define a map θi : Ui×Ui → Ui

such that:

• θi(x,−) is an automorphism of Ui that fixes ∂Ui pointwise

• for all x ∈ Ui, θi(x, x) = zi.
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We will also use θi
x to denote θi(x,−). Since each θi

x fixes ∂Ui, we can extend
θi to Ui ×M → M , by demanding that θi is trivial outside of Ui. Note that
τ−1(U1 × · · · × Um) consists of all points in Confn(M \ Pk) such that the first
m points are in the respectively labelled Ui.

Given xi ∈ Ui for each 1 ≤ i ≤ m, let

Θx1,...,xm
= α−1 ◦ θ1x1

◦ · · · ◦ θm
xm
.

Note that Θx1,...,xm is a homeomorphism from M \ (Pk ∪ {x1, . . . , xm}) to M \
Pk+m that continuously varies as we vary the xi’s. We can then define a local
trivialization about a neighbourhood of (z1, . . . , zm) via

ϕ : U1 × · · · × Um × Confn−m(M \ Pk+m) −→ τ−1(U1 × · · · × Um)

where

ϕ(x1, . . . , xn) =
(
x1, . . . , xm,Θ−1

x1,...,xm
(xm+1), . . . ,Θ−1

x1,...,xm
(xn)

)
.

We therefore have that τ is a fibre bundle.

Note that the bundle in Lemma 28 does not have a counterpart in the
Ĉonfn(M \ mathcalPk) setting as, in general, we have no method for choos-
ing a preferred subset of {x1, . . . , xn} ∈ Ĉonfn(M \mathcalPk) of size m.

Since M \Pk+m is path connected (under the assumption that dimM ≥ 2),
applying Theorem 8 provides the following long exact sequence.

Corollary 29. [5] There exists a long exact sequence

· · · −→ PBrn−m(M \ Pk+m) −→ PBrn(M \ Pk) τ∗−→ PBrm(M \ Pk) −→ 1

A specialization of this long exact sequence results in the following theorem.

Theorem 30. [5] Suppose π2(M \ Pk) = π3(M \ Pk) = 1 for all k ≥ 0. There
exists a short exact sequence

1 −→ PBr1(M \ Pn−1) −→ PBrn(M) τ∗−→ PBrn−1(M) −→ 1

for all n ≥ 2.

Proof. Fix l ≥ 2. Specializing Corollary 29 to k = 0, n = l and m = l − 1, we
have a long exact sequence

· · · → π2(Conf l−1(M)) → PBr1(M \ Pl−1) → PBrl(M) → PBrl−1(M) → 1.
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It therefore suffices to show that π2(Conf l−1(M)) = 1. To prove this, we will
again specialize Corollary 29, this time setting m = 1. We then have the
following long exact sequence.

· · · → π3(M \ Pk) → π2(Confn−1(M \ Pk+1)) →

→ π2(Confn(M \ Pk)) → π2(M \ Pk) → · · ·

Under our initial assumption, π3(M \Pk) and π2(M \Pk) are trivial for all k ≥ 0
and so for all k ≥ 0, n ≥ 2, there exists an isomorphism

π2(Confn−1(M \ Pk+1)) ∼= π2(Confn(M \ Pk)).

We therefore inductively have that

π2(Conf l−1(M)) ∼= π2(M \ Pl−2).

Since π2(M \ Pl−2) is trivial by the initial assumptions, this completes the
proof.

3.3 The Mapping Class Group

Let Pn be as in the previous section. Let Autn(M) denote the topological group
of orientation-preserving automorphisms of M that map Pn onto itself and act
trivially on ∂M .

Definition 31. The n-punctured mapping class group of M is defined to
be π0(Autn(M)). We will denote this group as Γn(M).

By definition, ϕ ∈ Autn(M) restricts to a permutation on Pn. Note that
this assignation is a group morphism Autn(M) → Sn and is locally-constant
since Pn is discrete. We therefore have a group morphism Γn(M) → Sn.

One subgroup of Γn(M) that we wish to note is constructed from the set
Aut0

n(M) of orientation-preserving automorphisms that restrict to the identity
on Pn.

Definition 32. The group π0(Aut0
n(M)) is the n-punctured pure mapping

class group. We will denote this group as PΓn(M).

Note that Aut0
0(M) = Aut0(M) and Aut0

1(M) = Aut1(M) for all M , and
thus PΓ0(M) = Γ0(M) and PΓ1(M) = Γ1(M) for all M .
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More generally, the inclusion Aut0
n(M)) ↪→ Autn(M) induces an inclusion

PΓn(M) ↪→ Γn(M). This is easy to see as the above map Autn(M) → Sn is
locally constant and Aut0

n(M) is the kernel of this map. We therefore have
that Aut0

n(M) is a union of components of Autn(M), which demonstrates that
PΓn(M) is a subgroup of Γn(M). Indeed, we have proven the following propo-
sition.

Proposition 33. There exists a short exact sequence

1 −→ PΓn(M) −→ Γn(M) −→ Sn −→ 1.

The theory of mapping class groups is closely related to the theory of braid
groups. An important connection between the pure braid groups and the pure
mapping class groups is given in the following theorem.

Theorem 34. [5] There exists a fibre bundle π : Aut0
0(M) → Confn(M) with

fibre Aut0
n(M).

Proof. Let {pi}∞i=1 be the ordering of ∪∞i=1Pi as above. Given ϕ ∈ Aut0
0(M),

define π(ϕ) = (ϕ(p1), . . . , ϕ(pn)). This is clearly a surjective continuous map.
Also, the preimage π−1(p1, . . . , pn) consists of all automorphisms in Aut0

0(M)
that restrict to the identity on Pn; this is the subgroup Aut0

n(M). Moreover,
for any other point (q1, . . . , qn) ∈ Confn(M), composition using any orientation
preserving automorphism that maps qi to pi for all 1 ≤ i ≤ n provides an
isomorphism between π−1(q1, . . . , qn) and π−1(p1, . . . , pn). We therefore have
that π is a pre-bundle.

Since the fibres have a group structure, according to Exercise 99 of [21], it
suffices to find a local section about each point (z1, . . . , zn) ∈ Confn(M) in order
to show that there exists a local trivialization of this pre-bundle. Given such a
z = (z1, . . . , zn), define pairwise disjoint open neighbourhoods Ui ⊂ M about
zi. We then have that U = U1 × · · · × Un is an open subset about z. Define
a continuous function U → Aut0

0(M) that assigns to each u = (u1, . . . , un) ∈
U a function that maps zi to ui and is the identity outside of U (such as
(θ1u1

◦ · · · ◦ θn
un

)−1 in the proof of Lemma 28); this function is a local section
over U , completing the proof.

Using Theorem 8, the long exact sequence corresponding to this fibre bundle
contains the following segment.
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Corollary 35. [5] There exists a long exact sequence ending in

· · · −→ π1(Aut0
0(M)) π∗−→ PBrn(M) d−→ PΓn(M) i∗−→ PΓ0(M) −→ 1.

The surjection PΓn(M) → PΓ0(M) is induced by the inclusion morphism
i : Aut0

n(M) ↪→ Aut0
0(M). We can therefore describe this map as simply

forgetting that we are fixing Pn. In particular, the kernel of this map consists of
the mapping classes that are represented by automorphisms that are isotopic to
the identity once we no longer demand that the isotopy preserves Pn. The third
map of this long exact sequence describes this kernel as the image of PBrn(M).

Intuitively, we can consider the map d : PBrn(M) → PΓn(M) as follows.
Let β ∈ PBrn(M). Fix a representative (β1, . . . , βn) : I → Confn(M). We can
then construct an isotopy ht : M → M such that h0 = id and ht(xi) = βi(t).
We then define d(β) = [h1]. Since the endpoints of any two isotopies defined
from representatives of β are themselves homotopic, this map is well-defined.
Since there exist representatives of d(β) constructed with a specific isotopy to
idM , we clearly have that Im d ⊂ Ker i∗. Moreover, given [f ] ∈ Ker i∗, there
exists an isotopy ft : I ×M →M such that f0 = idM and f1 = f . Since we can
define a braid uniquely by its strands, we have a braid β defined by βi : I →M

where βi(t) = ft(pi). Moreover, ft is the desired isotopy that maps β to [f ]
under d. We therefore have that Im d = Ker i∗.

The next step in analyzing this long exact sequence is to determine the image
of π1(Aut0

0(M)) in PBrn(M). When M is the genus g Riemann surface Σg, the
answer is quite nice.

Theorem 36. [5] Let g, n ≥ 0. Consider the above long exact sequence

· · · −→ π1(Aut0
0(Σg))

π∗−→ PBrn(Σg)
d−→ PΓn(Σg)

i∗−→ PΓ0(Σg) −→ 1.

If g ≥ 2, g = 1 and n ≥ 2, or g = 0 and n 6= 3, the image of π∗ is equal to the
centre, Z(PBrn(Σg), of PBrn(Σg). In particular,

Ker i∗ ∼= PBrn(Σg)/Z(PBrn(Σg)).

Proof. We will only prove this theorem for g ≥ 2.

We will begin by proving that Ker d is contained within Z(PBrn(Σg)). Let
β ∈ Ker d. Then there exists an element of π1(Aut0

0(Σg)) that maps to β.
Say that this element is represented by ht : I × Σg → Σg. Let γ be another
element of PBrn(Σg), and suppose that γ is represented by (γ1, . . . , γn) : I →
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Confn(Σg). We can then define a map I × I → Confn(Σg) by sending (s, t) to
(ht(γ1(s)), . . . , ht(γn(s))). The boundary of this square defines a representative
of the braid βγβ−1γ−1, and thus βγβ−1γ−1 = 1. Since this is true for all
γ ∈ PBrn(Σg), β ∈ Z(PBrn(Σg)).

We will now proceed to show that when g ≥ 2, PBrn(Σg) is centreless. Since
Σg is acyclic, we can apply Theorem 30 to obtain the exact sequence

1 −→ PBr1(Σg \ Pn−1)
∂∗−→ PBrn(Σg)

τ∗−→ PBrn−1(Σg) −→ 1

for all n ∈ N. Moreover, we have that PBr1(Σg) = π1(Σg) is centreless. Assume
inductively that PBrn−1(Σg) is also centreless. Then τ∗(Z(PBrn(Σg))) = 1 and
so Z(PBrn(Σg)) ⊆ Im∂∗ ∼= PBr1(Σg \ Pn−1). Choose a disc D2 that contains
Pn. We can describe π1(D2 \ Pn) as

〈γ1, . . . , γn, z | γ1 · · · γn = z〉

where γi separates pi from the rest of Pn and is properly oriented (z is some
loop which partitions Pn from ∂D2). We can also describe π1(Σg \D2) as

〈α1, . . . , αg, β1, . . . , βg, z |
g∏

i=1

[αi, βi] = z〉

where the α’s and β’s provide the usual presentation of π1(Σg) and z is again
a loop that is isotopic to the boundary. Using Seifert-van Kampen’s Theorem,
we obtain a presentation

π1(Σg \ Pn) ∼= 〈α1, . . . , αg, β1, . . . , βg, γ1, . . . , γn |
g∏

i=1

[αi, βi] = γ1 · · · γn〉.

Note that this group is isomorphic to the free group on 2g + n− 1 generators.

In particular, since Z(PBrn(Σg)) is contained within Z(π1(Σg\Pn−1)), which
is trivial since π1(Σg \ Pn−1) is free with rank larger than 1. We therefore have
that PBrn(Σg) is centreless, completing the proof.

Note that the proof for g = 0 can be found in [5], and the proof for g = 1
can be found in [4].

The idea behind Theorem 36 extends to the non-pure setting. Consider
the map π : Aut0(M) → Ĉonfn(M) defined by π(f) = {f(p1), . . . , f(pn)}.
Each fibre is homeomorphic to Autn(M). Given {q1, . . . , qn} ∈ Ĉonfn(M),
if we choose pairwise disjoint open neighbourhoods Ui about pi, then the Sn
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action on U1 × · · · × Un is trivial, and we can consider U1 × · · · × Un as an
open neighbourhood of {q1, . . . , qn}. The local sections defined in the proof of
Theorem 34 is therefore still well-defined, and thus π is a fibre bundle.

We therefore have a long exact sequence

· · · → π1(Aut0(M)) → Brn(M) → Γn(M) i∗→ Γ0(M) → 1.(3.1)

Applying reasoning that is similar to the proof of Theorem 36 we thus have
the following theorem.

Theorem 37. [5] Let g, n ≥ 0. Consider the above long exact sequence

· · · −→ π1(Aut0(Σg)) −→ Brn(Σg) −→ Γn(Σg)
i∗−→ Γ0(Σg) −→ 1.

If g ≥ 2, g = 1 and n ≥ 2, or g = 0 and n 6= 3, then

Ker i∗ ∼= Brn(Σg)/Z(Brn(Σg)).

This theorem is fully proved in [5].

As a corollary, since Brn(R2) ∼= Brn(D2) (because any isotopy between two
embeddings of braid representatives in R2× I can be assumed to act entirely in
D2 × I) and Γ0(R2) ∼= Γ0(D2), we have that Γn(R2) ∼= Γn(D2).

Additionally, considering the above theorem when n = 1 leads to an alternate
description of Γ0(Σg) for surfaces Σg. This corollary is referred to in literature
as the Dehn-Nielsen Theorem.

Corollary 38. The group Γ0(Σg) is isomorphic to Out(π1(Σg)), the outer au-
tomorphism group of π1(Σg).

The idea behind proving this corollary is the following. Fix a CW-complex
structure on Σg with one 0-cell and one 2-cell. Any element of Γ1(Σg) induces
an automorphism on π1(Σg). Conversely, an automorphism of π1(Σg) induces
a map on the 1-skeleton of the CW-complex. Since this also defines a unique
way to glue the 2-cell onto the transformed 1-skeleton, we have defined an au-
tomorphism of Σg that fixes the base point. We therefore have an isomorphism
Γ1(Σg) ∼= Aut(π1(Σg)).

Consider the surjective morphism Γ1(Σg) → Γ0(Σg) described in the above
theorem. For a fixed representative f of a mapping class [f ] ∈ Γ0(Σg), once
we choose a homotopy class of paths from f(x0) to x0, composition of f with
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an isotopy that is defined by moving along this path determines an element of
Γ1(Σg). However, the choice of paths can be altered by conjugating the path
with some element of π1(Σg). We therefore have that

Γ0(Σg) ∼= Γ1(Σg)/π1(Σg) ∼= Aut(π1(Σg))/Inn(π1(Σg)),

completing the proof.

3.4 Group Presentations and Group Generators

If one accepts the construction of the classical braid groups of the Euclidean
plane and the equivalence between this theory and the modern theory of braid
groups, it is clear that Brn(R2) admits a set of generators that simply inter-
changes adjacent points. See figure 3.4 for diagrams of these generators for
Br4(R2).

Figure 3.4: The generators of Br4(R2)

As a loop in Ĉonfn(M), these generators can be considered as moving two
points along a curve such that the union of the curve together with its interior
does not contain any marked points. Using these generators, Brn(R2) admits
the following presentation.

Theorem 39. [1] Brn(R2) admits the presentation〈
σ1, . . . , σn−1

∣∣∣∣ σiσj = σjσi for |i− j| ≥ 2
σiσi+1σi = σi+1σiσi+1 for 1 ≤ i ≤ n− 2

〉
.

A proof of this is given on page 34 of [5]. Examples of the relations in
Br4(R2) are provided in Figure 3.5.
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= =

Figure 3.5: Relations in Br4(R2)

The braid group of the sphere admits the following presentation.

Theorem 40. [11] Brn(S2) admits the presentation

〈
σ1, . . . , σn−1

∣∣∣∣∣
σiσj = σjσi for |i− j| ≥ 2
σiσi+1σi = σi+1σiσi+1 for 1 ≤ i ≤ n− 2
σ1 · · ·σn−2σ

2
n−1σn−2 · · ·σ1 = 1

〉
.

This theorem is proved in [11]. Note that we are realizing Brn(S2) as a
quotient of Brn(R2). If we consider the strands of the braids embedded in
S2 × S1, the n = 4 case can be visualized as in Figure 3.6

Figure 3.6: ω1ω2ω3 = ω−1
1 ω−1

2 ω−1
3 in Br4(S2)

We are now in a position to determine the cardinalities of various subsets of
braid groups. In particular, consider braids with the following property.

Definition 41. Given β ∈ Brn(M), identify β with the union of the graphs of
the strands of β, which is a disjoint union of circles contained in S1 ×M . Let
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pr : S1 ×M → M be the canonical projection. A braid is local provided that
the product of the projections of the components of β under pr have product 1
in π1(M). Otherwise, β is non-local.

Note that all braids of a simply connected manifold are local. We then have
the following lemma.

Lemma 42. Let h ≥ 0 and n ≥ 1. The following sets have the following cardi-
nalities.
(i)

|Brn(Σh)| =


1 if h = 0, n = 1,
2 if h = 0, n = 2,
12 if h = 0, n = 3,
∞ if h = 0, n ≥ 4 or if h ≥ 1.

(ii) Let ∆n,h denote the center of Brp(Σh). Then

∆p,h
∼=


1 if h ≥ 2 or if h = 0, n = 1,

Z2 if h = 0, n ≥ 2,
Z⊕ Z if h = 1.

(iii) Let Λn,h be the subset of Brn(Σh) consisting of connected local braids.
Then

|Λn,h| =


1 if n = 1 or if h = 0, n = 2,
4 if h = 0, n = 3,
∞ if h = 0, n ≥ 4 or if h ≥ 1, n ≥ 2.

(iv) Let q∆ : Brn(Σh) → Brn(Σh)/∆n,h be the quotient homomorphism. Then

|q∆(Λn,h)| =


1 if n = 1 or if h = 0, n = 2,
2 if h = 0, n = 3,
∞ if h = 0, n ≥ 4 or if h ≥ 1, n ≥ 2.

Proof. The proof of (i) when h = 0 follows from Theorem 40. To prove (i) when
h ≥ 1, note that one can inject π1(Σh \ Pn−1) into Brn(Σh) by demanding that
strands 2 through n are trivial. It then follows that Brn(Σh) is infinite for all
positive values of n.

Now consider statement (ii). This statement when h ≥ 2 was provided in
the proofs of Theorems 36 and 37. The proof for h = 1 is given in Lemmas 4.2.2
and 4.2.3 of [5]. The proof for h = 0 is given in Proposition 4.2 of [29].

Before proving (iii), recall that a braid is connected if and only if the permu-
tation that it maps to under the group morphism of Proposition 26 is an n-cycle.
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Thus, since for h = 0 all braids are local, precisely 1
n of the braids will be both

connected and local. When h is arbitrary and n = 1 all braids are connected,
and so a braid will be local if and only if it is null-homotopic. We therefore have
that |Λ1,h| = 1. This statement for h ≥ 1 and n ≥ 2 follows from the fact that
we can embed Brn(D2) into Brn(Σh). Consider an injection D2 ↪→ Σh such
that the points that make up the preferred basepoint of Brn(Σh) are contained
within the interior of D2. It follows from Corollary 4.2 of [29] that, since the
complement of D2 is neither an annulus nor a disk, this embedding leads to
an injection Brn(D2) ↪→ Brn(Σh). Since the connected braids in Brn(D2) are
connected local braids of Brn(Σh), and Brn(D2) contains an infinite number
by Theorem 39, Brn(Σh) contains an infinite number of connected local braids,
completing the proof of statement (iii).

Lastly, we will consider statement (iv). The cases where either n = 1, h = 0
or h ≥ 2 follow trivially from (iii). When h = 1 and n ≥ 2, the description of
∆n,1 provided in [29] immediately shows that Brn(D2) ∩∆n,1 = 1. Thus, any
two distinct braids of T 2 that are contained in Brn(D2) will map to distinct
braids under q∆, providing an infinite subset of q∆(Λn,1).

Using Theorems 37 and 40, we can then obtain a presentation of Γn(S2).

Theorem 43. [5] If n ≤ 1, then Γn(S2) is trivial. Otherwise Γn(S2) admits
the presentation

〈
ω1, . . . , ωn−1

∣∣∣∣∣
ωiωj = ωjωi for |i− j| ≥ 2
ωiωi+1ωi = ωi+1ωiωi+1 for 1 ≤ i ≤ n− 2
ω1 · · ·ωn−2ω

2
n−1ωn−2 · · ·ω1 = (ω1 · · ·ωn−1)n = 1

〉
.

Proof. Specializing Theorem 37 to n = 1 provides the exact sequence

π1(S2) −→ Γ1(S2) −→ Γ0(S2) −→ π0(S2)

and so Γ1(S2) ∼= Γ0(S2). However, we also have that Γ1(S2) ∼= Γ0(R2) ∼= 1,
which completes the proof for n = 0, 1.

For n ≥ 2, since Γ0(S2) ∼= 1, Theorem 37 provides an isomorphism Γn(S2) ∼=
Brn(S2)/Z(Brn(S2)). When n = 2, Theorem 40 shows that Br2(S2) ∼= Z2 and
so Γ2(S2) ∼= 1. When n ≥ 3, the centre of Brn(S2) is the order 2 subgroup
generated by (σ1 · · ·σn−1)n (cf. Lemma 4.2.3 of [5]). This provides the given
isomorphism.
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Note that a description for the images of the generators of the braid group
are given below as ‘half-Dehn twists’.

As a consequence of theorem 43, it is easy to verify that the map ρ : Γ4(S2) →
GL2(Z)/± I defined by sending

ω1 7→ ±

[
1 1
0 1

]
ω2 7→ ±

[
1 0
−1 1

]
ω3 7→ ±

[
1 1
0 1

]
(3.2)

is a group morphism. In particular, the absolute value of the trace of the image
of a mapping class under ρ is a well-defined invariant of the conjugacy class of
that mapping class.

For g ≥ 1, we can describe a set of generators of Γn(Σg) as follows. Given
a simple closed curve γ on Σg, let A be an orientation-preserving embedding of
the annulus I × S1 into Σg with A( 1

2 , t) = γ(t). Define the Dehn twist about
γ to be the automorphism that is trivial outside of an annulus surrounding γ,
and acts upon A via the map (t, z) 7→ (t, e2πit · z) (viewing S1 as U(1)). This
can action can be seen in Figure 3.7.

Figure 3.7: A Dehn Twist

Note that if the curve γ is null-homotopic and contracts along a disk whose
intersection with Pn has cardinality less than 2, then the Dehn twist along γ
represents the trivial mapping class.

Next consider a simple path between λ : I → Σg between two points of Pn

such that λ((0, 1)) ∩ Pn = ∅. Viewing D2 as the points in C with norm less
than or equal to 1, consider an orientation-preserving embedding ϕ : D2 ↪→ Σg
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such that λ(t) = ϕ(t − 1
2 ) and Imϕ ∩ Pn = {λ(0), λ(1)}. We can then define a

half-Dehn twist about λ to be the automorphism of Σg that is trivial outside of
D2 and acts on D2 by the map z 7→ e2πiz · z. This action can be seen in Figure
3.8

Figure 3.8: A Half-Dehn Twist

According to Corollary 2.11 of [23], we can describe a generating set of
Γn(Σg) in terms of Dehn twists and half-Dehn twists.

Theorem 44. [23] Let g ≥ 1 and n ≥ 0. Γn(Σg) is generated by Dehn twists
about curves a0, a1, b1, . . . b2g−1, c and half-Dehn twists about τ1, . . . , τg−1, where
these curves are depicted in Figure 3.9.

a

a

b
b

b
b

τ1
τ

c

1

0

1

2

3

2 -1g

-1g

Figure 3.9: Generators of Γn(Σg)

Note that the half-Dehn twist permutes λ(0) and λ(1). In [23], the half-Dehn
twists are referred to as ‘braid twists’ because they satisfy the braid relations;
given an ordering of Pn, we then have that ωiωj = ωjωi for |i − j| > 1 and
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ωiωi+1ωi = ωi+1ωiωi+1, where ωi denotes the half-Dehn twist about pi and
pi+1.

3.5 The ζ-Mapping Class Group

Throughout this section, we will consider π : Σk → Σh to be a cyclic n-fold
branched cover with branch locus X = {x1, . . . , xp}.

We wish to develop a criterion for determining whether a closed curve in
Σh \X will lift to a closed curve in the covering space.

Alternatively, this problem can be reinterpreted as follows. Fix a decom-
position of Σk \ π−1(X) into n sheets. Since the branched cover is cyclic, the
monodromy representation is a group morphism π1(Σh \X) → Zn. An element
of π1(Σh \ X) will lift to a closed curve if and only if it induces the trivial
automorphism under this representation.

At each branch point xi ∈ X, choose a simple closed curve αi ∈ π1(Σh \X)
that partitions xi from the other xj ’s. These choices should be made in a
uniform manner such that they all provide the same action on Zn. Choose a
disk D2 ⊂ Σh that contains X. Applying Seifert-van Kampen’s Theorem along
the sets Σh \D2 and D2 \X provides a presentation

π1(Σh \X) ∼=
〈
α1, . . . , αp, γ1, . . . , γh, δ1, . . . , δh | α1 · · ·αp =

h∏
i=1

[γi, δi]
〉
.

Suppose that one has a curve γ in Σh \ X that lifts to a closed curve.
Outside of D2, if one were to remove a segment of γ and replace it with any
other curve that does not enter D2, the resulting curve would also lift to a closed
curve. Thus, the only part of the curve that matters for the above consideration
is that which lies in D2. Note that one can construct a new (topological)
branched covering as follows. Delete Σh \ D2 as well as π−1(Σh \ D2). The
preimage of the ∂D2 is n disjoint circles, and so we can cap off all n+ 1 circles
with discs, and choose an orientation preserving map from the covering discs
to the base disc that respects the map along the boundary. We have therefore
constructed a branched covering with branch locus X whose base space is S2

and whose covering space has genus k − nh. Denote this branched covering as
π′ : Σk−nh → S2.

Choosing a base point z0 ∈ D2 \X, there exists a group morphism π1(Σh \
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X, z0) → π1(S2 \X, z0) defined by deleting the arcs of the curve that lie outside
ofD2, mapping the remaining arcs to theD2\X contained in S2, and completing
the missing arcs by any arc that is contained in the complement disc. Using the
above mentioned presentations, we can define this morphism by sending the αi’s
to themselves, and sending the γi’s and δi’s to 1. Using the above argument, a
curve will lift to a closed curve if and only if its image under this map also lifts
to a closed curve.

Considering the special case where the base space is S2, the fundamental
group is generated by α1, . . . , αp−1 (since αp = (α1 . . . αp−1)−1), and by the
above imposed conditions on the covering space, each αi maps to the same
element under the monodromy representation. Thus, a word in the αi’s will
induce the trivial automorphism if and only if n divides the number of αi’s
(counted with sign).

This reasoning motivates the ‘α-length’ group morphism `α : π1(Σh \X) →
Z, which we define on the generators of π1(Σh \X) as:

(3.3) `α(ξ) =


1 if ξ = α1, . . . , αp−1,

1− p if ξ = αp,

0 if ξ = γ1, . . . , γh, δ1, . . . , δh.

Lemma 45. A closed curve representing ξ ∈ π1(Σh \ X) will lift to a closed
curve in Σk under the cyclic branched covering if and only if n divides `α(ξ).

Proof. Define subgroups W and K of π1(Σh \X) as follows. Let K consist of all
curves in π1(Σh\X) that lift to a closed curve in π1(Σk\π−1(X)). Let W consist
of the preimage of nZ under `α. Both W and K can be realized as kernels of
morphisms: W is the kernel of the composition of `α with Z → Zn and K is the
kernel of the monodromy representation π1(Σh \X) → Aut(F ). Thus, both W
and K are normal subgroups, and both of the quotient groups are isomorphic
to Zn. Moreover, n-fold products of the αi’s provide trivial monodromy, and so
W ≤ K.

Thus, a single use of the third isomorphism theorem results in

Zn
∼= π1(Σh \X)/K ∼=

π1(Σh \X)/W
K/W

∼=
Zn

K/W

and so K = W , completing the proof.

Lemma 46. Let ϕ : Σh \X → Σh \X be an orientation-preserving automor-
phism. For any ξ ∈ π1(Σh \X), `α(ξ) = `α(ϕ∗ξ).
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Proof. First consider h = 0. Consider the presentation of Γn(S2) provided in
Theorem 43. Direct computation reveals that for each i = 1, . . . , p− 1

(ωi)∗αj =


αj if j 6= i, i+ 1,
αi+1 if j = i,

αi+1αiα
−1
i+1 if j = i+ 1.

We therefore have that the α-length of an element of Γn(S2) is invariant under
the natural Γn(S2) action.

Now consider h ≥ 1. Consider the generators of Γn(Σh) provided in Theorem
44. It is clear that the actions of a0, the bi’s and c map the αi’s onto themselves.
The actions of a1 and the τi’s act upon the αi’s according to:

(τi)∗αj =


αj if j 6= i, i+ 1,
α−1

i αi+1αi if j = i,

αi if j = i+ 1.

(a1)∗αj =

{
αj if j 6= 1,
a1 α1a

−1
1 if j = 1.

Again, the α-length of an element of π1(Σh\X) is invariant under the Γn(Σh)
action, completing the proof.

As corollary of the previous Lemmas 45 and 46, a curve in Σh \ X lifting
to a closed curve is preserved under orientation-preserving automorphisms of
Σh \X.

Definition 47. For a fixed orientation-preserving automorphism ζ : Σk → Σk,
let Autζ(Σk) denote the space of all orientation-preserving automorphisms of
Σk that commute with ζ. Define the ζ-mapping class group to be Γζ(Σk) =
π0(Autζ(Σk)).

This is a generalization of the hyper-elliptic mapping class group introduced
in [3]. We are primarily interested in this group when the action of ζ on Σk

induces a branched cover Σk → Σk/〈ζ〉 ∼= Σh. In this case, the mapping class
group of Σh can be realized a quotient of Γζ(Σk).

Theorem 48. Let ζ : Σk → Σk be an orientation-preserving automorphism
that induces an n-fold cyclic branched covering π : Σk → Σh with branch locus
X = {x1, . . . , xp}. There exists an isomorphism Φ : Γζ(Σk)/〈ζ〉 → Γp(Σh).
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Proof. Given ϕ ∈ Autζ(Σk), define Φ(ϕ) using the following construction. Since
the homeomorphisms in Autζ(Σk) are precisely the fibre-preserving automor-
phisms of π, πϕπ−1 is a well-defined set map of Σh. Indeed, this map is contin-
uous and admits an inverse πϕ−1π−1, and so is an automorphism of Σh. This
is a group morphism.

Since ζ maps each fibre onto itself, the map πζπ−1 = idΣh
. We therefore

have a morphism Autζ(Σk)/〈ζ〉 → Aut(Σh).

The morphism Φ is an isomorphism that admits the following inverse. Let
f : Σh\X → Σh\X be an orientation preserving automorphism. Choose a point
z0 ∈ Σk \π−1(X). One must choose a point f∗(z0) ∈ π−1fπ(z0) ⊂ Σk \π−1(X),
which will be the image of z0 in the resulting automorphism of Σk. For any
other y ∈ Σk \ π−1(X), there exists a path λ from z0 to y. The path fπλ lifts
to a unique path in Σk starting at f∗(z0). Denote the endpoint of this path by
f∗(y).

To see that f∗(y) is well-defined, suppose we have two paths λ1, λ2, both
starting at z0 and ending at y. The path π(λ1](−λ2)) lifts to a closed path, and
thus by Lemmas 45 and 46, so does fπ(λ1](−λ2)). A necessary result of this is
that the lifts of fπλ1 and fπλ2 starting at f∗(z0) both have the same endpoint,
and so f∗(y) is well defined.

Now f∗ is uniquely constructed up to a fixed choice of element in the fibre
π−1fπ(z0). Altering this choice will define a new automorphism of Σk that
differs from the original by a composition with ζ. We therefore have a well-
defined map Γp(Σh) → Γζ(Σk)/〈ζ〉.

This map is easily seen to be the inverse of Φ.
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Chapter 4

Symplectic Topology

4.1 Introduction

The purpose of this chapter is twofold.

First, we will introduce the adjunction formula, which relates the genus of a
symplectic surface of a 4-dimensional symplectic manifold to the self-intersection
of the surface. This is presented in Section 4.4

The second purpose of this chapter is to provide a special case of Gompf’s
construction that is essential in the construction provided in Chapter 5. In
[14], Gompf provides a method for constructing a symplectic manifold from an
initial symplectic manifold by gluing together two disjoint closed codimension
2 symplectic submanifolds that are symplectomorphic and satisfy one subman-
ifold have inverse Euler classes. We consider the special case where our initial
manifold has two components with two codimension 2 symplectomorphic sub-
manifolds (one in each component) that have trivial Euler class. This special
case is developed in Section 4.5

Sections 4.2 and 4.3 provide initial definitions.

4.2 Symplectic Vector Spaces

A symplectic form on a smooth manifold M is a 2-form ω such that:

• ω is closed (i.e. dω = 0 where d is the exterior differential),
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• ωp is non-degenerate for all p ∈M .

A symplectic manifold, then, is a manifold M together with such a 2-form.

We will begin studying symplectic forms locally. A symplectic vector space
is a vector space V together with a non-degenerate skew-symmetric bilinear
form ω on V . Such a vector space is the local model for the tangent space of a
symplectic manifold.

In anticipation towards studying submanifolds of a symplectic manifold, we
will consider subspaces of a symplectic vector space. Given a subspace W of a
symplectic vector space (V, ω), the ω-perpendicular subspace of W is the sub-
space

Wω = {v ∈ V | ω(v, w) = 0 for all w ∈W}.

Unlike the non-degenerate symmetric bilinear forms, a subspace and its
ω-perpendicular complement need not intersect trivially. Indeed, these two
subspaces will intersect trivially if and only if they satisfy the below mentioned
property of being symplectic subspaces.

A subspaceW of V is a symplectic subspace if the restriction of ω toW×W is
symplectic. Note that the only criterion that one needs to check is that ω|W×W

is non-degenerate.

These two notions are related in the following lemma.

Lemma 49. Let (V, ω) be a symplectic vector space. Let W be a subspace of
V . The following are equivalent.

• W is a symplectic subspace of V .

• W ∩Wω = {0}.

• V = W ⊕Wω.

Proof. Using the above definition, W is symplectic if and only if for each w ∈
W \ {0} there exists a u ∈W such that ω(w, u) 6= 0. This is true if and only if
w /∈Wω, showing that the first and second statements are equivalent.

To prove that the second and third statements are equivalent, it suffices to
show that W +Wω = V for all subspaces W of V . Let {v1, . . . , vn} be a basis of
V such that {v1, . . . , vk} is a basis ofW . Let {v∗1 , . . . , v∗n} be the dual basis of V ∗.
Since ω is non-degenerate, we can define a vector space isomorphism V → V ∗

by sending x to ω(x,−). Note that the image of Wω contains {v∗k+1, . . . v
∗
n},
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and so Wω contains {vk+1, . . . , vn}. We therefore have that W + Wω = V ,
completing the proof.

There exist two immediate obstructions to the existence of a symplectic
form on M . First, M must have even dimension. This can be proved locally
by showing that any symplectic vector space must have even dimension. Since
any matrix representation of a symplectic form ω on V is skew-symmetric and
non-degenerate, the determinant of ω satisfies det(ω) = det(−ωtr) 6= 0 (where
ωtr is the transpose of ω). Thus,

det(ω2) = det(ω) · det(−ωtr)

= det(ω) · det(−In) · det(ωtr)

= (−1)n det(ω2)

where n is the dimension of V . We therefore have that every symplectic manifold
has even dimension.

Additionally, for M to admit a symplectic form, M must be orientable: if
we consider M to be a 2n-dimensional manifold, the n-fold wedge product of
a symplectic form ω on M is a volume form since ω is non-degenerate. In
particular, a symplectic manifold has a preferred volume form.

Lemma 50. Let (M,ω) be a 2n-dimensional symplectic manifold. The 2n-form
ωn = ω ∧ . . . ∧ ω︸ ︷︷ ︸

n

is a volume form.

Proof. It suffices to show that for each p ∈ M , wn
p does not vanish. Let W

be a 2n-dimensional symplectic vector space. We claim that there exists a
decomposition of W into a direct sum of n 2-dimensional symplectic subspaces
W = ⊕n

i=1Wi where Wω
i = W1⊕· · ·⊕Wi−1⊕Wi+1⊕· · ·⊕Wn. We will proceed

inductively on n.

The case n = 1 is trivial since ω is non-degenerate.

Suppose that the lemma is true for all symplectic vector spaces of dimension
less than 2n. Then, since ω is non-degenerate, there exist v1, v2 ∈ TpM such
that ω(v1, v2) = 1. Let W1 be the span of v1 and v2. Since W1 is a symplectic
vector space, Wω

1 is disjoint from W1 and also symplectic (since (Wω)ω = W ).
Therefore, by the induction hypothesis, Wω

1 = ⊕n
i=2Wi. For i ≥ 2, Wω

i contains
W1 and W2⊕· · ·⊕Wi−1⊕Wi+1⊕· · ·⊕Wn, and hence Wω

i ⊆W1⊕· · ·⊕Wi−1⊕
Wi+1⊕· · ·⊕Wn. Moreover, since the dimensions agree, we in fact have equality,
completing the claim.
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We can therefore find a basis v1, . . . , v2n of W such that ω(v2i−1, v2i) = 1
for all 1 ≤ i ≤ n and ω(v2i−1, vj) = 0 for j 6= 2i. Then,

ωn
p (v1, . . . , v2n) =

1
2n

∑
σ∈S2n

sgn(σ) · ω(vσ(1), vσ(2)) · · ·ω(vσ(2n−1), vσ(2n))

=
1
2n

∑
σ∈Sn

2n · ω(vσ(1), vσ(2)) · · ·ω(vσ(2n−1), vσ(2n))

=
1
2n

· n! · 2n

= n!

where the second summation is over the embedding of Sn in S2n of permutations
σ such that σ(2i) = σ(2i − 1) + 1 for all 1 ≤ i ≤ n. Thus, ωn does not vanish
on W . In particular, wn does not vanish at any p ∈ M and so wn is a volume
form, completing the proof.

When M is a closed manifold, there exists an additional obstruction to
the existence of a symplectic form on M . Since ω is closed, ω represents some
cohomology element [ω] ∈ H2(M,R). Moreover, the corresponding volume form
ωn is represented by [ωn] = [ω]∪· · ·∪ [ω] which generates H2n(M). Thus, there
must exist an element α ∈ H2(M,R) such that αn 6= 0. In particular, H2(M,R)
cannot be trivial.

Note that when M is 2-dimensional, symplectic forms on M are precisely
area forms on M . Thus, being oriented is equivalent to being symplectic. We
therefore have that the only closed symplectic 2-manifolds are the genus g sur-
faces Σg equipped with an area form. Since the area forms under the compact-
open topology consist of two path components (each consisting of forms that
prescribe a certain orientation), there are essentially only two symplectic forms
on each of these manifolds.

One method for creating symplectic manifolds that will be used later is to
take the direct product of two symplectic manifolds. Given symplectic manifolds
(M,ωM ) and (N,ωN ), consider the natural projections πM : M ×N →M and
πN : M×N → N . We can then define a natural symplectic form ω on M×N by
ω = π∗MωM +π∗NωN . We refer to ω as the product form on M×N . Both π∗MωM

and π∗NωN are closed on M×N , and thus so is ω. Moreover, since T(x,y)(M×N)
naturally splits as Tx(M) × Ty(N), for any v ∈ T(x,y)(M × N) there exists a
tangent vector w such that either π∗Mω(v, w) 6= 0 or π∗Nω(v, w) 6= 0. Moreover,
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we can chose w such that precisely one of these values is non-zero, which shows
that ω is non-degenerate and hence symplectic.

4.3 Symplectic Submanifolds

A submanifold of M is a manifold X together with an embedding i : X → M .
We may identify such a submanifold with the image of i equipped with the
subspace topology and smooth structure.

Now suppose that (M,ωM ) and (X,ωX) are symplectic manifolds, and let
i : X → M be an embedding . We say that X is a symplectic submanifold of
M provided that i∗ωM = ωX . Since the symplectic form on X is determined
by the symplectic form on M and i, we will discuss symplectic submanifolds
without explicitly identifying their symplectic forms. When doing so, we need
only check that i∗ωM is symplectic. Note that i∗ωM is necessarily closed, and so
we are only required to verify that i∗ωM is non-degenerate. This is equivalent
to verifying that the inclusion of TxX in TxM defined by i is a symplectic vector
space of TxM for each x ∈ X.

As an example of a symplectic submanifold, consider the direct product of
symplectic manifolds (M,ωM ) and (N,ωN ) equipped with the product form.
We then have that the restriction of π∗MωM +π∗NωN to a submanifold M ×{pt}
is π∗MωM , and so M × {pt} is symplectic.

4.4 The First Chern Class of a Symplectic

Manifold

The purpose of this section is to better understand symplectic submanifolds. To
do so, we will associate symplectic vector bundles to a symplectic submanifold,
and study these symplectic bundles. In an example of similarity between com-
plex and symplectic geometry, we can extend Chern classes to the symplectic
case. Doing so allows us to define the adjunction formula, which relates the
genus of a symplectic submanifold with the self-intersection of the submanifold
and the intersection of the submanifold with the canonical class. As in Chapter
2, we will assume that all vector bundles have fixed base space M unless stated
otherwise.
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Definition 51. A symplectic vector bundle is a vector bundle such that the
fibres are equipped with a smoothly varying symplectic bilinear form.

Such a bundle can be given a trivialization with structure group Sp(2n), the
group of symplectomorphisms from R2n onto itself, by proceeding in the same
manner that provided O(n) as a structure group when given an orthogonal
structure.

The easiest examples of symplectic vector bundles are the tangent bundles of
a symplectic manifold; a symplectic form on a manifoldM satisfies the definition
of a smoothly varying symplectic bilinear form on TM . Moreover, given a
symplectic submanifold X of M , it follows from Lemma 49 that the normal
bundle NX is also symplectic.

When developing invariants of symplectic vector bundles, it is convenient to
‘forget’ a certain amount of structure: given a symplectic vector bundle, we can
consider the underlying complex vector bundle.

Definition 52. A complex vector bundle is a vector bundle Eπ together with a
vector bundle automorphism J : E → E that satisfies J2((x, y)) = (x,−y).

The idea behind such an automorphism is that J mimics multiplication by
i ∈ C. Indeed, as will be seen in Proposition 53, given a complex vector bundle
we actually can organize the fibres as complex vector spaces. Note that we are
distinguishing the notion of a complex vector bundle from that of a holomorphic
vector bundle since we have no notion of whether a map is holomorphic.

Proposition 53. Let Eπ be a complex vector bundle. Then π−1(x) has even
dimension. Moreover, we can smoothly equip the fibres with a complex vector
space structure.

Proof. Let V be an n-dimensional vector space, n 6= 0, that admits an automor-
phism J : V → V satisfying J2 = −id. We will inductively construct a basis
of V that has even cardinality. Let v ∈ V , v 6= 0. Then J(v) /∈ span{v}, for
otherwise v = a · J(v) for some a ∈ R∗, implying that

J(v) = J(a · J(v)) = −a · v = −a2 · J(v),

which is a contradiction. We therefore have a 2-dimensional subspace
span{v, J(v)} ≤ V . Now suppose there exists a 2k-dimensional subspace
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W ≤ V spanned by {v1, . . . , vk, J(v1), . . . J(vk)}. Then, for any v ∈ V ,

v ∈W iff v = a1v1 + · · ·+ akvk + J(ak+1v1 + · · ·+ a2kvk)

iff J(v) = J(a1v1 + · · ·+ akvk)− (ak+1v1 + · · ·+ a2kvk)

iff J(v) ∈W.

Thus, if W 6= V , we can extend W to a 2(k + 1)-dimensional subspace
W ⊕ {v, J(v)} for v ∈ V \W .

We therefore have that V is even dimensional. Moreover, the above basis
provides a complex vector space structure on V by defining (a+ib)v = av+bJ(v).
When considering a complex vector bundle Eπ, we can smoothly associate this
complex vector space structure to the fibres since we can extend this basis to
spanning frames over the preimages π−1

α (Uα) of any locally finite local trivializa-
tion of the bundle {hα : π−1(Uα) → Uα×Rn}α∈Λ and glue the resulting complex
structures together using a partition of unity subordinate to the cover.

Since a complex vector bundle has a smoothly varying complex structure
on the fibres, the structure group is naturally GLn(C). The same reasoning
that reduced the structure group of a real vector bundle from GLn(R) to O(n)
works to reduce the structure group of a complex vector bundle from GLn(C) to
U(n). Moreover, any bundle that admits U(n) as its structure group with the
canonical representation presupposes a complex structure. We could therefore
Alternately define the complex vector bundles as those equipped with a U(n)
trivialization.

There is a natural bijective correspondence between symplectic and complex
vector bundles. One method for seeing this is to prove that the classifying spaces
BU(n) and BSp(2n) are homotopy equivalent. A more hands-on approach to
this correspondence is provided below.

Definition 54. Given a symplectic bundle (Eπ, ω), we say that a complex struc-
ture J on Eπ is compatible if ωx(Jv, Jw) = ωx(v, w) and ωx(v, J(v)) > 0 for
all v, w ∈ π−1(x).

If we consider J as equipping the fibres with a complex structure, the first
criterion for compatibility states that ω can be extended to be C-bilinear. The
second criterion simply fixes a preferred real orientation on each complex line.

For a fixed symplectic structure ω, consider the space of all compatible
complex structures.
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Theorem 55. [26] Let (Eπ, ω) be a symplectic vector bundle. Let J (Eπ, ω) be
the space of almost complex structures that are compatible with (Eπ, ω). Then
J (Eπ, ω) is non-empty and contractible.

Before proving this theorem, we will make note that a pair of compatible
structures (ω, J) on Eπ induce an orthogonal structure on Eπ. Define the bilin-
ear structure gJ on Eπ by gJ(v, w) = ω(v, Jw). For any v, w ∈ π−1(x) we have
that

gJ(v, w) = ω(v, Jw) = ω(Jv,−w) = −ω(−w, Jv) = ω(w, Jv) = gJ(w, v)

and so gJ is symmetric. Additionally for any nonzero v ∈ π−1(x) we have that

gJ(v, v) = ω(v, Jv) > 0

and thus gJ is non-degenerate and positive definite. Thus, gJ is an orthogonal
structure.

Proof. Let Met(Eπ) denote the set of all orthogonal structures that can be
placed upon Eπ. It was proved in the proof of Proposition 11 that Met(Eπ)
is nonempty. Suppose that there exists a continuous map r : Met(Eπ) →
J (Eπ, ω) such that r(gJ) = J for all J ∈ J (Eπ, ω) and r(Φ∗g) = Φ∗r(g) for all
symplectomorphisms Φ and g ∈ Met(Eπ).

Then, in particular, J (Eπ, ω) is non-empty. Moreover, if we fix J0 ∈
J (Eπ, ω), the map ft : J (Eπ, ω)× I → J (Eπ, ω) defined by

ft(J) = r((1− t)gJ + tgJ0)

defines a homotopy from the identity map to the constant map.

We have therefore reduced the problem to constructing the retraction r.
Fix g ∈ Met(Eπ). Since both g and ω are non-degenerate, there exists an
automorphism A : Eπ → Eπ satisfying ω(v, w) = g(Av,w). Let A∗ denote the
skew-adjoint of A with respect to g. Since

g(Av,w) = ω(v, w) = −ω(w, v) = −g(Aw, v) = −g(v,Aw),

we have that A∗ = −A. Thus A∗A = −A2 is positive definite and self-adjoint
with respect to g. Denote A∗A by P .

Over each contractible open subset of M , we can choose 2n linear indepen-
dent sections of Eπ, and we can then express P = M−1DM , where the matrix
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of D with respect to the basis provided by these sections is diagonal. Since P is
positive definite, the entries of the matrix of D over each fibre are positive. We
can thus define D

1
2 to have the positive square root of the values of D along its

diagonal. Thus, Q = M−1D
1
2M is a positive definite automorphism of Eπ that

is self-adjoint with respect to g.

Define the automorphism Jg = Q−1A.

For each x ∈ M , the decomposition of π−1(x) into the eigenspaces of A, P
and Q are identical. Thus, these automorphisms pairwise commute. From this,

J2
g = Q−1AQ−1A = −Q−2A∗A = −I

and so Jg is a complex structure.

Moreover,

ω(Jgv, Jgw) = ω(Q−1Av,Q−1Aw) = ω(v,Q−2A∗Aw) = ω(v, w)

and
ω(v, Jgv) = g(Av,Q−1Av) = g(Pv,Q−1v) > 0

since both P and Q are positive definite.

Thus Jg ∈ J (Eπ, ω). Define r : Met(Eπ) → J (Eπ, ω) by r(g) = Jg. For
J ∈ J (Eπ, ω), we have that

ω(v, w) = gJ(Av, ω) = ω(Av, Jw) = −ω(JAv,w)

for all v, w ∈ π−1(x) and so A = J . Thus, P = Q = id and so r(gJ) = J .
Additionally, for r(Φ∗g), A changes to Φ−1AΦ and thus

Φ∗r(g) = JΦ∗g = Φ−1JgΦ = r(Φ∗g).

Thus, r is the desired map, which completes this proof.

Theorem 56. [26] Let J be a complex structure on Eπ. There exists a sym-
plectic structure on Eπ that is compatible with J . Moreover, the space of such
structures is contractible.

Proof. Let g ∈ Met(Eπ). Define a bilinear form on form ωg on Eπ by ωg(v, w) =
g(v,−Jw). Note that

ωg(v, w) = g(v,−Jw) = g(−Jw, v) = −g(w,−Jv) = −ωg(w, v)
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and ωg(v, Jv) > 0 for all v 6= 0, showing that ωg is symplectic. It then follows
that

ωg(Jv, Jw) = g(Jv,w) = g(v,−Jw) = ωg(v, w)

and
ωg(v, Jv) = g(v, v) > 0

and so J is compatible with ωg, showing that the space of such symplectic forms
is non-empty.

Now suppose that both ω0 and ω1 are symplectic structures compatible
with J . For 0 ≤ t ≤ 1, define ωt = (1 − t)ω0 + tω1. Fix x ∈ M . It is
immediate that ωt is skew-symmetric and satisfies both ωt(Jv, Jw) = ωt(v, w)
for all v, w ∈ π−1(x) and ωt(v, Jv) > 0 for all v ∈ π−1(x)\{0}. In particular, the
fact that ωt(v, Jv) > 0 for all v ∈ π−1(x) guarantees that ωt is non-degenerate
and thus a symplectic structure on Eπ. We therefore have that the space of
symplectic forms on Eπ that are compatible with J form a convex, and thus
contractible, space.

In particular, we have the following theorem.

Theorem 57. [26] Two symplectic vector bundles are isomorphic if and only if
their underlying almost complex vector bundles are isomorphic.

To study symplectic vector bundles, it is therefore sufficient to study com-
plex vector bundles. One benefit of studying symplectic vector bundles via the
related complex vector bundles is that we may define the Chern classes, an in-
variant of complex vector bundles, for symplectic vector bundles. We will define
the characteristic classes as follows.

Theorem 58. [26] There exists a unique functor c1 (the first Chern number)
from the category of symplectic vector bundles over a Riemann surface to Z
satisfying the following axioms.

• The functor is faithful.

• Given a smooth map f : Σ → Σ′ and symplectic vector bundle π : E → Σ′,
c1(f∗E) = deg f · c1(E).

• Given symplectic vector bundles πi : Ei → Σ, c1(E1 ⊕ E2) = c1(E1) +
c1(E2).
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• c1(TΣ) = χ(Σ).

The proof of this theorem is found on page 73 of [26].

Consider a symplectic vector bundle π : E →M , where M is not necessarily
a Riemann surface. To every smooth map f : Σ →M from Riemann surface Σ
to M , we can associate the integer c1(f∗E). Moreover, if two such maps f1 and
f2 are homologous, their degrees equal, and thus c1(f∗1E) = c1(f∗2E). Thus, the
Chern numbers associate a cohomology class c1(E) ∈ H2(M ; Z) to each bundle.

Of particular interest is the Chern class for the tangent bundle of a manifold.
We will refer to this as the canonical class of the manifold, and denote it as
KM .

We will later perform calculations involving the canonical class of Σg × Σh.
Let π1 and π2 denote the standard projections to Σg and Σh respectively. Since
T (Σg × Σh) ∼= TΣg × TΣh, we have that T (Σg × Σh) ∼= π∗1TΣg ⊕ π∗2TΣh. We
therefore have that

(KΣg×Σh
)PD = c1(π∗1TΣg)PD + c1(π∗2TΣh)PD

= (2− 2g)[{pt} × Σh] + (2− 2h)[Σg × {pt}].

The canonical class of a manifold can be used to determine the genus of sym-
plectic submanifolds of a symplectic 4-dimensional manifold via the adjunction
formula. To understand this formula, we must also understand the intersection
form of a 4-dimensional manifold.

Definition 59. Given a 4-manifold M , the intersection form is the Z-
bilinear map QM : H2(M ; Z) × H2(M ; Z) → Z defined as QM (α, β) = 〈α ∪
β, [M ]〉, where [M ] is the fundamental class of M .

Given the Poincaré isomorphism H2(M ; Z) → H2(M ; Z), we may sometimes
confuse the intersection form as acting on H2(M ; Z)×H2(M ; Z) or H2(M ; Z)×
H2(M ; Z). Since QM is bilinear, the annihilator ofQM contains the torsion com-
ponent of H2(M ; Z). We may therefore consider QM to be acting on H2(M ; Z)
modulo the torsion subgroup. We therefore have that the intersection form ex-
tends to H2(M ; R) ⊃ H2(M ; Z)/Torsion. Note that in DeRham cohomology,
QM (α, β) can be reinterpreted as

∫
M
α ∧ β.

We may provide another characterization of the intersection form that is
more deserving of the name. Given α, β ∈ H2(M), let a, b ∈ H2(M) be their
respective Poincaré duals. Let Σa and Σb be surfaces in M that represent a
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and b respectively (recall that Σ represents the homology class i∗([Σ]) where
[Σ] is the fundamental class of Σ and i is the provided embedding of Σ in M ;
we will also denote this homology class as [Σ]). Moreover, suppose that Σa

and Σb only intersect transversely, and that Σa ∩ Σb is finite. For each point
p ∈ Σa∩Σb, we will associate ±1 depending on whether the natural isomorphism
TpΣa⊕TpΣb → TpM is orientation-preserving (+1) or reversing (−1). We then
have the following theorem.

Theorem 60. [16] Let α, β, a, b, Σa and Σb be as above. We then have that

QM (α, β) =
∑

Σa∩Σb

±1.

Proof. Let η be a smooth 2-form that represents α under the natural map
H2(M ; Z) → H2(M ; R). Assume that η is supported on a (small) tubular
neighbourhood of Σa (the definition and proof of existence of a tubular neigh-
bourhood are provided later in Definition 63 and Theorem 64 respectively).
Similarly, choose θ to be 2-form that represents β.

Given p ∈ Σa ∩ Σb, choose a neighbourhood Up of p that admits local co-
ordinates (x, y, z, w) such that Σa = {x = y = 0} and Σb = {z = w = 0}.
We may then assume that within this neighbourhood, η and θ are modelled as
η = f(x, y)dx∧dy and θ = f(z, w)dz∧dw where f : R2 → R is a bump function
centred around 0 with

∫
R2 f = 1. We then have that

QM (α, β) =
∫

M

η ∧ θ =
∑

p∈Σa∩Σb

∫
Up

η ∧ θ.

The integral
∫

Up
η ∧ θ can be rewritten as∫

R4
f(x, y)f(z, w)dx ∧ dy ∧ dz ∧ dw,

which is ±1 depending on whether the basis ( ∂
∂x ,

∂
∂y ,

∂
∂z ,

∂
∂w ) of TpM is positively

or negatively oriented. This completes the proof.

Every 2-dimensional symplectic submanifold of a compact symplectic 4-
dimensional manifold M satisfies an equation that provides the genus of the
submanifold in terms of its self-intersection and its intersection with the canon-
ical form. Thus equation is referred to as the adjunction formula.
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Theorem 61. [26] Let M be a compact 4-dimensional symplectic manifold. Let
i : X →M be a symplectic submanifold. We then have the following equality:

χ(X) = QM (KM , [X])−QM ([X], [X]).

A proof of this theorem is found on page 281 of [31].

Lastly, we will consider the existence of branched covers over closed oriented
4-manifolds.

Theorem 62. [20] Let M be a closed oriented 4-manifold. Let X be a surface
in M . Let ξ ∈ H2(M ; Z) be Poincaré dual to [X]. Suppose furthermore that ξ
is divisible by n (there exists α ∈ H2(M ; Z) such that ξ = n · α). There exists
a cyclic n-fold branched cover of M with branch locus X.

Proof. Since the Chern map Ȟ1(M,U1) → H2(M) is an isomorphism, there
exists a line bundle Lπ with first Chern class ξ. We can then find a non-zero
section σ : M → Lπ that vanishes precisely on X. Since ξ = nα, the line
bundle Kρ with first Chern class α satisfies Kn

ρ = Lπ. Define f : Kρ → Lπ by
f(v) = v ⊗ · · · ⊗ v. Let N = f−1σ(M).

Given x ∈ M \X, σ(x) is a non-zero element of π−1(x), and so σ(x) has n
distinct roots that admit a natural Zn-torsor structure. This therefore extends
to a natural Zn action on N \ f−1σ(X) whose quotient is M \X. Moreover, for
any x ∈ X, σ(x) = 0 and thus this action degenerates on X. We thus have that
π(f |N ) : N →M is the desired branched cover.

4.5 Gompf’s Symplectic Sum

We begin this section by studying the restriction of symplectic structures to
open subsets about submanifolds.

Definition 63. Let M be a manifold with closed submanifold X. A tubular

neighbourhood of X is an open neighbourhood U of X together with a diffeo-
morphism exp−1 : U → N ⊆ NX, where N is a neighbourhood of the zero
section of NX such that N ∩ π−1

NX(x) is convex for each x ∈ X.

Note that for a tubular neighbourhood (U, exp−1) of X ⊂ M , exp−1 gives
U a fibre bundle structure with base X and fibre the open ball of dimension
dimM − dimX.
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We will begin by proving the existence of a tubular neighbourhood for any
compact X in M . This is commonly referred to in literature as the Tubular
Neighbourhood Theorem

Theorem 64. [9] Suppose that X is a k-dimensional compact submanifold of
an n-dimensional manifold M . There exists a tubular neighbourhood of X.

Proof. Fix a Riemannian metric g on M . For any v ∈ TpM there exists a
unique geodesic whose derivative at p is v (cf. Theorem 5.8 of Chapter VII
in [6]). Identifying tangent vectors with their corresponding geodesics, we can
define exp : TpM → M by sending v to v(1). Given any p ∈ M , there exists
an open neighbourhood U of p and an ε > 0 such that exp is defined and
continuous on {Xq ∈ TqM | q ∈ U, ‖Xq‖ < ε} (cf. [6]). Thus, since X is
compact, we can find an open neighbourhood U ⊂ TM of the zero section of
X such that exp is defined on U . Consider the restriction of exp to U ∩ NX.
For any x ∈ X, T(x,0)(exp) : T(x,0)NX → TxM is invertible, and so there
exists an open neighbourhood about x such that exp is invertible. We can
therefore define exp−1 on an open subset about X. We may assume that this
neighbourhood retracts to X, and so this subset, along with exp−1, forms a
tubular neighbourhood about X.

Given two symplectic structures on the ambient manifold, we can now demon-
strate the existence of symplectomorphisms between tubular neighbourhoods of
a submanifold when the criterion below is met. The following is referred to as
Moser’s Theorem.

Theorem 65. [9] Let M be a manifold that admits a submanifold X. Let ω0

and ω1 be symplectic forms on M such that ω0|p = ω1|p for all p ∈ X (as bilinear
forms on TpM). Then there exist open neighbourhoods U0 and U1 of X and a
diffeomorphism ψ : U0 → U1 such that ψ(p) = p for all p ∈ X and ψ∗ω1 = ω0.

Proof. Let U0 be an open tubular neighbourhood of X. Let i : X → U0 be
the inclusion, and let π : U0 → X be the bundle map induced from the normal
bundle of X. Suppose that there exists a path ωt, t ∈ [0, 1], of symplectic 2-
forms on U0 such that there exists a 1-form µ satisfying d

dtωt = dµ for all t.
Suppose further that there exists a time-dependent vector field xt on U0 such
that µ+ ιxtωt = 0 and xt(p) = 0 for all p ∈ X.

Using Picard’s Existence Theorem, for each p ∈ X there exists an open
neighbourhood of p and a unique isotopy ψt on this neighbourhood such that
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d
dtψt = xt◦ψt and ψ0 = id. Since X is compact, we can extend these isotopies to
an isotopy defined over a tubular neighbourhood of X contained in U0. Relabel
this new tubular neighbourhood as U0. Note that since xt(p) = 0 for all p ∈ X,
we have that ψt(p) = p for all t.

We then have that

0 = ψ∗t (d(µ+ ιxt
ωt))

= ψ∗t (
d

dt
ωt + dιxt

ωt)

= ψ∗t (
d

dt
ωt + dιxt

ωt + ιxt
dωt) (since ωt is closed)

= ψ∗t (
d

dt
ωt + Lxt

ωt) (Cartan’s magic formula)

=
d

dt
(ψ∗t ωt). (cf. Theorem 6.4 of [9])

In particular, ψ∗t ωt = ω0 for all t. We can then set ψ to equal ψ1 and U1 to be
the domain of ψ in order to fulfill the conclusion of the theorem.

It therefore suffices to find the above mentioned path ωt, the 1-form µ and
the time-dependent vector field xt.

The two-form ω1 − ω0 is closed on U0 and satisfies (ω1 − ω0)|p = 0 for all
p ∈ X. Moreover, ω1−ω0 is exact. Indeed, note that i∗ : H2(U0; R) → H2(X; R)
is a group isomorphism (since i is a homotopy equivalence with homotopy inverse
π) and that [i∗(ω1−ω0)] = 0 since i∗ is the restriction map. However, we require
the stronger statement that there exists a µ ∈ Ω1(U0) such that dµ = ω1 − ω0

and that µp = 0 for all p ∈ X. To prove this, we will define a chain homotopy
between the chain maps idU0 and (i◦π)∗. Recall that a chain homotopy between
idU0 and (i ◦π)∗ is a sequence of group morphisms Q : Ωi(U0) → Ωi−1(U0) that
satisfy

Qd+ dQ = (i ◦ π)∗ − id

for all i. In the following diagram, this definition can be reinterpreted as stating
that the difference of paired vertical maps is given by the sum along the two
paths of the neighbouring parallelogram.

· · · d // Ωi−1(U0)
d // Ωi(U0)

d // Ωi+1(U0)
d // · · ·

· · ·
d
// Ωi−1(U0) d

//

(i◦π)∗

OO

id

OO

Ωi(U0) d
//

(i◦π)∗

OO

id

OO

Q

ee

Ωi+1(U0) d
//

Q

ee

(i◦π)∗

OO

id

OO

· · ·
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Define a retract ρ of U0 onto X by defining ρt : U0 → U0 by ρt(p, v) =
(p, tv) for 0 ≤ t ≤ 1. This is well-defined by identifying U0 with a convex
neighbourhood of the zero-section of the normal bundle of X. For a given k-
form, we can define Qω =

∫ 1

0
ρ∗t (ιvtω)dt where vt(ρt(p, v)) is tangent to the

curve ρs(p, v) at s = t. To see that Q is a chain homotopy, note that

Qdω + dQω =
∫ 1

0

ρ∗t (ιvtdω)dt+ d

∫ 1

0

ρ∗t (ιvtω)dt

=
∫ 1

0

ρ∗t (ιvtdω + dιvtω)dt

=
∫ 1

0

ρ∗t (Lvtω)dt (Cartan’s magic formula)

=
∫ 1

0

d

dt
ρ∗tωdt (cf. Theorem 6.4 of [9])

= ρ∗1(ω)− ρ∗0(ω)

= id(ω)− (i ◦ π)∗(ω).

Now that we have a chain homotopy, note that

ω1 − ω0 = id(ω1 − ω0)− (i ◦ π)∗(ω1 − ω0)

= Qd(ω1 − ω0) + dQ(ω1 − ω0)

= dQ(ω1 − ω0),

and so Q(ω1−ω0) is a particular 1-form whose differential is ω1−ω0. Moreover,
since ρt(p) = p for all p ∈ X, vt|p = 0, and so Q(ω1 − ω0) is identically zero on
X, showing that Q(ω1 − ω0) is a suitable choice for µ.

Consider the line segment ωt = (1 − t)ω0 + tω1 = ω0 + tdµ, sitting inside
the space of 2-forms. Since det ◦ ωt : U0 × I → R is non-zero on the compact
subspace X × I, there exists an open neighbourhood of X × I inside U0 × I

such that det ◦ ωt is non-zero. Therefore, we may shrink U0 so that each ωt is
non-degenerate, and hence symplectic, on U0.

Now, since the ωt are non-degenerate, we can locally solve ιxt
ωt = −µ for a

unique xt. Since, ωt is a smooth, time-dependent form, xt is a time-dependent
vector field. Note that xt(p) = 0 whenever µp = 0, and thus xt(p) = 0 for all
p ∈ X.

We therefore have suitable choices for ωt, xt and µ, completing the proof.

Using Moser’s Theorem, given two symplectic manifolds we can construct
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symplectomorphisms between tubular neighbourhoods of symplectic submani-
folds when certain criteria are met. The corollary below is referred to in litera-
ture as the Symplectic Neighbourhood Theorem.

Corollary 66. [9] For i = 0, 1, let (Mi, ωi) denote a 2n-dimensional symplectic
manifold with compact symplectic submanifold Xi ⊂ Mi. Suppose that there
exists a symplectomorphism ϕ : X0 → X1 that can be extended to a symplectic
vector bundle isomorphism Φ : NX0 → NX1 (regarding Xi as the zero section of
the corresponding vector bundle). Fix such an extension of ϕ. Then ϕ extends
to a symplectomorphism between tubular neighbourhoods ϕ̂ : N (X0) → N (X1)
with the property that dϕ̂ : TpM0 → T

bϕ(p)M1 restricts to Φ on NX0 = TpX
ω
0 .

Proof. Using the Tubular Neighbourhood Theorem, we can extend ϕ to a diffeo-
morphism ϕ′ = exp1 ◦Φ ◦ exp−1

0 : N (X0) → N (X1) with the desired property.
Since Φ is a symplectic vector bundle isomorphism, the symplectic forms ω0 and
(ϕ′)∗ω1 on N (X0) agree on X. By Theorem 65 there exist tubular neighbour-
hoods U0, U1 ⊂ N (X0) of X0 and a symplectomorphism ψ : U0 → U1 such that
ψ∗((ϕ′)∗ω1) = ω0. We therefore have that ϕ′ ◦ ψ : U0 → ϕ′(U1) is the desired
symplectomorphism.

We now have the machinery necessary to perform the symplectic sum oper-
ation.

Let (M1, ω1) and (M2, ω2) be symplectic 2n-dimensional manifolds. Suppose
that there exists a symplectic (2n− 2)-dimensional manifold X that is realized
as an embedded symplectic submanifold of both M1 and M2 via the embeddings
ϕi : X → Mi. Moreover, suppose that the normal bundles of these two sub-
manifolds are both trivial (implying that the realizations of X as a submanifold
have self-intersection 0). From Corollary 66, there exist symplectomorphisms fi

from tubular neighbourhoods Xi ×B2
ε of the zero sections of NXi into tubular

neighbourhoods of Xi in Mi. Moreover, the fi restrict to the canonical maps
between the zero sections and Xi.

Fix δ < ε. We can find an orientation-preserving symplectomorphism ψ from
the annulus Aε,δ = B2

ε \B2
δ onto itself, which maps the ε boundary component

onto the δ boundary component, and vice-versa.

Note that it is at this step that we require the codimension of X (and hence
the dimension of the fibre of the normal bundle) to be 2: if such a symplecto-
morphism B2n

ε \B2n
δ → B2n

ε \B2n
δ exists, we can glue two copies of B2n

ε together
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along this map to achieve a symplectic structure on S2n. Since the only sphere
that admits a symplectic structure is S2 (since the second cohomology of a
compact symplectic manifold is non-zero), n must be 1.

We can now define M1#XM2 = (M1 \U1)∪ϕ (M2 \U2), identifying the two
components using ϕ = (ϕ2 ◦ϕ−1

1 )×ψ. The symplectic forms ω1 and ω2 agree on
X×Aε,δ, and thus define a 2-form ω on M1#XM2. Moreover, since every point
admits a neighbourhood such that ω agrees with either ω1 or ω2, this 2-form is
symplectic. Note that M1#XM2 depends on the choice of ψ.

We have therefore proven the following theorem.

Theorem 67. [26] For i = 1, 2, let (Mi, ωi) be a 2n-dimensional manifold that
admits a compact (2n−2)-dimensional symplectic submanifold Xi that has triv-
ial normal bundle. Suppose furthermore that (X0, ω0) and (X1, ω1) are symplec-
tomorphic. Then, the above described manifold M1#XM2 admits a symplectic
structure.

In the ensuing application of symplectic summing, we will be considering
submanifolds Ni of Mi that transversely meet the submanifolds Xi in the same
number of points. We then require a method to line up these points in such a
way that we obtain a submanifold of M1#XM2. The next lemma shows that
we can find a symplectomorphism that is isotopic to the given map between
X0 and X1 that lines up the points of intersection with the Ni manifolds, thus
allowing for the Ni to glue together when taking the symplectic sum of the Mi’s.
The corollary after provides sufficient criteria for the submanifold N0#XN1 ⊂
M0#XM1 to be symplectic.

Lemma 68. [14] Let (Σ, ω) and (Σ′, ω′) be closed, connected, symplectic sur-
faces with the same area. Let x1, . . . , xn ∈ Σ, and let y1, . . . , yn ∈ Σ′. Every
area-preserving diffeomorphism f : Σ → Σ′ is isotopic to a symplectomorphism
that maps xi to yi.

Proof. Note that we may assume that f(xi) = yi for each i, since we can
smoothly isotope f to satisfy this requirement. Let ω0 and ω1 denote the sym-
plectic forms ω and f∗ω′ of Σ respectively. As in Theorem 65, we are in a
position to apply Moser’s argument. We wish to find an isotopy between f and
a symplectomorphism that is constant on the xi. Suppose we had a path of
symplectic forms ωt from ω0 to ω1. Suppose further that the time-derivative
d
dtωt was an exact form dσ. As in the proof of Theorem 65 we could then solve
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ιvtωt = −σ for the time-dependent vector field vt, and solve d
dtψt = vt ◦ ψt for

an isotopy ψt satisfying ψ∗t ωt = ω0 and ψ0 = id. We would then have that f
is isotopic to f ◦ ψ1 where (f ◦ ψ1)∗ω′ = ψ∗1ω1 = ω0, showing that f ◦ ψ1 is a
symplectomorphism. By suitably choosing σ we can guarantee that this isotopy
is constant on the xi’s.

Define η = ω1 − ω0. Since f is area-preserving, f∗ : H2(Σ′; R) → H2(Σ; R)
maps the preferred generator ofH2(Σ′; R) to the preferred generator ofH2(Σ; R).
We therefore have that [η] = 0, and thus there exists ϕ ∈ Ω1(Σ) such that
dϕ = η. Choose a smooth g : Σ → R such that dg|xi

= ϕ|xi
for all 1 ≤ i ≤ n.

We then have that ϕ′ = ϕ− dg satisfies dϕ′ = η and ϕ′|xi
= 0 for all i.

Define ωt = ω0 +tη for t ∈ [0, 1]. Since f is area preserving, we have that the
signs of ω0(x, y) and ω1(x, y) agree for any oriented basis {x, y} of TpΣ. Thus,
for such a basis, ωt(x, y) = (1− t)ω0(x, y) + tω1(x, y) is non-zero. In particular,
ωt is non-degenerate everywhere, and hence symplectic.

Moreover, we have that d
dtωt = η = dϕ′, which is exact. As mentioned

above, we can now solve for time-dependent vector field vt and isotopy ψt. Note
that since ωt is everywhere non-degenerate, and ιvt

ωt|xi
= −ϕ′|xi

= 0, vt|xi
= 0

for all t. We therefore have that d
dtψt|xi

= 0 and thus ψt(xi) = ψ0(xi) for all t
and 1 ≤ i ≤ n. In particular, f ◦ ψ1 is the desired symplectomorphism.

This lemma implies the following corollary.

Corollary 69. [14] For i = 0, 1, let (Mi, ωi) be a 4-dimensional symplectic
manifold, and let Xi be as in Theorem 67. Suppose that for each i there exists a
symplectic surface Fi of Mi that intersects Xi transversely in a finite number of
points. Suppose furthermore that |F0 ∩X0| = |F1 ∩X1|. Then, given a bijection
f : F0 ∩ X0 → F1 ∩ X1 there exists a symplectic surface F ⊂ M0#XM1 that
restricts to Fi in Mi \ Ui and connects these two components according to f .
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Chapter 5

Generalization of Smith’s

construction

5.1 The Construction

Fix h ≥ 0. Let {x1, . . . , xp} denote the basepoint used in the construction of
Brp(Σh). Recall from Section 3.2 that a braid β ∈ Brp(Σh) admits a decompo-
sition into p strands βi : I → Σh such that for all 1 ≤ i ≤ p, both βi(0) and
βi(1) are in {x1, . . . , xp}. Considering the group morphism σ : Brp(Σh) → Sp

described in Theorem 26, we can identify the ending point of the graph of βi

with the starting point of βσ(β)(i), thus defining a unique isotopy class of em-
beddings of a set of circles into S1×Σh. Moreover, this set of circles is naturally
indexed by the cycles of the disjoint cycle decomposition of σ(β). Let us de-
note this submanifold by Γβ . We can then define the embedded submanifold
Tβ = S1×Γβ ⊂ T 2×Σh. Note that Tβ is a union of tori whose path components
are again indexed by the cycles of σ(β).

Since we have a preferred decomposition of T 2 as S1×S1, we have a preferred
area form on T 2 that is locally defined by dθ ∧ dϕ, where θ and ϕ are local
coordinates of the circles. Let η be any area form of Σh. The product symplectic
form on T 2 × Σh is then locally described as dθ ∧ dϕ + ωΣh

of T 2 × Σh. If Tβ

passes through the origin of these local coordinates, then T0(Tβ) is spanned by
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∂
∂θ and ∂

∂ϕ + v for some nonzero tangent vector v of T0(Σh). Thus,

ω

(
∂

∂θ
,
∂

∂ϕ
+ v

)
= dθ ∧ dϕ

(
∂

∂θ
,
∂

∂ϕ
+ v

)
+ ωΣh

(
∂

∂θ
,
∂

∂ϕ
+ v

)
= dθ ∧ dϕ

(
∂

∂θ
,
∂

∂ϕ

)
= 1.

Since the origin of these local coordinates was arbitrary, Tβ is a symplectic
submanifold.

Recall that a connected m-dimensional submanifold i : X → M is said to
represent the homology class i∗([X]) ∈ Hm(M), where [X] is the fundamental
class of X. We will also denote the homology class i∗([X]) as [X]. If X is not
connected, say X = tn

i=1Xi where each Xi is connected, we will say that X
represents the homology class [X] =

∑n
i=1[Xi]. One can then compute [Tβ ] in

terms of β. We may assume that Tβ is connected, as otherwise each component
of Tβ can be created using a braid with fewer strands than β. Consider the
maps induced by the projections

pr1 : π1(S1 × Σh) → π1(S1) and pr2 : π1(S1 × Σh) → π1(Σh).

Changing Tβ via homotopy does not affect the represented homology class. We
will define a homotopy of Tβ by homotoping Γβ into a curve λ#pr2(β), such
that pr1(λ) = p and pr2(λ) = id. Define Tλ as S1 × Im(λ) and Tpr2(β) as
S1 × Im(pr2(β)). It then follows that

[Tβ ] = [Tλ] + [Tpr2(β)] = p[T 2 × {pt}] + [S1 × Im(pr2(β))] ∈ H2(T 2 × Σh; Z).

The submanifolds Tβ can be used to construct symplectic submanifolds of
Σg × Σh for g ≥ 1. Fix two braids β1, β2 ∈ Brp(Σh). Regard T 2 × Σh as
the trivial fibre bundle over T 2 with fibre Σh. Any fibre of this bundle admits
a trivial normal bundle (since we can describe tubular neighbourhoods about
the fibre by D2 × Σh). We can therefore apply Gompf’s symplectic summing
process (Theorem 67) to glue two copies of this bundle together to obtain the
symplectic manifold Σ2 × Σh. Moreover, since both Tβ1 and Tβ2 intersect each
fibre in exactly p points, we can apply Corollary 69 to glue these two submani-
folds together to obtain a symplectic submanifold Θ(β1, β2) of Σ2 × Σh. More
generally, we may repeat this process any finite number of times to construct a
symplectic submanifold Θ(β1, . . . , βg) ⊂ Σg × Σh.

Using the above descriptions of [Tβ ], we can describe [Θ(β1, . . . , βg)]. Let γi

be a circle in Σg that was the first S1 factor of the ith copy of T 2 × Σh before
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performing Gompf’s symplectic summing process. Since the surfaces T 2 × {pt}
glue together under the symplectic sum to become Σg × {pt}, we have that

[Θ(β1, . . . , βg)] = p[Σg × {pt}] +
g∑

i=1

[γi × Im(pr2 ◦ βi)](5.1)

in H2(Σg × Σh; Z).

From this, it follows that Θ(β1, . . . , βg) has self-intersection 0. To prove this,
it suffices to show that

• [Σg × {pt}]2 = 0,

• [Σg × {pt}] · [γi × Im(pr2(βi))] = 0 for all 1 ≤ i ≤ g,

• [γi × Im(pr2(βi))] · [γj × Im(pr2(βj))] = 0 for all 1 ≤ i, j ≤ g.

The first requirement is clear since any choice of two distinct points of Σh

provides submanifolds representing [Σg × {pt}] that are disjoint. The second
requirement can be satisfied by choosing a point of Σh that does not lie in
Im(pr2(βi)). The third requirement is trivial when i 6= j since γi and γj are
disjoint. When i = j we can perturb γi to a non-intersecting copy contained
within Σg, thus fulfilling the third and last requirement.

Since Θ(β1, . . . , βg) has trivial self-intersection, the adjunction formula states
that

χ(Θ(β1, . . . , βg)) = KΣg×Σh
· [Θ(β1, . . . , βg)]

=
(
(2− 2h)[Σg × {pt}] + (2− 2g)[{pt} × Σh]

)
·(

p[Σg × {pt}] +
g∑

i=1

[γi × Im(pr2(βi))]
)
.

Using the bilinearity of the self-intersection form and the above-computed
intersection numbers, we then have that

χ(Θ(β1, . . . , βg)) = (2− 2g)p([Σg × {pt}] · [{pt} × Σh])

+
g∑

i=1

(2− 2h)[{pt} × Σh] · [γi × Im(pr2(βi))].

The intersection between [Σg × {pt}] and [{pt} × Σh] is clearly 1, and [{pt} ×
Σh] · [γi × Im(pr2(βi))] can be seen to be 0 by choosing the point not in γi.
Thus χ(Θ(β1, . . . , βg)) = (2 − 2g)p and so Θ(β1, . . . , βg) has genus equal to
k = p(g − 1) + 1.
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5.2 Proof of Non-Isotopy

Suppose that there exist finite sequences of braids (α1, . . . , αg) and (β1, . . . , βg)
such that Γαi

is homotopic to Γβi
for all i. These homotopies can then be used to

construct homotopies between Tαi
and Tβi

for all i, which in turn can be used to
construct a homotopy between Θ(α1, . . . , αg) and Θ(β1, . . . , βg). In particular,
for a given 1 ≤ j ≤ g, if we fix all βi for i 6= j, then as we vary βj among the local
braids of Brp(Σh), the resulting surfaces are pairwise homotopic. Furthermore,
if we demand that βj is always connected then these surfaces will also all be
connected. We therefore have the following theorem.

Theorem 70. Assume that either h = 0 and p ≥ 4, or that h ≥ 1 and p ≥ 2.
Let g ≥ 1, and let γ1, . . . , γg be simple closed curves in Σg as in (5.1). Choose
any j ∈ {1, . . . , g} and let I(j) = {1, . . . , g} \ {j}. For each i ∈ I(j), choose
µi ∈ H1(Σh; Z), and let di = div(µi). Let n be the greatest common divisor of
{p} ∪ {di | i ∈ I(j)}. If n ≥ 2, then the homology class

(5.2) p [Σg × {pt}] +
∑

i∈I(j)

[γi]× µi ∈ H2(Σg × Σh; Z)

contains an infinite family of homotopic but pairwise non-isotopic symplectic
surfaces of genus equal to p(g − 1) + 1.

Proof. For each i ∈ I(j), choose a curve βi in Brp(Σh) such that p − 1 of the
strands are trivial and the other strand, considered as an element in π1(Σh),
maps to µi under the abelianization map π1(Σh) → H1(Σh; Z). Let Λp,h denote
the subset of Brp(Σh) consisting of connected local braids, and choose arbitrary
βj ∈ Λp,h.

From the paragraphs preceding this theorem, it is clear that the submanifolds
constructed as we vary βj are pairwise homotopic.

Since n divides the homology class of Θ(β1, . . . , βg), Theorem 62 provides an
n-fold branched cover Z(β1, . . . , βg) of Σg×Σh with branch locus Θ(β1, . . . , βg)
(up to diffeomorphism). Since an isotopy between any two Θ’s determines a
homeomorphism between the branched covers, it suffices to prove that the set
{Z(β1, . . . βg) | βj ∈ Λp,h} is infinite.

In order to distinguish two such spaces, we will first realize these branched
covers as genuine fibre bundles. Consider the morphism

π̃ : Z(β1, . . . , βg)
π−→ Σg × Σh

pr1−→ Σg.
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The fibre over a point in Σg is the preimage of {pt} × Σh under the projection
of the branched cover π : Z(β1, . . . , βg) → Σg ×Σh. The restriction of π to this
pre-image is clearly a cyclic branched cover over Σh with branch locus equal to
the intersection of Θ(β1, . . . , βg) with the fibre. This set has cardinality p, and
so Corollary 22 implies that π−1(pt) ∼= Σk for k = hn + 1

2 (n − 1)(p − 2). Note
that with the given setup, k can potentially be any positive integer.

Since Σg is both connected and aspherical, the long exact sequence associated
to this bundle ends in

1 −→ π1(Σk) −→ π1(Z(β1, . . . , βg)) −→ π1(Σg) −→ 1.

We therefore have a natural group morphism π1(Σg) → Out(π1(Σk)) given as
follows. π1(Z(β1, . . . , βg)) acts on π1(Σk) by conjugation. If we consider this
action up to conjugation by π1(Σk) (the inner automorphisms) then π1(Σk)
clearly acts trivially upon itself, and so this action descends to an action by

π1(Z(β1, . . . , βg))/π1(Σk) ∼= π1(Σg)

(the monodromy representation).

Lemma 5.1 of [19] claims, in particular, that since Σk is aspherical and
closed and Σg is closed, that Z(β1, . . . , βg) is determined by the conjugacy class
of this action. It therefore suffices to construct an infinite number of non-
conjugate group homomorphisms π1(Σg) → Γ0(Σk) that can be realized as such
monodromies.

As an aside, note that if the base space M is a 2-dimensional finite CW-
complex, then every group morphism ϕ : π1(M) → Γ0(F ) is realizable as a
monodromy representation. We may assume that the given CW-complex of M
admits a single point as its 0-skeleton by contracting a maximal tree within
the 1-skeleton. Then, 1-cells correspond to generators of π1(M) and 2-cells
correspond to relations that we place upon those generators. Moreover, over
each cell the fibre bundle is necessarily trivial. Thus, consider the trivial bundle
over a 1-cell, and glue the two end fibres together via the image of the 1-cell
under ϕ. Similarly glue the trivial bundles over the 2-cells along the bundle
over the 1-skeleton according to the relation that the 2-cell corresponds to. The
fact that π1(M) is a group morphism is equivalent to the fact that this bundle
is well-defined.

Returning to the proof, we note that since π̃ restricts to the branched cover
Σk → Σh on its fibres, the monodromy representation takes values in Γζ(Σk)
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where ζ is the automorphism on Σk that induces this branched cover.

We will consider the quotient of the monodromy representation by the sub-
group 〈ζ〉. Recall from Theorem 48 that Γζ(Σk)/〈ζ〉 is isomorphic to Γp(Σh).

Recall from Theorem 37 that there exists an injective group morphism Ψ :
Brp(Σh)/∆p,h → Γp(Σh), where ∆p,h is the centre of Brp(Σh). Considering the
canonical presentation of π1(Σg) given by

π1(Σg) = 〈γ1, . . . γg, δ1, . . . , δg |
∏

[γi, δi]
g
i=1〉

where the γi’s are as in (5.1), we can describe the quotients of the monodromy
homomorphism by

γi 7→ 1, δi 7→ Ψ(q∆(βi)) for all 1 ≤ i ≤ g

where q∆ is the quotient of Brp(Σh) by its centre.

It therefore suffices to show that the number of conjugacy classes of such
group morphisms is infinite as we vary βj . It therefore suffices to show that an in-
finite number of conjugacy classes of Γp(Σh) non-trivially intersect {Ψ(q∆(β)) ∈
Γp(Σh) | β ∈ Λp,h}.

First consider the case h ≥ 1 and p ≥ 2. Let D2 be a disk that contains
the marked points {x1, . . . , xp}. Using Corollary 4.2 of [29], we have that the
embedding D2 ↪→ Σh induces an injective map Γp(D2) ↪→ Γp(Σh).

It is sufficient to find an infinite number of representatives of conjugacy
classes of Γp(D2) that non-trivially intersect Ψ(q∆(Λp,h)), for suppose that
[f1], [f2] ∈ Γp(D2) and that there exists [ϕ] ∈ Γp(Σh) such that [ϕ−1][f1][ϕ] =
[f2]. We can choose a representative ϕ of [ϕ] that maps D2 homeomorphically
onto itself and restricts to the identity on ∂D2. Define ϕ′ ∈ Γp(D2) to equal ϕ
on D2 and equal the identity elsewhere. We then have that ϕ′−1f1ϕ

′ = f2, and
so f1 and f2 are conjugate in Γp(D2). Thus, it suffices to find infinitely many
conjugacy classes of Γp(D2) that non-trivially intersect Ψ(q∆(Λp,h)).

It follows from (3.1) that, since π1(Aut0(D2)) and π0(Aut0(D2)) are triv-
ial, Brp(D2) ∼= Γp(D2). Since two connected braids in D2 represent the same
conjugacy class only if they close to provide the same knot in S3, it suffices to
note that there exists an infinite family of knots in S3 that can be constructed
from p-strand braids (since p ≥ 2).

The case when h = 0 and p = 4 is due to [25]. Recall that Γ4(S2) is gen-
erated by the half-Dehn twists ω1, . . . , ω3, which are the image of the standard
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generators of the braid group. Consider the set

{ω2m+1
1 ω2ω3 | m ≥ 0}.

These mapping classes all induce the 4-cycle (1, 2, 3, 4) and thus are connected.
Moreover, under the representation ρ described in Section 3.4, we have that

ρ(ω2m+1
1 ω2ω3) = ±

[
1 2m+ 1
0 1

] [
1 0

−1 1

] [
1 1
0 1

]
= ±

[
−2m 1
−1 0

]
.

In particular, we have that tr(ρ(ω2m+1
1 ω2ω3)) = −2m, demonstrating that as

we vary m we realize different conjugacy classes of Γ4(S2).

Lastly, we need to consider the case where h = 0 and p ≥ 5. Again, we have
that Γp(S2) is generated by the half-Dehn twists ω1, . . . , ωp−1. Let ωp denote
the braid twist between points xp and x1. Consider the set

{ω2m+1
1 ω2 · · ·ωp−1 | m ≥ 0}.

Note that these mapping classes all induce the same p-cycle (1, . . . , p) of Sp,
and so are connected. Let ξ = ω1 · · ·ωp−1. If we consider the fixed points
x1, . . . , xp to be equally distributed around the equator of the sphere, then ξ

can be realized as the rotation of the sphere about the north-south axis by angle
2π
p . The above set of mapping classes can be rewritten as

{ω2m
1 ξ | m ≥ 0}.

Using the above description of ξ we have that ξω2
i ξ
−1 = ω2

i+1. This implies that
(ω2m

1 ξ)p = ω2m
1 ω2m

2 · · ·ω2m
p ξp = ω2m

1 · · ·ω2m
p . For m1,m2 ∈ N, ω2m1

1 ξ is in the
same conjugacy class as ω2m2

2 ξ only if (ω2m1
1 ξ)p and (ω2m2

1 ξ)p are in the same
conjugacy class. It therefore suffices to show that these pth powers represent
infinitely many conjugacy classes.

Moreover, since these pth powers lie within PΓp(S2), and since PΓp(S2) is a
finite index subgroup of Γp(S2), it suffices to show that these elements represent
infinitely many conjugacy classes of PΓp(S2). For given a finite index subgroup
H of G, suppose that there exists a subset {gk}k∈N of H that are pairwise non-
conjugate in H but pairwise conjugate in G. Let {a1, . . . , an} be right coset
representatives of H in G. We then have that for any k ∈ N there exists h ∈ H
and 1 ≤ i ≤ n such that

g1 = (hai)−1gk(hai) = a−1
i (h−1gkh)ai
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and so
aig1a

−1
i = h−1gkh.

In particular, there must exist two j, k ∈ N such that gj and gk are both conju-
gate inH to the same aig1a

−1
i . However this implies that gj and gk are conjugate

within H, a contradiction. It therefore suffices to show that the elements

{ω2m
1 · · ·ω2m

p | m ≥ 0}

are non-conjugate in PΓp(S2).

For p ≥ 4 there exists a group morphism PΓp(S2) → PΓ4(S2) defined by
simply ‘forgetting’ that the points x5, . . . , xp are fixed. Under this map ωi maps
to ωi for i = 1, 2, 3 and ωi maps to 1 for i ≥ 4. We therefore have that the set
of potential conjugacy class representatives maps to the set

{ω2m
1 ω2m

2 ω2m
3 | m ≥ 0}.

The above representation of Γ4(S2) restricts to a representation of PΓ4(S2).
Using that map we have that

ρ(ω2m
1 ω2m

2 ω2m
3 ) = ±

[
1 2m
0 1

] [
1 0

−2m 1

] [
1 2m
0 1

]

= ±

[
1− 4m2 4m− 8m3

−2m 1− 4m2

]
.

We therefore have that tr(ρ(ω2m
1 ω2m

2 ω2m
3 )) = 2−8m2 and so these elements are

non-conjugate in PΓ4(S2), completing the proof.

69



Bibliography
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