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Abstract 

The challenge of supporting rapidIy growing numbers of mobile subscribers, while con- 

strained by limited radio spectrum, is being faced by cellular network operators world- 

wide. The standard technique for cellular networks is to decrease radio cell size, thereby 

maintaining a supportable subscriber density. However, smaller cell sizes result in in- 

creased signalling for location management procedures, which reduces the bandwidth 

available for user traffic. 

Location management is an essential function in cellular networks that allows the 

network to maintain the position of subscribers, in terms of location areas. Location 

areas in current systems, such as GSM, consist of static and arbitrarily-defined collections 

of cells, which do not take into account individual subscriber mobility patterns, either 

in space or time. Consequently, performance suffers significantly in terms of signalling 

requirements. 

A location management algorithm is proposed which uses the mobility history of indi- 

vidual subscribers to dynamically create individualized location areas, based on previous 

movements fiom cell to cell. The average visit duration in each cell is also maintained 

and is used to d e k e  paging areas, or subsets of the location area which are most likely 

to contain the subscriber. 

To test the proposed algorithm, a stochastic mobility model was developed based on 

daily sequences of activities and their associated durations and locations. The mobility 

model outputs the cells traversed by a subscriber over time. A call arrival distribution, 

together with the mobility model, provided a simulation framework used to compare the 

proposed algorithm with variations of the static location management scheme. 

Overall, the dynamic algorithm generated significantly lowet location management 

costs, in tenns of signalling messages generated, for all parameters examined. The pro- 



posed dynamic aIgorithm requires slightly increased memory and processing capabilities 

in the mobile station and network, but can significantly reduce location management 

signalling compared to current techniques. 
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Chapter 1 

Introduction 

1.1 General concepts in location management 

Over the last several years, the worldwide cellular communications market has undergone 

explosive growth- This can be attributed to several factors, including decreasing prices, 

improved radio coverage, and compact, lightweight terminals. During 1996, for example, 

European countries had an average cellular subscriber growth rate of 33.9%, and many 

Asian countries had annual growth rates of over 50% [32]. In general, as the number of 

subscribers increases given a fixed radio spectrum docation, the size of radio coverage 

cells must decrease, in order to accommodate the higher subscriber densities. This creates 

many challenges, especially concerning location rnaagement. Personal communication 

systems (PCS) , which are higher-capacity and lower-power digitd cellular networks with 

smaller cells, face similar location management issues. 

As cellular operators deploy even smaller cells, creating microcellular and picocehlar 

networks to increase capacity, the problem of efficient location management wil l  become 

more severe due to the additional signalling created by more subscribers and more cells. 

The additional signalling consumes scarce radio bandwidth, as well as fixed bandwidth 



1 . I .  GENERAL CONCEPTS IN LOCATION MANAGEMENT 2 

and processing capacity, and thus must be kept to a minimum. Handovers, which are an 

important aspect of wireless comxnunications, and have received much attention in recent 

years, are not normdy considered part of location management and are not addressed 

here. 

Location management is concerned with the procedures required to enable the network 

to maintain location information for each subscriber, or more specifically, for each active 

mobile terminal with a registered subscriber, and to efficiently handle the establishment 

of incoming calls. One of the fundamental properties of cellular networks is that, because 

subscribers can roam throughout the network and possibly in othet networks, there can 

be no permanent connection to a subscriber as is the case in fixed telephony. In order 

to be able to route incoming calls to mobile subscribers, the network needs the current 

location of each subscriber, in terms of the particular cell that the subscriber is currently 

camped on. Mobile stations camp on the base station which provides the best signal 

quality, and listen for paging messages addressed to the mobile subscriber indicating that 

an incorning call has arrived. 

The location management procedures are required in cellular networks to manage 

subscriber mobility. In general, mobiliw in telecommunications networks may be cate- 

gorized into terminal mobility and personal mobility, with the latter being the goal of 

modem cellular systems, Terminal mobility allows a terminal to physically move, or 

roam, throughout the coverage area of a network. This is an inherent feature in all cel- 

lular networks. Personal mobility goes a step further and allows a subscriber to roam 

throughout a network irrespective of a particular terminal. This is accomplished by al- 

locating an identity number not only to the terminal, but also to the subscriber, and 

keeping an association between the subscriber and the terminal. In practice, this involves 

the use of a personalized smart card which can be inserted into any compatible termi- 

nal, and which allows calls to be made and received a t  that particular terminal, with 
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proper billing and call routing. The implementation of pessonal mobility requires that it 

is the mobile subscriber, not the mobile terminal, that must be tracked, either directly or 

indirectly (by tracking the mobile terminal, but providing a mapping h c t i o n  between 

terminal and subscriber identifiers). 

The two fundamental procedures which comprise the basis of location management 

are location updating and paging. Location updating is initiated by the mobile station, 

and informs the network of the subscriber's current location area. Paging is initiated by 

the network when an incoming call arrives. Paging messages are broadcast in one or more 

paging areas, contained within the current location area, and inform the target user of 

the incoming call. These concepts will be defmed in more detail below. 

Except for certain geographical positioning applications, the smallest unit of location 

idormation that cellular networks are concerned about is the radio cell. A cell is the 

geographical area over which the average signal strength &om the radio transmitter that 

defines the cell is over some threshold, as compared to neighbouring cells and frequencies. 

Cells are ideally represented as hexagons, although in reality, interference and path losses 

due to irregular terrain and neighbouring cells, as well as power control algorithms, smear 

cell boundaries into h z y ,  irregular shapes. 

For location management purposes, cells are usually grouped together into location 

areas and paging areas. A location area is a set of cells, normally (but not necessarily) 

contiguous, over which a mobile station may roam without needing any further location 

updates. In effect, a location area is the smailest geographical scale at which the location 

of the mobile station is known. A paging area is the set of cells over which a paging 

message is sent to iaform a subscriber of an incoming call. Obviously, location areas 

and paging areas must be related to be usem. In most operational systems, location 

areas and paging areas are identical. For this reason, any grouping of cells for location 

management purposes is usually called a location area. 
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The relationship between location updates, pagings, location areas, and paging areas, 

can best be illustrated by the two extreme approaches to location management. The first 

approach maintains the location of the mobile subscriber at the individual cell level. In 

other words, the size of the location atea in this czse is exactly one cell. As mentioned 

above, this is the finest granularity of location information possible. Whenever the mobile 

station detects that it has moved to a new cell, which may happen very Erequently in the 

case of an automobile-mounted mobile station, a location update is performed. This is 

clearly very inefficient. However, paging messages need only be sent to one cell, since the 

exact location of the mobile station is known, 

At the other extreme, the location area of the mobile is comprised of all cells in the 

network. Knowledge of location information is at the coarsest level possible, with the 

network bowing only whether the mobile station is in the network or not. This means 

that location updates are not requited at all. However, when an incoming call arrives, the 

network must page every cell in the network. Since this must be done for every incoming 

call to every mobile subscriber, this is clearly an unsatisfactory approach. 

1.2 Problem definition 

As described in Chapter 2, location management as currently performed is suitable for a 

relatively small number of subscribers, in a cellular environment that uses relatively large 

cells. The definition of location ateas, which can obviously greatly influence the location 

updating and paging traffic, is performed statically, using aggregate statistics and t r a c  

patterns. While the overall number of subscribers is relatively low, and the location areas 

are moderately large, the signalling t r d c  volume remains acceptable. 

In recent years, cellular subscriber growth has increased dramatically worldwide. To 

provide the additional capacity, while constrained by the fixed available radio spectrum, 
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operators have been using progressively smaller cells, through cell splitting and sectoriza- 

tion. To accommodate this trend, either the number of cells and subscribers per location 

area must increase (to maintain the same geographical size for the tocation areas), or the 

geographical size of location areas must decrease (to maintain the same number of cells 

per location area). Assuming the same subscriber mobility patterns and location man- 

agement algorithms, the number of paging messages will increase in the former case, and 

the number of location updates will increase in the latter case. In the former case, the 

number of paging channels will need to be increased in all cells, thus reducing the number 

of channeIs available for voice or data traf6c- In the latter case, the number of channel 

access attempts will increase due to location updates, thus decreasing the probability of 

successfid call  attempts. 

The motivation behind this thesis is the realization that the above situation arises 

because location areas are geographically fixed, and apply to aU subscribers, regardless 

of the individual subscriber mobility patterns. This can be illustrated by considering an 

example with a fast subscriber (for example, driving in a car) and a slow subscriber (for 

example, a pedestrian). The fwt subscriber may cross several location areas during a 

trip, while the pedestrian may not even cross one. The fast subscriber can be handled 

efficiently by creating large location areas, to avoid numerous location updates. However, 

i f  these large location ateas would aJso apply to the pedestrian subscribers, significant 

signalling would be wasted paging over the entire location area, when paging over a much 

smaller location area (or smaller paging areas within the location area) would sufEce. 

One approach to location management is to use relatively large location areas, which 

are subdivided into several paging areas. By using additional information about sub- 

scriber mobility patterns, the network is able to determine the current paging area with 

a high probability of success on the first attempt. In addition to a general velocity-based 

mobility class, there are several other parameters which affect subscriber mobility, and 
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thus location management procedures [40]. 

One of these parameter is time of day. Regular full-time workers tend to follow 

the same mobility pattern with respect to time, The most obvious manifestation of 

this phenomenon is the morning and afternoon rush hour. Accurate knowledge of such 

phenomena may allow, for example, the use of smaller paging areas during low mobility 

time periods, thus minimiaing signalling bandwidth, and the use of larger paging a r e s  

during high mobility time periods (e.g., morning rush hour). 

Even if paging areas could be allocated taking into account certain mobility classes 

and the time of day, the procedures would still be far from optimal. The reason for this 

is that the location areas and paging areas would still apply to all subscribers equally, 

regardless of individual mobility patterns in time or space. Dimensioning location and 

paging areas for the average user does not take into account individual mobility patterns, 

and thus cannot be as efficient as an algorithm based on individual subscriber movements. 

1.3 Basic proposal and thesis outline 

The problem of statically-defined location areas and paging ares ,  which apply to all 

subscribers equally regardless of individual spatial or temporal mobility patterns, is ad- 

dressed in this thesis. The first contribution is a proposal for a location management 

algorithm based on the use of individual mobility patterns to dynamically create per- 

sonal location and paging areas. The second contribution is a stochastic mobility model 

used to compare different location management algorithms. The model is based on ac- 

tivity selections by individuals, and traces the path to the destination as a sequence of 

traversed radio ceHs. 

Chapter 2 discusses the procedures involved in location management, both in general 

terms, and as implemented in the GSM cellular network standard. In Chapter 3, previous 
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work on location management is reviewed. The advantages and disadvantages of various 

approaches are discussed. 

The proposed mobility model is explained in Chapter 4, together with some back- 

ground on transportation planning and activity modelling theory. The mobility model 

formed the basis of the simulation study, also described in this chapter. The proposed 10- 

cation management algorithm is discussed in Chapter 5, along with the requirements that 

it attempts to fulfill, In Chapter 6, the results &om the simulation study are presented 

and analysed. Conclusions from the simulation and possible future work are discussed in 

Chapter 7. 



Chapter 2 

Locat ion management procedures 

2.1 General procedures 

Location management procedures can be divided into the two broad categories of call- 

related and non-call-related procedures. The basic difference is that call-related proce- 

dures are invoked only when an incoming call arrives, while non-call-related procedures 

can be invoked at  any time while a mobile station is active, or powered on. 

2.1.1 Call-related location management functions 

Call-related functions are initiated by the mobile network whenever it receives an incom- 

ing call for a mobile subscriber. The incoming call could originate from another user in 

the mobile network, or fkom a fixed network user. The purpose of call-related location 

management functions is to locate the user for whom the incoming call is intended. Lo- 

cating the subscriber is a two-step process, which begins with an interrogation phase, 

where a location database is queried for the paging area of the subscriber. The next 

step is a paging phase, where each cell in the paging area broadcasts a paging message 

indicating the intended subscriber for the incoming call. 



Interrogation 

In any celluiar network, the Iocation information of a subscriber, as well as other sub- 

scription information, is stored in a database in the home network of the subscriber- The 

precise contents of this database (i-e., the granularity of location information) and the 

structure of the database (i.e., centralized or distributed) d i f h  between cellular stan- 

dards, and even between different implementations of the same standard. These issues 

are the focus of current research, some of which will be covered in Chapter 3. 

During the interrogation phase, an intermediate switch in the mobile or fixed network, 

which has access to the location database, will query the database for the current location 

of the subscriber associated with the destination dialled number. One possible reply 

from the database is an address identifying another database which contains the required 

information (or which has pointers to the required information). Another reply may be 

a local telephone number (regular dialled number, compliant with ITU-T E.164) that 

enables a direct connection to the mobile subscriber. 

There are a number of factors that shodd be taken into consideration when comparing 

different database structures and interrogation schemes. First, access delays translate 

directly into end-user connection delays, and thus adversely affect the perceived quality 

of senrice. from an implementation efficiency standpoint, the amount of storage space 

required is ako a consideration- For distributed database implementations, providing 

transparency and internal consistency are import ant points. 

Paging 

Paging involves messages sent over the radio interface, informing the mobile subscriber 

that an incoming call is pending. When the mobile station replies, the exact base station 

to which it is attached will be known to the network, and the call setup can proceed. 
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Recall that the netwotk knows the position of the mobile station only at the location area 

level. 

Since radio spectrum is scarce, these messages must be kept to a minimum, by paging 

a minimum number of cells, The tradeoff, as mentioned above, is that in order to minimize 

the number of cells that must be paged, location updates must be more frequent- A fact 

that should also be taken into account is that because of the unpredictable nature of radio 

co~~~munications, paging messages may not arrive at  the mobile with the first attempt, and 

there is usually some number of repetitions. Since the arrival of paging messages obviously 

cannot be predicted, a mobile station must listen to the paging channel continuously (or 

almost continuously, as will be explained for GSM). The constant observation of the 

paging channel consumes battery power, a Limited resource for the mobile station. 

2.1.2 Non-call-related location management functions 

Unlike call-related location management functions, which are only initiated when an 

incoming call arrives for a mobile subscriber, non-call-related hc t ions  may be executed 

at any time while the mobile station is powered on. The purpose of this group of functions 

is to transmit location information fiom the mobile station to the network. Updated 

location information could be sent to the network when an active mobile station detects 

a change in its location area, or when a mobile station powers on or off. 

Location Update 

The main non-call-related function is the location update. A cellular network is comprised 

of a number of cells, which are normally grouped together into location areas, as described 

above. A base station will transmit a location area identifier as well as a cell identifier. 

A mobile st at ion continuously monitors signal strength and/or quality from surrounding 

cells. If a mobile station decides that reception is better in another cell, and the location 
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identifier of the new cell is different from the location area identifier of the previous cell, 

a Location update is triggered. 

Location updates require the setup of a signalling channel to convey the information, 

and shoulcl thus be minimized in a limited channel and limited spectrum environment- 

As explained above, however, there is a trade-off between paging and location updating. 

Location registration 

Many authors do not distinguish between location updates and location registrations. 

The difEixence concerns the t r d e r  of database information between location registers, 

and may depend on the location update procedures and network topology. Generally 

speaking, a location update modifies subscriber data which already exists at  a location 

register, During a location registration, this data is not present at the location register, 

and must be retrieved from another location register. 

Attach and Detach 

The attach and detach procedures are complementary to each other, and are used as a 

way of reducing the number of overall paging messages. The detach procedure is initiated 

when an active mobile station powers off. Since a powered-off mobile station is obviously 

unreachable for incoming calls, attempting to page that subscriber would result in wasted 

signalling. To prevent this, when a mobile station powers off, the network is notified and 

stores the information. Any subsequent incoming calls wil l  be rejected at  the network 

level, avoiding radio signalling and conserving radio resources. 

The attach procedure is initiated when the mobile station powers on again. If the 

mobile station is still in the same location area as when it powered off, it will send an 

attach message notifyiog the network that the subscriber is again a d a b l e  to receive 

incoming calls. If the mobile station discovers that i t  is in a new location area, a normal 
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location update will be pertormed, 

It is also possible far the network itself to perform a detach operation on a subscriber 

[31, 391. For example, a mobile station may be detached if it could not be reached 

after a certain number of paging attempts. Another possibility is related to periodic 

updating. A timer could be maintained by both the network and the mobile terminal, 

which would be reset each time there was contact between the two entities. If the mobile 

timer expired, the mobile station would reattach. If the (longer duration) network timer 

expired without the terminal having reattached, the mobile station would be considered 

unreachable, and would be automatically detached. 

2.2 G S  M location management fundamentals 

The location management concepts and procedures wiU be explained in greater detail by 

looking at their implementation in the GSM (Global System for Mobile communications) 

digital cellular standard. For many location management proposals, a scheme similar to 

the one used in GSM is used as the standard of comparison. GSM is a second-generation 

cellular communications system which has rapidly gained market share worldwide since 

its debut in 1991. Unlike analog fust-generation systems such as AMPS (Advanced 

Mobile Phone Service), GSM transmits digital signals over the radio interface as well as 

internally between different network elements. It provides ISDN compatibility in terms of 

user services offered and general protocol structure, although not in terms of data rates, 

since the allocated radio spectrum is limited. 

In this section, a brief overview of GSM will be given, including the general system 

architecture, the parameters used for identifying the entities involved in location man- 

agement, and the procedures used to select the serving network and ceU. These concepts 

will be needed to understand the subsequent section, describing the location management 
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procedures used in GSM. 

2.2.1 Architecture of GSM 

The fitnctional architecture of a GSM network can be divided into the mobile station, the 

base station subsystem, and the network switching subsystem, as shown in Figure 2.1. 

Each subsystem is comprised of functional entities which communicate through various 

interfaces using specified protocols. 

Figure 2.1: Architecture of a GSM network 

Mobile Station 

A GSM mobile station consists of two entities: the mobile equipment itself, and a smart 

card called the Subscriber Identity Module (SIM). The SIM card is an integral part of 

the GSM design, which allows the implementation of personal mobility. A subscriber can 

plug the SIM card into any GSM terminal and is able to place and receive calls, with 
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proper routing and billing. The SIM card is also important for the mobility management 

functions since it stores subscriber identity and location information. The SIM card is also 

involved in the terminal side of security firnctions such as authentication and encryption. 

Base Station Subsystem 

All cellular networks overlay a geographical area with a grid of cells? where each cell is 

defined by a single Base Tkansceiver Station (BTS) . A BTS is assigned a set of frequencies 

in such a way that interference from other cells in the network reusing the same frequencies 

is kept to a minimum, while maintaining enough radio channels in a cell to handle the 

required subscriber density. 

In order to keep infrastructure costs low and to provide sufticient coverage, the man- 

agement of the radio resources for several BTSs is handled by a Base Station Controller 

(BSC), including the setup and release of radio channels, frequency hopping, and inter- 

BTS handovers. The BTS and BSC together comprise the base station subsystem, and 

handle h o s t  d radio resource aspects of GSM, Signalling between the mobile station 

and the network uses a layered protocol stack, the top layer of which is specified in GSM 

specification 04.08 [17]. This specification defines the type and size of information that 

passes over the radio interface for location management procedures. 

Mobile services Switching Center 

The Mobile services Switching Center (MSC) is the central component of the network 

switching subsystem. The MSC has hctionali ty similar to a Public Switched Telephone 

Network (PSTN) switch, and in addition contains the functionality needed for handling 

subscriber mobility, such as location management, call routing and call establishment, 

and security. An MSC is connected to one or more BSCs. The functionality of the MSC 

is provided in conjunction with the following four intelligent databases defined in the 
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GSM architecture, which together with the MSC form the network switching subsystem: 

0 Home Location Register (HLR) 

0 Visitor Location Register (VLR) 

0 Authentication Centre (AuC) 

0 Equipment Identity Register (EIR) 

The MSC and the databases communicate using the Mobile Application Part (MAP) 

protocol, which uses the services of Signalling System No. 7 (SS7). SS? is a telecommuni- 

cation signalling protocol standardized by the International Telecommunication Union's 

Telecommunication Sector (ITU-T) , formerly known as the CCITT. 

Home Location Register 

In terms of location management and call routing, the relevant databases are the Home 

Location Register (HLR) and the Visitor Location Register (VLR). The HLR of each 

GSM operator contains administrative information for ail subscribers, along with their 

current location. The location information is necessary for routing incoming calls to the 

mobile station, and is typically the Signalling System No. 7 address of the visited VLR. 

There is logically one HLR pet GSM network, although it may be implemented as a 

distributed database. 

Visitor Locat ion Register 

The Visitor Location Register (VLR) is associated with a particular geographical area, 

usually (but not necessarily) associated with the area covered by one MSC. It contains 

a subset of the administrative information from the HLR, necessary for call control and 
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provision of subscribed services, for each mobile subscriber currently located in the ge- 

ographical area controlled by that VLR. Although the VLR can be implemented as an 

independent entity, all manufacturers of switching equipment to date implement the VLR 

together with an MSC. The combination of the VLR and MSC speeds up access times to 

information that the MSC requires during call processing. 

2.2.2 Identification parameters 

International Mobile Subscriber Identity (IMSI): The IMSI is used to uniquely 

identify a subscriber. It consists of a maximum of 15 digits, which are divided up into 

a Mobile Country Code (3 digits), a Mobile Network Code (2 digits), and a Mobile 

Subscriber Identification Number (up to 10 digits). 

Temporary Mobile Subscriber Identity (TMSI): The TMSI is allocated by a 

VLR to a subscriber, and is Palid only while the subscriber is registered at that VLR. 

The purpose of the TMSI is to save paging bandwidth, since it is shorter than the IMSI, 

and also for privacy, since a TMSI alone does not uniquely identify a subscriber. A TMSI 

is allocated to a subscriber only in encrypted form. 

Mobile Station ISDN number (MSISDN): The MSISDN is the number that is 

dialled by a caller to access the mobile subscriber. It follows the ITU-T E.164 numbering 

plan, and the format consists of a Country Code, a National Destination Code, and a 

Subscriber Number. The Country Code and National Destination Number should provide 

enough information such that it  may be translated into an SS7 global title address for 

the HLR of the subscriber. The first few digits of the Subscriber Number may be used 

for additional routing information, if necessary. 
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Mobile Station Roaming Number fMSRN): The MSRN is a local telephone num- 

ber, following the local numbering plan, which is used by an MSC and VLR to route an 

incoming call to a mobile station. The VLR may wign an MSRN fiom its local pool 

either on demand for an incoming call, or, less likely, when a mobile subscriber first reg- 

isters with the VLR. The latter is a less ac ien t  technique, since the mobile might not 

receive any calls while assigned a number. 

Location Area Identifier (LAI): The LA1 is broadcast by each base station, uniquely 

identifying the location area to which it belongs. The LA1 is comprised of three parts: a 

Mobiie Country Code, a Mobile Network Code, and a 2-octet Location Area Code. 

Cell Identity: A particular cell within a location area is identified with the Cell Identity 

(CI), which has a fixed length of 2 octets. The CI identifies the cell locally, within its 

location area; globally, the CI is appended to the Location Area Identifier. 

Base Station Identity Code (BSIC): Sometimes confused with the Cell Identifier, 

the BSIC serves a diffetent purpose. The BSIC is comprised of two %bit fields, the Public 

Land Mobile Network (PLMN) Colour Code, and the Base Station Colour Code. The 

purpose of the BSIC is to resolve any ambiguities that may arise when a mobile station is 

able to receive two different base station broadcast channels, which use the same beacon 

frequency. Details of their use and allocation are beyond the scope of this paper, but it 

should be noted that the BSIC is not the same as the Cell Identity. 

2.2.3 Network and cell selection 

A location update is triggered, always by the mobile station, in the following cases: 
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0 When better service, in terms of radio reception quality, can be obtained from a 

cell in another location area 

0 When the mobile station is switched on in a location area Herent  than the last 

recorded location area 

0 When the mobile station attempts to get normal service fiom a different GSM 

network 

The task of selecting the most appropriate network and cell is thus central to location 

updating, and is not trivial considering the instability of the radio environment. In 

addition, there are certain administrative constraints which must be taken into account. 

The network and cell selection criteria and algorithms employed by GSM will be discussed 

below in some detail, 

Many countries which have GSM networks have more than one operational GSM 

network, and the coverage areas of the different networks often overlap. A mobile station 

is served by eactly one network a t  any point in time. An idle mobile station camped on 

a cell is able to listen to the Broadcast Control Channel (BCCB) to obtain information 

about the cell. The BCCH continuously broadcasts the cell identity, location area identity, 

network identity, power level parameters, and control channel structure. I .  addition, the 

beacon frequencies of the surrounding cells are broadcast on the BCCH of the serving cell, 

allowing the mobile station to eacrily monitor surrounding c& for possible cell reselection. 

The home network is normally selected, but when more than one network is available, 

or when the home network does not provide adequate coverage, changing the serving 

network is possible. If the user is not subscribed to any available networks, only emergency 

calk are possible. In that case, the mobile station automatically selects the cell (and 

corresponding network) with the strongest signal from up to thirty monitored signals. 
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If normal service is possible, the user may select a serving network manually, or may 

let the mobile station select one automatically, based on three lists of networks stored on 

the SIM card: the preferred list, the found list, and the forbidden list. 

Once a serving network is selected, the serving cell on which the mobile station will 

camp is selected. Cell selection in a mobile network under real operating conditions is 

far &om trivial, due to the complicated nature of radio wave propagation. Momentary 

Rayleigh fades, for example, should not cause new ceU selection. In addition, cell selection 

should be fairly stable along cell borders, which are quite fuzzy in practice, to avoid 

'thrashing' between location areas, a situation which creates much unnecessary signalling, 

and may result in lost paging requests. 

When the mobiIe station first switches on, the cell selection procedure uses the C1 

criterion to determine the 'best' cell, between dl suitable cells (i.e., cells belonging to the 

selected network, which are not barred fiom access). The cell with the highest positive 

value of C1 is selected, where C1 is calculated by the mobile station as follows: 

The values pl and p2 are power level parameters that are broadcast on the BCCH of a cell. 

Once a cell has been selected, subsequent cell selections use the C2 parameter, which is 

the sum of the C1 parameter and some additional parameters. The C1 and C2 parameters 

effectively determine cell boundaries, and should be defined (using appropriate parameters 

in C2) to prevent thrashing by delaying the selection of cells that would needlessly trigger 

location updates, as well as to force ceU reselection when appropriate, such as when power 

levels are excessively high. 
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2.3 Location management procedures in GSM 

For mobility management, GSM takes the intermediate approach between full-system 

paging and pet-cell location updating, using location areas and paging areas (which are 

equivalent in GSM) made up of one or more cells. The actual assignment of cells to 

location areas is operator-defined, and is constrained only by the fact that a location area 

cannot contain cells belonging to more than one MSC. 

The sections below describe the GSM procedures used for location management. 

These include location updating (nonnal, periodic, and attach), and interrogation and 

paging for incoming calls. The descriptions are for the general, and successful, case. There 

are many variations possible due to u n s u c c ~  attempts or operator-configurable system 

options. 

2.3.1 Location update and registration 

A location update is always initiated by the mobile station. It is normally initiated when 

the mobile station camps on a cell which broadcasts a location area identifier that is 

difterent from the one stored in the SIM card (if a previous value exists). In addition, 

location area updates may be triggered periodically, to let the network know that the 

mobile is still accessible, or to allow the network to update its location registers in case of 

failure. A similar procedure is the IMSI attach, which involves a smaller set of operations 

at the network side. As mentioned previously, no location updates are required while 

roaming within the same location area. 

Location updates and location registrations are very similar, and differ only in addi- 

tional data transferred on the network side for location registrations. If the mobile station 

registers at a VLR for the fist time, no subscriber information exists there yet, and it 

must be requested from the HLR. For location updates between location areas under the 
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same VLR, the subscriber information already exists. 

Rtvious 
MS BTS BSC MSC ... VLR HLR VLR 

.*- - 
l r a u o r e D c .  

Figure 2.2: Message exchange for GSM Iocation updates 

The steps involved, and messages exchanged, for location updating are illustrated in 

Figure 2.2, and explained below. 

1. The mobile station must f ist  be synchronized to the base station, to be able to 

receive and decode the Broadcast Control Channel (BCCH). The BCCH broad- 

casts information necessary for the mobile station to be abIe to properly access the 

network, including the identity of the network, location area, and cell, information 

for handover and cell selection, information describing the current control channel 
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structure, parameters for properly transmitting on the random access channel, and 

other cell options. 

2. The mobile station transmits a CHANNEL REQUEST message on the Random 

Access Channel (RACH). This message contains only 8 information bits in total, and 

indudes the reason for the mobile access (3 to 6 bits) and a random discriminator 

used to prevent duplicate channel assignments. In this case, the reason for access 

is location updating- 

3. If there is no collision of the access burst, and the mobile station is not barred fkom 

accessing the location area or cell, the Base 'Raosceiver Station (BTS) measures 

the transmisson delay, and sends a CHANNEL REQUIRED message to the Base 

Station Controller (BSC). 

4. The BSC selects a signalling channel (possibly full rate) and sends its description 

in a CHANNEL ACTIVATION to the BTS. If the BTS is able to allocate that 

channel, it responds with a positive CHANNEL ACTIVATION acknowledgment. 

5. If the BTS channel activation was successful, the BSC will forward an IMMEDI- 

ATE ASSIGN command to the BTS, which forwards it to the mobile station as an 

IMMEDIATE ASSIGNMENT message, desaibing the assigned radio channel, on 

the Access Grant Channel (AGCH). 

6. The mobile station accesses the assigned chaanel, using the given timiog advance 

and power control parameters, and transmits an initial message indicating its iden- 

tity (IMSI or TMSI), the mobile equipment classmark (indicating its capabilities), 

and the type of location update in a LOCATION UPDATE REQUEST message. 

(This layer 3 message is actually piggy-backed on a layet 2 frame, whose acknowl- 

edgment establishes the layer 2 connection and resolves any access contention issues 
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that may exist.) 

7. The BTS sends an ESTABLISH INDICATION message to the BSC confirming the 

setup of the channel, and carrying the layer 3 location update request information. 

8. The BSC sets up an SCCP (Signalling System No. 7) connection with the Mobile 

services Switching Center (MSG). At this point, the mobile station can communi- 

cate with the MSC. Communication between the MSC and the mobile station is 

forwarded transparently by the base station subsystem. The BSC forwards a COM- 

PLETE LAYER 3 INFO message to the MSC, which contains the location update 

request information from the mobile station. 

9. The MSC uses the Mobile Application Protocol (MAP) [16] to communicate with 

the appropriate location registers to complete the location update. The MSC sends 

a MAP-UPD ATELOCATION AREA message (service request, technically) to its 

VLR, which includes the information received &om the mobile station, such as the 

M I  or TMSI, the location update type, and the new Iocation area identifier. 

10. At this point, there are a few optional procedures that may be invoked. These 

include authentication of the mobile, activation of the ciphering mode, and ver- 

ification of the International Mobile Equipment Identity (IMEI) status to ensure 

that the mobile station itself is not listed as being stolen or incompatible. These 

procedures will not be described here, but their presence, and additional signalling 

load, should be noted. 

11. If the mobile station is allowed to register with the VLR, the subscriber's HLR is 

notified of the change in VLR area through the MAP-UPDATE-LOCATION service 

request. Some variations are possible here, such as if the mobile station included its 

TMSL in the location update request the previous VLR would be queried to obtain 
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the subscriber's IMSI (since TMSI is only valid in conjunction with a Location Area 

Identifier). In that case, subsequeat procedures, as described here, would be slightly 

modified, since a TMSI reallocation may be invoked. The service indication to the 

HLR includes the IMSI and VLR address- 

12. Upon receiving the MAP-UPDATE-ZIOCATION service indication, the HLR sends 

a MAP_CANCEL_LOCATION request to the sulscriber's previous n R .  This de- 

letes any subscriber informationfiom the previous VLR, which then sends a MAP-- 

CANCELLOCATION acknowledgment to the HLR. 

13. The HLR then sends a MAPJNSERTSUBSCRIBEUATA request to the new 

VLR. Clearly, if the subscriber registers for the first time in the new VLR, no 

prior subscription information will exist. This request sends information such as 

the subscriber's MSISDN, the type of subscribed services, details on subscribed 

supplementary services (such as call forwarding address), and any restrictions on 

the subscriber (such as roaming, or operator determined barring). This information 

is necessary for service provision by the new VLR and MSC. Upon receipt of this 

information, the request will be acknow1edged by the VLR. 

14. Once the subscription information is successfully acknowledged by the new VLR, 

the HLR will have completed the location updating, and wil l  acknowledge the 

MAP-UPDATELOCATION request previously sent by the new VLR, which in turn 

will acknowledge the previous MAP-UPDATE-COCATION,AREA request that the 

VLR had received fkom the MSC. 

15. Upon completion of the network side location updating functions, indicated by the 

W-UPDATE-LOCATIONAREA acknowledgment, the MSC will send a LOCA- 

TION UPDATE ACCEPT message to the mobile station. This message is transpar- 
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ently forwarded by the BSC and BTS, using the Direct Transfer Application Part 

(DTAP) over the existing dedicated signalling c o ~ e c t i o n  to the mobile station. 

16. The location update is now complete. Unless the mobile station had previously 

indicated that it wants to maintain the existing signalling link, or the network 

requires it for any additional signalling, the link is released when the mobile station 

receives a CHANNEL RELEASE request fiom the network (or the mobile station's 

timer for receiving this message expires). 

2.3.2 Interrogation and paging 

By definition, a mobile subscriber is not directly associated with a fixed telephone link. 

When an incoming call fiom the fixed network (PSTN) is directed at the mobile network, 

the currently serving MSC for the target subscriber must be found, and a connection 

must be established to that switch for the duration of the call. This is the general call 

routing procedure, and interrogation is the mobile network function that determines what 

MSC the incoming call should be routed to. 

As described previously, the mobile network maintains the current location of the 

subscriber in the HLR. Typically, because of legal, administrative, or technical reasons, 

only certain switches are designated as Gateway MSCs (GMSC) which are able to directly 

query the HLR to obtain routing information for mobile terminating calls. GMSCs, 

usually in the destination subscriber's home mobile network, receive incoming calls from 

the PSTN, query the appropriate HLR for the intended subscriber's current location, 

and forward the call to the proper destination MSC. Although not technically impossible, 

PSTN switches are generally not able to directly query GSM network databases, such as 

the HLR. 

As for the description of location updates, the mobile terminating call setup procedure 
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Figure 2.3: Message exchange for GSM interrogation and paging 

described below and shown in Figure 2.3, is for the most general case and assumes a 

successful outcome. Although it does not afFect the general procedure, it is assumed that 

the ISDN User Part (ISUP) is used for PSTN signalling. In certain cases, some of the 

steps may be unnecessary, such as when a mobile-to-mobile call is set up between two 

subscribers under the same MSC. Note also that the call setup procedure after the mobile 

subscriber has been s u c c e s s ~ y  paged is not described below, since it is beyond the scope 

of location management. 
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1. The originating PSTN switch wil l  be able to derive the address of the GMSC from 

the dialled digits (the intended mobile subscriber's MSISDN), and will send an 

ISUP Initial Address Message (IAM) to the GMSC indicating an incoming call. 

2. The GMSC is able to derive the destination subscriber's HLR fiom the fist few 

digits of the MSISDN. The GMSC will send a MAPSENDROUTING-INFORMA- 

TION request, with the destination MSISDN, to the HLR. The GMSC ultimately 

requires a roaming number (MSRN) which it can use to route the call to the desti- 

nation MSC. 

3. The HLR maps the MSISDN to the IMSI, and looks up the current location of the 

destination subscriber. This address is normally in the form of the address of the 

subscriber's current VLR. The HLR sends a MAPSROVIDEROAMING-NUM- 

BER request to the current VLR, giving the IMSI of the subscriber and the current 

MSG (which is generally ignored, since there is in practice a one-to-one relationship 

between VLR and MSC). 

4. The VLR allocates a roaming number (MSRN) from its assigned pool, and maps 

the IMSI to the MSRN. A response, with the allocated roaming number, to the 

MAP_PROVIDEROAMING-NUMBER request is sent to the HLR. 

5. The HLR forwards the MSRN to the GMSC in response to the MAPSEND-- 

ROUTING JNFORMATION request. The GMSC is then able to continue with the 

call routing, and sends an LAM to the destination MSC, with the new MSRN. 

6. Upon receipt of the IAM, the MSC sends a M A P S E N D ~ O l ? O ~ C O M I N G - -  

CALL request to the VLR, which indicates the MSRN and any other information 

that may have been included in the original IAM message, such as bearer service 

type. A response to this request is not forwarded to the MSC until the subscriber 
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has successfully responded to the paging. 

7. Receipt of the MAPSEND-INFOFORINCOMINGGCALL request triggers the 

VLR to issue a MAPPAGE request back to the MSC- This request to page the 

mobile station includes the IMSI of the destination subscriber and the location area 

identifier that is stored in the VLR. 

8. The MSC sends a PAGING message to the appropriate BSCs, which includes the 

IMSI, TMSI (if one has been allocated), a list of the cells to be paged, and, if 

applicable and known, the type of channel required for the incoming call  (e-g., 

speech or data). 

9. The BSC sends PAGING COMMAND messages to each BTS specified in the pre- 

vious PAGING message. The PAGING COMMAND message includes the identity 

of the mobile subscriber (IMSI or TMSI) to be used, the paging group of the sub- 

scriber, and the type of channel required, if applicable. Paging groups are sections 

of the complete paging channel, in which all paging messages for particular groups 

of subscribers are normally sent. Since mobile stations, in general, need to listen 

only to their own paging group, and a paging group is much shorter (in terms of 

the number of transmitted timeslots) than the complete paging channel, less time is 

spent listening to the paging channel, thus conserving battery power. This concept 

is known as discontinuous reception. 

10. There are three types of PAGING REQUEST messages that may be transmitted 

over the radio interface. These differ in the type of identifier (IMSI or TMSI) used 

and the number of paging requests that may be sent in one message. All messages 

are 23 octets (184 bits) long, and since a TMSI is shorter than an IMSI, more TMSI 

paging requests can be sent per message (up to 4 with a PAGING REQUEST TYPE 
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3 message). Due to the unpredictability of the radio environment, paging messages 

are normally repeated an operator-configurable number of times, to decrease the 

chance of Lost pages (for example, if the subscriber was temporarily in a shadowed 

area). 

11. When the mobile station successfully receives a paging message, it initiates a chan- 

nel assignment procedure, identical to the first few steps of the Location update 

procedure, with the exception that the establishment cause is 'response to paging' 

instead of 'location update'. A context is maintained on the network side to com- 

plete the circuit for the call once the mobile station has responded to the page and 

a radio signalling link has been established. 

2.3.3 Conclusions 

The detailed operation of the location management procedures in a practical mobile 

network, specifically a GSM network, serves to show the considerations that must be taken 

into account when developing new location management algorithms. For example, many 

proposals do not consider that at present, and likely for several years, mobile networks 

and fixed networks are disjoint. They do not have integrated switching and signalling 

functions, due not only to technical constraints, but also legal and administrative ones. 

Other factors which should be clearer after this review include the fact that a mobile 

network must store certain subscription information in a database, regardless of the loca- 

tion management algorithm used. Even in an Intelligent Network architecture, a switch 

requires that information in order to properly provide service. Certain location manage- 

ment proposals ignore this detail when deciding to implement distributed databases with 

heavy replication. 

Some of these practical issues will be discussed in the Literature review in Chapter 3. 
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At this point, it should be noted that location updating, interrogation, and paging are 

relatively complex in terms of signalling on both the radio intetface and within the fixed 

network, and that there are several fmton that should be considered for an efficient 

Iocation management scheme. 



Chapter 3 

Previous work on location 

management 

Location management has received a fair amount of attention in recent research literature, 

as higher capacity cellular systems are being developed. Some of the recent proposals are 

reviewed in this chapter. A survey of the different location management algorithms is 

given, together with the mobility models used for their evaluation. 

The proposals are evaluated in terms of the overall goals of location management: 

Minimize signalling, both over the radio interface and within the network, to reduce 

bandwidth and increase capacity 

Minimize call setup delays (especially due to paging procedures) in order to maintain 

acceptable quality of service 

a Minimize the amount of data stored for each subscriber, to reduce equipment costs 

Minimize the computational complexity of algorithms, to reduce hardware costs, 

conserve battery power, and improve response times 
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0 Maximhe the applicability of the algorithms, by avoiding reliance on estimated 

parameters (such as user classes) 

Distribute location update requests evenly among cells, rather than concentrating 

them in cells on the border of location areas 

In general, these are coact ing goals, and tradeof& must be made. Typically, pro- 

posals concentrate on improving one particular aspect by compromising another. For 

practical systems, a balance must be found, such as, for example, increasing the compu- 

tational complexity and data storage requirements to decrease signalling requirements, 

and thus increase system capacity. 

The overall location management funetionaliQ is comprised of the three inter-related 

aspects of location updating, interrogation, and paging. DifEerent researchers have con- 

centrated on Herent aspects, and they have assigned d35erent priorities to different 

system resources (such as database storage capacity) and quality of service parameters 

(such as c d  setup delay). 

Location management proposals fall into two broad categories: those that concentrate 

on the interrogation aspect of location management, and those that focus on location up- 

dating and paging algorithms. The two categories are not necessarily mut u d y  exclusive, 

and may be combined in a comprehensive strategy. 

3.1 Int errogat ion-based proposals 

Several proposals have attempted to improve the signalling and querying efficiency of 

the network-side database querying required by location management, with a secondary 

goal of reducing radio interface signalling in terms of paging. The driving requirement 

is to remove the bottleneck that may arise as a result of a centralized Home Location 

Register (HLR), which must be queried for every incoming call and every location update 
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associated with a subscribe.. Replacing the two-tier HLR/VLR (Visitor Location Regis- 

ter) scheme used in current systems like GSM, a hierarchical Location register structure 

is proposed in most of these proposals. These location registers are, in general, closely 

coupled with the fixed network, an assumption which does not hold in current networks 

Wre GSM, in which an intermediary Gateway MSC (GMSC), which is part of the mobile 

network, is accessed by the fixed network in order to query the HLR. 

Jain et al. In [20], the authors propose a p e r - w  caching scheme, given an Intelligent 

Network (IN) architecture of linked switches and databases. In general terms, an IN 

architecture separates the switching and the logic in the network. The intelligence is 

located in Service Control Points (SCPs) which the switches, or Service Switching Points 

(SSPs) , can query for additional control information as required by a call. The 800 toll- 

free service, for example, is implemented using IN principles. A pointer to the called 

subscriber's last known VLR is stored in the call originating switch. The goal is to 

avoid querying the HLR, which in turn queries the current VLR to obtain the roaming 

number, and just query the VLR directly. If the subscriber has moved out of the cached 

VLR area, a normal HLR query will have to be performed. The fixed and mobile network 

architectures are assumed to be sdiciently integrated to support the direct VLR querying. 

Although it may work well in certain cases, this approach is not generally applicable. 

A high Local Call to Mobility Ratio (LCMR) is required, meaning a subscriber receives 

many calk tiom a specific switch relative to the number of location updates performed- 

If the LCMR is below some threshold, database storage at  the switch is wasted, and total 

setup delay increases due to the 'cache miss' when an out-of-date VLR is queried. 

Wang In [48], a hierarchical Intelligent Network (IN) architecture is assumed, with each 

node in the hierarchy being associated with a location database. The highest level nodes 
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may represent countries, possibly under a common root, followed by regions, area codes 

and cities, with the leaves of the hierarchy representing location areas. 

Subscribers belong to a particular class, which is the number of the Layer in the 

hierarchy that contains a node which subtends all of a subscriber's service areas- A 

service area is a particular geographical area, corresponding to one of the nodes, in which 

the subscriber elected to obtain service. Service areas do not have to be fkom the same 

layer. 

When a subscriber registers in a location area, a series of database entries is created up 

to the node corresponding to the subscriber's class. A parent node will contain a record 

for the subscriber with a pointer to the child node under which the subscriber is located. 

When a subscriber moves to a new node, a message is sent to the new node, which creates 

a new series of location pointers up to the node which subtends the tree containing the 

old and new location areas. Another message is sent to the old node, which marks the 

previous location entries to indicate that the new location node of the subscriber is not 

subtended by that particular node. Other details are included in the algorithm to remove 

unnecessary nodes, and to deregister the mobile station when it moves out of the selected 

service areas. 

This proposal is one of several possible interrogation strategies outlined in [lo] which 

are under consideration for the Universal Mobile Telecommunication system (UMTS) 

[41], the next-generation European wireless system. Using a hierarchical location register 

architecture, there are three general strategies: 

I. Queries could be directed to an HLR, which would contain the cunent location 

register address. 

2. Queries could be sent directly to the current VLR, which means pointers would 

always need to be propagated in the tree. 
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3. Queries could be initidly directed to the KLR, but if a reterence to the current 

VLR is found a h g  the way, that information is used to access the VLR directly, 

without querying the HLR. 

There are different trade-offs in terms of database storage and querying delay between 

the ditferent strategies, and in addition, different caching and replication schemes may be 

used. Wang's proposal was one implementation of the Last strategy. However, the transfer 

of subscription information to the current node, a critical task, was not considered in 

Wang's proposal, which concentrated only on the location information. As a result, the 

required database storage calculations were not completely accurate. 

Badrinath, Imielinsb and Vommani The proposal in [3] is a relatively short descrip 

tion of work in progress. The algorithm assumes a Personal Communications Network, 

which is basically a hierarchical, integrated Intelligent Network architecture. It describes 

in general the concept of partitions, which are subtrees containing location semers (cor- 

responding to location areas) most often visited by subscribers, as specified by their user 

profile. Three different general interrogation algorithms are described, and the effect of 

partitions on them is investigated. The interrogation algorithms included flat (search 

the entire network hierarchy), upanding (search the home location server, and proceed 

up the hierarchy if unsuccessful), and hybrid (search the home location server, then the 

parent, then the entire network) schemes. 

The algorithm relies on partitions to determine the location of the subscriber, thus 

avoiding location pointers and their associated maintenance in the location register hier- 

archy. The trade-off is that if the subscriber roams over a Iarge area, paging volume may 

be excessive, and the extra paging steps could create long cal l  setup delays. Bowever, 

this paper was quite brief, and details on the creation and maintenance of the partitions 

were not presented. 
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Shivahmar and Widom The proposal by [43] discusses replication of the user pro- 

file, containing the subscriber's current location, in several location registers. Assuming 

an integrated Intelligent Network architecture, outgoing calls from a particular zone (area 

controlled by a VLR) would first check the local VLR, in an attempt to avoid querying 

a distant centralized database, i.e., the HLR, for the cwrent location of a specific me 

bile subscriber. The decision of where to place the replicated profiles, given the costs 

for updating the replicated records, is based on a minimum-cost, maximum-flow algo- 

rithm described in the paper. The HLR still maintains the current location of its mobile 

subscribers, and manages the updating of ail theit replicated records. 

The algorithm requires the construction of a flow network, which is a graph containing 

nodes for each subscriber and each zone in the network. The edges between the subscriber 

nodes and the zone nodes have attributes which require estimates for the number of calls 

from a particular zone to a particular subscriber, as well as the average number of location 

updates performed by a particular subscriber. These estimates, together with estimates 

on the replication costs and database capacities, are used by the minimum-cost maximum- 

flow algorithm to determine for which subscribers, and in which nodes, replication of the 

user profile would be cost-efiicient. The possibility of varying mobility and call arrival 

patterns is considered, and four algorithms are presented for modifving the flow network 

and minimum-cost, maximum-flow algorithm to avoid having to recompute the entire 

algorithm, which is exponentially bound. 

3.2 Location updating and paging proposals 

Another approach to minimizing the total location management cost focuses on reducing 

the overall number of location updating and paging messages sent over the air interface. 

The location register architecture is generally of no concern, and the assumption of a 
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GSM-like HLR/VLR mechanism would be sufficient. 

Xie, Tabbane, and Goodman In [49], the authors propose an dgorithm which uses 

individual location area sizes based on subscriber characteristics. Using a somewhat 

unrealistic square grid representing the cellular network, the algorithm is based on a 

variable k, which represents the length, in cells, of the sides of a square location area. 

They assume that the cells can be described using an (zn, y,) ordered pair, and that an 

initial location of (zip yi) and initial value of k are stored by both the mobile station and 

the network. If the mobile station enters a new cell (x i ,  N) such that L(z j /k )  J # L ( ~ ; / k ) l  

or [ ( y j / k ) j  # L ( s / k ) ] ,  then the mobile station performs a location update, storing the 

new values of (zit y j )  and also transmitting them to the network. When an incoming call 

arrives, the network pages successively in cells (a, b) where a = (z j, z j + 1, ... , x j + k - 1) 
k ' and 1 = (yj, Y j  + 1, ...,pi + k - 1). As described, successively paging, on average, 3 

cells can introduce a long call setup delay, especially since paging messages are typically 

repeated, 

Details were not given on how to practically calculate the mobility parameter required 

for the optimization algorithm, In addition, upon updating, the subscriber is apparently 

at a corner of the new location area; a more appropriate location would be closer to the 

center, in case the subscriber reverses direction. 

Okwalca et al. The proposal in [3q is described as two separate but related algorithms 

which address the problem of location management radio signdling being concentrated 

only on border cells of location areas, as well as the problem of thrashing between location 

areas along location area borders. The first algorithm, multi-grouping, arranges cells into 

several conceptual layers of location areas, with location area boundaries of one layer 

staggered in relation to other layers. Mobile stations are also divided into several groups, 
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and each group is assigned to one or more layers. On its own, this proposal means that 

mobile stations belonging to different groups observe different location areas, and thus 

perform location updates in dif5erent cells. This distributes location updating traftic 

relatively evenly amongst different cells. 

The second algorithm, multi-swit ching, improves upon the multi-grouping algorithm 

by making the mobile station switch to another location area layer (within the set of 

several layers allocated to its group) for every location update. For example, assume 

mobile station M belongs in a group to which location area layers L1, L2, and L3 are 

assigned. If M is currently in layer La and performs a location update, M d shift to 

the corresponding location area in iager Lg. If the layers are staggered in relation to each 

other, then after the location update, the mobile station will effectively be moved £kom 

the edge to the middle of a new location area. With careful staggering of layers, and 

assignment of ceils to location areas, this algorithm reduces the problem of thrashing at 

location area boundaries, in addition to evenly distributing location updating traftic. 

Since subscribers frequently change short-term mobility behaviour or calling pat terns, 

a mechanism, which was not discussed, must be provided to tram& subscribers fiom one 

group to another, or the problems of improperly matched mobility patterns and location 

area sizes, discussed above, would arise. A related issue is that cells are still statically 

assigned to location areas, and location areas are statically and heuristically grouped into 

layers, with the associated i n e f f i c i e s  discussed earlier. 

Bar-Noy, Kessler, and Sidi The authors in [4] compare three Merent location u p  

dating strategies, using two different mobility models. The updating strategies include a 

time-based updating strategy, in which the mobile station sends a location update after a 

time interval T. Another strategy has the mobile send a location update after it detects 

M cell crossings. Finally, a distance-based strategy is considered, where the mobile sta- 
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tion sends a location update aRer it detects that the distance (in terms of cells) between 

its current c d  and the cell in which the last location update was sent, exceeds some 

parameter D. 

In their comparison of the different update strategies, using two somewhat similar 

mobility models, the authors claim that the distance-based method is better than the 

other two, in terms of the expected search cost for equal expected update costs. The 

search (or paging) algorithm consists of searching concentrically until the subscriber is 

found. If the value of D or M is set relatively high (for &dent updating), the paging 

cost would be prohibitive. Finally, no mention is made of how a distance-based strategy 

would be implemented, 

Plassrnann The article by Plassmann [37] is an overview article discussing the topic of 

location management, and describes a number of different approaches, from the most basic 

to some of the more recent proposals discussed in this chapter. A general cost analysis 

formula was given, but exact numbers were not substituted from any of the proposals. 

A new proposal was very briefly described, which was a combination of two approaches 

described in the article. The mobile keeps a record of the number of times each cell is 

visited, and the number of incoming calls at each cell. The product of these two values, 

p, results in a home area of high values of p, which is divided into several paging areas, 

and an outside area of relatively low values of p, in which the mobile terminal performs 

normal location updates. The details of algorithm are not well-defined, however. 

Tabbane Tabbane has written several papers describing different versions of his general 

scheme 133, 38, 44, 451. The most comprehensive [46] description is reviewed here. In 

the proposal, user profiles are maintained for each subscriber. For each time period T, 

an ordered set of tuples (aj, pj) is stored, where U j  is a paging area j, and pj  is the 
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probabilie of locating the user in paging area j. The paging area can be comprised of 

one or more cells. The paging areas are ordered by deaeaoing probability p j .  If the 

subscriber is called during some time period T, the subscriber wi l l  be paged sequentially, 

or in parallel, in the paging areas specified in the user profile for time period T. The set 

of paging areas specified for a particular time period in the user profile can be thought of 

as a location area. If the subscriber roams outside of this location area, a normal location 

update will be performed. 

The user profde may be built up by monitoring the user over some period of time. 

This long-term user profile seldom changes, although the actual updating procedures are 

not specified. The location accuracy may be improved by reordering the paging areas in 

the long-term profile according to short-term or medium-term algorithms, or by paging 

concentrically around the last known location area. The former approach attempts to 

reorder the paging areas so that areas associated with a higher probability of containing 

the subscriber are paged first, reducing signalling and delay. Call axrival and origination 

rates from particular paging areas may be used for a medium-term reordering of the user 

profile. Alternatively, estimated distance travelled since the last known location may be 

used at the t h e  of an incoming call to determine which areas to page first. 

The contents of the user profile are outlined in the paper, but by ranking likely location 

areas for each arbitrarily-defined time period, more data and complexity are introduced 

than may be necessary. In addition, the methods for initializing the user profile, as well as 

long-term updates, are not clearly specified. Some of the proposed methods for short-term 

updates to the user profile, such as paging based on estimated distance travelled since 

the last known location, may be M c u l t  to implement without additional topological 

knowledge in the network. Despite some unresolved issues, the general approach seems 

efficient and practical, and the proposal described in Chapter 4 is most closely related to 

this type of approach. 
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Madhow, Honig, and Steiglitz The digcussion in [29, 301 is quite theoretical and 

mathematically intensive, although the initial assumptions are fairly simple. On a per- 

user basis, the expectation of the total paging and updating costs, from the time the 

last call arrived (and hence the last known location) until the next call arrival, is derived 

given the updating cost, the updating policy (whether to update or not as a function of 

the relative position since the last known location), and a paging cost function, which 

depends on the position at  the time of the next call arrival. The solution to the dynamic 

programming equations given took &om hundreds to tens of thousands of iterations to 

converge - such computationally-intensive algorithms are not particularly well-suited to 

current mobile stations. 

Cho and Marshall Location management also appiies to the area of mobile computing 

and IP routing. The proposal in [7] uses the concept of a local region, which includes the 

mobile agents and mobile routers most often visited by a given mobile host, and possibly 

source hosts which frequently interact with the mobile host. In addition, frequent source 

hosts outside the local region are maintained in a patron list. The mobile agents in a 

local region are hierarchically arranged in a redirection tree, with a redirection agent at 

the root which maintains the current location of the served mobile hosts. Packets to a 

served mobile host are intercepted by the redirection agent, and forwarded to the current 

location of the mobile host. When a mobile host leaves the local region, or reenters it, 

messages are sent to the members of the patron list, notifying them of the mobile host's 

new location. This is done only for the first outside location area - forwarding pointers 

are used fkom that point on, until the mobile station reenters the local region. More 

than one local region per mobile host is possible. The procedure for creating the local 

region is described vaguely in terms of monitoring host movements and accesses, or by 

getting it from the subscriber in advance. 
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3.3 Proposal evaluation and mobility models 

It is evident that in order to quantitatively and realisticallp assess any location man- 

agement scheme, an accurate and plausible mobility model must be used. A mobility 

model is an analytical or statistical representation of the daily movements of mobile sub- 

scribers. There have been several different approaches to mobility modelling for location 

management, and some of the methods used in the literature ate reviewed. 

Location update rates, call to mobility ratios, and other metrics used in the proposals 

depend on some description or model of subscriber movements between location areas. 

In many cases, some type of random mobility model is used. In certain papers, where 

the mobility model is explicitly required in mathematical derivations, a one-dimensional 

model is used to simplify the calculations. Average velocity and other global parameters 

are sometimes used. 

Jain et al. The analysis in [20] depends on the Local Call to Mobiiity Ratio (LCMR), 

defined as the number of calls fiom a particular switch to a particular subscriber, relative 

to the number of location updates performed by that subscriber. An analytical approach 

assuming Poisson call arrivals and exponential roaming times in VLR areas was used to 

determine a threshold for LCMR. Use of this approach over normal HLR querying was 

justified only when the value of LCMR crossed the threshold. 

Xie, Tabbane, and Goodman The evaluation of [49] uses a general cost function for 

paging and location updating based on the call arrival rate a and the location updating 

rate u, respectively, and the square location areas with sides of length k cells. The 

location updating rate u can be reduced to t, where b incorporates the expected velocity 

for random mobility. Using the normalized cost function of the call arrival rate a, and the 

variable 6, an optimum value for k can be calculated. The evaluation of the algorithm uses 
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different c d  arrival probability h c t i o n s  and plots normalized cost functions comparing 

the proposed scheme with a fixed scheme. 

OLasaka et al. The mobility model used to evaluate the proposed algorithms in [35] was 

very simple, consisting of a square grid of cells and one subscriber moving at constant 

velocity (speed and direction). The main purpose of the analysis was to evaluate the 

performance of the protocol with respect to avoiding thrashing between c e k  and location 

areas due to radio propagation effects. 

Wang The analysis in [48] does not use an actual mobility model, but makes assump 

tions on the probabilities that a subscriber will be roaming outside of a particular layer 

of their service area (the probabilities get smaller for higher layers, as the subtended area 

increases). The number of database entries that would be required with this scheme was 

then calculated, and the author concluded that for a given number of subscribers, and 

given the estimated probabilities described above, the total number of database entries is 

significantly less than for a centralized system. However, the calculation is flawed because 

the author does not take into account the storage requirements for subscription informa- 

tion. A further point of comparison is the updating and querying cost, calculated as the 

product of the mean distance travelled by signalling messages between the different nodes 

and the average number of database entries for different categories of subscribers. This 

last metric is fairly insignificant, since databases ate addressed directly (and electrical 

signals travel dose to the speed of light). 

Badrinath, hiel inski ,  and Virmani In the evaluation of [3], the metric used is total 

cost in terms of the subscriber's call to mobility ratio (incoming calls to Location updates). 

The mean times between successive incoming calk and successive location updates are 

given by exponentially distributed random variables. Total cost is comprised of update 
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cost, in terms of the number of Iinks traversed, and paging cost, in terms of the number 

of location sewers paged. The (briefly described) simulation results compare the total 

cost for the three interrogation algorithms, with and without the use of partitions, for a 

number of different call to mobility ratios. 

S h i v a k w  and Widom The algorithm in [43] is analytically compared to [20] and 

another similar approach, based on the network query size, and the location lookup 

delay. An actual mobility model is not used to obtain any quantitative results, but 

rather variables are used to represent the number of location updates and the number of 

incoming calls from a particular zone, for generic subscribers. 

Madhow, Honig, and Steiglitz The mobility model used in [29, 301 is a simple, 

discrete-time, one-dimensional random walk. During each time period, there is a pro& 

ability p that the mobile station moves one cell to the right or one cell to the left, and 

thus a probability of q = (1 - 2 4  that the mobile remains in the current cell. 

One of the two mobility models used in [4] is similar to the one used in [29, 301. The 

model considers so-called independent and identically distributed (IID ) movements. Time 

is slotted, and during any slot there is a certain probability p that the mobile station will 

move to the right or to the left, and thus a probability (1 -2p)  that the mobile station wil l  

remain in the current cell, independently of previous movements. The second mobility 

model considered in [4] is a three-state Markovian model. The three states are right (the 

mobile station moves one cell to the right of the current cell), stay (the mobile station 

stays in its current cell), and left (the mobile station moves one cell to the left of the 

current cell). Different probabilities are assigned to the nine possible state transitions. 

Cho and Marshall The analysis of the scheme in [7] uses assumed values for param- 

eters such as bandwidth, latency, and packet size, as well as a cal l  to mobility ratio and 
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other parameters related to the calling patterns of patron hosts and sources in the local 

region. The scheme is compared to a basic scheme in terms of packet transmission time 

relative to given call to mobility ratios. 

Tabbane An andyticd evaluation of Tabbane's proposal [46] is given which assumes 

typical values for certain parameters, such as cell size, average subscriber velocity, and 

average number of call arrivals and call originations. The size and number of signalling 

messages generated over each interface per unit time is the chosen comparison metric. 

A simulation is also used for comparison. The mobility model is a simple one, with 

a subscriber moving with an average velocity and random direction, having a certain 

probability of remaining in a certain paging area. The call arrival and origination rates 

are uniformly distributed. The Mobility Predictability Level (MPL) is a key parameter 

used in the comparisons to give an estimate of the randomness of the mobility patterns, 

and is given by MPL = z,,pi, where k is the number of paging areas for the current 

time period, and p; is the probability of locating the subscriber in area i. Results were 

plotted comparing the number of messages across various network interfaces, and the 

ratio of total cost of the proposed algorithm versus the standard GSM algorithm, as a 

function of the MPL. 

Seskar et al. In [42], the authors propose a tr&c model which simulates vehicle move- 

ment based on the relationships between vehicle speed, vehide density per street length, 

and volume of vehicles. By defining the street layout, and probabilities of turning at 

intersections, the number of vehicles crossing at particular points can be estimated by 

a simulation. Even if overall car crossings can be accurately determined, however, the 

movements of cellular subscribers are not obvious. Subscribers may stop somewhere for 

an extended period of time, even if trafiic does not. In addition, as cellular systems grow, 
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increasing numbers of mobile stations are no longer used exclusively in vehicles, but are 

being used by pedestrians. Pedestrians are not confined to street grids, and their average 

velocities are not easily derived. 

MONET Group A comprehensive discussion of mobility modelling is presented in 

[40], where alternative approaches to updating, paging, and interrogation are discussed 

and contrasted. Although the report places emphasis on UMTS procedwes and concepts 

(such as Customer Premises Networks), generally applicable ideas are presented con- 

cerning mobility management. In defining their mobility model, detailed actual measure- 

ments on parameters d a t e d  to pedestrian, private automobile, and public transportation 

movements were gathered. The measurements were intended as inputs to simulations for 

various types of users. The measurements are used in one example comparison of t r a c  

flow, and results between theory and practice were compared, with moderate agreement. 

3.4 Conclusions 

At best, the proposals above used some version of a random mobility model, typically 

one-dimensional. ClearIy, such simplifications for a critical a component of location 

management as subscriber mobiliw, are not satisfactory. A random mobility model fails 

to take into account certain aspects of travel such as trip purpose, and so-called attraction 

zones, where people spend a large proportion of their time. Random mobility models 

may have provided a rough model for certain early users of cellular telephones, such 

as travelling salespersons, whose movements were fairly random. However, as wireless 

technology increasingly becomes a consumer item, such mobility patterns wi l l  no longer 

reflect reality. 

In Chapter 4, some of the problems associated with random mobility models are 
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described, and a new mobility model is proposed. Mobility of people, in general, is 

a topic which is of concern not only to cellular network planners, but to city planners, 

transportation engineers, and others. Transportation theory is a complex area, one where 

there are competing theories, and which is still deveioping. However, certain techniques 

and ideas can be drawn fiom work in travel behaviour and trafEc planning. A new locat ion 

management algorithm will be presented in Chapter 5, in which the mobility patterns of 

average subscribers form the basis of the proposed updating and paging strategy. 



Chapter 4 

Mobility model description and 

simulation design 

A mobility model, in the context of location management, is a model of the daily move- 

ments of mobile subscribers, or more precisely, the daily movements of registered mobile 

stations. Such a model is of paramount importance in mobility management studies. 

The number of paging and location update messages, required for comparisons of the effi- 

ciency of Merent Location management schemes, depends fundamentally on user mobility 

patterns. 

There have been seven1 proposals for location management algorithms in the recent 

past, to improve upon the current method of using statically-defined location areas. In 

attempting to quantify the performance of their proposals, most authors have used mobil- 

ity models which are overly simplified and unrealistic, completely random, or dependent 

upon many assumed 'typical' values for key variables. 

Different location management proposals react differently to the randomness of user 

behaviour. A mobility model is needed which is more realistic than a random mobility 
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model. Random mobility models have been frequently used in the past due to their 

simplicity, and the fact that early users of cellular communications had typically been 

very mobile subscribers whose behaviour could be relatively well-modelled as random. 

With the tremendous growth of cellular co~nmunicat ions, random mobility models are 

no longer accurate for the majority of subscribers, whose behaviour is more routine. A 

random mobility model would cause very biased results for proposals which attempt to 

utilize the behavioural aspects of subscriber mobility - for example, the importance of 

the home and workplace as trip origins and destinations. 

An overview of travel demand models and transportation theory fkom the field of 

transportation planning is presented. The proposed activity-based mobility model uses 

some of the ideas from transportation theory, and is described in the latter part of the 

chapter. 

4.1 Transport at ion planning models 

In the areas of transportation planning and traffic engineering, transport models are used 

to describe and forecast travel demand, usually in terms of trips taken by households, 

and typically concentrating on urban areas. There are many Merent models in use - 
the particular model chosen depends on many variables, of which an important one is the 

availability of appropriate data, as well as the particular application of the model. The 

main purpose of most transport models is to anaiyze observed urban travel behaviour and 

its relationship to certain socioeconomic variables, in an effort to forecast future travel 

behaviour in the face of population growth and upon implementation of Merent transport 

policies or services. These forecasts form the basis for decisions involving transportation 

system investments, urban planning and zoning, and public transit policies. 

A basic element of transportation modelling is the trip. A trip is usually defined as a 
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oneway movement of one person from an origin to a destination, utilizing one mode of 

transportation. Trips are often categorized by the purpose behind the trip, such as work, 

shopping, and return home. 

Other important concepts in transportation modelling include the concept of tmBc 

zones. 'Itatiic zones represent the spatial structure of a geographical area, such as a 

municipality. They aggregate the location and other factors of individuals or households 

into usually no more than a few hundred tr&c zones, which can range in size from a 

few hundred square meters, to several square kilometers. Trips are assumed to originate 

and terminate at a single fixed point within a tr&c zone called the centroid Various 

socioeconomic variables such as employment or retail space can be measured per traffic 

zone. The definition of zones depends on the particular gods of a transportation study, 

and is usually a compromise between representational accuracy, analytical complexity, 

and availability of data. 

4.1.1 Elements of travel demand 

There are several different approaches to travel demand modelling. All integrated models, 

however, attempt to describe and forecast the four basic components of travel demand 

[5,8,14]. Some methods view and model each component separately, while others combine 

two or more steps. 

Trip generation The first step consists of estimating the total number of trips Ti origi- 

nating from zone i and/or the total number of trips Tj terminating at zone j .  In practice, 

the trips are classified by trip purpose, such as work, shopping, or social/recreation, and 

are often grouped into homebased or non-home-based trips, depending on whether one 

end of the trip is at the home. Trip generation may be based on zonal averages, or it 

may be based on type of household. 



Dip distribution Given the total number of trips originating in a given zone Z, this 

stage calculates Tij, the number of trips &om each zone i to every other zone j. The 

number of trips entering a particular zone can similarly be distributed to all other origin 

zones. 

Modal split Mode refers to the different types of transportation mode, such as car 

or transit. Modal split determines the relative ratio of the different modes used for Tij- 

Although an important component of urban transport modelling, mode was not taken 

into account in the mobility model described here. The mode has major implications for 

handover, due to the different speeds of different modes, but it does not affect location 

management to the same degree. The path taken is the main factor for location manage 

ment, and though it may be influenced by the mode taken (for example, a bus may take 

a different route from point A to point B than a car or pedestrian wouId have taken), the 

extra complexity required was not justified. This is particularly true when modelling a 

medium-sized area such as the Region of Waterloo, which does not have a subway system 

or underground pedestrian pathways, which would be examples of modes of transport 

using unique paths. 

n i p  assignment Given the number of trips qjm from a zone i to a zone j using 

a mode m, this step maps the trip route onto the existing or proposed transportation 

infrastructure. The selected route is typically the one with the smallest generalized cost, 

usually some combination of time, dis tame, speed, and convenience. 

4.1.2 Aggregate models 

Aggregate models are the earliest of the travel demand models, and are still being used in 

practice. They attempt to model the behaviour of aggregations of the population, based 



4.1. TRAIVSPORlXTION P L A N ' G  MODEM 52 

on average socioeconomic indicators, such as age and income, on a per traffic zone or per 

household type basis. The classical transport model is the most basic aggregate model, 

with many modifications having been made in Werent studies. 

The classical transport model 

The classical transport model is an aggregate model which has been used since the 1960s 

to forecast travel demand. Various techniques and submodels exist for determining the 

variables for each of the four elements of travel demand. Some of the submodels are 

described below [8, 14, 361. 

Trip generation One method used in trip generation is (usually linear) regression 

analysis, applied on survey and census data, where the dependent variable is T; or Ti, 

the number of trips originating or ending in a particular zone. The independent variables 

are characteristics of the zone or of the households within the zone. The general form of 

these equations is [36]: 

It is also possible to use regression analysis at the household level [8], which avoids the 

problem of variation between households in a zone. The number of trips per household 

can be estimated using independent variables at the household level. Zonal totals can be 

simply derived (in linear models) by knowing the number of households in each zone. 

Another method, known as category analysis or cross-classification [36], classifies 

households into groups and estimates trip rates per household type, and per trip purpose. 

The household type is a tuple based on certain socioeconomic variables, such as income 

level, car ownership level, and household structure. The number of trips T; h m  zone i 
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for purpose p can be represented by: 

where h is the household type, ~ ( h )  is the number of households of type h in a zone i, 

and P(h) is the trip rate for purpose p. 

Trip distribution The most commonly used trip distribution model is the gravity 

model, which is similar in form to Newton's law of gravitation. Its general form is [8]: 

where Oi and D j  are the number of trips originating from zone i, and terminating in 

zone j, respectively, a is a proportionality constant, and f (%) is a decreasing function 

(typically negative exponential or inverse power) of the generalized cost of travel between 

zones i and j. 

Modal split Modal split may be performed before or after the trip distribution step. 

The basic modal split models involve a diversion curve. A binary modd split (for example, 

between private car and transit) is an S-shaped binary logit curve of the form 1361: 

where PC is the probability of choosing the private car, and c, and ct are the generalized 

costs of the car and transit, respectively. 

Trip assignment 'Rip assignment assigns the trips Tijm to one or more routes, re- 

sulting in the number of trips Tijmt from zone i to zone j using mode m and route +. 
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The all-or-nothing approach assigns all trips to the path of minimum generalized cost 

(usually minimum travel time), but without considering congestion. The capacity of the 

actual path is considered in the capacity-constrained trip assignment algorithms, which 

iteratively calculates the cost and minimum paths until equilibrium is reached [l4]. 

Direct demand models 

Treating each of the four elements of travel demand independently has no compelling 

theoretical support, and direct demand models attempt to estimate trip generation, trip 

distribution and modal split simultaneously [8], possibly toget her with trip assignment. 

The most general form of these equations is [36]: 

where Tiimr is the number of trips from i to j using mode m over route r ,  a and p 

are calibration parameters, and pk is the kth dependent variable. Although calibration 

of direct demand models is simpler and more intuitive than calibrating the individual 

submodels of the classical model, there are both t heotetical and practical disadvantages, 

such as the large number of parameters that are needed. 

4.1.3 Disaggregate models 

The classical travel demand model has a number of shortcomings that have been recog- 

nized for some time. One of the main criticisms is that it does not represent a coherent 

theory of travel behaviour [5]. Aggregate models describe or replicate aggregate travel 

demand, without explaining it. Other criticisms are that policy is generally not taken into 

account, meaning that predictive abilities are Limited [9]. Since aggregate models are ba- 

sically correlative, large quantities of input data are required for accuracy, so such studies 
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tend to be expensive. Disaggregate models [5,8,34,36] have attempted to improve travel 

demand analysis by modelling the behaviour of individuals, rather than socioeconomic 

groups- 

Discrete choice models 

One of the more common approaches to disaggregate travel demand is the discrete choice 

model, which is based on random utility theory borrowed fiom microeconomics- The un- 

derlying principle of this theory is that individuals wi l l  attempt to maximize their utility, 

or minimize their &utility, when making travel-related choices. The utility functions Uad 

for diffient alternatives a in a given choice set Cd for each decision-maker d, are of the 

form [8, 281: 

u, = Vad + Cad 

where 

X is a vector of variables which determine a measurable and systematic value of the utility 

of a given alternative, and include both socioeconomic variables for the individual and 

variables describing the given alternative; P are the coefliicients for the different variables, 

which differ among alternatives but are assumed to be constant for all individuals. To 

incorporate individual tastes and measurement error, a random component E is used. 

Depending on the properties and distribution of E, different models can be created. The 

most popular discrete choice model is the multinomial logit model, which assumes that 

c is independent and identically distributed (ID) with a Gwnbel distribution. This 

simplifying assumption gives the probability Pad for decision-maker d to select alternative 
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a &om the choice set Cd as [8, 281: 

The P coefficients can be estimated using maximum likelihood techniques with relatively 

small data sets. 

Discrete choice models off' a more realistic and behaviour-based approach to travel 

demand, but they also suffer fkom a number of drawbacks. The definition of a choice 

set poses difiicdties when dealing in practice with many discrete options such as trip 

destinations. Given more than a few alternatives in a choice set, the mathematics quickly 

become overly complicated. Discrete choice models have been best used for modal split 

choice. Aggregation of the results, which is necessary for practical forecasting, becomes 

difficult in cases where the models are not lineat. It has also been claimed [5] that discrete 

choice models do not adequately account for policy considerations. 

Activity-based approaches 

Travel demand is generally considered a derived demand, since there is ultimately some 

other purpose for which travel is undertaken. Travel is therefore a means to an end, rather 

than an end in itself, except for relatively rare cases such as pleasure drives. A description 

of the daily (or longer term) activity patterns of individuals and households wi l l  therefore 

provide a deeper understanding of travel behaviour, and thus better descriptions and 

predictions of travel, given certain spatial and temporal constraints. 

There has been a fair amount of work in recent years into activity-based approaches to 

travel demand, although it tends to be fragmented and without a dominant methodology. 

The different approaches do share some common features, including a focus on pat tern 

of behaviour, rather than on statistics of individual trips; consideration of the timing 
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and duration of activities and travel, instead of just peak traffic; and consideration of 

interpersonal constraints between household members [22]. 

Time budget studies have been carried out for a number of years. These studies 

describe and attempt to explain observations of time spent on various activities, or of 

participant counts in different activities during the day [21]. Somewhat related has been 

research on activity pattern studies, which incorporate both temporal and spatial aspects 

of individual and household activities, and attempt to explain and model these activity 

patterns. 

Chapin [6,11] concentrates on the time allocation patterns of individual and household 

activities. Activities, or episodes, are defined as intervals of time devoted to a dominant 

purpose. Associated with each activity are a duration, a location or path, and a date 

and time, as well as individual socioeconomic characteristics and other factors. These 

activities are linlred with preceding and succeeding episodes, which together form an 

activity pattern, over a period of time. Two classes of activity are defined, although the 

categorization of activities is not absolute for all individuals. Obligatory activities are 

caused by basic needs (such as eating and sleeping) or by employment, and they tend to 

structure the day. Discretionary activities are not central elements of the daily routine, 

and may be substituted for other activities. 

Hagerstrand [47], at the University of Lund, has used the approach of time geography, 

where time and space are intricately connected. This approach is 'physicalist' in the sense 

that it views time and space as resources which constrain human activities. Emphasis is 

placed on the following groups of physical constraints: 

Capability constraints, which arise from the physical and biological limit ations of 

people (and machines) 

Coupling constraints, which are caused by the need to have people and equipment 
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bound together at given points of space-time (e.g. for work) 

0 Authority constraints, which are the result of restrictions to access 

Between the above two approaches of focusing on choices or on constraints lie a 

number of conceptual and functional models [2, 221. There remain several challenges in 

the activity approach, such as the handling of complexity involved in travel behaviour, 

the gathering of relevant and detailed survey data, and the aggregation of results to 

aUow forecasts. Nevertheless, the approach has much potentid for providing a deeper 

understanding of travel behaviour, and hence for better forecasting techniques. 

4.2 Proposed activity-based mobility model 

The proposed mobility model is presented in this section, starting with the general re- 

quirements of the model. The survey which provided the raw data used in the simulation 

is also described, as every transportation model is to a certain extent limited by the 

available data. 

4.2.1 Model requirements and data availability 

The goal of the mobility model is to provide, at the individual subscriber level, a realistic 

set of paths traversed on a daily basis. Since the model wil l  be used to evaluate a location 

management dgorithrn which relies on a Iong-term user profile, a period of several days 

will be simulated to allow for the creation of a user profile. The model wilI be applied 

to a cellular communications system, so the routes traversed can be superimposed on a 

geographical framework of radio cell boundaries. The final output &om the model wiIl 

therefore be a list of cells traversed by an individual subscriber over a period of several 

days, together with the amount of time spent in each cell. 
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A variety of mobility information is collected through surveys periodically conducted 

by metropolitan area trafiic planning offices. These surveys have many uses, such as traffic 

planning and public transportation policy development. This data normally includes trip 

information for a sample of households for a single weekday, although the exact data 

collected varies fkom region to region and fiom survey to survey. 

The input data for this mobility model was derived fkom the trip survey conducted 

by the Regional Municipalitp of Waterloo in 1987. The trip survey captured idormation 

on trips taken by residents during a specific weekday, A travel diary was completed by 

each household member over 5 years of age, in which details on all trips taken during the 

survey day were recorded. Another section of the survey contained information about 

the household and individuals, some of which was inaccessible for privacy reasons. Data 

&om the survey was aggregated into one file containing items relevant for this simulation- 

The following data was included for each recorded trip: 

Person identifier 

Trip start time 

Trip end time 

Trip purpose (or activity) a t  the origin and destination 

Home tr&c zone of tripmaker 

Employment status (fU-time or part-time, in or out of the home) of tripmaker 

Fixed work location (true or false) for tripmaker 

The trip survey could not be used in its original format primarily because it only 

captured trip information for one weekday. Several mobility management schemes, in- 

cluding the one proposed here, involve some type of user movement profile built up over 
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time. The model uses aggregated input data extracted from the trip survey to simulate 

subscriber mobility over a period of several weekdays. The input data to the simulation 

and the simulation procedure are described below. 

4.2.2 Overview of the mobility model 

The eventual goal of the mobilie model is to simulate the daily movement of cellular 

subscribers over a period of several days, in tenns of cells crossed and time spent in each 

cell. Using this information, location management algorithms can be compared according 

to the relative number of location updates and paging messages they generate. After 

reviewing the transportation theory literature (Section 4.1), it was decided that the best 

approach b r  the required mobility model, in terms of solid and intuitive theoretical basis, 

simplicity, and implementabili@ given the available data, was a modified activity-based 

approach. 

The driving parameter in the simulation is the notion of trip purpose, which is equiv- 

alent to an activity in this proposal. This is an important parameter collected in the 

original trip survey, which classifies the reason for the trip into nine categories, namely (1) 

work, (2) work related, (3) school, (4) serve passenger, (5) shopping, (6) social/recreation, 

(7) personal business, (8) return home, and (9) other. 

In the simulation, the 24hour day is divided into a user-defined number of equal 

segments, referred to as time periods. Time periods are used to aggregate data from the 

trip survey by time of day. The simulated day for a particular subscriber consists of a 

sequence of activities which have an associated duration and location. The paths taken to 

travel fkom one activity location to another, together with the time spent at each activity, 

form the spatial and temporal output data required from the simulation. 

The concept of activity, or trip purpose, is central to the simulation. Each activity 

has an associated time of day, duration, and location (at the level of a cell). An activity 
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is selected based on the previous activity and the current time period. The probability of 

transition from one activity to another uses the activity transition matrix described below. 

Once the next activity is selected, its duration is determined using the activity duration 

matrix. Finally, the location of the activity is selected, based on the type of activity, 

and some heuristics. Since the current location of the subscriber is already known, once 

the location for the next activity is selected, the intermediate route (in terms of cells 

crossed) and the total distance are determined from a lookup table. Using a user-defined 

system-wide average speed, the total time and the time in each intermediate cell are 

calculated. The subscriber stays in the destination cell for the duration of the activity, 

and the sequence is repeated. 

Each simulated subscriber has certain characteristics, one of the more important of 

which is person type. The distributions for the activity transition matrix and for the 

activity duration are indexed by person type. Four categories of person type were defined, 

similarly to [26]. This categorization at tempted to create groups of somewhat similar 

subscribers, with similar mobility patterns, using the information that was available from 

the trip survey. The four categories were: 

F'ull-time employed outside the home 

0 Part-time employed outside the home, but not a student 

Student, secondary or post-secondary, possibly employed part-time outside the 

home 

0 Not employed outside the home, and not a student 

Another important characteristic is whether the work location is fixed from day to 

day, since work is a major activity. Other characteristics of the subscriber include the 
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home, work, and school locations at the cell level. This information is used to select the 

destination cell when the corresponding activity (e.g., home, work, or school) is selected. 

4.2.3 Input data 

h determining the next activity, its duration, location, and the geographical path to take, 

entries are looked up in several tables, sometimes using a random index. The derivation 

and use of the tables are specified below. 

Activity transition matrix 

After validation, the trip survey data was manipulated by an external program to obtain 

data that was directly applicable to this simulation. The activity transition matrix was 

one of the data tables extracted fiom the trip survey data. 

The activity transition matrix is an empirical distribution of transitions from one 

activity (or trip purpose in the trip survey) to another, recorded as a four-dimensional 

array. The distribution is indexed by the subscriber's person type, the current time 

period, and the previous activity. Associated with each entry is an empirical cumulative 

distribution of the transition probability to the next activity, as shown in Table 4.1. 

Implicit in this model is the assumption that activity linkages depend on individual 

characteristics and on the time of day (i.e., time period). This assumption has been 

supported by other studies [13]. 

Activity duration matrix 

The activity duration matrix (Table 4.2), which was also created by an external program, 

is a table indexed by person type, time period, and current activity, giving a cumula- 

tive probability distribution of the different activity durations that were observed. The 

duration of a particular activity can be derived fiom chronologically sorted trip survey 
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person type time penperrod p m - o u s  activity n a t  activity ct~mulative pmbability 
1 4 8 1 0.351724 

Table 4.1: Sample data fiom the activity transition matrix 

records by calculating the difference between the arrival time of one trip record, and the 

departure time of the following trip record. Of course, the previous record's destination 

(arrival) purpose and the subsequent record's origin (departure) purpose must be equal, 

otherwise the pair of records is rejected. The relative frequency of the durations (ag- 

gregated into 5 minute intervals) was recorded, together with the corresponding person 

type, time period, and trip purpose, to create the empirical cumulative distribution. 

person type time period activity duruticrn cumlative probability 
0 7 6 330 0 -948718 
0 7 6 360 0 -961538 
0 7 6 400 0 -974359 
0 7 6 460 0.987179 
0 7 6 540 1.000000 
0 7 7 0 0 .I25654 
0 7 7 5 0 .235602 
0 7 7 10 0 -413613 
0 7 7 15 0 -539267 
0 7 7 20 0.596859 
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In addition, when the origin purpose of the earliest recorded trip matched the desti- 

nation purpose of the Iast recorded trip for a particular subscriber, the duration of that 

purpose (i-e., overnight duration) was assumed to be valid and was recorded- In h o s t  

every case, the fitst recorded trip started at the home, and the Iast recorded trip ended 

at the home (i-e., the purpose or activity was home). 

Geographical path 

In a realistic mobility model, not aU cells are visited for the same duration. Some cells are 

the location of extended activities, while other cells are crossed briefly as the subscriber 

travels to the final destination. This concept of intermediate celIs is criticaI to the mobility 

model, in order to reflect the distribution of time spent in various celIs. Given an origin 

and destination cell, a table was created to look up the path taken, at the cell level. 

Another table contained the total distance fiom origin to destination. 

Routing information was derived using a geographicd information system (GIs) pack- 

age called TransCAD. The street grid of the Kitdrener-Waterloo-Cambridge area was 

entered into TransCAD, onto which was superimposed a layer of cells. Each cell is a ge- 

ographical area roughly corresponding to a cellular radio coverage cell. Cells are groups 

of adjacent tmBc zones as defined by the Region of Waterloo Planning Office. Traffic 

zones are important because they represent the basic geographical unit for which survey 

and census data is collected, such as retail employment or land use, which d e c t  trip 

attractions. The assignment of t rafk zones to cells was somewhat arbitrary, but followed 

some basic rules, such as making cells as convex as possible, and making cell size roughly 

inversely proportional to road and population density. Each cell was represented by a 

cenhoid, a point roughly in the center of a cell, and connected to the street grid. The 

path taken fiom one cell to another was in practice fiom one centroid to another. 

A total of 45 cells was defined for the Ktchener-Waterloo-Cambridge area, out of the 
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235 corresponding traeic zones. Using the minimum path funetion of TransCAD , the 

minimum distance between each pair of centroids was calculated, and the cells crossed 

by this minimum path were recorded manually. In the cases where cell borders coincided 

with the minim~~l l  path, the rule followed was to minimize the number of cell changes by 

remaining in a cell as long as possible. In a few cases where a comer of another cell was 

'clipped' before returning to the same cell, no cell change was recorded, since radio cell 

boundaries are fuzzy in practice, and a good cell selection algorithm (see Section 2.2.3) 

should avoid such changes. Using the calculated minimum path length, the travel time 

was calculated by dividing the path length by a user-defined average speed, assumed to 

be constant for the entire region. This average speed should be relatively low to account 

for time spent waiting at stop signs, traffic lights, and congested roads. Although this 

assumes motorized transport, this assumption is justified since over 85% of all trips in 

the Region of Waterloo trip survey had some form of motor vehicle as the mode of 

transport [I]. 

Subscriber informat ion 

The mobility model describes individual subscriber movement, and so certain information 

must be maintained for each subscriber. The output derived from the model should reflect 

the individuality of a subscriber, otherwise it would be indistinguishable from a random 

mobility model. In transportation theory, individuals (or groups) can be categorized by 

many different parameters, such as income, car ownership, etc. To avoid unnecessary 

complexity, yet still differentiate to some extent between Merent groups, a person type 

variable was defined for each subscriber. This attribute, as defined earlier, had one of 

four values, based primarily on employment st atus. 

Certain locations (cells) which were associated with an individual were also included, 

such as home, work, and school locations. Work location may or may not be fixed 
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over time, and a variable maintains this idormation. The home and school Locations 

are assumed fixed, however. This information is used to determine the destination cell 

whenever the corresponding activity is selected. Thus, the proposed mobility model 

incorporates the structure of daily travel patterns, which is completely ignored by random 

mobility models. The current activity, cell, and location area are also maintained for each 

subscriber in the simulation. 

4.2.4 Simulation procedure 

Using the information in the matrices defined above, a discreteevent simulation was 

developed. Briefly, a discrete event simulation schedules events in a queue to occur at 

certain times based on a global clock, and these events are dequeued in chronological 

order and acted upon based on the event type. 

The three event types in the mobility simulation are the trip-generation event, the 

cell-change event, and the call-amval event. The occurrence of a particular type of event 

triggers a corresponding function. The simulation is started with an initial tripgeneration 

event, whose parameters are entered by the user. The trip-generation function creates 

and queues a set of cell-change events. These cell-change events correspond to the cells 

crossed as the subscriber selects a new activity and travels to its new location. A cell- 

change function performs any location updating functions which may be triggered when 

a change of cell occurs. The tripgeneration function also creates and queues a second 

trip-generation event, corresponding to the end of the duration of the destination activity. 

Call arrivals are not modelled using the typical Poisson arrival process, since that 

model is not very realistic for individual subscribers receiving calls. A subscriber is much 

more likely to receive a call at 2 prn than at 2 am, a fact not accounted for by a Poisson 

model. A key parameter used in the simulation is the number of call arrivals, c,, over 24 

hours, which is defined at  run-time. A call-amval function generates and queues c, call 
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arrivals for the next 24 hours based on a heuristic probability distribution for call arrival 

time, described below. The call-arrival function also queues an event which will trigger 

the generation of the next set of call arrivaIs. 

Four independent variables are used as inputs to the simulation. Person type and 

work location variability parameterize the mobility aspects, while the number of daily 

call arrivals and the maximum size of the dynamic location area (described in Chapter 

5) affect the location management algorithms. For each combination of the independent 

variables, fifteen repetitions of the simulation are executed, each with a randomly selected 

set of internal parameters (such as home location). 

The simulation continues running until the master clock crosses a user-defined thresh- 

old, nominally set at 15 simulated days. Output detaiIing location update and paging 

messages generated by the different location management algorithms is Logged to external 

files, which are analyzed by separate software. 

Trip-generation event 

Tripgeneration events cause all of the subscriber movement during the simulation. Inputs 

to the function are the previous activity, subscriber type, and the simulation clock time 

(which is converted to the corresponding time period). The output is a set of cell-change 

events. ARer the cell-change events are queued, another tripgeneration event is generated 

and queued, representing the next activity and destination, as described below. The cell- 

change events correspond to the cells crossed as the subscriber moves from the current 

location to the location of the next activity. 

Determination of the subscriber's next activity drives the daily mobility pattern gen- 

eration, as shown in Figure 4.1. The next activity is selected using the activity transition 

matrix. Given the current activity, the current time period, and the person type, the 

next activity is randomly selected fkom the corresponding entries in the activity transi- 
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tion matrix. Together with the subscriber type and the current time period, the selected 

next activity is used to determine the duration of the activity, using the duration matrix. 

The next destination cell also depends on the selected activity. If the activity is work (for 

fixed work locations), school, or home, constant locations are used fiom the stored sub- 

scriber information. The location returned for the other activities (except for shopping) 

is a uniformly distributed random number representing cells from 1 to 45. 

get next 

Figure 4.1: Data flow schematic for trip generation in the proposed mobility model 

For shopping, the possible destinations are limited due to shopping location con- 

straints, as well as habit and convenience among individuals. Therefote, shopping may 

be more realistically modelled in terms of zonal retail employment [23], or distance to 

shopping location [14]. The method used in this simulation is a combination of these 
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two approaches. The zonal retail employment (aggregated to form cell-level retail em- 

ployment) is divided by the distance Erom the current location to the target cell. The 

destination cell is randomly selected &om the top five target cells. Intuitively, this method 

prefers cells which are closer to the current location of the subscriber, and is more likely 

to select shopping districts. 

Using the current cell and destination cell, the path and total distance are looked up 

in the path and distance tables. The total distance is divided by a user-defined system- 

wide average speed to calculate the total time, which is divided by the number of crossed 

cells to derive the cell crossing time. An assumption was made that cell crossing times are 

equal for all the intermediate cells; endpoint cells have half of the cell crossing time each. 

For each intermediate cell, a cell-change event is created and queued, with an event time 

equal to the current time plus an appropriate multiple of the cell crossing time. Finally, 

a second trip-generation event is created and queued, with an event time equal to the 

current time plus the total travel time to the destination plus the activity duration time 

(i-e., once the selected activity is completed, a new activity should be derived). 

Cell-change and call-arrival events 

When a cell-change event occurs, the location management h c t i o n  is called. The exact 

location update actions depend on the particular location management algorithm imple- 

mented. Details of location updates, such as the time and cell in which they occurred 

and the cells which comprise the new location area, are logged to an external file for later 

processing. 

Independent of any movement, calls may arrive for the subscriber, represented by 

call-arrival events. The simulation will randomly create c, call arrival times using a prob- 

ability distribution. The day is divided up into three periods, each with a corresponding 

percentage of daily call arrivals. This approximately represents the observed busy peri- 



4-2. PROPOSED 

Table 

ACTMTY-BASED MOBILITY MODEL 

Time of day Probability of incoming calls 
00:OO to O8:00 0 -2 
O8:OO to 18:OO 0 -5 
18:OO to 24:OO 0.3 
- - - - - - - - - - - - - -  - -  - 

4.3: Probability distribution of incoming caIls during the day 

ods during the rnoroing and mid-afternoon, and slow periods during late night and early 

morning. The heuristic distribution used here is shorn in Table 4.3. 

Similarly to the cell-change event, when a call-amid event occurs a location man- 

agement function is called. This function handles the paging actions depending on the 

particular location management algorithm implemented. Details on the number of paging 

messages required are logged to an external file for later processing. 



Chapter 5 

Dynamic locat ion management 

algorithm proposal 

Location management algorithms, as implemented in current cellular systems and as pre- 

sented in most proposals, assume as fundamental the existence of spatially static location 

areas. The mapping of cells to location areas is performed infrequently, using heuris- 

tics and aggregate statistics, and the resulting location areas apply to all subscribers. 

Clearly, not all subscribers have the same mobility patterns, spatially or temporally, and 

thus static and globally applicable location areas are far hPm optimal. 

The proposed location management algorithm attempts to utilize the mobility history 

of the subscriber to dynamically create location areas for individual subscribers, and 

to dynamically determine the most probable paging area. The motivation behind the 

proposal, the information available as input to the algorithm, the goals and constraints, 

and a detailed outline of the algorithm are presented below. 



5.1 Motivation 

As was seen in Chapter 3, many proposals, given fixed location areas, attempt to improve 

on the current system by using hierarchical location registers or databases, usually inte- 

grated in an Intelligent Network type of architecture. These proposals attempt to find 

an efficient way of searching through the hierarchy to locate the subscriber, using point- 

ers created by location updates, Although this type of proposal removes the potential 

bottleneck created with a centralized location register architecture, it does not address 

the problem of aciently performing the location updates which are used to build the 

location register hierarchy. No attempts are made to reduce the frequency of location 

updates, which directly affects the eaciency of many of these proposals. 

Several proposals suggest the use of user profiles to individualize the location areas. 

However, the detailed contents of the user profiles, as well as procedures for their creation 

and maintenance, were not well defined. In addition, proposed algorithms to dynamically 

determine individual location areas generally suffer horn excessive complexity, which is 

not supportable on mobile stations. Other location management poposals are based on 

grouping subscribers with similar behaviour. Although plausible, such grouping is fairly 

arbitrary since subscriber mobility characteristics may change. The key issue is that 

algorithms must remain flexible, not overly complicated, and efficient, even in the face of 

mobility behaviour changes. 

In developing the following proposal, ideas were borrowed from transportation theory 

and activity pattern theories discussed in Chapter 4. In the vast majority of cases, a trip 

is undertaken for a particular purpose occwring at  a particular destination. The purpose 

behind a trip is generally some activity, such as work or shopping. These activities 

can take place at a limited number of locations. For example, most people work at a 

fixed location, and schools and shopping areas are located at specific sites. The home 
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is normally the hub from which all other trips are taken, and is generally a place where 

subscribers spend a substantial amount of time during the day. 

Location management techniques can make use of the f ad  that the average subscriber 

has a limited number of frequently visited locations, which form part of the daily mobility 

pattern. Of course, there will be deviations &om the standard mobility pattern, but the 

more twldarnental activity pattern seldom changes. The proposed algorithm exploits the 

spatial and temporal characteristics of trips. For example, during a typical trip, a number 

of cells may be crossed between the origin and destination of a trip; the subscriber will 

spend some amount of time at the destination (depending on the activity), which will 

likely be longer than the time spent in the intermediate cells. The intermediate cells 

should be included in the location area, but only the destination cell (or some other cell 

in which a relatively long period of time was spent) should be paged on the first tm- The 

subscriber is less likely to be found in the intermediate cells. 

Similar logic is used in determining location areas. In general, larger location areas 

are preferable, since location updates wil l  be reduced. The drawback is a correspondingly 

large number of paging messages. This can be mitigated by using intelligent paging, as 

outlined above, to page the most likely cells first. Even in this case, however, a location 

area must still be of limited size, to bound the number of pages both in first-round 

paging, and in wont case situations, If an entire city, for example, was one location area, 

a subscriber could have dozens of cells in which to be paged in the first round. 

If fixed location areas are used, the daily movements of particular subscribers might 

still cross several location areas on a single trip undertaken daily, generating unnecessary 

location updates. A personal, or individualized, location area, anchored around the cell in 

which the location update occurs, would consist of the most likely cells that the subscriber 

could traverse. The information to create the personal location area is derived fiom the 

user profile, which contains a record of previous transitions fkom cell to cell, together with 
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the length of time spent in each cell. 

5.2 Mobility history and user profiles 

The user ptofile maintains a record of the mobility history of the subscriber. The mobility 

history consists of the number of transitions the subscriber has made from cell to cell, 

and the average duration of visits to each cell. Specifically, a counter NaYb is kept for each 

cell a of the number of times the subscriber has moved &om cell a to each neighbouring 

cell 6. Also associated with each visited cell a is the average time T, that the subscriber 

has spent in that cell. 

As a mobile station roams, it selects and camps on the best cell, in terms of signal 

reception. If the mobile station moves from cell a to cell 6 ,  the counter is incremented 

by 1, and a timer t b  is started, which is stopped either when the mobile station moves 

to a new c d ,  or the mobile station is turned off, The timer may be incremented in 

minutes or deci-hours (6 minute intervals), or some other appropriate increment. When 

tb is stopped, the average value of is updated, since the total number of visits to cell b 

can be derived from the table storing the counters N. The counters and timers are stored 

in non-volatile memory on the mobile station (such as the SIM card in a GSM system). 

The information stored in NaVb and T, for aIl visited cells a and 6 can be represented 

as a directed graph, where the nodes represent visited cells, and the Links represent 

transitions between cells. The weight of a link (a, 6) is the value of NaVbl and the weight 

of a node a is the value of T'. 

When a subscriber enters a new cell which is not in the current location area, a 

location update is performed in which the mobile st ation dynamically determines the 

new location area. The new location area is created based on the most likely cells to be 

visited by the subscriber from the new cell, using information fkom the user profile. 
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5.3 Goals and constraints of the algorithm 

In Chapter 3, different proposals were compared against the general gods of location 

management. These same gods form the basic requirements for the development of 

the proposed algorithm. Certain trade-ofb are necessary since many of the goals are 

contradictory in practice. Priority was given to minimizing the bandwidth required for 

location updates and paging. Performance should be better than or equivalent to current 

proposals for all mobility patterns. Providing adequate quality of service in terms of call 

setup delay (due to paging delay), as well as preserving battery We, were also given high 

priority. The cost was slightly more computational complexity in the mobile station than 

currently required, and additional memory requirements at the mobile station and the 

network databases. 

5.4 Algorithm definition 

Given the above requirements and constraints, a dynamic location management algorithm 

was designed using as input the mobility history (or user profile) of the subscriber. The 

user profile can be represented as the directed graph previously described. A set of 

cells are selected for the new location area, such that the probabiliq of the subscriber 

subsequently roaming within those cells is sufticiently high, as defined below. For an 

incoming call, the subset of the location area where the subscriber is most likely to be 

found is paged first, based on the subscriber's average visit duration in each cell, 

5.4.1 Location updating strategy 

When a subscriber enters a new cell which is not part of the previous location area, when 

the mobile station is first powered on in a cell, or periodically as required by the network, 

a location update is triggered. Upon completion of the location update, a new location 
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area will have been generated for the subscriber, comprised of cells which the subscriber 

is most likely to go to fiom the current cell. 

The user profile, conceptually represented as a mobility graph, is used to derive the 

most likely cells. The overall decision of which cells to include in the new Iocation area 

depends on several considerations: 

0 Selecting a subset (possibly null) of the outgoing Links at each node 

0 SeIecting a metric used to rank the possible links 

0 SeIecting the order of inclusion of new nodes into the new Location area (i.e., 

breadth-first or depth-first order) 

0 Deciding when to stop selection of nodes along a particular path 

The goals and constraints previously mentioned were used in deciding among the alterna- 

tives. The decisions taken are explained in the overall sequence of steps for the location 

updating procedure, outlined below. 

1. Whenever a new cell is entered (for example, fkom cell a to c d  b), the counter Nad 

is incremented, and the average duration T, is updated. This occurs regardless of 

whether a location update is performed, or whether a location update was dynamic 

or static. 

2. An attach procedure, similar to GSM, is possible when the current cell at power-on 

is within the last location area recorded before the previous detach procedure at 

power-off. In this case, a simple message would be sent to the HLR, notifying it 

that the mobile station is again reachable. 

3. Upon entering a new ceU and having decided a location update is necessary, the 

mobile station looks up the new cell in the user profile. If the new cell is not found 
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in the user profile (i.e., if the user has never visited that cell or if the cell has been 

purged fiom memory), a classical location update is performed. For this purpose, 

the network is overlayed with relatively large static location areas, similar to cunent 

implement ations - 

4. If the new cell is found in the user profile, the list of neighbouring cells previously 

visited is read, toget her with the number of times the subscriber has moved to those 

cells &om the new cell (Nab for all cells b, or the link weight in the mobility graph). 

Due to the physical layout of cells in cellular networks, there can be only a limited 

number of neighbouring cells, normally six. The average weight R of the links to 

each neighbouring cell is calculated. 

5. The cells conesponding to the links whose weights are greater than or equal to the 

average weight fi are added to the new location area, in order according to the 

link weight. The average weight is used to discriminate between paths which the 

subscriber often traverses, and paths which are seldom traversed. The mean is a 

relatively simple way of determining the break between frequently and Sequent ly  

used cells, in a non-arbitrary manner. Adding all qualified cells from the neigh- 

bouring cells implies a breadth-first method, which is used to limit the possibility 

of additional location updates if the subscriber subsequently traversed a directly 

neighbouring, but unselected, cell. A depth-first method would normally select a 

single, extended, and fiequently used path, but would ignore paths through less 

frequently traversed neighbouring cells. 

6. Once selected cells fiom the first ring of neighbouring cells have been added to 

the personal location area, the above two steps are repeated for the cells in the 

personal location area, in order by largest link weight. The average weight of the 

cell's outgoing links is calculated, and any nodes whose associated link weight is 



greater than or equal to the average are added to the personal location area, such 

that all cells descended from the first ring of cells are ordered by link weight. 

It is possible that one of the selected links leado back to a previous node. Obviously, 

a particular cell needs to be listed in the new location area only once, so duplicated 

cells are not added to the personal location area. 

The above steps are repeated until no other cells are left for inclusion, or the maxi- 

mum dynamic location area size has been reached. This limit is defined externally; 

maximum dynamic location area size is one of the independent variables used in 

the simulation analysis. A larger limit implies larger location areas, as well as ad- 

ditional memory requirements at the mobile station and the network. The effect of 

larger dynamic location areas is discussed in Chapter 6. 

5.4.2 Paging strategy 

The paging strategy is closely tied with the location updating strategy. A large location 

area is beneficial in terms of efficient location updating, but not for paging unless some 

intelligent paging strategy is used to reduce the number of cells that are paged. 

In this proposal, one of the parameters maintained by the mobile station is the average 

time spent in each visited cell a, represented by T,. Cells with a low value of Ta are ones 

which the subscriber tends to cross quickly during a trip to some other destination. An 

example would be an intermediate cell along the path from home to work. It may be 

frequently crossed, but the subscriber spends little time within the cell, and will seldom be 

found there. On the other hand, cells with a high value of Ta indicate that the subscriber 

is quite Likely to be found there. Examples of such cells are work or home cells. 

As the mobile station roams, it maintains a table of the values of T, for each cell. 

During a location update, the set of T, values for the cells comprising the new location 
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area are transmitted to the network. Upteda te  T, values enable the network to perform 

more efficient paging. However, this data should be sent as infrequently as possible to 

minimize bandwidth usage, and should use an existing radio connection where possible 

(e.g., using the signalling channels during a conversation). 

The paging strategy involves the use of the parameter T, to limit the paging cost. 

Cells within the cutrent location area with a high value of T,, and thus more likely to 

contain the subscriber, form the paging area which is paged first. Cells with lower values 

of T, are subsequently paged if there is no reply fiom the subscriber. 

The problem of determining which specific cells to page first, given a corresponding list 

of T, values, is similar to the problem of determining which Iinks to include in the location 

updating strategy. The average value of T, among the cells in the current Iocation area 

is calculated. Cells where T, is greater than or equal to the average form the paging area 

used in the first round of paging. If this paging attempt is unsuccessfhl, all cells in the 

location area are paged in the second round of paging (in case the subscriber moved to 

the first paging area just after the first round of paging). Note that a location area may 

be broken up into more than two paging areas, for example by finding the average of the 

first group of cells and using that to divide the first group into two segments. Different 

implementations of the general paging scheme are possible depending on the number of 

cells per location area, and the number of cells comprising a paging area. The number of 

paging areas, however, should be kept low to avoid long paging-related call setup delays 

which adversely affect quality of service. 

5.5 Summary 

A dynamic location management scheme was proposed, based on the mobility patterns 

of individual subscribers. The scheme attempts to improve upon the performance of 
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current location management schemes in terms of bandwidth efEciency. The mobile 

station maintains a mobility history consisting of the number of transitions between 

visited cells, and the average time spent in visited cells. The mobility history is used 

for the dynamic determination of efficient and individualized location areas and paging 

areas. 



Chapter 6 

Analysis 

The proposed location management algorithm is compared to existing protocols in this 

chapter, primarily in terms of radio bandwidth efficiency. As discussed in previous chap 

ters, one of the most important goals of location management algorithms is efficient 

utilization of radio spectrum, which is a fixed resource. This requirement can be satis- 

fied by minimizing the number of location updating and paging messages that must be 

transmitted across the radio interface. 

6.1 Description of data and procedures 

The analysis involved comparisons of the dynamic model with the standard fixed location 

management dgorithm, as typically implemented in today's cellular networks. The 45 

radio cells in the simulation environment were grouped in four different fixed location 

area layouts, in an ad hoc manner based on geographical proximity. These location areas 

are equivalent to paging areas, and the terms are used interchangably in the discussion 

below. Fixed Group 0 has one cell per location area. Fixed Group 1 has thirteen location 

areas of three or four cells each. Fixed Group 2 is similar, with three to five cells, generally 
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diflerent fiom Group 1, in each of eleven location areas. Finally, Fixed Group 3 has five 

large location areas, with eight to ten cells per location area. These fixed groupings, 

or algorithms, were compared with the proposed dynamic algorithm, whose maximum 

location area size is parameterized. 

The original output &om the mobility model provided details about paging and lo- 

cation update messages generated over time by a simulated subscriber, for each of the 

fixed algorithms and for the proposed dynamic algorithm. The movements and messages 

generated by each subscriber were logged for 15 simulated days, an interval assumed at 

the outset to be long enough for the model to reach a steady state. For each set of 

controlled variables (person type, fixed work location, size of dynamic location area, and 

number of daily call arrivals), meen repetitions were run, each with a different set of 

internal parameters (initial start time, location of home, work, and school). The number 

of location updates and pages were tabulated, per simulated day, for each Werent algo- 

rithm and for each different set of controlled variables. Overall, there were 160 parameter 

combinations (4 person types x 2 fixed work location states x 5 daily call amval levels 

x 4 dynamic location area sizes) with 15 repetitions for each combination, for a total of 

2400 individual runs. 

Due to the number of independent and dependent variables and the complexity of 

the data, statistical analysis on the data was deliberately kept simple- Various means, 

standard deviations, and test statistics were cdculated using the statistical package SAS 

and in certain cases, P a l  scripts. The assumption of normal distribution of the data, 

necessary for t-tests and other techniques, was v d e d  through SAS. 
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6.2 Comparison of location management-relat ed signalling 

The average number of location update and paging messages generated by the Merent 

fixed algorithms were compared with the proposed dynamic algorithm. The total location 

management cost, a rather abstract but very significant concept, was also calculated and 

used to compare the overall performance of the diffkrent algorithms. A global comparison 

is given first, foUowed by comparisons between different subscriber types, and between 

employeed subscribers with fixed and non-fixed work locations. Finally, the effect of 

different maximum sizes for the dynamic location area is analyzed. 

6.2.1 Overall average performance 

Location updating 

The graph in Figure 6.1 shows the number of location update messages for the Merent 

algorithms, averaged over all relevant independent variables (person type, fixed work lo- 

cation, and maximum size of the dynamic location area). It shows the overall relationship 

between the different fixed algorithms and the proposed dynamic algorithm. As expected, 

Fixed Group 0, with one cell per location area, performed the worst. Fixed Groups 1 

and 2, with about four cells per location area, performed better than Fixed Group 0, but 

worse than Fixed Group 3, which had about 9 cells per location area. 

The 'learning curve' associated with the dynamic algorithm is clearly visible on the 

graph. As time progresses, the user profile is able to provide better information for cell 

selection. After the fist day, the dynamic algorithm was comparable to Fixed Groups 

1 and 2. The dynamic algorithm outperformed (statistically significant with P-value = 

0.0020) Fixed Group 3 after four elapsed days, and the performance gap increased as 

time increased. 
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Figure 6.1: Global average number of Iocation updates versus elapsed time 

Paging 

The overall average number of cells paged is shown in Figures 6.2, 6.3, 6.4, and 6.5 for 

levels of 3, 6, 9 and 12 incoming calls per day, respectively. The results scale almost iden- 

tically for the different incoming call levels, indicating that the dynamic paging algorithm 

performs consistently relative to the fixed algorithms regardless of paging load. 

The paging cost for Fixed Group 0 is optimal, since the current cell is always known, 

and consequently exactly one cell gets paged. However, this optimal paging cost is in 

general far outweighed by the associated large location updating cost. Conversely, the 

paging cost for Fixed Group 3 is comparatively the worst, due to the large paging (lo- 

cation) areas. As expected, the paging cost for Fixed Groups 1 and 2 falls in between 

the two extremes, with Fired Group 1 being slightly better due to the smaller average 

number of cells per location area. 

Despite the mically large location area for the dynamic algorithm (&om 5 up to 20 
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Figure 6.2: Global average number of cells paged for 3 incoming calls, versus elapsed time 

Figure 6.3: Global average number of cells paged for 6 incoming calls, versus elapsed time 
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Figure 6.4: Global average number of cells paged for 9 incoming calls, versus elapsed time 

-t Fixed 0 
+fixad 1 

Figure 6.5: Global average number of cells paged for 12 incoming calls, versus elapsed time 
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cells, compared to 10 for Fixed Group 3), the paging cost for the dynamic algorithm is 

almost identical to Fixed Group 2, which has only three to five ceUs per location area. 

During the first few days, while the user profle is being compiled, the performance of 

the dynamic algorithm was somewhat worse than either Fixed Group 1 or 2. This gap, 

however, typically disappeared after 5 or 6 dapsed days, after which the performance of 

the dynamic algorithm and Fixed Group 2 were almost identical. 

6.2.2 Total location management cost 

The dynamic scheme performs best for Location updates, but is not optimal for pages, 

due to the trade-off between dcient location updating and &tiat paging. The total 

location management cost, defined as a linear combination of the number of location 

updating and paging messages, is a way to observe the overall effects and behaviour of 

the different algorithms. Total cost is a relatively abstract concept in the scope of location 

management. It can be defined in several ways, such as the total number of signalling 

messages crossing a specific interface, or the total size in bytes of aU exchanged signalling 

messages. Some authors simply represent cost as an abstract constant. In this analysis, 

an intermediate approach has been taken, which is quantitative, yet not limited to a 

specific technology. Total location management cost is given by: 

cost = c NL,, + Ng 

where Nlu is the number of Location update messages generated, Np is the number of 

cells paged as a result of an incoming call, and c is a constant representing the relative 

cost of updates to pages. Since a location update is a much more expensive procedure 

in terms of signalling than pages, the two representative values of c are taken as 5 and 

10. These values are somewhat arbitrary, but represent the approximate size and number 
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of signalling messages required by a location update compated to a paging message, as 

discussed in Chapter 2. 

Figure 6.6: Global total cost (c = 5) for 3 incoming calls, versus elapsed time 

Significant differences in the relative cost of the Merent algorithms arise as the num- 

ber of incoming calls increases. For relative cost c = 5, and Low levels of 3 incoming 

calls per day (Figure 6.6) and 6 incoming calls per day (Figure 6.7), the Fixed Group 0 

algorithm incurs the highest cost. This is due to the excessive updating cost required by 

this algorithm, which is not offset by its inherently Low cost of paging since there are few 

incoming calls. Fixed Groups 1 and 2 have very similar performance, with Fixed Group 1 

performing slightly better, although the gap decreases as more incoming calls arrive. As 

the number of incoming calls increases (Figtues 6.8 and 6.9), Groups 0, 1 and 2 approach 

a similar total cost. The performance of Fixed Group 3, which is initially quite good, 

declines rapidly as the number of incoming calls increases, so that for 9 and 12 incoming 

calls per day, its performance is significantly worse than all other algorithms. This is 

expected, since it performs the worst in terms of paging cost, which forms an important 
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Figure 6.7: Global total cost (c = 5 )  for 6 incoming calls, versus elapsed time 

+Fued 0 
+Fixed 1 
+ Fued 2 
+ Fued 3 
+Dynamic 

Figure 6.8: Global total cost (c = 5) for 9 incoming calls, vetsus eiapsed time 
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Figure 6.9: Global total cost (c = 5) for 12 incoming cab, versus elapsed time 

proportion of the total cost for a value of 5 for relative cost c. 

The dynamic algorithm outperforms all fixed algorithms after a brief 'learning curve' 

of no more than three elapsed days. Although the paging cost of the dynamic algorithm is 

comparable with Fked  Groups 1 and 2, as discussed above, the improvement in location 

updating cost is large enough to offset the paging cost, even though the cost of an update 

relative to a page is not very large. 

For a larger relative cost of updates (c = lo),  the wont performer is Fixed Group 0 for 

all levels of incoming calls (Figures 6.10, 6.11, 6.12, and 6.13). This was not surprising, 

since updates are relatively more expensive, and this algorithm generates by far the 

largest number of updates. As before, Fixed Groups 1 and 2 behave very similarly, with 

Fixed Group 1 again slightly ahead. Fixed Group 3, with the large location areas and 

corresponding low rates of updates, starts out the best of the fixed algorithms, but its 

large paging cost causes total cost to rise significantly with higher Levels of incoming calls. 

For 9 incoming calls per day, Fixed Group 3 has a higher cost than Fixed Groups 1 and 
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Figure 6.10: Global total cost (c = 10) for 3 incoming calls, versus elapsed time 

-Fixed 0 
+Fated 1 
+Fixed 2 
-r- Fixed 3 
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Figure 6.11: Global total cost (c = 10) for 6 incoming calls, versus elapsed time 
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Figure 6 -12: Global total cost (c = 10) for 9 incoming calls, versus elapsed time 

Figure 6.13: Global total cost (c = 10) for 12 incoming calls, versus elapsed time 
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2, and it approaches the cost of Fixed Group 0 for 12 incoming calls per day. 

The dynamic algorithm again outperforms the &ted algorithms, after a 'learning curve' 

of 2 to 3 days. The gap between the total cost of the dynamic and tixed algorithms is 

even greater for c = 10, since the updating &ciency of the dynamic algorithm becomes 

even more apparent. 

6.2.3 Average performance relative t o  subscriber type 

The effect of different subscriber types on the performance of the various location man- 

agement algorithms is discussed in this section. Recall that the four person types were 

full-time employed (Type O), part-time employed (Type I), unemployed student (Type 

2), and unemployed, non-student (Type 3). In the simulation, the merent  types were 

equally represented. It should be noted that the following analysis used the cumulative 

results after 15 simulated days, both for analytical simplicity, and to allow the dynamic 

algorithm and the mobilitg model to stabilize their behaviour after the initial transient 

effects- 

Locat ion updating 

The relative proportion of location updates for different person types remained almost 

identical for the fixed algorithms. Overall, the dynamic algorithm generated the fewest 

location updates for all person types (Figure 6.14). Relative to person type, there appear 

to be more location updates for part-time employed subscribers, followed by the full- 

time employed and student types, with the non-employed, non-student type exhibiting 

the lowest number of updates. Since the fixed algorithms make no distinction among 

the different trip characteristics of different person types, this relationship is interpreted 

as the relative level of trips undertaken by each type. Although it has not been fwther 

investigated, i t  does not seem counter-intuitive that part-time employed subscribers would 
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travel more than subscribers who were neither employed nor students. 

Figure 6.14: Average number of location updates per user type for different algorithms, after 15 
days 

The results for the dynamic algorithm were somewhat less intuitive, since the travel 

habits of a subscriber can affect the performance of the dynamic algorithm (for example, if 

the vast majority of trips by the subscriber were to activities located in fuced locations). 

Several observations can be made in comparing the absolute and relative number of 

location updates generated by the cWerent subscriber types. First, the number of updates 

are significantly lower for all person types (P-values < 0.0001), indicating that all person 

types benefit from the implementation of the dynamic algorithm. Second, the relative 

number of updates generated by the student group is noticably smaller compared to the 

fixed algorithms, indicating that the relative performance of the dynamic algorithm is 

greater for the student group. The reason for this has not been further investigated, but 

a possibility could be that students travel to a more limited number of Werent cells, 



enabling the dynamic algorithm to work more efEciently by keeping almost al l  visited 

c e h  within the petsonal location area. Third, the relative number of updates for non- 

employed, non-students is higher compared to the fixed algorithms. Again, a possible 

reason could be that this person type travels to a larger set of different cells, and thus 

reducing the relative ac iency  of the dynamic algorithm. 

Paging 

As with location updating, the fixed algorithms exhibit the expected paging behaviour, 

with the larger location areas incurring a higher cost. Note that since person tppe does 

not affect the number of cells paged for the fixed algorithms, and that equal numbers 

of each person type were input to the simulation, any diff'ences in the number of cells 

paged across different person types for each fixed algorithm is due to the randomness 

inherent in the simulation. The number of cells paged for the different algorithms scales 

Iinearly with respect to the number of incoming calls, so for brevity, only the graph for 6 

incoming calls is shown in Figure 6.15. 

Subscriber person type did, however, play a role in the performance of the dynamic 

algorithm. Overall, the number of paging messages generated by the dynamic algorithm 

was roughly comparable with the number generated by fixed algorithm Groups 1 and 

2. However, employed subscribers generated more paging messages than non-employed 

subscribers. The student type performed best with the dynamic algorithm, followed by 

the non-employed, non-student type. The full-time employed type generated the most 

paging messages, followed by the part-time employed type. The reason for this behaviour, 

as before, might be that students spend a large amount of time in few cells, thus forming 

a smail paging area that can be accurately determined fkom the user profile. Conversely, 

the employed types may distribute theit time over more activities (and cells), thus making 

the accurate derivation of the 'primary' paging area more difficult. 



Fad 0 Fad 1 Fwd 2 Fad3 Dynamic 

Figure 6 - 15: Average number of cells paged for 6 incoming calls, by user type, versus the M e r e n t  
algorithms, after 15 days 

Total location management cost 

For a relative cost c = 5 and 3 incoming calls per day (Figure 6-16), Fixed Group 0 is 

the worst performer, with the rest of the fixed algorithms having similar costs. As the 

number of incoming calls increases (Figures 6.17, 6.18, and 6-19), the relative cost of 

Fixed Group 0 decreases due to its optimal paging cost, until total cost for Fixed Groups 

0, 1 and 2 are almost equal at the level of 12 incoming calls. The performance of Fixed 

Group 3 deteriorates, however, as more incoming calls arrive, due to the high paging cost 

of Fixed Group 3, and for 9 and 12 incoming calls, it  is the most expensive algorithm. 

With c equal to 10, Fixed Group 0 is relatively disadvantaged, due to its frequent 

updates, while Fixed Group 3 is relatively advantaged. For fewer incoming calls (Fig- 

ures 6.20 and 6.21) Fixed Group 3 is the least expensive of the fixed algorithms, although 

the dynamic algorithm is significantly less expensive for all user types. For 9 and 12 
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Figue 6.16: Total location management cost (c = 5) for 3 incoming calls, by user type, versus 
the different algorithms, after 15 days 

Figure 6.17: Total location management cost (c = 5) for 6 incoming calls, by user type, versus 
the different algorithms, after 15 days 
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Figure 6.18: Total location management cost (c = 5) for 9 incoming calls, by user type, versus 
the Merent algorithms, after 15 days 

Fad 0 Fud 1 Fixrd 2 FuW3 Oyrramic 

Figure 6.19: Totai location management cost f c = 5) for 12 incoming calls, by user type, versus 
the Merent algorithms, after 15 days 
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incoming c a b  per day (Figures 6.22 and 6.23), Fixed Group 3 is no longer the least 

expensive fixed algorithm due to its higher paging cost, and Fixed Groups 1 and 2 incur 

lower costs. Again, the dynamic algorithm is the least expensive and Fixed Group 0 is 

the most expensive. 

Figure 6.20: Total location management cost (c = 10) for 3 incoming calls, by user type, versus 
the different algorithms, after 15 days 

Note that the relative difierence among the Merent user types is smaller for Fixed 

Group 3 than for Fixed Group 0. This is because the cost for Fixed Group 3 is mainly 

influenced by the number of paging messages, which were nearly equal across the different 

user types. Due to this effect, the total cost in the case of 12 incoming calls, and c = 

10, for the non-employed, non-student type with Fixed Group 0 is about 1% less than 

the cost with Fixed Group 3, even though the cost for the part-time employed type with 

Fixed Group 0 is actually 13% more than with Fixed Group 3. 

For all levels of incoming calls, and aIl person types, the dynamic algorithm had the 
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Figure 6.21: Total location management cost (c = 10) for 6 incoming calls, by user type, versus 
the different algorithms, after 15 days 

Fad 0 F d  1 Cued2 Fud3 Dynamic 

Figure 6.22: Total location management cost (c = 10) for 9 incoming calls, by user type, versus 
the different algorithms, after 15 days 
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Figure 6.23: Total location management cost (c = 10) for 12 incoming &, by user type. versus 
the different algorithms, aher 15 days 

lowest cost, especially for the student type. The relative behaviour of the different person 

types was similar for both updating and paging, so it remains similar for total cost. The 

employed person types had higher total cost; a possible, but untested, reason for this may 

be a higher trip rate associated with the employed types. 

6.2.4 Average performance relative to faxed work location 

The performance of the location management algorithms for employed subscribers who 

work at fixed or variable work locations is discussed in this section. Since the non- 

employed person types did not make any significant number of work trips, they will not 

be considered here. Also, note that the cumdative results after 15 simulated days were 

used, as in the previous person type discussion. 
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Location updating 

As with subscriber type, the relative proportion of updates among work location cate- 

gories for the fixed algorithms remained nearly constant. Overall, as shorn in Figure 6.24, 

the dynamic algorithm generated the fewest updates for alI work Location categories (sta- 

tistically significant with P-vaIues < 0.0001). This shows that all work location categories 

benefit from the implementation of the dynamic algorithm. 

Fad 0 T i d l  Fad2 Fad3 DyrPmk 

Figure 6.24: Average number of location updates by fixed work location category, for full-time 
(TO) and part-time (TI) users, versus the different algorithms, after 15 days 

Compared to the fixed algorithms, the dynamic algorithm appeared to generate a 

lower number of updates for the fixed work location categories, particularly for the Wl- 

time employed, but also for the part-time employed. This observation supports the 

expected behaviour of the dynamic algorithm, which performs better when there is less 

randomness in the activity destinations. Since work is a major activity for these person 

types, a fixed work location should significantly improve the performance of the dynamic 
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algorithm. 

The fixed algorithms were, as expected, not afteeted by the different work Location cate- 

gories. The number of cells paged also scaled linearly with the number of incoming calls, 

so for brevity only the graph for 6 incoming calls is shown, in Figure 6.25. The dynamic 

algorithm, however, displayed relatively large variations in performance depending on 

the work location category. Subscribers with non-fixed work locations, both full-time 

employed and part-time employed, generated substantially more paging messages than 

the fixed work location groups. For fixed work location groups, the dynamic paging 

algorithm performed as  well as, or better than, the Fixed Group 1 and 2 algorithms. 

.TO. fared 
OT1, mmfored 

Figure 6.25: Average number of ceUs paged for 6 incoming calls, by fixed work location category, 
for full-time (TO) and part-time (TI) users, versus the different algorithms, afker 15 days 
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Total location management cost 

Among the fixed algorithms, a general pattern arises where the fixed work location full- 

time employed subsaibers generate a lower total cost, and variable work location part- 

time employed subscribers generate a higher total cost, than the other two categories. 

The differences are relatively small, but the pattern is generally present. 

Figure 6.26: Total location management cost (c = 5) for 3 incoming calls by fixed work location 
category, for full-time (TO) and part-time (TI) users, versus the different algorithms, after 15 
days 

For relatively less expensive updates (c  = 5), Fixed Group 0 is the most expensive 

algorithm for 3 and 6 incoming calls (Figures 6.26,6.27), but is overtaken by Fixed Group 

3 as the number of incoming calls increases (Figures 6.28, 6.29). Fixed Groups 1 and 2 

have similar costs, which are lower than the other two fixed groups for larger incorning 

call levels. For more expensive updates (c = lo), Fixed Group 3 benefits fiom its fewer 

generated updates. It remains the least expensive for low numbers of incoming calls (3 
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Figure 6.27: Total location management cost (c = 5) for 6 incoming calls by fixed work location 
category, for full-time (TO) and parttime (TI) users, versus the different algorithms, after 15 
days 

Figure 6.28: Total location management cost (c = 5) for 9 incoming calls by fixed work location 
category, for full-time (TO) and part-time (TI) users, versus the different algorithms, after 15 
days 
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Figure 6 -29: Total location management cost (c = 5) for 12 incorning calls by fixed work location 
category, for fitll-time (TO) and part-time (TI) users, versus the diffment algorithms, after 15 days 

and 6 per day, as shown in Figures 6.30 and 6.31), and even though its total cost increases 

relative to other algorithms as the number of incoming calls increases (Figures 6.32 and 

6.33), it remains below the total cost of Fixed Group 0. 

Subscribers with a fixed work location, especially full-time employees, benefit sig- 

nificantly from the dynamic algorithm. For subscribers with a variable work location, 

especially full-time employees, the high degree of randomness does not enable the dy- 

namic paging algorithm to consistently and accurately identify a small, initial paging 

area. As discussed above, the dynamic location updating is not as impacted by random- 

ness as the dynamic paging. Due to this, for relatively more expensive updates (c  = 10)) 

the dynamic algorithm outperforms the fixed algorithms for all categories of fixed work 

location. For relatively more expensive paging (c = 5), the full-time employed group with 

variable work locations has a slightly higher total cost for 9 and 12 incoming calls than 



Figure 6.30: Total location management cost (c = 10) for 3 incoming cdls by fixed work Iocation 
category, for full-time (TO) and part-time (TI) users, versus the different dgont  hms, after 15 days 

Figure 6.31: Total Iocation management cost (c = 10) for 6 incoming calls by fixed work location 
category, for full-time (TO) and part-time (TI) users, versus the different algorithms, after 15 days 



Figure 6.32: Total location management cost (c = 10) for 9 incoming calls by fixed work location 
category, for full-time (TO) and part-time (TI) users, versus the different algorithm, after 15 days 

Figure 6.33: Total location management cost (c = 10) for 12 incoming calls by fixed work location 
category, for full-time (TO) and part-time (Tl) users, versus the different algorithms, after 15 days 
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Fixed Groups 0, 1 and 2, although still significantly less than the cost for Fixed Group 3. 

6.2.5 Comparison of different dynamic location area s f  es 

As described in Chapter 5, the dynamic algorithm generates a 'pe~sonal' location area 

during a location update, based on the user profile. The maximum size of this personal 

location area was one of the independent variables of the simulation. The four different 

location areas had a maximum of 5, 10,15, and 20 cells. Recall that Fixed Groups 1 and 

2 had roughly 4 cells per location area, and Fixed Group 3 had about 9 cells per location 

area. Intuitively, a larger location area, combined with the dynamic paging algorithm, 

would provide better performance than a smaller location area, since the number of 

location updates would be reduced. Obviously, the size of the dynamic location area does 

not d e c t  the fixed algorithms in any way, and any differences shown on the graph arise 

from the randomness of the simulation. 

Location updating 

The general trend observed in Figure 6.34 was that the number of location updates 

decreased, but at a slower rate, as the dynamic location area size increased. With a 

location area of 5 cells, the dynamic algorithm generated slightly more updates than 

Fixed Group 3, although significantly fewer updates than Fixed Groups L or 2 (P-values 

< 0.0001). For all other dynamic location area sizes, the dynamic algorithm outperformed 

dl fixed algorithms (P-values < 0.0001). 

Paging 

The performance of the algorithms scaled almost linearly as the number of incoming calls 

increased, so for brevity only the graph for 6 incoming calls is shown in Figure 6.35. The 

number of paging messages generated by the dynamic algorithm increased as the dynamic 
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Figure 6.34: Average number of location updates by dynamic location area maximum size. versus 
the different algorithms, after 15 days 

location area size increased. This was not unexpected, since a larger dynamic location 

area, assuming a similar rate of failure for finding the subscriber in the first paging area, 

would result in more cells being paged. However, the dynamic paging algorithm is quite 

efficient, and did not scale linearly. For example, doubling the dynamic location area 

size fiom 10 cells to 20 cells caused roughly a 40% increase in paging messages. The 

fixed algorithms were obviously not affected by the dynamic location area size, and any 

differences between the dynamic location area categories for fixed algorithms are due to 

random fluctuations in the simulation. 

The paging cost for a dynamic location area of size 5 was somewhat lower than an 

extrapolation from the other levels would suggest. A possible reason far this is that 

the penalty for a 'cache miss', when the first paging area ttied does not contain the 

subscriber, is relatively small compared to the other location area sizes. This is because 
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Figure 6.35: Average number of cells paged for 6 incoming calls, by dynamic location area 
maximum size, versus the different dgorit hms, after 15 days 

the first paging area, from preliminary observations, is usually quite small (on the order 

of two or three cells). 

Total location management cost 

In terms of total location management cost, the dynamic algorithm was more efficient 

than all fixed algorithms, for both c = 5 and c = 10. For low levels of incoming calls, the 

relatively high updating cost of the 5-cell dynamic location area made that configuration 

the most expensive. As the number of incoming calls increased, the more expensive 

paging cost of the larger Location area sizes was more dominant, especially for lower cost 

updates (c = 5), as shown in Figures 6.36, 6.37, 6.38, and 6.39. 

For relatively less expensive paging (c = 10) shown in Figures 6.40, 6.41, 6.42, and 

6.43, the almost linear relationship between larger dynamic location areas and higher 
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paging cost was less dominant, and the smaller location areas were more expensive for 

lower levels of incoming calls. However, the high paging cost of the larger location areas 

was st i l l  significant, and for 12 incoming calls, the 20-cell dynamic Location area was the 

most expensive among the diffkrent location area sizes. 

Fixed 1 Fued 2 Fued 3 Dynamic 

us cells 
a10 cells 

15 cells 
0 2 0  cells 0 

Figure 6.36: Total location management cost (c = 5) for 3 incoming cdls by dynamic location 
area size versus the different algorithms, after 15 days 
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Figure 6.37: Total location management cost (c = 5) for 6 incoming cab  by dynamic location 
area size versus the different algorithms, after 15 days 
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Figure 6.38: Total location management cost (c = 5) for 9 incoming calls by dynamic location 
area size versus the Merent algorithms, after 15 days 
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Figure 6.39: Total location management cost (c = 5) for 12 incoming calls by dynamic location 
area size versus the different algorithms, after 15 days 
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Figure 6.40: Total location management cost (c = 10) for 3 incoming calls by dynamic location 
area size versus the different algorithms, after 15 days 
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Figure 6.41: Total location management cost (c = 10) for 6 incoming calls by dynamic location 
area size versus the different algorithms, after 15 days 
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Figure 6.42: Total location management cost (c = 10) for 9 incoming calls by dynamic location 
area size versus the different algorithms, after 15 days 
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Figure 6.43: Total location management cost (c = 10) for 12 incoming calls by dynamic location 
area size versus the different algorithms, after 15 days 



Chapter 7 

Conclusions 

TWO distinct but related topics were addressed in the previous chapters. The first was 

a mobility model designed to simulate realistic mobility behaviour patterns, based on 

stochastically derived activities using data fiom a regional trip survey. A particular 

location and duration are associated with each activity. A trip thus consists of the path 

between the locations of adjacent activities. The mobility model was adapted for cellular 

network subscribers, by defining locations and paths in terms of radio cells. 

The model was used as a tool for the second topic of the thesis, a location manage- 

ment algorithm utilizing user profiles for the dynamic creation of location and paging 

areas. Based on the number of times a subscriber had moved from the current cell to 

neighbouring cells, a personal location area is dynamically defined during a location up- 

date. A history of the average time spent in each cell is used dynamicaLly to determine 

a subset of cells within the personal location area most likely to contain the subscriber, 

and which is paged first. 



7.1. PROPOSAL EVALUATION 

7.1 Proposal evaluation 

During the evaluation of previous work in location management in Chapter 3, as well 

as when developing the proposed algorithms, the following overall goals were set. They 

represent an ideal situation, since in most cases, there are certain inherent trade-offs. 

The behaviour of the proposed location management algorithm will be discussed in this 

section, 

Minimiae signalling, both over the radio interface and within the network, to 

reduce signalling bandwidth and increase capacity 

As discussed extensively in Chapter 6, the dynamic algorithm outperfoms the standard 

fixed algorithms, in tenas of total signailing cost, for nearly all different subscriber types 

defined, levels of incoming calls, work location variability, and dynamic location area 

size. The proposed dynamic algorithm would significantly reduce location management 

cost compared to currently used techniques. Due to the variable nature and number 

of the parameters involved, an exact measurement of the improvement would be rather 

meaningless, but significant improvement can be seen in almost all analyses performed 

in Chapter 6. As  discussed below, the dynamic algorithm passes marginally more data 

during a location update, since the location information passed is a set of cell identifiers, as 

opposed to one location area identifier, although there are many fewer updates generated. 

Minimize cal l  setup delays (especially due to paging procedures) in order to 

maintain acceptable quality of service 

Some of the proposed paging algorithms (see Chapter 3) paged successive paging areas, 

within some large location area, in an attempt to locate the subscriber. Because of the 

delays involved in paging (waiting for a response, possible repeated paging due to the 



7-1- PROPOSAL EVALUATION 

harshness of the radio environment, and eventual call setup), repeating the entire process 

for more than one or two paging areas would lead to unacceptably high delays, in terms 

of quality of service, 

The proposed paging algorithm pages at most two paging areas, and although this may 

in some cases result in higher paging costs, a short overall call setup time is preferable. 

If necessary, the algorithm is easily modifiable to page more than two paging areas. 

Marimize the applicability of the location management algorithms 

Some location management algorithms suggest that subscribers be classified into cert a h  

user classes, such as a highly mobile class, or a pedestrian class. Unless some method can 

be used to update this status, this is an inacient mechanism since user class changes 

for each subscriber throughout the day (e-g., highly mobile while in a car, stationary at 

work or home, or pedestrian while shopping). 

The proposed algorithm does not make any assumptions on the mobility status of a 

subscriber. The user profile associated with each subscriber provides a relatively eficient, 

and remarkably effective, method for storing location management information. 

Minixnize the computational complexity of algorithms and the amount of data 

stored for each subscriber, to reduce costs 

In providing its significant location management cost savings, the dynamic algorithm 

requires some additional logic and memory on the mobile station and network (base 

station and/or switch). In terms of computation, the proposed algorithm requires the 

mobile station to record the average time spent in each cell, and the number of transitions 

fiom one cell to another. This requites only a timer (and a couple of elementary operations 

to update the previous average duration) and a set of counters, of which there are several 

in modem digital cellular protocols. In addition, the comparison process when entering 
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a new cell is more involved, requiring the comparison of a cell identifier against a list of 

cell identifiers (the personal location area), as opposed to the comparison of a Location 

Area Identifier (LAI) against the broadcast LAI. The number of comparisons, however, 

is on the order of ten or twenw. 

Another additional cost of the dynamic algorithm is the transmission of the user 

profile to the network. Only the information related to paging (i-e., the average visit 

duration for cells in the current location area) needs to be transferred. This transfer 

would generally be done during a location update, making use of the aisting signalling 

channel. The amaunt of data transferred is directly related to the size of the dynamic 

location area, which itself is on the order of tens of cells* 

The size of the user profile, which determines how much cell transition and stay du- 

ration information can be used by the dynamic algorithm, was assumed in the simulation 

to be unlimited. In practice, it would have been approximately 45 ceUs x [cell identifier 

(1 integer) + 6 labelled neighbouring cell transition counters (2 integers each) + average 

stay duration (1 integer)], or roughly 2.5 kbytes assuming bbyte integers. The latest 

GSM (Phase 2) S M  cards have 8 kbytes of user memory available. A larger user profile 

contains the associated location management information of more cells, and thus allows 

the algorithm to function more dectively. When mobile station memory is limited, the 

problem of maintaining current and usable location management information becomes 

similar to a cache replacement problem. Although this has not been considered in detail, 

one possible strategy would be to replace cells which have been visited the fewest times, 

since these would be less likely to be visited again (care should be taken not to replace 

newly 'popular' cells). 

On the network side, the HLR would need additional memory to store the list of 

celIs forming the current dynamic location area, as opposed to storing only the current 

LAI. The associated paging-related information (average stay duration for the cells in 



the current dynamic location area) would also need to be stored. Assuming 20 cells per 

location area, this would be approximately 20 cells x [cell identifier (1 integer) + average 

stay duration (1 integer]:, or 160 bytes, assuming 4byte integers. Assuming 500,000 

subscribers per HLR, the dynamic algorithm would require an additional 80 Mbytes of 

storage. Although it is a small additional cost, the addition of more storage to an HLR 

would be a favourable trade-off for the additional radio interface capacity provided by 

the dynamic algorithm, since radio spectrum is a fixed resource. 

Distribute location update requests evenly among cells, rather than concen- 

trating them in ceUs on the border of location areas. 

Although this issue was not examined in detail, it is fairly intuitive that the dynamic al- 

gorithm would indeed distribute location updates evenly. Initiallyt an empty user profile 

would use the overlaid fixed location areas, and would thus generate updates only along 

location area borders. However, as a user profile is built, a subscriber will form individu- 

alized location area boundaries, which also vary with time. Since a user profile is unique, 

aggregating the resulting individual location area boundaries, especially since they vary in 

time, would statistically result in randomly distributed boundaries and location updates. 

7.2 Future work 

The scope of both the mobility model and the dynamic algorithm is quite large, and 

several possibilities and alternatives were covered only partially or not at all. 

The concept of agiag the user profile data would likely need to be considered in an 

actual implementation, in order to reduce the time needed by the algorithm to adapt 

to drastic changes in subscriber behaviour. For example, consider a subscriber mooing 

to a new home (in a different cell). The old home cell would have a large average stay 
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duration, a d  would very likely be paged fitst if included in the location area. Similarly, 

the number of transitions from neighbouring cells into the home cell would be veq  high, 

and thus the cell would very likely be selected in nearby dgnamicdy generated location 

areas. In both cases, the behaviour of the algorithm may be difFerent from that desired 

for effective location management. Aging the user profile data would gradually reduce 

the influence of previously active cells which are no longer as important. This would 

require minimal computational power to periodically multiply the user profile values by 

a reasonable depreciation factor. 

Another area for further experimentation and possible improvement is the selection 

algorithm for the dynamic location area, given the user pro6le. The algorithm used here, 

as described in Chapter 5, selected neighbouring cells with link weights (the number 

of transitions from one cell to a neighbouring cell) above the average Link weight for the 

source cell. The procedure was then repeated using the selected cells, in order of their Link 

weight, until no other cells were found in the user profile, or until the personal location 

area was filled up. It would be interesting to compare the relative performance of several 

other possible alternatives. As a simple example, a certain fixed number of neighbouring 

cells may be selected, according to link weight, eliminating the need for calculating an 

average. As discussed in Chapter 5, there were intuitive reasons for using the average 

link weight in the cell selection process. 

If it was decided to use a larger location area, allowing the addition of cells Erom 

several levels away (or rings, assuming a regular cell layout), it would be useful to further 

limit the selection of cells for the dynamic location area. At each node (cell), a decision is 

made on whether to consider any of its outgoing links, or to stop and move on to another 

cell at the same level. The number of cells to be added should be small, and only cells 

with a high possibility of being traversed should be added to the dynamic Location area. 

One possible decision metric is based on the ratio of spread to peak of the link weight 
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distribution. One of the requirements for the algorithm is to keep the computational 

cost and complexity low, so the netric selected is the ratio of the difkrence between the 

maximum and minimum link weights, over the mean link weight value. The rationale 

behind this metric deals with whether a subset of the linlt weights has large enough 

values compared to the rest, as to increase greatly the probability of that subset of l inks 

being traversed by the subscriber. If the merenee between the maximum and minimum 

link weights is small relative to the mean, it suggests that the link weight values are all 

relatively dose together. In this situation, there is no subset of LinL weights which is much 

more likely to be selected than others, and therefore the links should not be considered. 

On the other hand, if the difference is large compared to the mean, it indicates that the 

link weight values are relatively spread apart; some will have low values, while others wil l  

have high values. In this case, the nodes on links with the relatively high values (selected 

through comparison with the mean link weight) deserve inclusion in the new location 

area. If this difference-to-mean ratio is greater than or equal to one, the node will be 

considered for addition to the new location area. Alternatively, a fixed number of nodes 

with the highest values of the ratio could be selected. 

Another future experiment would be to implement a random mobility model, and 

compare the performance of the Merent location management algorithms using both 

the proposed and the random mobility models. It would be expected that the dynamic 

algorithm would not perform as well when using a completely random mobility model, 

since the randomness of cells visited would not allow usefid user profiles to be constructed. 

Finally, the only algorithm used for comparison here was the one currently imple- 

mented in systems like GSM. A comparison with some of the proposed models would be 

interesting, although for some of them the underlying assumptions and architecture used 

here might not apply. 



7.3 Summary 

An intelligent location management algorithm was developed, which dynamically gen- 

erates individualized location areas and paging areas based on a user profile- The user 

profde stores the average duration spent in each cell, and the number of transitions fkom 

each ceU to each of its neighbours. 

A mobility model was also developed, which simulates the d a y  movements of mobile 

subscribers (in terms of a sequence of radio cells), incorporating realistic, individualized 

activity patterns and geographical focal points. The mobility model was used to compare 

the performance of the dynamic location management algorithm with several variations of 

the fixed algorithm used in current cellular networks. The dynamic algorithm significantly 

outperformed the fixed algorithms in terms of total location management cost, at the cost 

of additional logic and memory in the mobile station and network. 
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