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Abstract

A pair of straight-line drawings of a graph is called parallel if, for every edge of the graph,

the line segment that represents the edge in one drawing is parallel with the line segment

that represents the edge in the other drawing. We study the problem of morphing between

pairs of parallel planar drawings of a graph, keeping all intermediate drawings planar and

parallel with the source and target drawings. Such a morph is called a parallel morph.

Parallel morphs have application to graph visualization.

The problem of deciding whether two parallel drawings in the plane admit a parallel

morph turns out to be NP-hard in general. However, for some restricted classes of graphs

and drawings, parallel morphability can be efficiently determined.

The main positive result is that every pair of parallel simple orthogonal drawings in

the plane admits a parallel morph. We give an efficient algorithm that computes such a

morph. The number of steps required in a morph produced by our algorithm is linear in

the complexity of the graph, where a step involves moving each vertex along a straight line

at constant speed. We prove that this upper bound on the number of steps is within a

constant factor of the worst-case lower bound.

We explore the related problem of computing a parallel morph where edges are required

to change length monotonically, i.e. to be either non-increasing or non-decreasing in length.

Although parallel orthogonally-convex polygons will always admit a monotone parallel

morph, deciding morphability under these constraints is NP-hard, even for orthogonal

polygons.

We also begin a study of parallel morphing in higher dimensions. Parallel drawings

of trees in any dimension will always admit a parallel morph. This is not so for parallel

drawings of cycles in 3-space, even if orthogonal. Similarly, not all pairs of parallel orthog-

onal polyhedra will admit a parallel morph, even if they are topological spheres. In fact,

deciding parallel morphability turns out to be PSPACE-hard for both parallel orthogonal

polyhedra, and parallel orthogonal drawings in 3-space.
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Chapter 1

Introduction

1.1 Graph Drawing and Morphing

Graphs are combinatorial objects that are used to represent pairwise relationships between

members of a set. In the most basic setting, a graph comprises a set of elements, called

vertices, and a set of unordered pairs of vertices, called edges. An edge serves to connect

two vertices together. For example, to represent the hyperlink structure of the World Wide

Web, one might consider a graph in which a vertex is associated with each webpage, and

an edge connects two vertices if and only if there is a hyperlink from one of the webpages

to the other. Graphs are ubiquitous in computer science, and find application in many

other areas within the natural sciences and engineering. See [22] for an introduction to

graph theory.

To understand the relationships encoded by a particular graph, it is often crucial to be

able to create a good visual representation of the graph. Such a representation is called a

drawing of the graph. A common representation is one in which each vertex is associated

with a point in the plane (alternatively, a disk or a box) and each edge is associated with

an open non self-intersecting curve, terminating at the points that represent the vertices

incident on the edge.

Generally, the curve representing an edge is either a line-segment or a polygonal chain,

sometimes called a polyline. In the former case, the drawing is called a straight-line drawing.

In the latter case it is called a polyline drawing. It is also common that edges be represented

by polylines in which each line segment is parallel with one of the coordinate axes. Such

drawings are called orthogonal drawings [62].

The problem of automatically generating generating good drawings of graphs has re-

ceived much attention in recent years; see e.g. [62] for a survey. Graph drawing lies at
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the intersection of the fields of algorithms, graph theory, and human-computer interac-

tion. One of the challenges of graph drawing is that it is rarely straightforward to measure

whether one drawing of a graph is better than another. Even when criteria for measur-

ing the quality of a drawing have been agreed to, they are often competing. Moreover, for

many criteria finding optimal drawings may be too computationally expensive for practical

applications.

Several general aesthetic principles have been proposed for good drawings [5], including

the following:

• Edges should cross only at a finite number of points, and the number of crossings

should be minimal. No edge should cross a vertex, and no two vertices should coin-

cide.

• The area of the drawing should be minimized, subject to a minimum allowable dis-

tance between vertices (and bends, if using polyline edges).

• The smallest angle between two edges incident at a common vertex should be maxi-

mized.

The first principle is of particular importance. Ideally, we would like drawings without

edge crossings. This is not always possible. For example, a graph with five vertices such

that an edge connects each pair of vertices (i.e. K5) cannot be drawn in the plane without

crossings. Graphs that can be drawn in the plane without self-intersection are called planar.

This term is also applied to drawings: a planar drawing is a non self-intersecting drawing

in the plane [62]. A given graph can be determined to be planar or non-planar in time

that is linear in the number of vertices in the graph [39]. Also see [4, 10, 21, 24] for other

planarity testing algorithms.

Considerable research has been done developing algorithms for generating planar draw-

ings of planar graphs. It is an old result that every planar graph admits a planar straight-

line drawing [25, 56, 69]. Tutte [67, 68] gave one of the earliest practical techniques for

generating such drawings. In essence, Tutte’s approach (called the barycenter method) is

to fix coordinates of the vertices of one face of the drawing so that the vertices and edges

of this face form a convex polygon. The position of each remaining vertex is set to be a

convex combination of the neighboring vertices’ coordinates. The coordinates of all vertices

can be determined by solving a system of linear equalities.

Although Tutte’s method is guaranteed to produce planar drawings of planar graphs,

the area of such drawings may be exponential in the number of vertices, assuming a mini-

mum allowable distance between vertices. It is possible to keep the area polynomial, how-
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ever. Independently, de Fraysseix, Pach and Pollack [20] and Schnyder [53] have shown

that every planar graph admits a planar drawing of O(n2) area such that each vertex has

integer coordinates, where n is the number of vertices.

Work has also been done on the problem of generating planar polyline drawings of

graphs. When generating such drawings, one faces dual objectives of making the drawing

planar and minimizing the number of bends. A common approach to this problem is to

first construct a visibility representation of the graph. Such a representation consists of

pairwise disjoint horizontal segments and pairwise disjoint vertical segments in the plane.

Two horizontal segments—each corresponding to a vertex of the graph—are visible to each

other if a vertical segment can connect the two without intersecting any other horizontal

segment. For each edge of the graph, a vertical segment connects the two mutually visible

horizontal segments corresponding to the end-vertices of the edge.

A visibility representation exists for every planar graph, and can be constructed in

linear time with respect to the number of vertices of the graph [6, 7, 42, 52, 63]. From a

visibility representation, a planar polyline drawing can be generated with O(1) bends per

edge in linear time [6, 7].

Visibility representations can also be used to generate planar orthogonal drawings [64].

However, it turns out to be NP-hard to produce a planar orthogonal drawings with the

fewest bends possible [30]. However, the hardness only arises when the embedding is not

fixed beforehand. Once an embedding is fixed—that is, once the ordering of edges around

each vertex is decided for the drawing—there exist polynomial time algorithms based on

network flow techniques that generate planar orthogonal drawings with a minimum number

of bends for this embedding [27, 59, 60, 61, 65].

In this thesis, we not only concern ourselves with drawings in the plane, but also with

drawings in higher dimensional Euclidean spaces. For this reason, a term other than

“planar” is preferable to describe drawings without self-intersection. We shall say that a

drawing is simple if it contains no point of self-intersection.

1.1.1 Dealing with changing drawings

An interesting problem arises when we need to display a drawing that changes over time.

Such changes in the drawing may be due either to changes in the underlying abstract graph,

or to changing requirements on the drawing itself. Maintaining a visual representation of

a changing graph drawing is the problem of interactive, or dynamic, graph drawing [49,

11, 16, 28]. In an interactive setting, a user is allowed to add and delete vertices and edges

from the abstract graph in an online manner. The user might be provided some degree of
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control in regard to the placement of the vertices. If edges are represented by polylines,

the user might also have some control over the routing of edges.

For interactive graph drawing, it may be inappropriate to use an algorithm that com-

putes a new drawing from scratch every time change is made to the underlying graph.

This approach wastes time from a computational viewpoint, but also from the perspective

of the user who must spend time studying the new drawing in order to comprehend it.

Small changes made to the abstract graph may radically alter the drawing produced by

a traditional graph drawing algorithm, thereby destroying the user’s mental impression of

the graph, or “mental map” [47]. Once destroyed, significant mental effort may be required

on the part of the user to reestablish a mental map.

One approach to preserving the user’s mental map is to constrain the degree to which

the drawing is permitted to change as the underlying graph changes. Bridgeman and

Tamassia [12] have examined several distance metrics that might be used to measure the

visual similarity of two drawings of a graph. The authors introduce a framework for

validating metrics, and provide some experimental analysis. Their goal is to determine

the degree to which each metric corresponds to the visual distance between two drawings,

as perceived by humans. If it is known which metrics best match human perception, this

knowledge may be used as a guide in developing better algorithms for interactive graph

drawing.

We can also use morphing to help preserve the user’s mental map through changing

drawings of a graph [28]. In general terms, a morph is a continuous deformation of one

object to another over time, often with the constraint that some geometric structure is

preserved throughout. In the context of graph drawing, a morph continuously transforms

one drawing of a graph to another drawing of the same graph, such that at each stage of

the transformation we have a drawing of the graph. In general, we would like intermediate

drawings of the morph to exhibit certain desirable properties, e.g. simplicity.

Typically, if the current drawing of a graph is very similar to the one we want to get to,

it is easy to generate a good morph between them. For the class of straight-line drawings,

a morph can be described by motions of the vertices of a graph over time. If two straight-

line drawings of a graph are similar, it may suffice to move all vertices linearly, taking

each vertex from its source coordinates to its target coordinates at constant velocity. On

the other hand, if the two drawings are allowed to differ radically, we may need a more

sophisticated morph in order to clearly communicate to the viewer the correspondence

between the two drawings.

Friedrich and Eades [28] suggest a number of criteria for morphs between straight-line
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drawings of a graph. These criteria include:

• The motions of the vertices should be easy to follow.

• The motions of drawing should be structured, e.g. the motions should exhibit uni-

formity and symmetry.

• Intermediate drawings should satisfy traditional aesthetic principles of good draw-

ings.

In order to evaluate how well a morph adheres to these criteria, Friedrich and Eades identify

a number of objectives for which formal metrics may be devised, including:

• Minimize temporary edge crossings.

• Maintain a minimal distance between those vertices which do not move uniformly.

• Maximize structured movements, e.g. maximize uniform motion, maximize symme-

try of motion, maximize motion that can be interpreted as movement of a three-

dimensional object.

• Minimize the distance traveled by each vertex during the morph.

For some of these objectives, it is NP-hard to generate a morph that is optimal for

metrics based on the objective. Often, there does not exist a morph that is optimal

for more than one such metric, so generating a morph will involve a trade off between

objectives.

One of the objectives discussed by Friedrich and Eades [28] that we have not already

mentioned is that when we display a morph, we must take care that the speed of the

morph is adequate. In order to display a morph we must obtain a sequence of interme-

diate drawings of the morph, which are displayed to the user in rapid succession. To the

human observer, this is interpreted as movement. If too much changes between subsequent

drawings, then the user will not perceive movement. If too little changes, then the user

will become impatient and lose interest. We will not consider this issue further. Rather,

we will consider only the problem of generating a morph itself.

1.1.2 Parallel drawings and parallel morphs

As mentioned above, Bridgeman and Tamassia [12] have studied distance metrics that

might be useful in measuring the visual similarity of two drawings of a graph. The metrics
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considered assume that a correspondence is given between points of two drawings, where

each point is either a vertex, or a bend in one of the edges in the case that edges are

represented by polylines. Each metric falls into one of the following six categories:

• Distance metrics: these are based on the distance between each point in one

drawing and its partner in the other drawing. Two drawings are likely to be visually

similar if the distances between corresponding points of the two drawings are small.

• Proximity metrics: these measure the relative distances between pairs of points

in one drawing, and the relative distances in the other drawing. Such metrics reflect

the idea that if two points are close in one drawing then they should be close in the

other drawing also, in order for the drawings to be visually similar.

• Partitioning metrics: these are metrics based on some clustering scheme other

than proximity relations.

• Orthogonal ordering: these are based on the angle between the vector between

two points in one drawing, and the corresponding vector in the other drawing.

• Shape metrics: these are based on the sequence of directions we must follow as we

traverse each edge from one vertex to the other in each of the drawings.

• Topology metrics: these are based on the ordering of edges around each vertex

in each of the two drawings. Two drawings of a graph with the same topology will

generally look more similar than two drawings with different topology.

In their experiments, Bridgeman and Tamassia [12] have discovered that the shape

metrics perform as well as or better than most of the other examined metrics at predicting

the visual similarity between two drawings of a graph—a notable exception being the

orthogonal ordering metrics, which better predict the visual similarity of two drawings

in their experiments. The idea behind the shape metrics is that two drawings may look

similar if the edges are routed in the same way in both drawings.

In an orthogonal drawing, the shape of an edge is given by the sequence of directions

(north, south, east, and west) traveled when following the representative polyline from

one vertex to the other. One can define a distance between two representations of an

edge based on the edit distance between the two sequences, i.e. the number of insertions,

deletions and replacements needed to transform one sequence to the other (alternatively,

the normalized edit distance can be used, as defined by Marzal and Vidal [46], which takes
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Figure 1.1: A pair of parallel simple drawings of a graph.

into account the number of segments representing the edge). The distance between two

drawings is taken to be the sum of the edit distances over all edges.

Consider two orthogonal drawings of a graph for which the distance is zero, as deter-

mined by the shape metric. Each edge is given the same shape in each drawing. In essence,

such drawings are what we shall call parallel drawings in this thesis. However, we will de-

fine parallel drawings in the context of straight-line drawings instead of polyline drawings.

This is done merely for notational convenience. A pair of orthogonal drawings that have

the same shape can always be converted to a pair of parallel straight-line drawings, by

replacing bends with vertices.

The notion of parallel drawings can be extended to non-orthogonal drawings also. In

general, two straight-line drawings of an abstract graph are parallel if for every edge {u, v}
in the graph, the vector from the point representing u to the point representing v in

both drawings has the same direction, and both vectors have non-zero length. Figure 1.1

depicts a pair of parallel simple drawings. In this figure, vertices are represented by dots

(we will sometimes omit the dots in illustrations). Vertices are numbered to illustrate the

correspondence between the two drawings.

Parallel drawings of a graph will exhibit the same ordering of edges around each vertex.

Thus, the distance between two parallel drawings will be zero with respect to the topology

metrics described by Bridgeman and Tamassia [12]. As well, for graphs with many edges, we

might expect that parallel drawings of the graph will exhibit a small distance with respect

to orthogonal ordering metrics. Parallel drawings of a complete graph will have a distance
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of zero with respect to an orthogonal ordering metric—recall, these metrics are based on

the relative directions of corresponding edge-vectors in the two drawings. However, such

drawings are not very interesting since parallel drawings of a complete graph can always

be obtained from one another via scaling and translation.

Much greater flexibility occurs for drawings with a small number of edges. Even so,

parallel drawings of a graph seem likely to exhibit some degree of visual similarity. Given

a drawing of a graph, it may be possible to generate a new drawing that is parallel with

the original drawing, such that the new drawing exhibits some desirable property that the

original drawing does not. If so, we may wish to use a morph to take us from the current

drawing to the new drawing. Morphing between parallel drawings is the topic of this thesis.

In order to use a morph to communicate the correspondence between two drawings,

we would like the morph to preserve some of the structure of the given drawings. One

way to do this is to insist that all intermediate drawings of the morph are themselves

parallel with both of the drawings that we want to morph between. It is not difficult to

do this: a morph between parallel drawings that moves all vertices on straight-line paths

at constant velocities will have that all of its intermediate drawings are parallel with the

original drawings (Lemma 2.1.1, page 27).

One of the most important of these aesthetic principles for graph drawings is to minimize

edge crossings. As observed by Friedrich and Eades [28], we should attempt to adhere to

the traditional aesthetics of static graph drawing in each intermediate drawing of a morph.

A morph that moves each vertex in a straight-line path from its source position to its

target position ignores any crossings that may occur. If the drawings that we would like

to morph between are simple, then we should try to generate a morph between them that

preserves simplicity. On the other hand, if the drawings are not simple, but both exhibit

the same crossings on each edge and in the same order, it may be reasonable for a morph

to preserve the crossings. In this case, we can replace the crossings by dummy vertices in

each drawing. Again, we have the problem of morphing between a pair of parallel simple

drawings of a graph.

Define a parallel morph as a morph that: (1) preserves simplicity, and (2) keeps all

intermediate drawings parallel with the original drawing. In this thesis, we will address

problems of the form: given a pair of parallel simple drawings of a graph, can we efficiently

decide whether there exists a parallel morph that takes us from one drawing to the other?

If so, we would like to generate such a morph. Unsurprisingly, it turns out that the most

general version of this problem is computationally intractable.
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Figure 1.2: A pair of parallel polygons.

In this thesis, we will develop algorithms that generate parallel morphs between pairs of

parallel simple drawings for some special classes of drawing—notably, orthogonal drawings

in the plane—and establish the hardness of parallel morphing under various constraints on

the input drawings. We will explore other topics pertaining to parallel morphs, including

the area requirements of a parallel morph, and parallel morphs with the added constraint

that edges change length monotonically.

Our exploration of parallel morphing takes us beyond the study of morphs that might

be useful for the visualization of graphs. We study parallel morphing in higher dimensional

space, and of polyhedra in R
3. The question of morphability becomes one of determining

the connectedness of a configuration space, i.e. is the space of all configurations of a partic-

ular type of drawing connected? If not, can we efficiently determine whether two drawings

lie in a connected region of this configuration space?

We will not concern ourselves with the problem of generating a drawing that is parallel

with a given drawing and has various properties that are desirable for graph visualiza-

tion. Instead, we will assume that we are explicitly given the correspondence between the

vertices in two drawings of a graph. Nor do we concern ourselves with the problem of

determining whether two drawings are in fact parallel drawings of a graph, when not given

the correspondence between vertices of the two drawings. We leave these as issues open to

future study.

1.1.3 Background on parallel morphing

There exists only a small body of literature on parallel morphing. Grenander, Chow, and

Keenan [33] proved that every pair of parallel polygons will admit a parallel morph; a

polygon is a simple drawing of a cycle in the plane (Figure 1.2). Independently, Guibas

and Hershberger [35] proved that a pair of n-vertex polygons will admit a parallel morph
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composed of O(n4/3+ǫ) steps for any ǫ > 0, where each step is a uniform scaling and

translation of a part of the polygon. Hershberger, and Suri [38] improved this bound to

O(n log n) (also see [34]). Earlier, Thomassen [66] had proved that every pair of parallel

orthogonal polygons will admit a parallel morph. These algorithms all suffer from the

defect that edges in intermediate drawings may shrink to infinitesimal lengths. This fact

makes the algorithms unsuitable for graph visualization.

Closely related to the subject of parallel morphing is the recent work of Streinu [58], who

studies kinetic graphs, which are straight-line drawings defined over a set of moving vertices.

In her study, vertices are assumed to move with constant velocities. A parallel redrawing

graph is defined as a kinetic graph in which each edge maintains its slope throughout

the motion. Of particular interest are planar graphs that maintain non-crossing edges

throughout the motion. Unlike our notion of parallel, edges are allowed to shrink to zero

length, and to reverse direction. Streinu gives a characterization of this class of kinetic

graphs.

Although only a small number of papers exist that directly address the topic of parallel

morphing, there are connections between parallel morphing and a wide range of other

research. We will survey some of these in Section 1.2. In Section 1.3 we will formally

define the terms to be used throughout this thesis, and give a few basic lemmas. In

Section 1.4 we will overview the contents of each chapter.

1.2 Other Related Work

In this section, we survey work that is closely related to parallel morphing.

Morphing to maintain simplicity

Most morphing algorithms that assume a specified correspondence between the source and

target (as we do) are not able to maintain simplicity during the morph. For a general

survey on morphing see [31]. For a more theoretical perspective, see the relevant section

of [1].

The earliest result is due to Cairns [13], who showed in 1944 that there exists a

simplicity-preserving morph from any planar triangulation to any isomorphic one with the

same fixed triangle as a boundary. The result was strengthened in 1983 by Thomassen [66]

in two ways. First, he showed that any planar subdivision with convex faces can be

morphed to any isomorphic one with the same fixed boundary via a morph that preserves

convexity. Secondly, he showed that any straight line graph has a non-intersecting morph
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to any other straight line graph that is isomorphic and embedded with the same oriented

faces. He proved this second result by arguing that the source and target graphs can be

simultaneously augmented to isomorphic triangulations with a fixed boundary, a result

that is of interest in its own right, and is now known as “compatible triangulation”, due to

Aronov, Seidel and Souvaine [3]. Both Cairns’s and Thomassen’s results are constructive,

but algorithmic issues are not explored. Thomassen’s morphs move only one vertex (or a

cluster of vertices that have been contracted together) at a time, along a straight line.

Independently, Floater and Gotsman [26] proved Thomassen’s first result (on convex

morphing) using an entirely different approach based on Tutte’s graph embedding method.

In their morph, all vertices move at once, and what can be computed is not the individual

trajectories of the vertices, but snapshots of the graph at any intermediate time during the

morph. Gotsman and Surazhsky [32, 55] then combined this result with the compatible

triangulation result from [3] to show that simple polygons have non-intersecting morphs,

thus re-proving Thomassen’s second result with a different morphing technique.

Efrat, Har-Peled, Guibas, and Murali [23] have studied the problem of morphing be-

tween two simple polygonal open chains in the plane while preserving simplicity. Their

idea is to first form a polygon in the plane that has both the source and the target chains

on its boundary. Each vertex is routed in the morph along the shortest path through the

interior of the polygon to its target.

Recently, Iben, O’Brien, and Demaine [41] have presented an algorithm for generating

a simplicity-preserving morph between two simple polygons, such that a correspondence is

given between the vertices of the polygons. This algorithm is based on a gradient descent

method for minimizing an energy function. The flexibility in the choice of energy function

gives the user a good degree of control as to the appearance of a morph.

Parallel redrawings, rigidity and linkage reconfiguration

As defined by Whiteley [70] a drawing of a graph has a parallel redrawing if the vertices

can be moved such that all edges remain parallel to those in the original drawing, and the

resultant drawing is neither a translation nor a scaling of the original. Here, maintaining

the simplicity of the drawing is not an issue.

Whiteley [70], and Servatius and Whiteley [54] study questions of the existence of a

parallel redrawing. This turns out to be directly related to questions in rigidity theory. In

rigidity theory, frameworks are composed of rigid bars, idealized as straight-line edges and

attached at vertices. Where two bars meet at a vertex, the angle between them is allowed

to change freely. The fundamental problem is that of deciding whether or not a framework

11



is rigid, that is, whether there is a non-trivial infinitesimal motion that moves the vertices

while keeping the lengths of the bars fixed. Simplicity is not an issue. To contrast the two

situations: in parallel redrawings edge lengths may change but angles are fixed, whereas in

rigidity theory, edge lengths are fixed and angles may change. The answers are the same

however: a configuration has a parallel redrawing if and only if it is not rigid, since the

vectors orthogonal to an infinitesimal motion provide a parallel redrawing. See [54].

Linkage reconfiguration problems also deal with rigid bars and flexible angles, however—

in contrast with rigidity theory—simplicity must be maintained, and the questions are

about reachability: given two structures that are composed of the same set of rigid bars

and with the same combinatorial structure, can we morph from one to the other preserving

incidence relationships and the lengths of the bars?

Linkage reconfiguration can be done for a limited class of graphs: between any two

simple open chains in the plane with corresponding edges of the same length, there exists

a transformation that preserves simplicity and edge lengths [18, 57]. The existence result

does not immediately translate into an algorithm. A practical approach to performing

the transformation is given in [14]. This approach involves reformulating the problem to

the problem of minimizing a suitable energy function. These results extend to cycles (or

equivalently, polygons) but not to trees [8].

There is a clear relationship between this pair of problems, and the morphing problems

discussed above: linkage reconfiguration problems are to rigidity theory as parallel morphs

are to parallel redrawings. In both cases we impose simplicity, and we ask questions

of reachability between a pair of configurations, rather than about infinitesimal motions

of a single configuration. Although the equivalence between rigidity theory and parallel

redrawings does not carry over, this relationship seems tantalizing.

Knot theory

A knot is defined as a closed, non-self-intersecting curve embedded in R
3. Two knots are

equivalent if one knot can be transformed to the other by continuous deformation without

self-intersection. Deciding whether two knots are equivalent is a central problem of knot

theory (see [50] for an introduction). The complexity of deciding knot equivalence has not

yet been completely determined. It has been shown that the problem is in PSPACE [36].

A related problem, that of deciding whether a knot can be deformed to lie in a plane,

is in NP. There exist algorithms for both of these problems with running times that are

exponential with respect to the number of crossings in an orthogonal projection of the

knot(s) [36].
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Suppose that we are given non-self-intersecting parallel drawings of a cycle graph in R
3.

Each drawing is a closed non-self-intersecting curve (i.e., a knot). If the drawings admit a

parallel morph then they correspond to equivalent knots. However, the converse is false,

as we show in Section 6.3.

1.3 Preliminaries

1.3.1 Graphs and drawings

A graph G comprises a finite set V(G) of vertices, and a set E(G) of edges, such that each

element of E(G) is either an unordered pair {u, v} or an ordered pair (u, v) of vertices,

where u, v ∈ V(G). An unordered pair is called an undirected edge, while an ordered

pair (u, v) is called a directed edge which is oriented from u to v. In a diagram, we will

generally indicate the orientation of a directed edge with an arrow. For either {u, v} or

(u, v), vertices u and v are the end-vertices of the edge. An edge is said to be incident on

its end-vertices.

A path of a graph G is an ordered sequence (v1, . . . , vk) of distinct vertices of a graph,

such that {vi, vi+1} ∈ E(G), for all i ∈ {1, . . . , k − 1}. A cycle of G is defined similarly,

except that in a cycle, the first and last vertices in the sequence are identical.

A path graph is a graph with the vertex set {v1, . . . , vk} and an edge set containing

edges {vi, vi+1} for all i ∈ {1, . . . , k − 1}. The edge set of a cycle graph with vertex set

{v1, . . . , vk} contains, in addition, the edge {v1, vk}. We will sometimes simply use the

terms “path” and “cycle” to mean “path graph” and “cycle graph”, respectively. In all

cases, our meaning should be clear from the context.

Given a graph G, a subgraph of G is a graph G′ such that V(G′) ⊆ V(G) and E(G′) ⊆
E(G). The subgraph of G induced by a path (v1, . . . , vk) of G is the graph composed of

vertices v1, . . . , vk and all edges {vi, vi+1}, where i ∈ {1, . . . , k − 1}. This graph is a path

graph. The subgraph of G induced by a cycle of G is defined similarly.

Definition 1.3.1 Let d be a positive integer and let G be a graph. A straight-line drawing

P of G in R
d is a mapping from:

• each vertex u ∈ V(G) to a point P (u) ∈ R
d, and,

• each edge {v, w} ∈ E(G) to the open line segment P (u, v), between P (u) and P (v).

Often, we will use the term “drawing” to refer to the range of the mapping, i.e. the

image of all vertices and edges of the underlying graph. Similarly, when we talk about
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a vertex u or an edge {v, w} of a drawing P , this should be taken to be the image P (v)

or P (v, w), respectively. This usage should not cause any confusion. Unless otherwise

noted, throughout this thesis the reader should assume that we are referring to straight-

line drawings.

Our definition of a drawing allows for a drawing to map multiple vertices to the same

point. The edge between two coincident vertices maps to the empty set.

For a drawing P of a graph G in either the x-y plane or x-y-z space we will use the

notation:

P (v) = (Px(v), Py(v)) and

P (v) = (Px(v), Py(v), Pz(v))

to represent the coordinates of v in P , where v ∈ V(G). For drawings P in R
d, we use the

notation:

P (v) = (P1(v), . . . , Pd(v))

to represent the coordinates of v.

A drawing is called simple if no two elements (vertices or edges) map to intersecting

elements (points or open line segments, respectively). A drawing that is not simple is called

self-intersecting. We identify three types of self-intersection, which depends on the types of

intersecting elements: a self-intersecting drawing will exhibit at least one of vertex-vertex,

vertex-edge, or edge-edge intersection.

A drawing in R
d is called orthogonal if every edge is represented by a line segment that

is parallel with one of the d coordinate axes.

Definition 1.3.2 Let a, b ∈ R
d be two points. The Lp-distance between a and b is:

||a, b||p =

(

d
∑

i=1

(ai − bi)
p

)

1
p

where a = (a1, . . . , ad) and b = (b1, . . . , bd).

We will make use mainly of the L1 (rectilinear) and L2 (Euclidean) metrics. Unless

otherwise specified, assume that we are using the L2-metric. The other metric that we use

is the L∞-metric.

Definition 1.3.3 Let a, b ∈ R
d be two points. The L∞-distance between a and b is:

||a, b||∞ = max
i∈{1,...,d}

|ai − bi|

where a = (a1, . . . , ad) and b = (b1, . . . , bd).
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In a drawing P of a graph G, the Lp-distance between a pair of vertices v1, v2 ∈ V(G)

is defined as:

||P (v1), P (v2)||p .

The Lp-distance between edge {v3, v4} and vertex v5 is:

inf{ ||a, P (v5)||p | a ∈ P (v3, v4)}.

Finally, the Lp-distance between two edges is {v6, v7}, {v8, v9} ∈ E(G) is:

inf{ ||a, b||p | a ∈ P (v6, v7), b ∈ P (v8, v9)}.

Definition 1.3.4 The minimum feature size of a drawing is the minimum L2-distance in

the drawing among:

1. two distinct vertices,

2. a vertex u and an edge {v, w}, such that u 6= v and u 6= w; and,

3. two edges that are not incident at a common vertex.

Note that the minimum distance between two non-incident edges may be omitted from

the definition of minimum feature size for drawings in the plane. It is only necessary for

drawings in R
d where d ≥ 3.

1.3.2 Parallel drawings and parallel morphs

Definition 1.3.5 Two drawings P and Q of a graph G are called parallel if, for every

{u, v} ∈ E(G), there exists some λ > 0 such that

P (u)− P (v) = λ(Q(u) − Q(v)).

Since λ > 0 in the above definition, the vectors going from u to v must have the same

direction in each of a pair of parallel drawings. Also, notice that every edge that has zero

length in one drawing must have zero length in a second drawing that is parallel with the

first.

Definition 1.3.6 A morph M of a graph G is a continuously changing sequence of straight-

line drawings of G, that is determined by a continuous motion of the vertices over the

interval [0, 1], such that at each instant t ∈ [0, 1]:

15



1. M(t) denotes the drawing of G determined by the vertex positions at time t,

2. for all u ∈ V(G), M(t; u) denotes the image of u in M(t); and,

3. for all {v, w} ∈ E(G), M(t; v, w) denotes the image of {v, w} in M(t).

Let P and Q be two drawings of a graph G, and let M be a morph of G. If M(0) = P

and M(1) = Q, we say that M is a morph from P to Q. In this morph, P is called the

source drawing of M , and Q is called the target.

Definition 1.3.7 A parallel morph is a morph M such that M(t) is both simple, and

parallel with M(0) and M(1), for all t ∈ [0, 1].

We will often find it convenient to describe a parallel morph as a composition of a

sequence of parallel morphs. In the following lemma, we establish that such a composition

of parallel morphs is permissible.

Lemma 1.3.1 Let P , Q and R be three simple parallel drawings of a graph. If there exists

a parallel morph from P to Q and a parallel morph from Q to R, then there exists a parallel

morph from P to R.

Proof: Let M and M ′ be a parallel morphs from P to Q, and from Q to R, respectively.

To prove the existence of a parallel morph M ′′ from P to R, for all t ∈ [0, 1/2] let

M ′′(t) = M(2t),

and for all t ∈ (1/2, 1] let

M ′′(t) = M ′(2t − 1).

It is easy to verify that M ′′ is a parallel morph from P to R, as desired. 2

Definition 1.3.8 An edge is said to change length monotonically if it is either non-

increasing or non-decreasing in length over the course of the morph.

Definition 1.3.9 A monotone morph is a parallel morph during which all edges change

length monotonically.
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1.3.3 Drawings in the plane

An important class is the class of drawings in the plane. A face of a simple drawing P

in the plane is a maximally-connected region of the plane that does not intersect P . The

unbounded face is called the exterior face. Every other face is called an interior face.

A polygon is a simple drawing of a cycle graph in the plane. If every edge of a polygon

is parallel with one of the two coordinate axes, the polygon is called orthogonal. An

orthogonal polygon is orthogonally convex if every line that is parallel with one of the

coordinate axes intersects the closed interior face of the polygon in either a single closed

segment, or the empty set.

Definition 1.3.10 The area of a drawing in the plane is the area of the smallest axis-

aligned box that contains the drawing in its interior.

Lemma 1.3.2 Let M be a morph (not necessarily a parallel morph) between two simple

straight-line drawings of a graph G in the plane. If some intermediate drawing of M is

self-intersecting, then there exists some t0 ∈ (0, 1) such that either

1. M(t0) exhibits vertex-vertex intersection, or

2. M(t0) exhibits vertex-edge intersection.

Proof: To the contrary, assume that no intermediate drawing of M exhibits either

vertex-vertex or vertex-edge intersection. Hence, some intermediate drawing exhibits edge-

edge intersection. Let {u1, v2} and {u2, v2} denote edges whose representative open line

segments intersect in an intermediate drawing of M . Let t0 ∈ (0, 1) be such that the

distance between {u1, v1} and {u2, v2} is zero in M(t0); and, for all t such that t0 < t ≤ 1,

the distance between these two edges is strictly greater than zero in M(t). Since M(1) is

simple and the distance between two edges is a continuous function of time, t0 must exist.

Drawing M(t0) exhibits neither vertex-vertex nor vertex-edge intersection. However,

the distance between the open segments corresponding to {u1, v1} and {u2, v2} is zero.

Therefore, the open segments must intersect in M(t0), i.e. M(t0) exhibits edge-edge inter-

section.

If the two intersecting edges are parallel, M(t0) exhibits either vertex-vertex or vertex-

edge intersection. Therefore, these edges are not parallel. Hence, {u1, v1} and {u2, v2}
intersect in a single point. A sufficiently small continuous motion of the vertices determines

a continuous motion of this point of intersection. Therefore, there exists a sufficiently small

ǫ > 0 such that in M(t0 + ǫ) the distance between the edges is zero. Contradiction. 2
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1.3.4 Polyhedra

The class of polyhedra is the three-dimensional analogue of the class of polygons. We

assume a general familiarity with polyhedra. See [48] for precise definitions.

A polyhedron can be thought of as the boundary of a connected solid in R
3, such that

this boundary consists of a finite number of planar polygonal regions (called faces) that

meet at points (called vertices) and line segments (called edges) such that the vertices and

edges form a drawing of a connected graph. This graph is called the edge graph of the

polyhedron. Each edge is incident on two exactly two faces and two vertices. Each face is

incident on three or more edges. Two faces meet either at a single edge, at a single vertex,

or not at all. The intersection of the polyhedron with any sufficiently small open ball

centered at a point of the polyhedron is homeomorphic to an open disk, i.e. a polyhedron

forms a 2-manifold embedded in R
3.

Two polyhedra are combinatorially identical if there exists an isomorphism between

the vertices, edges and faces of the polyhedra, such that these elements exhibit the same

incidence relationships in both polyhedra. Thus, there is an isomorphism between the edge

graphs of the two polyhedra.

Definition 1.3.11 Two combinatorially identical polyhedra are called parallel if the two

drawings of the edge graphs determined by the polyhedra are parallel.

Observation 1.3.1 If two combinatorially identical polyhedra are parallel, then corre-

sponding faces of the polyhedra reside in parallel planes.

Proof: Let P and Q be parallel polyhedra with underlying edge graph G. Let fP be a

face of P and let fQ be the corresponding face in Q. Let u, v, w ∈ V(G) be three vertices

such that edges {u, v}, {v, w} ∈ E(G) are incident on fP and fQ, and the the points at

which these vertices reside are not collinear in either P or Q. Since P and Q are parallel,

there exist λ1, λ2 > 0 such that

P (u) − P (v) = λ1(Q(u) − Q(v))

and

P (v) − P (w) = λ2(Q(v) − Q(w)).

Since P (u), P (v) and P (w) are points in R
3, there exists a vector R ∈ R

3 such that

(P (u) − P (v)) · R = 0
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and

(P (v) − P (w)) · R = 0.

Therefore,
(

P (u) − P (v)

λ1

)

· R = 0 =⇒ (Q(u) − Q(v)) · R = 0.

Similarly, (Q(v) − Q(w)) · R = 0. Vector R is perpendicular to both the plane containing

fP and the plane containing fQ. Hence, the two faces lie in parallel planes. 2

Starting with a polyhedron, a morph of the polyhedron is specified uniquely by the

motion of its vertices over time. In order for vertex motions to serve as a morph of a

polyhedron, at each instant the vertex positions must determine a valid polyhedron, in

that the vertices and edges bounding each face must form the drawing of a polygon in a

single plane in R
3, and the surface determined by the vertex positions is an embedding of

a 2-manifold into R
3 (i.e. there is no self-intersection).

Definition 1.3.12 Given a polyhedron P , a morph of P is called a parallel morph if the

polyhedron formed at each instant of the morph is parallel with P .

This thesis discusses mainly orthogonal polyhedra. These are polyhedra in which each

edge is parallel with one of the coordinate axes. A cube is the simplest example of an or-

thogonal polyhedron. Observe that each face of an orthogonal polyhedron is perpendicular

to one of the coordinate axes.

In general, the discussion of polyhedra in this thesis is limited to those that are home-

omorphic to a sphere, i.e. genus-0 polyhedra. Occasionally, polyhedra of higher genus are

mentioned, e.g. polyhedra homeomorphic to a torus. Sometimes, when discussing morphs

of orthogonal polyhedra it is convenient to refer to the following class of objects, topolog-

ically equivalent to a closed disk.

Definition 1.3.13 An orthodisk is an orthogonal genus-0 polyhedron that has been turned

into a closed disk by cutting it along an orthogonal drawing of a cycle graph that lies on

the surface of the polyhedron.

The definition of a polyhedron given above severely restricts the class of surfaces rep-

resentable by polyhedra. This is not a weakness. On the contrary, most of the results

in this thesis pertaining to parallel morphs of polyhedra are negative results, i.e., results

stating either that there exist pairs of parallel polyhedra for which a parallel morph is im-

possible, or that it is computationally intractable to decide whether a given pair of parallel

polyhedra admit a parallel morph. For such results, restricting the class of polyhedra is a

strength.
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1.4 Overview of Chapters

Chapter 2: Linear Morphs

A morph between two straight-line drawings of a graph is called a linear morph if all

vertices move in straight-line paths at constant speed. A linear morph between two parallel

drawings will keep all intermediate drawings parallel, though not necessarily simple.

In this chapter, we will discuss some special cases in which a linear morph between a

pair of parallel drawings will maintain simplicity, and will therefore be a parallel morph.

We prove that if there exists a parallel morph between two simple orthogonal drawings in

d-space, then there exists a parallel morph between the drawings that is composed of a

sequence of linear morphs. Further, we give an effective procedure (albeit, not polynomial

time) to decide whether two orthogonal drawings in d-space will admit a parallel morph.

In the plane, we discover that the linear morph between a pair of parallel polygons

will be a parallel morph if one of these polygons is star-shaped. It follows that if a pair

of parallel polygons are themselves parallel with a third, star-shaped polygon, then there

exists a parallel morph between the original pair. This parallel morph is composed of a

sequence of two linear morphs. In order to use this observation for morphing, we need to

be able to generate a parallel star-shaped polygon from a given polygon, if one exists. We

find that such a polygon can be generated by solving a system of linear inequalities.

Chapter 3: Morphing Orthogonal Drawings in the Plane

From the previous chapter, we know that if a pair of parallel simple orthogonal drawings

in d-space admits a parallel morph, then it will admit a parallel morph that is composed of

a sequence of linear morphs. The number of linear morphs used in a parallel morph may

provide some indication of the visual complexity of the morph. As such, it is interesting

to try to use as few linear morphs as possible in a parallel morph.

Our main result in this chapter is that every pair of parallel simple orthogonal drawings

of a connected graph in the plane will admit a parallel morph. We give two algorithms

for generating parallel morphs of such drawings. The morphs generated by each algorithm

are composed of a sequence of linear morphs. These algorithms offer a trade-off between

runtime, and the number of linear morphs used in the worst case. Both algorithms generate

morphs in which the number of linear morphs can be bounded by a constant factor of the

number of vertices in the underlying graph. We are able to prove that the number of linear

morphs required in a parallel morph between two parallel simple orthogonal drawings in

the plane that is composed of a sequence of linear morphs will need to use a number of
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linear morphs proportional to the number of vertices, in the worst case.

While our morphing algorithms produce morphs of connected graphs, we also show

that it is not difficult to modify the algorithms to handle parallel orthogonal drawings of a

disconnected graph. This situation is complicated slightly by the fact that such drawings

will not always admit a simplicity-preserving morph (parallel or otherwise). However, there

is an easy-to-check condition that determines whether or not a parallel morph is possible.

Parallel morphs generated by the algorithms of this chapter may suffer from large

changes in the lengths of edges. It is possible that an edge grows to a length that is an

exponential factor longer (in the number of vertices in the graph) than either its source or

target length, while another edge remains constant in length throughout the morph. Such

behavior is undesirable for graph visualization, since to display intermediate drawings of a

morph, it may be necessary to either scale these drawings to so that some features become

indiscernible, or to only show part of the drawing at one time.

Fortunately, it is easy to move vertices of an orthogonal drawing to integer coordinates

within a small range. We show how parallel morphs produced by our algorithms can be

modified so to avoid exponentially increasing edge lengths.

Chapter 4: Morphing with Monotonically Changing Edge Lengths

This chapter continues our discussion of edge length changes in parallel morphs. We

observe that the original algorithms given in Chapter 3 will generate morphs that may be

thought of as having two stages: first, an expansive stage in which all edge lengths are

non-decreasing, followed by a stage in which all edge lengths change monotonically, i.e. a

stage in which each edge is either non-increasing or non-decreasing in length. In some

applications, it may be desirable that in a parallel morph, edges alternately increase and

then decrease in length only a few times. We define a monotone morph as a parallel morph

in which all edges change length monotonically.

It seems that monotone morphs will always exist for only very restrictive classes of

drawings. On the positive side, we have been able to prove that a monotone morph always

exists for pairs of parallel orthogonally-convex polygons, which are orthogonal polygons such

that every line that is parallel with one of the coordinate axes intersects the closed interior

in either a single closed line segment, or the empty set. However, even proving this result

is surprisingly non-trivial. The result does not extend to graphs with orthogonally-convex

faces, nor to orthogonally-convex polyhedra in which every plane that is perpendicular to

one of the coordinate axes intersects the closed interior in an orthogonally convex polygon.

We give counterexamples for this.
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Orthogonal polygons that are convex with respect to only one axis instead of both

do not always admit a monotone morph. However, neither have we been able to devise

an efficient algorithm for deciding monotone morphability in this case, nor to prove the

decision problem to be NP-hard. We give an example in an attempt to illustrate the

difficulties that one must face in devising an algorithm for this problem. More generally,

for pairs of parallel orthogonal polygons it is NP-hard to decide whether a monotone morph

exists. We prove this in Chapter 5.

The algorithms of Chapter 3 produce parallel morphs that will be composed of a se-

quence of two monotone morphs. We call such morphs bi-monotone. Interestingly, every

pair of drawings that admits a parallel morph will admit a bi-monotone morph; note that

drawings need not be orthogonal or even in the plane for this result to hold. However,

for orthogonal drawings in the plane, we prove that the area of an intermediate drawing

of certain classes of bi-monotone morph must be exponentially larger than the area of the

source and target drawings, in the worst case.

Chapter 5: The Hardness of Morphing in the Plane

In this chapter, we study the problem of deciding whether a pair of parallel orthogonal

polygons in the plane will admit a parallel morph under the additional constraint that a

given subset of the edges remains static in length throughout the morph. For a morph to

exist, it is necessary that the set of edges to be held static during the morph has identical

lengths in both the source and target drawings of the input. We prove this problem to be

NP-hard via a reduction from boolean satisfiability.

Although interesting on its own, the main reason that we choose to establish NP-

hardness for this problem is that, following a minor augmentation of the proof, we obtain a

proof that it is NP-hard to decide monotone morphability; a problem raised in Chapter 4.

Further, the problem of deciding parallel morphability with static edges reduces easily

to the problem of deciding parallel morphability for a pair of parallel (but not necessarily

orthogonal) drawings of a connected graph in the plane. In total, we establish NP-hardness

for three problems in this chapter.

Chapter 6: Paths, Trees, and Polyhedra

When we leave the plane and move into higher dimensions, we are faced with a host of

interesting problems. From Chapter 5, we know that it is already NP-hard to decide

parallel morphability for drawings of connected graphs in the plane. Deciding parallel

morphability in higher dimensions must also be NP-hard: given a drawing of a connected
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graph in which all edges lie in a single plane embedded in R
d such that d ≥ 3, all edges

must remain coplanar during a parallel morph.

So, we examine special cases in which the problem of deciding parallel morphability is

tractable. We begin by restricting our attention to drawings of a tree graph. We prove that

every pair of parallel simple drawings of a tree in d-space will admit a parallel morph. These

drawings need not be orthogonal. There is a straightforward algorithm for generating a

morph, which uses a number of linear morphs which are proportional to the length of the

longest path through the tree.

In contrast, deciding parallel morphability for drawings of a cycle in R
3 seems much

more challenging. One of the difficulties is that two drawings of a cycle may correspond to

different topological knots, precluding the possibility of any simplicity-preserving morph

between them. In particular, we give a pair of parallel orthogonal drawings of a cycle that

do not admit a parallel morph, such that these drawings correspond to the trivial knot.

However, we have not been able to prove it NP-hard to decide whether a parallel pair of

drawings of a cycle will admit a parallel morph. Neither have we been able to give an

efficient algorithm for this problem, even if we know that the drawings correspond to the

same knot.

We suspect that deciding parallel morphability for parallel drawings of a cycle in R
3

is computationally intractable. Nonetheless, due to our success with orthogonal drawings

in the plane, we had hoped that it might be easier to decide parallel morphability for

orthogonal polyhedra with the same topology as a sphere. Unfortunately, this intuition

turned out to be false. We give examples of such parallel orthogonal polyhedra that do not

admit a parallel morph. One of the polyhedra we devise is useful to us again in Chapter 7,

where we prove it to be PSPACE-hard to decide parallel morphability for orthogonal

polyhedra.

Chapter 7: PSPACE-Hardness Results

In this chapter, we again study the hardness of problems related to deciding parallel mor-

phability. Our goal is to prove hardness results for problems of deciding parallel morphabil-

ity for orthogonal drawings and orthogonal polyhedra in R
3. However, as it can be difficult

to describe drawings in higher dimensions, we find it most convenient to begin this topic

by examining a related problem in the plane.

Consider the following problem: given a pair of parallel simple orthogonal drawings of

a graph in the plane and a distinguished subset of the vertices, called the static vertices,

decide whether there exists a parallel morph between the drawings such that all static
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vertices remain stationary during the morph. Note that it is necessary that every static

vertex has the same coordinates in both drawings, otherwise it must move during any

morph between the drawings. We prove that this problem is PSPACE-hard.

We reduce from the problem of deciding parallel morphability with static vertices, to

prove that it is PSPACE-hard to decide whether a pair of parallel orthogonal drawings of

a connected graph in R
3 will admit a parallel morph. We reduce from the same problem

to prove that it is PSPACE-hard to decide whether a pair of parallel orthogonal polyhedra

will admit a parallel morph, where the polyhedra are topological spheres. In the latter of

these reductions, we adapt a polyhedron developed in Chapter 6, which acts as a sort of

loop under a parallel morph.

Unfortunately, we have been unable to establish the complexity of deciding parallel

morphability for parallel drawings of a cycle graph in R
3.

Chapter 8: Conclusion

In our final chapter, we first give a brief summary of our results. We conclude with open

problems and mention directions for future research in the study of parallel morphing.
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Chapter 2

Linear Morphs

2.1 Introduction

Consider a morph between two drawings of a graph in which every vertex moves from its

initial coordinates to its target coordinates at constant velocity. To obtain the coordinates

of a vertex at some intermediate drawing, we linearly interpolate between the source and

target coordinates of the vertex. We call such a morph a linear morph—see below for a

precise definition.

A linear morph is, in a sense, the most straightforward morph possible. Shortly, we

will prove that in a linear morph between a pair of parallel drawings, every intermediate

drawing is parallel with the source and target drawings. However, linear morphs are not

necessarily parallel morphs since they do not always maintain simplicity; see Figure 2.1.

They do maintain simplicity when one drawing is a scaling and/or translation of the other.

Linear morphs are used implicitly by Guibas, Hershberger and Suri [34] in their “par-

allel move” operation, which consists of a uniform scaling and/or translation operation

performed on a portion of a polygon. The algorithm that they develop computes a se-

Figure 2.1: A sequence of snapshots of a linear morph between a pair of parallel orthogonal

polygons; this morph does not maintain simplicity.
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quence of parallel moves that together describe a parallel morph between given parallel

polygons. Streinu [57] studies linear morphs in the context of parallel redrawings. Lin-

ear morphs have also been used to morph graph drawings in the absence of parallel and

simplicity constraints (see e.g. [28]).

Friedrich and Eades [28] discuss a number of measures that might be used to compare

the quality of morphs between drawings of a graph. Their aim is to develop a means to

evaluate how well a morph preserves a user’s “mental map” [47]. One of the measures they

identify is the length of the paths traveled by a vertex during the morph. It is suggested

that in order to preserve the user’s mental map, the lengths of the vertex paths should

be minimized. In the absence of other measures—such as the number of temporary edge

crossings that appear during the morph, for example—a linear morph is optimal.

One of our goals in this chapter is to prove that, for every pair of orthogonal drawings

that admit a parallel morph, the drawings will admit a parallel morph that is composed

of a finite sequence of linear morphs. Such a morph can be represented by:

1. the abstract graph,

2. the start and end times of each linear morph; and,

3. the terminal (i.e. source and target) drawings of each linear morph in the sequence.

Every algorithm that we present in this thesis for computing a parallel morph will

generate a parallel morph composed of a sequence of linear morphs. For each algorithm,

we bound the number of linear morphs that may be required in the worst case. The number

of linear morphs comprising a morph (parallel or otherwise) provides us with a measure of

the visual complexity of the morph.

The second main result of this chapter is that, given a pair of parallel polygons such

that one of these polygons is star-shaped, the linear morph from one polygon to the other

maintains simplicity and is a parallel morph. Therefore, if we are given a pair P and Q of

parallel polygons such that there exists a third, star-shaped polygon R that is also parallel

with each of the given polygons, then there exists a parallel morph from P to Q via R. This

parallel morph is composed of a sequence of two linear morphs. We end the chapter by

showing that R can be generated (or, shown not to exist) by computing a feasible solution

to a system of linear equalities and inequalities.

Let us proceed by giving a formal definition of a linear morph.

Definition 2.1.1 Let P and Q be a pair of d-dimensional drawings of a graph G that are

not necessarily parallel. The linear morph from P to Q is the morph M such that for all
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t ∈ [0, 1] and v ∈ V (G),

M(t; v) = tQ(v) + (1 − t)P (v).

In a morph, edge lengths are said to change monotonically if every edge is either non-

increasing or non-decreasing in length as the morph proceeds. Mindful of the goal of

preserving the user’s mental map, we expect that a morph which exhibits only small

changes in edge lengths—measured, for example, as the sum of the absolute values of the

increases and decreases in length of each edge—is preferable to a morph in which large

changes occur in edge lengths. This measure is minimized in a morph in which edge

lengths change monotonically. Edge length monotonicity in parallel morphs is the topic of

Chapter 4.

Lemma 2.1.1 Every intermediate drawing of a linear morph between parallel drawings is

parallel with the source and target drawings. Further, edge lengths change monotonically.

Proof: Let P and Q be a pair of parallel drawings in R
d, and let M be the linear

morph from P to Q. We must prove that for every {u, v} ∈ E(G) there exists a function

λ : [0, 1] → (0,∞) such that for every t ∈ [0, 1]

M(t; u) − M(t; v) = λ(t)(P (u) − P (v)). (2.1)

Since P and Q are parallel drawings, there exists some λ′ > 0 such that

λ′(P (u) − P (v)) = Q(u) − Q(v).

From the definition of a linear morph, we have that

M(t; u) − M(t; v) = tQ(u) + (1 − t)P (u) − tQ(v) − (1 − t)P (v)

= t(Q(u) − Q(v)) + (1 − t)(P (u) − P (v))

= tλ′(P (u) − P (v)) + (1 − t)(P (u) − P (v))

= (t(λ′ − 1) + 1)(P (u)− P (v)).

We observe that (t(λ′ − 1) + 1) > 0 for all t ∈ [0, 1]. Therefore, we can satisfy (2.1) by

setting

λ(t) = (t(λ′ − 1) + 1).

To see that the length of {u, v} changes monotonically, it suffices to observe that λ(t)

changes linearly in t. 2
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In Section 2.2 we prove that, if a pair of parallel orthogonal drawings of a graph in

R
d admits a parallel morph, then this pair admits a parallel morph composed of a finite

sequence of linear morphs. In Section 2.3, we prove that if we are given a pair of parallel

polygons, one of which is star-shaped, then the linear morph is a parallel morph between

these. With this result, we proceed to show that if a pair of parallel polygons happens to

be parallel with a third, star-shaped polygon, they will admit a parallel morph composed

of two linear morphs. We make concluding remarks in Section 2.4.

2.2 Parallel Morphs of Orthogonal Drawings

Throughout this section, we restrict our attention to orthogonal drawings in R
d, i.e. those

drawings in which each edge is parallel with one of the d coordinate axes. Our aim is to

prove that whenever a parallel morph exists between two orthogonal drawings, there exists

a parallel morph between these drawings that is composed of a finite number of linear

morphs. Moreover, there exists a finite-time algorithm to generate such a parallel morph

as a sequence of drawings. Along the way, we will encounter definitions and lemmas that

will aid us in later chapters.

To prove our main result, we will assume that we are given a parallel source and target

drawings, which are simple orthogonal drawings in R
d that admit a parallel morph. We

partition the set of all drawings that are parallel with the source and target into a finite

number of classes, based on the orderings of the vertices with respect to each coordinate

axis. Starting with a particular parallel morph from the source to the target, we can

extract a sequence of classes. We prove that for any pair of simple orthogonal drawings

whose classes are adjacent in this sequence, a linear morph is a parallel morph.

Next, we generate a new parallel morph that is composed of a sequence of linear morphs.

To do so, we choose a representative drawing from each class and perform a sequence of

linear morphs between representative drawings that takes us through the same sequence

of classes as does the original parallel morph. Each class needs to be visited at most once,

therefore the new parallel morph is composed of a finite sequence of linear morphs.

Definition 2.2.1 Given a pair P and Q of drawings of a graph G in R
d, we say that the

drawings have equal vertex orderings if, for all u, v ∈ V and i ∈ {1, . . . , d}, either:

1. Pi(u) < Pi(v) and Qi(u) < Qi(v),

2. Pi(u) > Pi(v) and Qi(u) > Qi(v); or
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3. Pi(u) = Pi(v) and Qi(u) = Qi(v).

We note similarity of our “vertex ordering” and the “orthogonal ordering” defined by

Misue et al. [47]. In their paper, they stress the value of maintaining the orthogonal

ordering of vertices (represented by boxes) when adjusting the layout of a graph drawing,

when the goal is preservation of the user’s mental map.

The notion of the vertex ordering of a drawing enables us to classify drawings; two

drawings belong to the same class if their vertex orderings are equal.

Lemma 2.2.1 If two orthogonal drawings of the same graph in R
d have equal vertex or-

derings, then the drawings are parallel with each other.

Proof: Let P and Q be two orthogonal drawings of a graph G in R
d, such that P and

Q have equal vertex orderings. To prove that these drawings are parallel with each other,

we must prove that every (oriented) edge has the same direction in both drawings.

So, let {u, v} ∈ E(G) be an arbitrary edge. By the definition of vertex ordering, the

two vertices either coincide in both P and Q, or else they coincide in neither drawing.

Therefore, the length of {u, v} in P is zero if and only if its length in Q is zero. Assume

below that {u, v} has non-zero length in both P and Q.

Since the drawings are orthogonal, there exists exactly one coordinate axis i ∈ {1, . . . , d}
such that

Pi(u) − Pi(v) 6= 0.

Since P and Q have the same vertex ordering, it follows that

Qi(u) − Qi(v) 6= 0.

Further, for all j ∈ {1, . . . , d} such that j 6= i,

Qj(u) − Qj(v) = Pj(u) − Pj(v) = 0.

Define a value λ such that

λ =
Pi(u) − Pi(v)

Qi(u) − Qi(v)
.

Since P and Q have the same vertex ordering, either

1. Pi(u) − Pi(v) > 0 and Qi(u) − Qi(v) > 0; or

2. Pi(u) − Pi(v) < 0 and Qi(u) − Qi(v) < 0.
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In both cases, λ > 0. It is straightforward to verify that

P (u) − P (v) = λ(Q(u) − Q(v))

and hence, P and Q are parallel drawings. 2

Lemma 2.2.2 If an orthogonal drawing of a graph in R
d self-intersects, then all orthogonal

drawings of the graph with the same vertex ordering self-intersect.

Proof: Let P be an orthogonal drawing in R
d of a graph G, such that P self-intersects.

Let Q be an arbitrary orthogonal drawing with the same vertex ordering as P . We will

prove below that Q self-intersects.

A drawing that self-intersects will exhibit at least one of the following types of self-

intersection: vertex-vertex, vertex-edge, and edge-edge. We treat each of these separately.

First, suppose that P exhibits vertex-vertex intersection. There exist vertices u, v ∈
V(G) such that P (u) = P (v). By the definition of vertex ordering, Q(u) = Q(v). Hence,

Q self-intersects in this case.

Now suppose that P exhibits vertex-edge intersection. There exists a vertex u ∈ V(G)

and edge {v, w} ∈ E(G) such that P (u) intersects P (v, w). Since P is an orthogonal

drawing, there exists a coordinate axis i ∈ {1, . . . , d} such that either:

Pi(v) < Pi(u) < Pi(w) or Pi(v) > Pi(u) > Pi(w).

Since P and Q have the same vertex ordering, either:

Qi(v) < Qi(u) < Qi(w) or Qi(v) > Qi(u) > Qi(w).

For all j ∈ {1, . . . , d} such that j 6= i,

Pj(v) = Pj(u) = Pj(w)

hence

Qj(v) = Qj(u) = Qj(w).

It follows that Q(u) intersects Q(v, w).

Finally, let us consider the possibility of an edge-edge intersection in P . Suppose that

there exists a pair of edges {u1, v1}, {u2, v2} ∈ E(G) such that P (u1, v1) intersects P (u2, v2);

we may assume that each edge has non-zero length, otherwise edge-edge intersection cannot

occur between these two edges. Define i1 ∈ {1, . . . , d} as the coordinate axis that is parallel
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with P (u1, v1), and define i2 ∈ {1, . . . , d} as the coordinate axis parallel with P (u2, v2). If

i1 = i2 (i.e. the two edges are parallel and intersecting) then P must exhibit vertex-edge

intersection. We have handled this case already, so assume that i1 6= i2.

For all i ∈ {1, . . . , d} such that i 6= i1 and i 6= i2,

Pi(u1) = Pi(v1) = Pi(u2) = Pi(v2).

Thus,

Qi(u1) = Qi(v1) = Qi(u2) = Qi(v2).

Observe that since i1 6= i2,

Pi1(u2) = Pi1(v2) and Pi2(u1) = Pi2(v1).

Without loss of generality, assume that

Pi1(u1) < Pi1(v1) and Pi2(u2) < Pi2(v2).

Since P (u1, v1) and P (u2, v2) intersect, and i1 6= i2,

Pi1(u1) < Pi1(u2) = Pi1(v2) < Pi1(v1)

and

Pi2(u2) < Pi2(u1) = Pi2(v1) < Pi2(v2).

Notice that P and Q have the same vertex ordering. It follows that

Qi1(u1) < Qi1(u2) = Qi1(v2) < Qi1(v1)

and

Qi2(u2) < Qi2(u1) = Qi2(v1) < Qi2(v2).

Therefore, Q(u1, v1) intersects Q(u2, v2). 2

Suppose that we are given a pair of parallel simple orthogonal drawings of a graph,

such that the drawings have equal vertex orderings. Throughout a linear morph between

the two drawings, the vertex ordering will not change. By Lemma 2.2.2, this linear morph

is a parallel morph. So, morphing between drawings with equal vertex orderings is easy.

We need to determine when we can morph between drawings with different orderings.

Definition 2.2.2 Given a pair of drawings P and Q in R
d of a graph G, the drawings

have consonant vertex orderings if for all u, v ∈ V(G) and i ∈ {1, . . . , d}, either:
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R

v

P

u u u

v v

Q

Figure 2.2: Drawings P and Q have consonant orderings, as do Q and R. The orderings

of P and R are not consonant.

1. Pi(u) ≤ Pi(v) and Qi(u) ≤ Qi(v); or

2. Pi(u) ≥ Pi(v) and Qi(u) ≥ Qi(v).

While the property of having the same vertex ordering is a transitive property of draw-

ings, the property of having consonant vertex orderings is not. To illustrate the difference

between “same” and “consonant” vertex orderings, imagine three drawings P, Q, R on the

real line, involving two vertices, u and v and no edges:

P (u) = −1, Q(u) = 0, R(u) = 1

P (v) = Q(v) = R(v) = 0.

See Figure 2.2.

Drawings P and Q have consonant vertex orderings, as do Q and R, while P and R do

not. However, no two of P, Q, R have the same vertex ordering. In general, two drawings

with the same vertex ordering may be said to have consonant orderings.

The following lemma reveals the importance of consonant vertex orderings. We will

refer to this lemma in subsequent chapters. Before stating the lemma, let us recall the

definition of minimum feature size of a drawing (Definition 1.3.4, page 15) as the infimum

of distances among: (1) a pair of vertices, (2) a vertex and a non-incident edge, and (3) a

pair of edges.

Lemma 2.2.3 Let P and Q be a pair of parallel simple orthogonal drawings of a graph G

in R
d with consonant vertex orderings and a minimum feature size of δ > 0. The linear

morph from P to Q is a parallel morph that maintains a minimum feature size of δ√
d
.

Proof: Let M denote the linear morph from P to Q. By Lemma 2.1.1, every intermediate

drawing of M from P to Q is parallel with P and Q. Below, we prove that M maintains

a minimum feature size of at least δ√
d
. Hence, M maintains simplicity and is a parallel

morph.
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First, we will prove that M maintains a minimum feature size of δ when we measure

distance using the L1 (rectilinear) metric; recall Definition 1.3.2 (page 14), which states

that the L1-distance between two points a, b ∈ R
d is

||a, b||1 =

d
∑

i=1

|ai − bi|.

Subsequently, we will prove that this implies that the minimum feature size, when measured

using the L2 (Euclidean) metric, is at least δ√
d
.

To obtain the minimum feature size of a drawing, we must consider vertex-vertex

distances, vertex-edge distances, and edge-edge distances. We begin by examining the

L1-distance between pairs of vertices in intermediate drawings of M . Let u, v ∈ V (G).

Without loss of generality, assume that for all i ∈ {1, . . . , d}

Pi(u) ≥ Pi(v) and Qi(u) ≥ Qi(v). (2.2)

For all t ∈ [0, 1],

||M(t; u), M(t; v)||1 =
d
∑

i=1

|tQi(u) + (1 − t)Pi(u) − tQi(v) − (1 − t)Pi(v)|

which, by the order assumption of (2.2),

=
d
∑

i=1

t|Qi(u) − Qi(v)| + (1 − t)|Pi(u) − Pi(v)|

= t||Q(u), Q(v)||1 + (1 − t)||P (u), P (v)||1
≥ tδ + (1 − t)δ = δ.

Next, we prove that M maintains a minimum L1-distance of δ between every vertex

and non-incident edge of G. Let {u, v} ∈ E(G) and let w ∈ V(G), where u 6= w 6= v. Let

i0 ∈ {1, . . . , d} denote the coordinate axis that is parallel with P (u, v). Without loss of

generality, assume that Pi0(u) < Pi0(v) and Qi0(u) < Qi0(v).

Observation 2.2.1 If Pi(v) ≤ Pi(w) and Qi(v) ≤ Qi(w), then, for all t ∈ [0, 1],

Mi(t; v) = tQi(v) + (1 − t)Pi(v)

≤ tQi(w) + (1 − t)Pi(w)

= Mi(t; w).
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In other words, consonance is preserved by a linear morph between consonant drawings.

Since P and Q have consonant vertex orderings, one of the following will hold:

1. Mi0(t; v) ≤ Mi0(t; w), for all t ∈ [0, 1].

2. Mi0(t; w) ≤ Mi0(t; u), for all t ∈ [0, 1].

3. Mi0(t; u) ≤ Mi0(t; w) ≤ Mi0(t; v), for all t ∈ [0, 1].

For all i ∈ {1, . . . , d} − {i0} and t ∈ [0, 1], the distance between {u, v} and w in M(t)

with respect to the i-th axis is equal to

|Mi(t; w) − Mi(t; u)| = |Mi(t; w) − Mi(t; v)|.

In the first two cases above, the L1-distance between w and {u, v} at time t is (respec-

tively) equal to either:

∑

i∈{1,...,d}
|Mi(t; w) − Mi(t; v)| = ||M(t; v), M(t; w)||1 ≥ δ

or
∑

i∈{1,...,d}
|Mi(t; w) − Mi(t; u)| = ||M(t; w), M(t; u)||1 ≥ δ.

In the third case, the L1-distance between {u, v} and w in M(t) is zero with respect to

the i0-th axis. Therefore, the L1 distance between w and {u, v} is:

∑

i∈{1,...,d}−{i0}
|Mi(t; u) − Mi(t; v)|.

This equals the L1-distance between w and {u, v} when we project M(t) orthogonally

into the (d−1)-dimensional space in which {u, v} appears as a single point. Thus, we must

bound the minimum L1-distance between two points in (d − 1)-dimensional space during

the linear morph between drawings with consonant vertex orderings, such that the vertices

are separated by at least distance δ in the terminal drawings of this linear morph. We have

already seen that such a linear morph will maintain a minimum feature size of at least δ,

under the L1-metric.

We can use the same trick to bound the minimum L1-distance between two edges of

G that are not incident at a common vertex. Let {u1, v1}, {u2, v2} ∈ E(G) such that all

of these vertices are distinct. Let i1, i2 ∈ {1, . . . , d} denote the coordinate axes that are

parallel with P (u1, v1) and P (u2, v2), respectively.
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If the distance between {u1, v1} and {u2, v2} is zero with respect to either i1 or i2 in

both P and Q, then this distance must be zero for all M(t). In this case, we can project the

drawings orthogonally into the (d−1)-dimensional space in which either {u1, v1} or {u2, v2}
(or both, if i1 = i2) is a point. The L1-distance between the two edges in M(t) is equal

to the L1-distance between the point and edge (or, two points) in this (d− 1)-dimensional

space. We have already seen that this distance will be at least δ.

Otherwise, there exists no axis for which the distance between the edges is zero in both

P and Q. Then it must be that the infimum L1-distance between the edges is equal to

the minimum distance between two of the vertices of these edges, for all M(t). Again, this

distance is at least δ.

So, we have established that M maintains a minimum feature size of δ, when measured

using the L1-metric. Let us now bound the minimum feature size using the L2-metric. As

a special case of the Cauchy-Schwarz inequality, for points x, y ∈ R
d

(

d
∑

i=1

xiyi

)2

≤
(

d
∑

i=1

x2
i

)(

d
∑

i=1

y2
i

)

.

Given two points a, b ∈ R
d. For all i ∈ {1, . . . , d}, let xi = |ai − bi| and yi = 1.

||a, b||1 =

d
∑

i=1

|ai − bi| ≤

√

√

√

√

(

d
∑

i=1

(ai − bi)2

)(

d
∑

i=1

12

)

= ||a, b||2
√

d .

It follows that M maintains a minimum feature size of at least δ√
d
. 2

Theorem 2.2.1 Let P and Q be a pair of parallel orthogonal drawings of a graph G in

R
d. If there exists a parallel morph from P to Q, then there exists such a morph, composed

of a sequence of fewer than

(2n−1n!)d

linear morphs, where n is the number of vertices in G.

Proof: Construct a graph H in which every vertex is associated one-to-one with a

distinct ordering of the vertices of G (in R
d). The ordering associated with each vertex of

H corresponds to a class of parallel drawings (Lemma 2.2.1). Either every drawing in this

class is simple, or else every drawing self-intersects (Lemma 2.2.2). Remove from H each

vertex for which the associated ordering corresponds to a class of drawings that is either:

(1) self-intersecting; or, (2) not parallel with P and Q. Add an edge to H between every

pair of vertices for which the associated vertex orderings are consonant.
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The vertex orderings of P and Q are associated with either one or two vertices of H .

Both orderings are associated with a single vertex if the orderings are the same. In this

case, Lemma 2.2.3 tells us that the linear morph from P to Q is a parallel morph.

We will prove that P and Q admit a parallel morph if and only if there exists a path

(i.e. a sequence of distinct vertices of V(H), such that adjacent vertices in this sequence

are connected by an edge) in H from the vertex associated with the vertex ordering of P

to the vertex associated with the vertex ordering of Q. Hence, to decide whether P and

Q admit a parallel morph, we need only to determine whether there exists a path in H

between two vertices.

Claim 2.2.1 If there exists a path in H between the vertices associated with the orderings

of P and Q, then there exists a parallel morph from P to Q, composed of a sequence of at

most |V(H)| − 1 linear morphs.

Proof: Let (h1, . . . , hk) be a path in H , such that h1 and hk are associated with the

vertex orderings of P and Q, respectively. Each vertex in this path is associated with a

(non-empty) class of simple orthogonal drawings of G that are parallel with P and Q. Let

P i denote some drawing of G chosen arbitrarily from the class associated with hi, where

i ∈ {2, . . . , k − 1}.
Adjacent drawings of the sequence (P, P 2, . . . , P k−1, Q) have consonant vertex order-

ings. Hence, by Lemma 2.2.3, the morph that is generated by performing linear morphs

between adjacent drawings in this sequence is a parallel morph. Clearly, at most |V(H)|−1

linear morphs are required. 2

Next, we prove in the other direction.

Claim 2.2.2 If there exists a parallel morph from P to Q, then there exists a path in H

between the vertices associated with the ordering of P and Q.

Proof: Let M be a parallel morph from P to Q. Extract from M the (possibly infinite)

sequence of times T = (t1, t2, . . .) where, for all ti ∈ T :

1. ti ∈ [0, 1],

2. ti < ti+1 (if ti+1 ∈ T ); and,

3. ti is the time at which some pair of vertices goes from having unequal coordinates to

having equal coordinates with respect to one of the coordinate axes.
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To make this third criterion more precise: some time t ∈ [0, 1] is an element of the

sequence T if and only if there exists two vertices u, v ∈ V(G) and some coordinate axis

j ∈ {1, . . . , d} such that

Mj(t; u) = Mj(t; v)

and there exists a value κ ∈ R such that for all ǫ < κ,

Mj(t − ǫ; u) 6= Mj(t − ǫ; v).

Since the drawing M(t) is simple and parallel with P and Q, for all t ∈ [0, 1], there

exists a vertex of H associated with the vertex ordering of M(t). However, the sequence

of vertices of H determined by the sequence of drawings

(M(0), M(t1), M(t2), . . . , M(1))

is not necessarily a path, since the same vertex might be encountered multiple times in

the sequence. However, by removing cycles, we obtain a sequence of vertices of H that

contains each vertex at most once.

In order to prove that—after removing cycles—the resulting sequence is indeed a path,

we need only to establish that an edge exists in H between every pair of adjacent vertices

in the sequence. This is true if the drawings M(ti) and M(ti+1) have consonant vertex

orderings, for all ti, ti+1 ∈ T .

Observe that if M(ti) and M(ti+1) do not have consonant vertex orderings, then there

exist vertices u, v ∈ V(G) and j ∈ {1, . . . , d} such that:

Mj(ti; u) < Mj(ti; v) and Mj(ti+1; u) > Mj(ti+1; v).

Since M changes vertex coordinates continuously, there must exist some t ∈ T where

tj < t < tj+1, such that

Mj(t; u) = Mj(t; v).

Therefore, M(ti) and M(ti+1) have consonant vertex orderings. We conclude that there

exists a path in H between the vertices associated with the vertex orderings of P and Q.

2

By the above two claims, if P and Q admit a parallel morph, then there exists a path

in H between the vertices associated with the vertex orderings of P and Q, and therefore,

there exists a parallel morph from P to Q composed of at most |V(H)| − 1 linear morphs.

To complete our proof of Theorem 2.2.1, it remains only to bound the number of vertices

that might appear in H .
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We can construct a vertex ordering as follows: for each of the d coordinate axes, choose

some sequence of the n vertices. Assign a relation of either ‘<’ or ‘=’ between each

ordered pair of vertices that are adjacent in the sequence. For each axis, there are exactly

n! possible sequences and 2(n−1) possible assignments of relations. Note that this approach

strictly overestimates the number of possible vertex orderings. Overall, there are fewer

than |V(H)| ≤ (2n−1n!)d possible vertex orderings. 2

Theorem 2.2.1 suggests an algorithm for deciding whether or not a given pair P, Q

of parallel orthogonal drawings admits a parallel morph: construct the graph H , and

determine whether or not there exists a path between the two vertices associated with the

vertex orderings of P and Q. Clearly, such an algorithm is prohibitively expensive both

in terms of time and space requirements. It is an interesting open problem to determine

whether deciding parallel morphability for orthogonal drawings is in PSPACE.

In Chapter 3 it is shown that there always exists a parallel morph between parallel

orthogonal drawings in the plane. However, for parallel orthogonal drawings in R
3 it

is PSPACE-hard to decide parallel morphability. This hardness result is established in

Chapter 7.

2.3 Linear Morphs from Star-Shaped Polygons

Consider parallel source and target polygons in the plane such that one of these polygons is

star-shaped. In this section, we establish that for such polygons the linear morph from the

source to the target is a parallel morph. It follows that if neither the source nor the target

is star-shaped but there exists a star-shaped polygon that is parallel with both polygons,

then there exists a parallel morph from the source to the target, i.e. perform a linear morph

from the source polygon to the star-shaped polygon, followed by a linear morph from the

star-shaped polygon to the target.

For a given polygon, suppose that there exists a star-shaped polygon that is parallel to

this one. Then, such that a star-shaped can be generated by computing a feasible solution

to a system of linear constraints.

2.3.1 Preliminaries

A polygon is a simple drawing of a cycle graph in the plane. A polygon partitions the plane

into two regions: the interior and the exterior of the polygon.

Definition 2.3.1 A polygon P is convex if, for every pair of points a, b ∈ R
2 in the open
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Figure 2.3: Left: a convex polygon. Right: a star-shaped polygon.
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Figure 2.4: Vertex w is to the left of the oriented edge (u, v).

interior of P , the open line segment between a and b lies entirely within the open interior

of P .

Define visibility for polygons in the following strict sense.

Definition 2.3.2 Two points a, b ∈ R
2 are properly visible to each other with respect to

a polygon P if the open line segment between a and b does not intersect P .

Definition 2.3.3 A polygon P is star-shaped if there exists a point γ ∈ R
2 in the open

interior of P such that γ is properly visible to every point of P .

Examples of convex and star-shaped polygons are given in Figure 2.3. Clearly, every

convex polygon is also star-shaped.
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Let u, v, w be three vertices of a graph G, mapped by a drawing P to distinct points

in the plane. We say that w is to the left of the oriented edge (u, v) if the points

P (u), P (v), P (w) are not collinear, and (u, v, w, u) is a counterclockwise traversal of the

triangle composed of vertex set {u, v, w} and edge set:

{{u, v}, {v, w}, {w, u}}.

We say that w is to the right of (u, v) if the points P (u), P (v), P (w) are not collinear and

(u, v, w, u) is a clockwise traversal of this triangle.

Lemma 2.3.1 Let P and Q be a pair of drawings of a graph G in the plane such that

u, v, w ∈ V(G) and {u, w} ∈ E(G), and {u, v} is parallel in both drawings. Let M be a

linear morph from P to Q.

1. If w is to the left of (u, v) in both P and Q, then w is to the left of (u, v) in M(t) for

all t ∈ [0, 1].

2. If w is to the left of (u, v) in P , and collinear with (u, v) in Q, then w is to the left

of (u, v) in M(t) for all t ∈ [0, 1).

Proof: Rotate both P and Q clockwise about the origin by the same angle such that

{u, v} is parallel with the y-axis and v has a larger y-coordinate than u. Only the first

claim is proved below. The second claim can be proved similarly.

In the first case,

Px(w) < Px(u) = Px(v)

and

Qx(w) < Qx(u) = Qx(v).

Hence, for all t ∈ [0, 1],

Mx(t; w) = tQx(w) + (1 − t)Px(w)

< tQx(u) + (1 − t)Px(u)

= Mx(t; u) = Mx(t; v).

Similarly, for all t ∈ [0, 1],

My(t; u) = tQy(u) + (1 − t)Py(u)

< tQy(v) + (1 − t)Py(v)

= My(t; v).
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In summary, for all t ∈ [0, 1], w is to the left of (u, v) in M(t). 2

An analogous result holds for the case in which w lies to the right of (u, v) in P , and

w lies either to the right of (u, v), or collinear with (u, v) in Q.

2.3.2 A linear morph from a star-shaped polygon

In this section, we prove the following.

Theorem 2.3.1 Given a pair of parallel polygons such that one of these polygons is star-

shaped, the linear morph from one polygon to the other is a parallel morph.

Suppose that P and Q are a pair of parallel polygons such that one of these is star-

shaped. By Lemma 2.1.1, intermediate drawings of the linear morph from P to Q are

pairwise parallel. It remains only to prove that all intermediate drawings are simple.

To this end, vertices and edges are added to P , thereby decomposing the plane into

a number of disjoint faces. Edges and vertices are similarly added to Q, generating a

decomposition of the plane. The two decompositions are combinatorially identical, in

that they form two (not necessarily parallel) drawings of a graph. It is shown that no

face collapses during a linear morph between the two drawings, i.e. the elements on the

boundary of each face remain pairwise non-intersecting during the morph. The following

lemma then implies that the linear morph between P and Q preserves simplicity.

Lemma 2.3.2 Let P be a drawing of a graph G such that every face (including the exterior

face) is bounded by a polygon. Let Q be another drawing of G. Let M be a morph from

P to Q. For each face of P , if all elements of the face remain pairwise non-intersecting

throughout M , then M preserves simplicity.

Proof: (By contradiction.) Assume that, although all elements of each face of P remain

pairwise non-intersecting throughout M , morph M does not preserve simplicity. There

exists some unique t0 ∈ R where 0 < t0 < 1 such that M(t0) self-intersects, and M(t) is

simple for all t ∈ R such that 0 ≤ t < t0. It follows from Lemma 1.3.2 that M(t0) exhibits

either vertex-vertex or vertex-edge intersection. Let v be a vertex such that v intersects

another element e in M(t0), where e is either a vertex or edge.

Since elements on each face of P remain pairwise non-intersecting throughout M , v

and e cannot lie on the boundary of the same face in P . Since vertices move in continuous

paths, there must exist some sufficiently small ǫ > 0 such that in M(t0 − ǫ) vertex v lies in

the open interior of a face which has e on its boundary. Clearly, in P vertex v does not lie
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in the face corresponding to this face of M(t0 − ǫ). Hence, v must have earlier intersected

some element as it passed from the exterior of the face to the interior. This contradicts

the assumption that M(t0) is the first non-simple drawing of M . 2

Definition 2.3.4 Given a simple orthogonal drawing P of a graph G, an augmentation

step is one of the following changes made to P :

1. Add a new vertex to P .

2. Add an edge to P between two vertices that are already present in the drawing.

3. Subdivide an edge by a vertex: for some {u, v} ∈ E(G), add a new vertex w to P

such that P (w) ∈ P (u, v), and replace {u, v} by edges {u, w} and {w, v}.

The reverse process is deletion and removal of degree-2 vertices.

Definition 2.3.5 A drawing P ′ is an augmentation of a drawing P if P ′ can be obtained

from P via some sequence of augmentation steps.

Observation 2.3.1 Let P and Q be a pair of simple drawings of a graph. Let P ′ be an

augmentation of P , and let Q′ be an augmentation of Q. If P ′ and Q′ are drawings of the

same graph and the linear morph from P ′ to Q′ preserves simplicity, then the linear morph

from P to Q preserves simplicity.

Proof: Let M denote the linear morph from P to Q. Let M ′ denote the linear morph

from P ′ to Q′. By the definition of augmentation, if a point x ∈ R
2 belongs to more than

one element of M(t), where t ∈ R and 0 ≤ t ≤ 1, then x also belongs to more than one

element of M ′(t). Therefore, if M ′ preserves simplicity, then so does M . 2

The idea behind the proof of Theorem 2.3.1 is to show that P and Q can be augmented

such that the two augmentations are combinatorially equivalent, and the elements of each

face of the augmentation of P remain pairwise non-intersecting during the linear morph

to the augmentation of Q. Then, Lemma 2.3.2 can be employed to prove that the linear

morph from P to Q preserves simplicity.

This scheme is complicated slightly by the fact that that the augmentations of P and

Q defined are themselves not simple. Instead, they are devised such that for all sufficiently

small ǫ > 0, M(ǫ) and M(1 − ǫ) are simple, where M is the linear morph from P to Q.

It can be shown that the elements of each face of M(ǫ) remain pairwise non-intersecting
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Figure 2.5: Left: drawing P . Center: M(t) for some t ∈ (0, 1). Right: drawing Q.

during the linear morph to M(1 − ǫ). Using Lemma 2.3.2 and the fact that P and Q are

simple drawings, it follows that the linear morph from P to Q is a parallel morph.

It is convenient to discuss decompositions of the interiors of P and Q first, followed by

decompositions of the exteriors.

Interior decomposition

Let G denote the underlying graph of P and Q. Without loss of generality, assume that P

is star-shaped. G is a cycle graph in that it is connected and all vertices have degree two.

Modify G using the following procedure:

1. for all vertices v ∈ V(G), add a copy c(v) of v to V(G),

2. for all vertices v ∈ V(G), add {v, c(v)} to E(G); and,

3. for all edges {u, v} ∈ E(G), add {c(u), c(v)} to E(G).

Also, modify P and Q so that they are drawings of the modified graph G. The resulting

drawings are augmentations of the original drawings P and Q. For all v ∈ V(G), define

P (c(v)) = γ and Q(c(v)) = Q(v)

where γ ∈ R
2 is a point in the open interior of P that is properly visible to every point on

P . Since P is star-shaped, γ must exist.

Following modification, G is no longer a cycle, and P and Q are no longer polygons.

Moreover, the drawings are not even simple: in P all copies of the original vertices coincide,

and in Q each vertex coincides with its copy; see Figure 2.5 (left and right, respectively).
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Let M denote the linear morph from P to Q. Figure 2.5 (center) illustrates an intermediate

drawing of M .

Call a cycle of G a facial cycle if the open interior of the face of P (or Q) bounded by

this cycle contains no other element of P (respectively, Q). This interior may be empty. It

is shown below that every facial cycle is simple in every intermediate drawing of the linear

morph from P to Q, excluding the two terminal drawings.

There are two types of face to consider; these are treated separately. First, consider the

facial cycle of G that contains all copies of the original vertices, and none of the original

vertices. In P , all vertices of the facial cycle coincide at γ. In Q, the drawing of this facial

cycle is identical to the original polygon Q.

Lemma 2.3.3 The drawing of the facial cycle of G that contains all vertices c(v) ∈ V(G)

is a simple polygon in M(t), where t ∈ (0, 1).

Proof: For all {c(u), c(v)} ∈ E(G) and t ∈ [0, 1], observe that:

M(t; c(u)) − M(t; c(v)) = ((1 − t)γ + tQ(c(u))) − ((1 − t)γ + tQ(c(v)))

= (1 − t)γ + tQ(u) − (1 − t)γ − tQ(v)

= (1 − t)(Q(u) − Q(v)).

Hence, for all t ∈ (0, 1), the drawing of the facial cycle of G that consists of all copies of

the original vertices is a (non-zero) scaling and translation of the original polygon Q, and

is therefore simple. 2

Next, consider a facial cycle of G, with vertices

u, v, c(u), c(v)

where {u, v} ∈ E(G). The edges in this facial cycle are

{u, v}, {v, c(v)}, {u, c(u)}, {c(u), c(v)}.
Lemma 2.3.4 The drawing of the facial cycle of G that consists of vertices u, v, c(u) and

c(v) is a polygon in M(t), for all t ∈ (0, 1).

Proof: Suppose that (u, v) is the counterclockwise orientation of {u, v} with respect to

the original polygon P . Since P (c(u)) = P (c(v)) = γ, both c(u) and c(v) are to the left of

(u, v) in P . In Q, all four vertices are collinear. By Lemma 2.3.1, both c(u) and c(v) are

to the left of (u, v) in M(t), for all t ∈ (0, 1).

By Lemma 2.3.3, edges {u, v} and {c(u), c(v)} are parallel with each other in M(t), for

all t ∈ (0, 1). It follows that the drawing of the facial cycle with vertices u, v, c(u), c(v) is

a polygon in M(t), where t ∈ (0, 1). 2
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Exterior decomposition

We now decompose the exteriors of P and Q. Instead of using edges (i.e. open line seg-

ments) in this decomposition, we find it convenient to use rays. For this decomposition,

let us assume that G is the original cycle graph, prior to the modifications applied for the

interior decomposition.

Definition 2.3.6 Given vectors a, b ∈ R
2 such that a 6= (0, 0), an open ray R(a, b) is:

R(a, b) = {x | x = λa + b, λ > 0}.

Definition 2.3.7 Two open rays R(a1, b1) and R(a2, b2) are parallel if there exists a real

value λ > 0 such that a1 = λa2.

We can extend our definition of a drawing to include open rays. An open ray may be

thought of as representing an edge (as does an open line segment) such that one of the two

vertices incident on this edge resides at infinity. A drawing is simple if its elements are

pairwise non-intersecting, where an element is either a vertex, an edge, or an open ray.

For every ray we add to P from a vertex v, we will add a parallel ray to Q from vertex

v. We define a linear morph between two drawings with parallel rays in the obvious way: if

parallel rays reside at a vertex v in drawings P and Q, then in every intermediate drawing

of the linear morph from P to Q, a ray resides at v that is parallel with the corresponding

rays in P and Q.

Recall that γ is a point in the interior of the polygon P , and is properly visible to every

point in the closed interior of P .

For all u ∈ V(G), add the open ray rP (u) to P , where

rP (u) = R(P (u) − γ, P (u)).

See Figure 2.6 (left). We observe that for all u, v ∈ V(G),

rP (u) ∩ rP (v) = ∅.

That is, no two rays added to P will intersect each other. Further, no ray will intersect

the interior of P . Thus, by adding these rays to P we decompose the exterior face of P

into a number of disjoint faces, each of which is bounded by a drawing consisting of two

vertices, two open rays, and one edge.

In a similar manner, let us decompose the exterior of Q. For every vertex u ∈ V(G)

add to Q the open ray rQ(u), where:

rQ(u) = R(P (u) − γ, Q(u)).

See Figure 2.6 (right). Observe that rQ(u) is parallel with rP (u).
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Figure 2.6: Left: rays added to the exterior of P . Right: parallel rays added to Q.

Lemma 2.3.5 Following the addition of open rays to Q, no open ray will intersect either

a vertex, an edge, or another open ray of Q.

Proof: Let (v1, . . . , vn, v1) denote the clockwise cycle of vertices in polygons P and Q,

and let vn+1 = v1 and v0 = vn. We will prove that for all i, j ∈ {1, . . . , n} where i 6= j, the

following conditions hold:

1. rQ(vi) ∩ rQ(vj) = ∅,

2. rQ(vi) ∩ Q(vj) = ∅, and

3. rQ(vi) ∩ Q(vj−1, vj) = ∅.

This is proved by induction on the number of vertices encountered (including vi and vj)

when traversing the cycle clockwise from vi to vj .

Since corresponding open rays and edges are parallel in P and Q, the three conditions

hold whenever j = i+1. So, assume that the conditions are satisfied for all i, j ∈ {1, . . . , n}
where i 6= j when the number of vertices encountered when going clockwise from vi to vj

is fewer than k.

Consider the case in which k vertices are encountered when going clockwise from vi to

vj . Assume to the contrary that rQ(v1) intersects at least one of: (1) the open ray rQ(vk),

(2) the vertex Q(vk), or (3) the edge Q(vk−1, vk).

Assume for the moment that rQ(v1) intersects Q(vk), as illustrated in Figure 2.7. Re-

move all open rays from Q, along with vertices vk+1, . . . , vn (and incident edges) and add
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Figure 2.7: Polygon Q. Ray rQ(v1), represented by a dashed arrow, intersects Q(v5).

the edge {v1, vk}. From the inductive assumption, it follows that this operation generates

a new polygon such that the sequence (v1, . . . , vk, v1) is a counterclockwise traversal of this

polygon; the interior of such a polygon is shown shaded in Figure 2.7. If instead rQ(v1)

intersects rQ(vk) or Q(vk−1, vk), generate a polygon by adding an extra vertex at the in-

tersection of rQ(v1) and one of the intersecting elements, and adding edges as appropriate.

The open ray rQ(v2) is directed into the interior of the new polygon, and therefore

must intersect it. Since rQ(v2) does not intersect rQ(v1), neither does rQ(v2) intersect edge

{v1, vk} of the new polygon. There must exist some value l ∈ {3, . . . , k} such that rQ(v2)

intersects either: the open ray rQ(vl), the vertex Q(vl), or the edge Q(vl−1, vl).

This contradicts the inductive assumption. Therefore, the three conditions hold when-

ever there are k vertices in the clockwise traversal from vi to vj . Thus, the lemma is proved.

2

For each {u, v} ∈ E(G), there exists a face of P bounded by P (u) and P (v), open rays

rP (u) and rP (v), and edge P (u, v). There exists a corresponding face of Q with vertices

Q(u) and Q(v), open rays rQ(u) and rQ(v), and edge Q(u, v) on the boundary. The edges

and rays that bound each of these faces will remain parallel during a linear morph from

P to Q. It is clear that no two elements of a face will intersect during the linear morph.

Thus, each face of the exterior decomposition survives the linear morph.

This completes our proof of Theorem 2.3.1.
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2.3.3 Morphing with an intermediate star-shaped polygon

From Theorem 2.3.1 we have the following corollary.

Corollary 2.3.2 Given a pair of parallel polygons P and Q such that both are parallel to

a third star-shaped polygon R, there exists a parallel morph from P to Q.

Proof: By Theorem 2.3.1, the morph composed of the linear morph from P to R, followed

by the linear morph from R to Q, is a parallel morph. 2

This corollary prompts the question: how do we compute a star-shaped polygon that

is parallel with a given polygon? Below, we formulate a linear system of equalities and

inequalities based on a given polygon P such that any feasible solution determines a star-

shaped polygon that is parallel with P . The system consists of 5n variables, 2n equality

constraints, and 2n inequalities, where n is the number of vertices in P .

Let P be a polygon and let v1, . . . , vn ∈ V (G) such that the cycle (v1, . . . , vn, v1)

represents the counterclockwise order of vertices around the polygon. For all i ∈ {1, . . . , n−
1}, let

αi = P (vi+1) − P (vi).

Let βi denote the unit vector that is orthogonal to αi, such that βi points left with respect

to the direction of vector αi.

For all i ∈ {1, . . . , n}, we use the vector of variables xi ∈ R
2 to represent the coordinates

of vertex vi of the star-shaped polygon. If this star-shaped polygon exists, the origin is

properly visible to every point of this polygon. We use the variable λi ∈ R to represent the

length of edge {vi, vi+1} in the star-shaped polygon. Finally, we use variables ai ∈ R and

bi ∈ R to represent the coordinates of the origin of an alternate coordinate system whose

basis vectors are αi and βi, respectively, and whose origin is xi.

We define a linear system with the following variables and constraints:

Variables: xi ∈ R
2

λi, ai, bi ∈ R

Constraints: xi+1 − xi = λiαi

xi + aiαi + biβi = (0, 0)

λi, bi ≥ 1

In this system, assume that xn+1 = x1.

We shall prove that if there exists a feasible solution to this system, then the solution

determines a polygon in which each vertex vi resides at point xi. Moreover, the polygon
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contains the origin in its interior, and the origin is properly visible to every point of the

polygon. Therefore, a star-shaped polygon that is parallel with a given polygon can be

computed in polynomial time by solving a linear program, using e.g. Karmarkar’s algo-

rithm [44], which runs in O(n3.5L2 ln L ln ln L) time, where L is the number of bits in the

input coefficients.

Note that the 1 in the constraints λi ≥ 1 and bi ≥ 1 can be replaced by any rational

constant strictly greater than zero.

Theorem 2.3.3 There exists a feasible solution to the above system if and only if there ex-

ists a star-shaped polygon Q that is parallel with P , where Q(vi) = xi for all i ∈ {1, . . . , n}.

Proof: Assume that there exists a star-shaped polygon Q that is parallel with P . Without

loss of generality, assume that the origin is properly visible to all points of Q, and that

every edge of Q is at least as long as the corresponding edge in P . Further, assume that

there is at least unit distance from the origin to each edge of Q. If not, scale and translate

Q to make this so.

To prove that there exists a feasible solution to the linear system, for all i ∈ {1, . . . , n},
let xi = Q(vi) and let

λi =
||Q(vi), Q(vi+1)||2
||P (vi), P (vi+1)||2

.

Thus, the constraint λi ≥ 1 is satisfied. Moreover,

xi+1 − xi = Q(vi+1) − Q(vi)

= ||Q(vi), Q(vi+1)||2
(

P (vi+1) − P (vi)

||P (vi), P (vi+1)||2

)

= λiαi.

Thus, the first equality constraint of the linear system is satisfied.

Since Q contains the origin and the origin is properly visible to all points of Q, the

origin lies to the left of each counterclockwise-oriented edge (vi, vi+1) in Q; see Figure 2.8.

Also, by an earlier assumption, there is at least unit distance from each edge of Q to the

origin. Hence, the origin lies in the set

{xi + αiai + βibi | ai ∈ (−∞,∞), bi ∈ [1,∞)}

Thus, the second equality constraint of the system is satisfied, as is the constraint bi ≥ 1.
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(0,0)

Figure 2.8: The origin is to the left of every counterclockwise-oriented edge in Q.

Therefore, if there exists a star-shaped drawing Q that is parallel with P , then there

exists a feasible solution to the system in which xi = Q(vi) for all i ∈ {1, . . . , n}. Con-

versely, assume that there exists a feasible solution to the system. Let Q be the drawing

of G such that Q(vi) = xi. It remains to prove that Q is a star-shaped polygon that is

parallel with P . This is established by the following two claims.

Claim 2.3.1 Q is parallel with P .

Proof: From the first equality constraint of the system, for all i ∈ {1, . . . , n}:

Q(vi+1) − Q(vi) = xi+1 − xi

= λiαi

= λi(P (vi+1) − P (vi)).

Since λi ≥ 1, it follows that Q is parallel with P . 2

Claim 2.3.2 Drawing Q is simple, and every point of Q is properly visible to the origin.

Proof: For each i ∈ {1, . . . , n}, let θi denote the inner angle of P at vertex vi. Since

the angles of a triangle sum to π, and every n-vertex polygon admits a decomposition into

n − 2 triangles [15], it follows that

n
∑

i=1

θi = (n − 2)π.

From the constraints

xi + αiai + βibi = (0, 0)
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Figure 2.9: The interiors of adjacent triangles △i−1 and △i of Q are disjoint.

and

bi ≥ 1

it follows that for all i ∈ {1, . . . , n}, the origin lies strictly to the left of the line through

Q(vi, vi+1) with respect to the direction of vector Q(vi+1)−Q(vi). A triangle △i is obtained

by adding edges between the origin and points Q(vi) and Q(vi+1), such that

Q(vi), Q(vi+1), (0, 0)

represents a counterclockwise traversal of △i.

Let ϑi denote the interior angle of △i at Q(vi), let ιi denote the interior angle of △i at

Q(vi+1), and let κi denote the interior angle of △i at the origin; see Figure 2.9. Since P

and Q are parallel, for all i ∈ {1, . . . , n},

θi = ϑi + ιi−1.

To prove that Q is simple and that every point is properly visible to the origin, it suffices

to prove that the interiors of adjacent triangles are pairwise disjoint, and that the sum of

the angles at the origin of these triangles is equal to 2π.

For all i ∈ {1, . . . , n}, since P and Q are parallel polygons, edges Q(vi−1, vi) and

Q(vi, vi+1) are non-intersecting and each has non-zero length. Since the origin lies to the left

of both the line through Q(vi−1, vi) with respect to the direction of vector Q(vi)−Q(vi−1),

and the line through Q(vi, vi+1) with respect to the direction of Q(vi+1)−Q(vi), it follows

that the interiors of △i−1 and △i are disjoint; recall Figure 2.9.
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Finally, to see that the interior angles of the triangles at the origin sum to exactly 2π,

observe that

n
∑

i=1

κi =
n
∑

i=1

π − ϑi − ιi+1 = πn −
n
∑

i=1

θi = πn − π(n − 2) = 2π.

2

In conclusion, there exists a feasible solution to the system if and only if there exists

a simple, star-shaped polygon Q that is parallel with P , where Q(vi) = xi for all i ∈
{1, . . . , n}. This completes the proof of Theorem 2.3.3. 2

2.4 Conclusion

We began this chapter with a discussion of linear morphs in R
d, proving that for every

pair of orthogonal drawings that admits a parallel morph, there exists a parallel morph

that is a finite sequence of linear morphs. Each linear morph can be efficiently specified by

its source and target drawings. For this reason, linear morphs serve as good “elementary

moves” of parallel morphs. The number of linear morphs involved in a morph provides a

measure of the complexity of the morph.

However, we have established only a trivial upper bound on the number of linear morphs

required in a parallel morph between two orthogonal drawings in R
d. In Chapter 7 we shall

see that deciding parallel morphability for orthogonal drawings in R
3 is PSPACE-hard. It is

left as an open problem to determine whether deciding parallel morphability is in PSPACE.

If the problem is not in PSPACE, then for any n it must be possible to construct a pair of

parallel drawings in R
3 with n vertices such that the number of distinct vertex orderings

encountered in morphing from one drawing to the other is super-polynomial in n. Does

such a family of pairs of drawings exist?

In Section 2.3, we studied linear morphs of polygons in the plane, proving that for every

pair of parallel polygons, if one of these is star-shaped, then the linear morph maintains

simplicity. As a consequence of this, if we are given a pair of parallel polygons such that

there exists a third star-shaped polygon parallel with these two, the polygons will admit

a parallel morph composed of two linear morphs. We prove that if a star-shaped polygon

exists that is parallel to a given polygon, it can be determined by computing a feasible

solution to a linear system of equalities and inequalities.

This result does not hold for polygons in general. It is easy to construct a pair of parallel

polygons that do not admit a parallel morph comprising two linear morphs. On the other
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hand, Guibas, Hershberger and Suri [34] have shown that every pair of parallel polygons will

admit a parallel morph composed of O(n log n) linear morphs. Can it be efficiently decided

whether a pair of parallel polygons admits a parallel morph composed of a sequence of two

(or, in general, k) linear morphs? What is the complexity of approximating the minimum

number of linear morphs required?

In Chapter 5 we prove it to be NP-hard to decide whether a pair of parallel (non-

orthogonal) drawings in the plane admits a parallel morph. The proof is via a reduction

from 3SAT. Parallel drawings are constructed that admit a parallel morph if and only if

a given boolean expression is satisfiable. If the expression is satisfiable, then a parallel

morph exists composed of five linear morphs. Therefore, deciding whether two drawings

admit a parallel morph comprising five linear morphs is NP-hard. It may be that with a

slight modification to our construction, fewer linear morphs suffice. We leave it as an open

problem to determine whether this is so.
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Chapter 3

Morphing Orthogonal Drawings in

the Plane

3.1 Introduction

In this chapter, we will see that every pair of parallel simple orthogonal drawings in the

plane admits a parallel morph. Our proof relies on the fact that, if we can augment an

orthogonal drawing of a graph by adding an orthogonal drawing of a path between two of

its vertices such that this path drawing contains an equal number of left and right turns,

then there exists a parallel morph of the drawing that straightens the path drawing to a

single edge. This technique is particular to the plane: generalizing to three dimensions

would involve “flattening” an orthogonal surface via a parallel morph. However, such

flattening is not always possible, as we prove in Chapter 6.

Recall, from Chapter 2 that if two drawings admit a parallel morph, then they will

admit a parallel morph that is composed of a sequence of linear morphs. Since any linear

morph is uniquely represented by its two terminal drawings, we can represent such a parallel

morph by a sequence (P 0, . . . , P k) of drawings, where P 0 and P k are the source and target

drawings; and, for each i ∈ {0, . . . , k − 1}, the linear morph between P i and P i+1 is a

parallel morph.

Our main result is that every pair of parallel simple orthogonal drawings of a connected

graph will admit a parallel morph. Moreover, such drawings will admit a parallel morph

composed of O(n) linear morphs, where n is the number of vertices in the underlying graph.

We present two polynomial-time algorithms that generate such a parallel morph—given a

pair of simple orthogonal drawings, each algorithm generates a sequence of O(n) parallel

drawings that represents a parallel morph between the drawings.
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The two algorithms have different runtime bounds, as well as different bounds on the

number of drawings generated. Our first algorithm (see Section 3.2) has an asymptotically

smaller time bound than our second algorithm (see Section 3.3). However, the bound on

the number of drawings generated by the second algorithm is a constant factor smaller

than the bound on the number generated by the first algorithm.

It is not clear which of these two algorithms provides a more visually appealing morph.

Friedrich and Eades [28] identify “symmetrical movement” as a desirable trait in a morph

for graph visualization. Our first algorithm generates a sequence linear morphs with a

very simple form: in each linear morph all vertices move at the same speed in one of two

opposite directions. This motion is highly uniform and symmetrical. In contrast, morphs

produced by the second algorithm do not have this property. Instead, at any point in time

each vertex may have a unique velocity (i.e. speed and direction). Thus, although morphs

generated by the second algorithm may consist of fewer linear morphs, the symmetrical

motions of vertices in morphs produced by the first algorithm may better preserve a user’s

“mental map”.

To determine whether one of these algorithms is significantly better than the other

for graph visualization seems to require experimentation. A suitable experiment might

involve performing a sequence of the following tests: two identical drawings are displayed

side-by-side to a user. The drawing on the right undergoes a parallel morph (generated

by one of the two morphing algorithms) to a target drawing, while the drawing on the left

remains static. Immediately upon completion of the morph, the user is asked to identify

the vertices in the source drawing corresponding to a subset of vertices in the target, or

vice versa. The time taken to answer these queries may indicate how well the user’s mental

map is preserved throughout the morph. Clearly, setting up such an experiment is fraught

with difficulty. Even the production of suitable drawings for the experiment does not seem

straightforward. Further exploration of this topic is beyond the scope of this thesis.

Let us briefly discuss the space requirements of our algorithms. Throughout this chap-

ter, we assume that the coordinates of a single vertex can be stored in O(1) space. There-

fore, O(n) space suffices to store a mapping from n vertices to n points in the plane. Since

an orthogonal drawing in the plane has at most four edges incident on each vertex, a

straight-line drawing with n vertices can be stored in O(n) space.

The space required by each algorithm depends on the application. Both algorithms

compute a sequence of drawings (P 0, . . . , P k). In the online setting, as soon as each drawing

P i is computed it is sent directly to output. We are not required to store drawings that

have been previously sent to output. In the offline setting, all intermediate drawings are
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computed and are returned as output simultaneously when the algorithm terminates. In the

offline setting, the morphing algorithm is required to store all of the drawings (P 0, . . . , P k).

The online setting is most appropriate for an application in which we want to animate

the morph in real time, i.e. to produce a sequence of intermediate drawings of the morph

that are displayed in rapid succession, so as to give the appearance of motion. To animate

a linear morph, we need only to know the two terminal drawings of the linear morph, and

the start and end times of the linear morph. A snapshot of the intermediate drawing at

any time during a linear morph can be obtained by linear interpolation. Thus, to animate

the morphs produced by our parallel morphing algorithms, we need only keep two drawings

of the sequence in memory at any one time. Preceding drawings of the sequence may be

discarded. For the algorithms that we describe in this chapter we give space bounds for

the online setting.

The algorithms of Sections 3.2 and 3.3 will compute parallel morphs between drawings

of a connected graph. A pair of parallel simple orthogonal drawings do not necessarily

admit a parallel morph when the underlying graph is disconnected. In Section 3.4 we

give an easily-tested condition that determines whether or not a pair of parallel simple

orthogonal drawings of a disconnected graph will admit a parallel morph. If a parallel

morph exists, it can be efficiently computed.

In Section 3.5 we prove a lower bound on the number of linear morphs required in a

parallel morph between two orthogonal drawings, and in Section 3.6 we discuss how edges

change in length during a parallel morph produced by our algorithms. Concluding remarks

appear in Section 3.7.

3.1.1 Preliminaries

Before introducing the morphing algorithms, we describe some concepts that will be useful

to us throughout this chapter.

Definition 3.1.1 A rectangular drawing is a simple orthogonal drawing in which every

face—including the outer face—is bounded by a rectangle (Figure 3.1); the side of a rect-

angle may be subdivided by any number of vertices.

Lemma 3.1.1 The linear morph between parallel rectangular drawings is a parallel morph.

Proof: Let P, Q denote a pair of parallel rectangular drawings. Let M denote the linear

morph from P to Q. By Lemma 2.1.1 the intermediate drawings of M are pairwise parallel.
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Figure 3.1: A rectangular drawing.

Each face (including the exterior face) of P is bounded by a rectangle, i.e. a star-shaped

polygon. By Theorem 2.3.1, for each face of the source drawing, the elements of the drawing

of the boundary of the face remain pairwise non-intersecting throughout M . Therefore, by

Lemma 2.3.2 morph M preserves simplicity and is thus a parallel morph. 2

If parallel drawings are rectangular, then generating a parallel morph is trivial. If not,

then the morphing algorithms discussed in this chapter morph and augment the drawings

to make them parallel and rectangular. Recall augmentation from Definition 2.3.5.

Lemma 3.1.2 Let P and Q be parallel orthogonal drawings of a graph G, and let P ′ and

Q′ be parallel drawings of a graph G′ that are augmentations of P and Q, respectively.

Suppose that M ′ is a parallel morph from P ′ to Q′. Let M be the morph of G in which

M(t; v) = M ′(t; v)

for all t ∈ [0, 1] and v ∈ V(G). Then, M is a parallel morph from P to Q.

Proof: Observe that no augmentation step either removes a vertex or changes its co-

ordinates. Therefore, V(G) ⊆ V(G′). Hence, M(t) is uniquely defined for all t ∈ [0, 1].

Further, M(0) = P and M(1) = Q. Since M ′ moves each vertex along a continuous path

over time, the same is true of M . Therefore, M is a morph from P to Q.

Let us prove that M keeps edges parallel. Suppose that P (u, v) is a horizontal edge

(i.e. parallel with the x-axis) such that Px(u) < Px(v). By the definition of augmentation,

there exists a sequence of one or more horizontal edges

P ′(u, u1), P
′(u1, u2), . . . , P

′(uk, v)

where

P ′
x(u) < P ′

x(u1) < . . . < P ′
x(uk) < P ′

x(v).
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Suppose that M(t; u, v) is not parallel with M(0; u, v) for some t ∈ [0, 1]. This implies

that not all edges M ′(t; u, u1), . . . , M
′(t; uk, v) are parallel with their representations in

M ′(0), contradicting the assumption that M ′ is a parallel morph. Hence, M(t; u, v) is

horizontal for all t ∈ [0, 1]. An analogous result holds for vertical edges. Therefore, M

keeps edges parallel throughout. To prove that M is a parallel morph, it remains only to

prove that M maintains simplicity.

For a proof-by-contradiction, assume that there exists some t ∈ [0, 1] such that M(t)

self-intersects. By Lemma 1.3.2 (page 17), there exists an intermediate drawing in which

one of the intersecting elements is a vertex. Hence, we may assume that there exists some

u, v, w ∈ V(G) such that M(t; w) intersects either M(t; u) or M(t; u, v). It follows that

M ′(t; w) must intersect either one of the vertices

M ′(t; u), M ′(t; u1), . . . , M
′(t; uk), M

′(t; v)

or edges

M ′(t; u, u1), M
′(t; u1, u2), . . . , M

′(t; uk, v)

where these vertices and edges are as described above. This contradicts the assumption

that M ′ is a parallel morph. Therefore, M maintains simplicity and is thus a parallel

morph. 2

More than once in this chapter we use the technique of repeatedly morphing and aug-

menting source and target drawings until they become identical. By Lemma 3.1.2 an algo-

rithm that can compute such a sequence of morphs and augmentations will immediately

give us a parallel morph.

In Section 3.4, we use the technique of morphing and augmenting in both the source

and target drawings until finally we arrive at a common drawing R. The final morph from

the source to the target is then composed of the forward morph from the source to R,

followed by the reverse of the morph from the target to R.

3.2 The First Algorithm

In this section, we prove the following theorem.

Theorem 3.2.1 In the plane, every pair of parallel simple orthogonal drawings of a con-

nected graph admits a parallel morph comprising a sequence of at most 16n
3

+ O(1) ≈
5.33n + O(1) linear morphs, where n is the number of vertices in the graph. The morph

can be computed in O(n2) time and O(n) space.
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We begin with an overview of the algorithm in Section 3.2.1 and then introduce our basic

morphing step—the slide—in Section 3.2.2. A more detailed description of the algorithm

is found in Section 3.2.3.

3.2.1 Overview

Our first algorithm works as follows. To begin, we augment the target drawing (via some

sequence of augmentation steps) to make the target rectangular. In order to keep the

source and target drawings parallel, each augmentation step in the target is reflected in

the source: whenever a vertex is added to the target, or an edge is subdivided, we perform

a corresponding augmentation step in the source drawing; and, whenever a new edge is

added to the target, we first perform a parallel morph of the source drawing so that this

edge can be added to the source. Then, we add this edge to the source, producing a new

source that is parallel with the current target.

This process continues until the source and the target are rectangular. Then, a single

linear morph suffices to take us the rest of the way from the source to the target. By

Lemma 3.1.2, the sequence of parallel morphs performed on augmentations of the original

source drawing gives us a parallel morph from the original source to the original target.

We note that our algorithm morphs only the source. In the online setting, at each stage

of the computation we only need to maintain the current target and the current source.

Every time we compute a new source that is the result of a linear morph of the previous

source, we output this new source and discard the previous one. If instead, the algorithm

morphed in both the source and the target, then it would need to store all previously

computed drawings of the target, so that the entire sequence of drawings that determines

the morph may be output in the correct order.

Let us consider the algorithm in greater detail. There are three stages. The first stage

ensures that the boundary of the exterior face in both the source and target is a rectangle.

We begin by adding a non-intersecting axis-aligned bounding box to the target, i.e. an axis-

aligned box that contains the target in its interior face. Subdivide the upper horizontal

edge of the bounding box by a vertex u0 such that for some v0 ∈ V(G), {u0, v0} can be

added to the drawing as a vertical edge without destroying simplicity. Figure 3.2 (left)

shows an example of a target; Figure 3.2 (center) illustrates the target following the first

stage of the algorithm.

To keep the source and target parallel, add a non-intersecting bounding box to the

source—the vertices of this bounding box should correspond to the vertices of the bounding

box added to the target. Subdivide the upper horizontal edge of the bounding box by vertex
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u0

w0 v1

w1

u1

v0

Figure 3.2: Left: the original target. Center: the target following the first stage. Right: the

target after augmenting with one additional edge in the second stage.

u0. At this point, we would like to add {u0, v0} to the source as a non-intersecting vertical

edge, as we have done in the target. This may not be immediately possible. In general,

we will need to perform a parallel morph of the source before {u0, v0} can be added. The

fact that such a morph always exists for an orthogonal drawing is key to our algorithm.

We describe this result in detail in Section 3.2.2.

This completes the first stage. At this point, the source and target drawings are parallel,

the underlying graph is connected, and the boundary of the exterior face in both drawings

is a rectangle.

In the second stage, the algorithm further modifies the source and target so that the

boundary of each interior face is a rectangle. Until every face of the target is a rectangle,

iterate as follows: augment the target by adding a non-intersecting vertical edge between

some vertex u1 ∈ V(G) and a horizontal edge {w0, w1} of the target; see Figure 3.2 (right).

As a special case, we might add a non-intersecting vertical edge between two vertices of

V(G) with the same horizontal coordinate.

Adding the vertical edge between u1 and {w0, w1} in the target involves first subdividing

{w0, w1} by a vertex v1 that has the same horizontal coordinate as u1. It is not difficult to

see that it requires only finitely many vertical edges to make the target rectangular.

To keep the source and target parallel, we partition {w0, w1} by v1 in the source drawing.

We then perform a parallel morph of the source so that {u1, v1} can be added to it as a

vertical edge that does not destroy simplicity. This morph is performed in a manner similar

to the morph performed in the first stage, and uses the procedure described in Section 3.2.2.

Upon completion of the second stage, both the source and the target are parallel simple

orthogonal rectangular drawings. The third stage of the algorithm consists of a linear

60



Figure 3.3: Left: A drawing of an orthogonal polygon (solid curve), with an orthogonal

path (dashed curve). Right: the result of a parallel morph that straightens the dashed

curve.

morph from the source to the target, i.e. the algorithm simply outputs the target. By

Lemma 3.1.1, the linear morph applied in the third stage is a parallel morph. With that,

we are done.

In the first two stages of the algorithm the vertex motions are expansive in the sense

that edges are non-decreasing in length over time. This will be clear when we describe our

morphing technique in the next section. In the final linear morph, each edge changes length

monotonically; recall Lemma 2.1.1. Further discussion of edge-lengths and monotonicity

in parallel morphs appears in Section 3.6 and in Chapter 4.

3.2.2 Slides

The first two stages of our morphing algorithm rely on the fact that whenever we add a

vertical edge to the target, we can perform a parallel morph from the source to a new

drawing in which the same vertical edge can be added without destroying simplicity. We

describe a procedure performing such a morph in this section.

The idea behind this procedure is the following. Whenever a vertical edge {u, v} is

added to the target, we will compute in the source a non-intersecting orthogonal drawing

of a path graph with end-vertices u and v—this path is generated in the source drawing by

tracing around the boundary of the face that corresponds to the face containing {u, v} in

the target. Then, we perform a parallel morph of the union of source and path drawings

in order to straighten the path to a single edge; Figure 3.3.

The morph itself is composed of a sequence of elementary motions that we call slides,

which are themselves a type of linear morph. Each slide allows us to remove two vertices

from the path. Hence, the number of slides required is proportional to the number of
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vertices in the path drawing to be straightened. Further, slides are expansive in the sense

that every edge is non-decreasing in length during a slide.

Not every drawing of a path can be straightened. Below, we describe a class of paths

that is amenable to straightening. Let Gφ be a path graph such that V(Gφ) = v1, . . . , vk

and E(Gφ) = {v1, v2}, . . . , {vk−1, vk}, and let φ be a simple orthogonal drawing of Gφ. We

call v1 and vk the terminal vertices of φ, and we call {v1, v2} and {vk−1, vk} the terminal

edges of φ. We will refer to the other edges and vertices as non-terminal.

Suppose that we follow φ from v1 to vk. At each vertex vi ∈ {v2, . . . , vk−1}, we encounter

either a left turn, a right turn, or no turn (i.e. the two edges incident on vi are parallel).

If we follow φ in the opposite direction, from vk to v1, each left turn becomes a right turn,

and vice versa.

Definition 3.2.1 A drawing φ of a path graph Gφ is balanced if we encounter an equal

number of right and left turns as we traverse the drawing from one end to the other.

Let P be an orthogonal drawing of a graph G. We define the union of two drawings in

the natural way. We note that P ∪φ is itself a drawing only if every vertex that is common

to both G and Gφ maps to the same coordinates in both drawings.

Definition 3.2.2 Let P be a simple orthogonal drawing of a graph G and let u, v ∈ V(G),

where u 6= v. A simple orthogonal drawing φ of a path graph Gφ with terminal vertices u

and v is called a straightening path of P if the following hold:

1. V(G) ∩ V(Gφ) = {u, v};

2. P ∪ φ is a simple drawing; and

3. φ is balanced and a turn occurs at every non-terminal vertex.

It follows from the definition of a straightening path that when we traverse a straight-

ening path from one end to the other, the first and last edges have the same direction.

We say that a straightening path is trivial if it contains exactly two vertices. Otherwise,

it is non-trivial.

Definition 3.2.3 Let φ be a non-trivial straightening path of a simple orthogonal drawing,

with underlying graph Gφ. A sequence (va, vb, vc, vd) of vertices of V(Gφ) is a zigzag of φ

(see Figure 3.4) if:

1. va, vb, vc, vd ∈ V(Gφ) are four distinct vertices;
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Figure 3.4: The slide operation on a zigzag.

2. {va, vb}, {vb, vc}, {vc, vd} ∈ E(Gφ); and,

3. as we follow φ from va to vd, the turns we encounter at vb and vc comprise both a

left and a right turn.

Observation 3.2.1 Every non-trivial straightening path contains at least one zigzag.

Proof: Since every straightening path has a turn at each vertex and an equal number

of left and right turns, if a straightening path is non-trivial, it contains a left turn and a

right turn at adjacent vertices. 2

We are now ready to define our slide operation. Let P be a simple orthogonal drawing

and let φ be a non-trivial straightening path of P . Let (va, vb, vc, vd) be a zigzag of φ.

Without loss of generality, assume that φ(vb, vc) is a vertical edge, and that φ(vb) resides

above φ(vc); see Figure 3.4 (top-left). If either φ(vb, vc) is vertical and φ(vc) lies above
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φ(vb), or φ(vb, vc) is a horizontal edge, then rotate and/or reflect the plane to obtain the

same configuration as in this figure.

Note that Figure 3.4 depicts vertices of the drawing P ∪ φ as dots; the only edges

illustrated are those of the zigzag.

Let G and Gφ denote the graphs underlying P and φ, respectively. For every v ∈
V(G) ∪ V(Gφ), we color v black if either:

1. (P ∪ φ)(v) lies above the horizontal ray originating at φ(vb) and directed leftward;

or,

2. (P ∪ φ)(v) lies on or above the horizontal ray originating at φ(vc) and directed

rightward.

Otherwise, we color v white; see Figure 3.4 (top-right).

Definition 3.2.4 The slide of P ∪φ determined by zigzag (va, vb, vc, vd) is the linear morph

of P ∪ φ in which the black vertices move upward a distance of

||φ(vb), φ(vc)||2
2

and the white vertices move downward this same distance.

Following a slide the vertices vb and vc coincide, and the edge {vb, vc} has zero length;

see Figure 3.4 (bottom).

Lemma 3.2.1 Let P be a simple orthogonal drawing and let φ be a non-trivial straight-

ening path of P . The slide of P ∪ φ determined by a zigzag (va, vb, vc, vd) of φ keeps every

edge except {vb, vc} non-zero in length and parallel with its representation in P ∪ φ, and

every pair of elements except for vb and vc non-intersecting.

Proof: Assume that (va, vb, vc, vd) appears in P ∪ φ in the same configuration shown

in Figure 3.4. If not, perform a reflection and/or rotation of the plane. The lemma is

established by the following claims.

Claim 3.2.1 The pair vb and vc is the only pair of vertices to intersect during the slide.

Proof: Two vertices can intersect only if they have equal horizontal coordinates in P ∪φ,

and have been assigned different colors. Further, the white vertex must reside above the

black vertex. It is not difficult to see that the only pair that meets these criteria is vb and

vc. Therefore, vb and vc are the only vertices that will intersect during the slide. 2
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Claim 3.2.2 Each edge except {vb, vc} remains non-zero in length and parallel with its

image in P ∪ φ throughout the slide.

Proof: Let {u, v} be an edge of P ∪ φ such that {u, v} 6= {vb, vc}. Suppose that

(P ∪ φ)(u, v) is vertical. Hence, the horizontal coordinates of u and v are equal in P ∪ φ.

Since vertices move only with respect to the vertical axis, in all intermediate drawings

of the slide the horizontal coordinates of u and v are equal. By Claim 3.2.1, u and v

do not intersect during the slide, thus {u, v} does not attain zero length. Therefore, if

(P ∪ φ)(u, v) is vertical, edge {u, v} remains parallel in all intermediate drawings of the

slide, and non-zero in length.

Next, suppose that (P ∪ φ)(u, v) is horizontal. Since horizontal coordinates of vertices

do not change during the slide, {u, v} remains non-zero in length during the slide. Suppose

that {u, v} does not remain horizontal. It must be that u and v have been assigned different

colors. Observe that this can happen only if (P ∪ φ)(u, v) intersects the closed segment

between φ(vb) and φ(vc), contradicting the assumption that P ∪ φ is simple. Therefore,

{u, v} remains horizontal throughout the slide, and non-zero in length. 2

Claim 3.2.3 No two elements of P ∪ φ intersect during the slide, except for vb and vc.

Proof: By Lemma 1.3.2 (page 17), if a pair of elements intersect during the morph,

then some intermediate drawing of the slide exhibits either vertex-vertex or vertex-edge

intersection. We have already established that vertex-vertex intersection cannot occur.

Below, we prove that vertex-edge intersection cannot occur either.

Let us assume that for some vertex u where vb 6= u 6= vc, and some edge {v, w},
there exists an intermediate drawing of the slide in which u intersects {v, w}. Since these

elements intersect during a vertical motion of the vertices, it must be that the vertical line

through (P ∪ φ)(u) intersects (P ∪ φ)(v, w).

If (P ∪φ)(v, w) is vertical, then u must intersect either v or w at some point during the

slide strictly before it intersects {v, w}. By Claim 3.2.1 this cannot happen. Therefore,

(P ∪ φ)(v, w) cannot be vertical.

So, assume that (P ∪ φ)(v, w) is horizontal. The vertical line through (P ∪ φ)(u)

intersects (P ∪φ)(v, w). We can subdivide {v, w} by a vertex that has the same horizontal

coordinate as (P ∪ φ)(u) without affecting the simplicity of the slide. By Claim 3.2.1,

u will not intersect this new vertex during the slide. Therefore, (P ∪ φ)(u, v) cannot be

horizontal. 2

With that, we have completed our proof of Lemma 3.2.1. 2

Having introduced the slide operation, we now state our key morphing lemma.
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Lemma 3.2.2 Let P be a simple orthogonal drawing of a graph G such that u, v ∈ V(G),

and let φ be a straightening path of P with terminal vertices u and v, such that the terminal

edges of φ are vertical. There exists a parallel morph from P to a drawing R such that:

1. {u, v} can be added to R as a vertical edge without destroying simplicity; and

2. the parallel morph from P to R is composed of at most (k − 2)/2 slides, where k is

the number of vertices in φ.

The parallel morph can be computed in O(nk) time and O(n + k) space.

Proof: For the moment, let us ignore the algorithmic requirements of computing a

parallel morph. We prove by induction on k that there exists a parallel morph from P to

R that is composed of (k − 2)/2 slides.

Suppose that k = 2. In this case φ is trivial, hence P (u) and P (v) have equal horizontal

coordinates so no slides are required, and (2−2)/2 = 0. Assume that (k−4)/2 slides suffice

for straightening paths of k − 2 vertices, where the terminal vertices of the straightening

path are u and v, and the terminal edges are vertical.

Since straightening paths are balanced and have a turn at each non-terminal vertex, φ

contains an even number of vertices. Thus we may assume that k is an even number greater

than or equal to four. By Observation 3.2.3, φ contains a zigzag (va, vb, vc, vd). Perform

the slide of P ∪ φ determined by this zigzag. By Lemma 3.2.1, the slide keeps all edges of

P ∪φ parallel and non-zero in length and all elements are pairwise non-intersecting, except

for the vertices vb and vc which coincide at the very end of the slide—recall Figure 3.4

(bottom). Let P ′ denote the drawing of G following the slide, and let φ′ denote the drawing

of the path graph of φ following the slide.

We observe that φ′(va, vb) and φ′(vc, vd) are parallel, and that φ′(vb) = φ′(vc). If either

{va, vb} or {vc, vd} is a terminal edge of φ then both of these edges are vertical in φ′.

Remove vb and vc from φ′, along with the three edges of the subpath {va, vb}, {vb, vc} and

{vc, vd}. Add the edge {va, vd}. Clearly, φ′(va, vd) is either horizontal or vertical.

At this point, φ′ is a straightening path of P ′ with terminal vertices u and v, such that

φ′ has k − 2 vertices in total. Further, the terminal edges of this straightening path are

vertical—or, in the case that only a single edge remains, the single edge is vertical. By our

inductive assumption, there exists a parallel morph from P ′ to R composed of (k − 4)/2

slides. Therefore, a total of (k − 4)/2 + 1 = (k − 2)/2 slides suffice for a parallel morph

from P to R.

The above proof-by-induction immediately implies an algorithm for computing a paral-

lel morph from P to R. Let us consider the time and space requirements of this algorithm.
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For each slide, we can compute a new drawing from a previous one in time and space

proportional to the number of vertices in the union of the drawing and straightening path,

i.e. O(n + k). The only complication is deciding which zigzag to eliminate next from the

straightening path.

Trivially, we can decide which pair to eliminate next in O(k) time by scanning the

entire straightening path for adjacent turns of opposite orientation. Since there are O(k)

slides in total, with this approach the morph can be computed in O(nk + k2) time.

A more efficient approach is to maintain a queue of zigzags of the straightening path.

To determine which zigzag to eliminate next, remove the zigzag at the head of the queue,

and update the queue as needed. Each update can be performed in constant time. Hence,

with this approach the morph can be computed in O(nk) time.

In the online model, we only need to store a constant number of drawings at every

point of the computation. Therefore, the morphing algorithm runs in O(n + k) space. 2

3.2.3 Algorithmic details

In this section, we complete the proof of Theorem 3.2.1. In particular, we show how to

compute straightening paths and prove bounds on their complexity.

First stage

Recall that in the first stage the algorithm augments both the source and target drawings

with the addition of a bounding box. In the target, subdivide the upper horizontal edge

of the bounding box with a vertex u, and add a vertical edge {u, v} between u and some

v ∈ V(G). To make the source and target parallel, subdivide the upper horizontal edge of

the bounding box in the source drawing by u and perform a parallel morph from the source

so that in the resulting drawing {u, v} can be added as a vertical edge without destroying

simplicity.

By Lemma 3.2.2, the source drawing admits the required parallel morph if a straight-

ening path can be added with terminal vertices u and v such that the terminal edges of

this straightening path are vertical. Below, we prove that such a path always exists. First,

let us introduce a concept that will find use several times in this chapter.

Definition 3.2.5 Let P be a simple orthogonal drawing and let ǫ > 0 be a real number.

The ǫ-shell of a given face of P is the locus of all points x ∈ R
2 that lie within the open

interior of the face, such that the L∞ distance between x and the closest point of P is

exactly ǫ.
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Figure 3.5: Left: a drawing with its shell; the interior of the shell is shown shaded and the

white dots are vertices of the drawing. Center: a path clockwise around the shell with an

excess of four left turns. Right: a balanced path drawing.

Figure 3.5 (left) illustrates a simple orthogonal drawing of a path graph. The drawing

has only a single (exterior) face. The solid segments are edges and the white dots are

vertices of this drawing and the dashed curve is an ǫ-shell.

Observation 3.2.2 For every face of a simple orthogonal drawing P and every ǫ ∈ (0, δ/2),

where δ is the minimum feature size of P , the ǫ-shell is non-empty and unique, and does

not intersect P .

An ǫ-shell may be considered to be a simple orthogonal drawing of a cycle graph, i.e. an

orthogonal polygon. Thus, it is permissible to speak of edges and vertices of an ǫ-shell.

Lemma 3.2.3 In the target drawing, let {u, v} be the vertical edge added in the first stage

of the algorithm, such that v is a vertex of the input graph G, and u subdivides the upper

horizontal edge of the bounding box. Then, in the source, the upper horizontal edge of the

bounding box can be subdivided by u such that there exists a straightening path of the source

with the following properties:

1. the straightening path has terminal vertices u and v;

2. the terminal edges of the straightening path are vertical; and

3. the straightening path contains at most 8n
3

+ O(1) vertices, where n is the number of

vertices in the original graph prior the addition of the bounding box.
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Such a straightening path can be computed in O(n) time.

Proof: Let P and Q denote the original source and target drawings, respectively, prior

to the addition of the bounding boxes. Let δ be the minimum feature size of P . Fix ǫ such

that ǫ ∈ (0, δ/2).

Trace out a drawing of a path graph as follows: beginning at P (v), move upward

distance ǫ. This puts us at a point on the ǫ-shell of the exterior face of P . Follow the

edges of this ǫ-shell either clockwise or counterclockwise until we reach one of the highest

vertices of the ǫ-shell. The decision to go either clockwise or counterclockwise around the

ǫ-shell depends on which of these two options results in the fewest turns in the path.

A vertical edge can be extended upward from any of the highest vertices of the ǫ-shell

without intersecting either P or the ǫ-shell. Therefore, in the presence of the bounding box

the path can be extended upward from any highest vertex of the ǫ-shell to the bounding

box. Locate u on the bounding box at the point at which it is hit by the path. Figure 3.5

(center) illustrates a drawing of a path that is the result of tracing clockwise around the

ǫ-shell (the bounding box is not shown).

The drawing of a path graph described above is simple and has terminal vertices u and

v. Its terminal edges are vertical. Further, the union of P with this path drawing is itself

a simple drawing. Even so, the path drawing might not be a straightening path since it

is not necessarily balanced, i.e. we might encounter an excess of either left or right turns

in the path drawing as we traverse it from v to u. For example, the path illustrated in

Figure 3.5 (center) has an excess of eight left turns when we traverse it in the direction of

the arrow.

The excess number of turns in the path drawing will be some multiple of four, since

the path is traced out starting and ending in the same direction, and each turn changes

the direction by an angle of π/2. If the number of excess turns is zero, then the path

is balanced. Otherwise, we turn it into a balanced path drawing by adding a number of

turns equal in number to the excess, but of opposite orientation. The path is extended

around P either clockwise or counterclockwise as appropriate, hugging the bounding box;

see Figure 3.5 (right).

Let φ denote the balanced path drawing generated by the above procedure. It is clear

that φ is a straightening path of P . The ǫ-shell of the outer face of P can be computed in

O(n) time. Hence, this straightening path can also be computed in O(n) time.

Claim 3.2.4 The number of vertices in any ǫ-shell of P is at most 8n−4
3

, where n ≥ 2 is

the number of vertices in P .
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Figure 3.6: The vertices contributed to the ǫ-shell by each vertex of G.

Proof: It suffices to consider the number of vertices in the ǫ-shell of a drawing for which

the underlying graph is a tree. To the contrary, suppose that G contains a cycle and let e

be an edge of this cycle. There exist two faces f1, f2 of P with e on the boundary of each.

Removing e from P results in a face f whose closed interior is identical to the union of the

closed interiors of f1 and f2. The ǫ-shell of f has no fewer vertices than the larger of the

ǫ-shells f1 and f2. So, let us assume that G is a tree.

The number of vertices in the ǫ-shell of P that are contributed by a particular vertex

of G depends on the degree of the vertex; see Figure 3.6. Vertices of degree one, two and

three each contribute (at most) two vertices to the shell, while those of degree four each

contribute four vertices to the shell.

Suppose that the tree G of n vertices contains n4 vertices of degree four, and (n − n4)

vertices of lower degree. Since a tree of n vertices contains (n − 1) edges, it follows that

4n4 + (n − n4) ≤ 2(n − 1).

Therefore,

n4 ≤
n − 2

3
.

So the number of the vertices in the ǫ-shell is at most

4n4 + 2(n − n4) = 2n4 + 2n ≤ 2

(

n − 2

3

)

+ 2n =
8n − 4

3
.

2

The bound in Claim 3.2.4 is tight: for any n such that n−2
3

is an integer, there exists

a drawing of a tree graph with n vertices, such that for sufficiently small ǫ, the ǫ-shell

contains 8n−4
3

vertices. For example, the drawing illustrated in Figure 3.7 has 11 vertices

and the ǫ-shell contains 8·11−4
3

= 28 vertices.

Recall that φ may traverse the ǫ-shell of P in either a clockwise or counterclockwise

direction. To minimize the size of φ, it should go the direction that results in a smaller
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Figure 3.7: A drawing of a tree for which the bound in Claim 3.2.4 is tight.

path. Hence, the number of vertices of φ that lie on the ǫ-shell of P is at most

1

2

(

8n − 4

3

)

+ O(1) =
4n

3
+ O(1).

Drawing φ also contains vertices that are not on the ǫ-shell of P . In particular, there are

the two terminal vertices, u and v; and, the vertices that serve to balance φ. The number

of balancing vertices is at most equal to the number of vertices of φ that lie on the ǫ-shell.

Therefore, the total number of vertices in the straightening path φ can be bounded by the

expression

2

(

4n

3
+ O(1)

)

+ 2 =
8n

3
+ O(1).

2

Lemma 3.2.4 The first stage of the algorithm uses at most 4n
3

+ O(1) slides. The morph

can be computed in O(n2) time and O(n) space.

Proof: This follows trivially from Lemma 3.2.2 and Lemma 3.2.3. 2

It might be possible to improve on the bound of 8n
3

+O(1) on the number of vertices in a

straightening path, as given in Lemma 3.2.3. It is easy to see that for spiral drawings such

as the one illustrated in Figure 3.5, with the right target drawing the algorithm generates

a straightening path having 2n+Θ(1) vertices. We know of no class of drawings for which

the algorithm generates asymptotically larger straightening paths.

Although the bound on the number of vertices in an ǫ-shell given in Claim 3.2.4 is

tight, drawings whose ǫ-shells meet this bound (e.g. the drawing in Figure 3.7) necessarily

have several degree-1 vertices. For each degree-1 vertex, there exists at least one edge in

the ǫ-shell that is the middle edge of a zigzag, i.e. it has turns of opposite orientation at

its vertices. The vertices of such an edge do not cause additional balancing vertices to

be added in the straightening path. This observation may be important in reducing the

bound on the number of vertices in a straightening path generated by our algorithm.

71



The goal in generating a straightening path is to generate a straightening path with

the fewest vertices possible. For this purpose, one might instead employ the algorithm of

Das and Narasimhan [19] as a subroutine. This algorithm generates a minimum-vertex

orthogonal path between two points of a orthogonal drawing in O(n logn) time, i.e. a

path that exhibits minimum link distance. In our proof, we have used an algorithm that

intersects an ǫ-shell (except in the terminal edges of the path) because this approach

aids in bounding the size of straightening paths generated. Perhaps by using a different

straightening-path algorithm, a better worst-case bound on the size of a straightening path

can be obtained.

Second stage

In the second stage, while there exists an interior face in the target drawing that is not

rectangular, the target is augmented with the addition of a vertical edge between a vertex

and a horizontal edge (or, possibly between two vertices). To keep the source and target

drawings parallel, it is generally necessary to morph from the current source drawing to a

new source such that the same vertical edge that was added to the target can be added

to the source. Note that the algorithm could instead augment the drawings using both

horizontal and vertical edges. However, using only edges of one orientation simplifies the

subsequent analysis.

Each parallel morph of the source drawing works in a manner similar to the morph of

the source performed in the first stage: first generate a straightening path, then use the

morphing procedure described in Lemma 3.2.2 to straighten the straightening path.

When adding edges to the target drawing, the algorithm should extend a vertical edge

from a vertex only if each of the two faces generated has strictly fewer corners than does

the original face. Observe that we cannot extend a vertical edge from a degree-4 vertex and

we will never need to extend an edge from a degree-3 vertex; see Figure 3.8. However, we

might need to extend vertical edges from the degree-1 and degree-2 vertices. In particular,

from each degree-1 vertex we will extend either one or two edges, while from each degree-2

vertex we will extend at most one edge.

It is easy to see that we will not need to extend a vertical edge from any of the five

vertices added on the bounding box in the first stage. Also, whenever we subdivide a

horizontal edge with a new vertex in order to accommodate a new vertical edge, the newly

added vertex has degree three, and so we will not need to extend another edge from the

newly added vertex. Every vertical edge that is added to the target in the second stage is

incident to at least one of the vertices of the original target drawing.
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degree−1

degree−2

degree−4

Figure 3.8: When adding vertical edges in the target drawing, we only need to extend

edges from degree-1 and degree-2 vertices. Here, vertices are dots, edges of the target are

solid lines, and each dashed line represents a new vertical edge extended from a vertex.

So, each edge added in the second stage lies either between two vertices of the original

input graph, or between one original vertex and a newly added vertex. Let us bound

the number of edges of each type. This bound will be important to us shortly, when we

bound the number of slides required in the second stage. First, in Lemma 3.2.5 we prove

a relationship between the vertices in the input graph and the number of edges added.

Then, in Lemma 3.2.6 we use Lemma 3.2.5 to prove a relationship between the number of

edges of each type and the number of vertices in the input.

Lemma 3.2.5 Let G be a connected graph of maximum vertex degree four. Then,

2n1 + n2 ≤
4n + 4

3

where ni is the number of degree-i vertices in G, and n = |V(G)|.
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Proof: Observe that

n1 + n2 + n3 + n4 = n

=⇒ 8(n1 + n2 + n3 + n4)

3
=

8n

3
. (3.1)

Next, observe that

n1 + 2n2 + 3n3 + 4n4 ≥ 2(n − 1)

=⇒ −2(n1 + 2n2 + 3n3 + 4n4)

3
≤ −2(2n − 2)

3
. (3.2)

By summing (3.1) and (3.2), we get that

2n1 +
4n2

3
+

2n3

3
≤ 4n + 4

3
.

In conclusion,

2n1 + n2 ≤ 2n1 +
4n2

3
+

2n3

3
≤ 4n + 4

3
.

2

Lemma 3.2.6 Let n be the number of vertices in the connected input graph G. Following

the second stage, we have that

k1 + 2k2 ≤
4n + 4

3

where k1 is the number of edges added during the second stage with a single vertex in G,

and k2 is the number of edges added with both vertices in G.

Proof: Let n1 and n2 denote the number of degree-1 and degree-2 vertices in G, respec-

tively. We have already seen that each degree-1 vertex may be connected to at most two

edges in the second stage, while each degree-2 vertex may be connected to at most one.

Trivially,

k1 + 2k2 ≤ 2n1 + n2.

Hence, by Lemma 3.2.5,

k1 + 2k2 ≤
4n + 4

3
.

2

As each edge is added to the target, we generate a corresponding straightening path in

the source drawing. We then morph the source using this straightening path, and add the

new edge to the resulting source drawing. By Lemma 3.2.6, O(n) edges are added to the
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Figure 3.9: Left: a simple orthogonal drawing in which all vertices and edges are incident

to a single interior face (the shaded region is exterior to the face). Center: partition the

face into rectangular faces by vertical edges. Right: the dual of the partition.

target in the second stage. It is not difficult to show that in the worst case, Ω(n) edges are

added to the target. If we are not careful, the number of vertices in all the straightening

paths might not be O(n), in which case, the total number of slides used to morph the

source drawing in the second stage will not be O(n).

With some care, it is possible to ensure that each straightening path has constant

complexity. The following simple lemma is key.

Lemma 3.2.7 Given a simple (connected) orthogonal drawing such that some interior face

f is not rectangular, we can augment the drawing with a vertical edge between two vertices—

possibly following the subdivision of a horizontal edge—such that the edge partitions f into

two faces, one of which is rectangular.

Proof: Strip away all vertices and edges from the drawing of the graph that are not

incident on f , as illustrated in Figure 3.9 (left). For every vertex that remains, extend

a vertical edge upward and/or downward through f—subdividing horizontal edges with

vertices as needed—such that each newly added vertical edge lies in the interior of f and

maintains the simplicity of the drawing; see Figure 3.9 (center). These newly added edges

partition f into a number of rectangular faces.

Let H be the graph based on the partition of f defined as follows: associate each interior

rectangular face with a vertex; connect two vertices of H by an edge if the corresponding

faces are adjacent at one of the newly added edges; see Figure 3.9 (right). If there exists a

cycle in H then the graph underlying the original target drawing is disconnected. However,

since the original graph is connected, H is a tree. The edge that is incident with any leaf

75



of H corresponds to a single newly added edge of the target. This newly added edge

partitions f into two faces, one of which is rectangular. 2

For each iteration of the second stage, we want to add a vertical edge to the target

that partitions an interior face, such that one of the two faces induced by the partition is

rectangular. By Lemma 3.2.7 such an edge always exists. To compute the corresponding

straightening path of the edge in the source, we can follow the edges in the source that

correspond to the rectangular face of the target. In this way we can always find such a

straightening path having O(1) vertices. We explain this in more detail in the proof of

Lemma 3.2.8. Now, let us consider how we might efficiently compute the sequence in which

edges should be added to the target.

At the beginning of the second stage, we compute the set of all vertical edges that

will be added to the target during this stage to make it rectangular. This is just the

rectangular case of trapezoidation, and thus can be computed in deterministic O(n) time

with the algorithm of Chazelle [15], or in expected O(n) time with the simpler randomized

algorithm of Amato et al. [2].

From this decomposition, compute the dual graph H as described in Lemma 3.2.7. In

general, H will be a forest, with one tree per interior face of the drawing. It is not difficult

to see that the H can be computed from the trapezoidal decomposition in an additional

O(n) time.

Initialize a queue containing all leaves of H in O(n) time. For each iteration of the

second stage, to decide which edge to add next in the target, remove a leaf l from the

queue, and delete this leaf from H , updating the queue if any new leaf results from this

deletion. The next vertical edge to be added to the target is the one that corresponds to

the edge formerly connecting l to H . For each iteration of the second stage, the process of

computing the next edge to add to the target can be performed in O(1) time.

Lemma 3.2.8 The second stage of the algorithm uses at most 4n + 4 slides. The morph

can be computed in O(n2) time and O(n) space.

Proof: From the above discussion, the preprocessing step takes O(n) time. Following the

preprocessing step, each edge that is added to the target can be determined in O(1) time.

Moreover, when an edge {u, v} is added to the target, one of the two faces created in the

target is rectangular. Let us now consider the problem of computing a straightening path

in the source drawing between u and v, such that the terminal edges of this straightening

path are vertical.

Without loss of generality, assume that in the target drawing {u, v} lies on the right side

of the rectangular face induced by the partition. Figure 3.10 (top) illustrates all possible
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source
drawing

target
drawing

u

v

u

v

Figure 3.10: The possible configurations of the newly added edge {u, v} and corresponding

straightening paths in the source drawing.

configurations of {u, v} with respect to the edges on the boundary of the rectangular face;

the dots represent the vertices u and v, the dashed line represents {u, v}, and the solid

curve represents the edges that bound the rectangular face lying to the left of {u, v}. Each

segment of the solid curve may be composed of a number of vertices and edges in the

drawing.

In the source drawing, we cannot add {u, v} if either u and v do not have equal hori-

zontal coordinates in the source, or other parts of the drawing are in the way. Let δ denote

the minimum feature size of the current source drawing. Generate a straightening path in

the source drawing between u and v that follows the ǫ-shell of the face that contains it,

where ǫ = δ/3; see Figure 3.10 (bottom).

The straightening path for the leftmost configuration illustrated in Figure 3.10 has six

vertices (including u and v), the middle two have eight, and the rightmost has ten. In any

of these cases, the straightening path can be computed in O(1) time.

By Lemma 3.2.2, in the rightmost case, {u, v} can be added to the source drawing

following a parallel morph consisting of at most (10 − 2)/2 = 4 slides. In the other cases,

{u, v} can be added after at most (8− 2)/2 = 3 slides. Computing this morph takes O(n)

time and O(n) space.

By Lemma 3.2.6, O(n) edges are added to the target in total. Hence, to compute the

second stage of the morph takes O(n2) time and O(n) space in total, in the online model.

Let us bound the number of slides performed in the second stage. In the rightmost

configuration of Figure 3.10, we observe that the end-vertices of the new edge added to the

target must both belong to the original graph G. This is not true of the other configura-
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tions, which require only that at least one of these vertices belongs to G.

Let k2 be the number of straightening paths between two vertices of G—such as in the

rightmost configuration—and let k1 denote the number of straightening paths that contain

only a single vertex of G. Let T denote the total number of slides used in the second stage.

From our discussion above, it follows that,

T ≤ 3k1 + 4k2. (3.3)

From Lemma 3.2.6 we know that

k1 + 2k2 ≤
4n + 4

3
.

Therefore,

k1 ≤
4n + 4

3
− 2k2.

Plugging this into (3.3) we get that

T ≤ 3

(

4n + 4

3
− 2k2

)

+ 4k2 = 4n + 4 − 2k2 ≤ 4n + 4.

2

Putting everything together

By Lemmas 3.2.4 and 3.2.8, the first and second stages of the morph can be computed

in O(n2) time and O(n) space. To represent the third stage of the morph, we need only

output the target drawing, which takes an additional O(n) time and space.

Summing up the total number of linear morphs used in the three stages, we get that

this number is
(

4n

3
+ O(1)

)

+ (4n + 4) + 1 =
16n

3
+ O(1).

This completes our proof of Theorem 3.2.1.

In the next section, we describe another algorithm for generating parallel morphs be-

tween orthogonal drawings in the plane, with an even better bound on the number of linear

morphs required.

3.3 The Second Algorithm: Reducing the Number of

Linear Morphs

In this section, we describe another algorithm for parallel morphing between orthogonal

drawings in the plane. Comparing this algorithm with the one of Section 3.2, this algorithm
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admits a smaller bound on the number of linear morphs used in a parallel morph. However,

this improvement comes at the cost of an increased runtime.

Theorem 3.3.1 In the plane, every pair of parallel simple orthogonal drawings of a con-

nected graph admits a parallel morph comprising a sequence of at most 2n + O(1) linear

morphs, where n is the number of vertices in the graph. The morph can be computed in

O(n4) time and O(n2) space.

As with the algorithm of Section 3.2, this algorithm has three stages. The first and

third stages of the two algorithms are identical. They differ only in their second stages.

Recall the second stage of the previous algorithm: O(n) vertical edges are added one-

by-one to the target drawing to turn it into a rectangular drawing. As each vertical edge

is added, a straightening path of size O(1) is generated in the source, and the source is

morphed to remove bends from the straightening path.

In contrast, the new algorithm generates O(n) straightening paths all at once at the

beginning of the second stage. Each of these straightening paths is of complexity O(n).

Hence, all straightening paths can be stored in O(n2) space. While there exists a non-

trivial straightening path, choose at least one zigzag from each non-trivial straightening

path, and compute the drawing that would result if the slides determined by these zigzags

were performed on the source drawing; in general, the drawing that results will depend on

the order of the zigzags, but we can use any ordering. Perform a linear morph from the

current source to this new drawing. Two coincident vertices are then removed from each

zigzag.

In effect, each linear morph compresses a sequence of slides into a single motion. We

call such a linear morph a compressed slide. It is crucial to prove that a compressed slide

is a parallel morph. We do this in Section 3.3.1.

3.3.1 Compressed slides

Let G be a connected graph, let P be a simple orthogonal drawing of a G, and let

φ1, φ2, . . . , φk

be k non-trivial straightening paths of P such that every two straightening paths have at

most a single vertex in common (such a vertex must be a terminal vertex of the straight-

ening paths); and, such that

R = P ∪ φ1 ∪ φ2 ∪ . . . ∪ φk
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is a simple drawing. We say that R is simple orthogonal drawing that has been augmented

with straightening paths.

By Observation 3.2.1 (page 63), every non-trivial straightening path contains at least

one zigzag. Two zigzags (va, vb, vc, vd) and (vd, vc, vb, va) in the graph underlying a straight-

ening path φi are considered to be identical, i.e. reversing the order of vertices in a zigzag

does not produce a new zigzag.

Definition 3.3.1 Let R be a simple orthogonal drawing augmented with straightening

paths. A sequence Z = (z1, . . . , zl) of zigzags of the straightening paths of R is called

diffuse if all zigzags in Z are distinct, and there exists no i, j ∈ {1, . . . , l} such that

zi = (va, vb, vc, vd) and zj = (vb, vc, vd, ve).

A diffuse sequence of zigzags may contain multiple zigzags belonging to the same

straightening path. Recall that every zigzag of a straightening path in a drawing de-

termines a slide of the drawing (Definition 3.2.4).

Definition 3.3.2 Let R be a simple orthogonal drawing augmented with straightening

paths. Let Z = (z1, . . . , zl) be a diffuse sequence of zigzags of the straightening paths

of R. The drawing sequence of R that is generated by Z is the sequence (R0, . . . , Rl), such

that

1. R0 = R, and

2. Ri is the drawing that results when the slide determined by zi is performed on Ri−1,

where i ∈ {1, . . . , l}.

Definition 3.3.3 Let R be a simple orthogonal drawing augmented with straightening paths

and let Z be a diffuse sequence of zigzags of the straightening paths. The morph of R

generated by Z is the morph composed of the sequence of linear morphs from Rj to Rj+1

for all j ∈ {0, . . . , l − 1}, where (R0, . . . , Rl) is the drawing sequence of R generated by Z.

To see why a drawing sequence (and thus the associated morph) always exists, recall

that when the slide determined by a zigzag is performed on a simple orthogonal drawing,

the only pair of elements to intersect during the slide are the two middle vertices of the

zigzag. The middle edge of the zigzag shrinks to zero length, and every other edge remains

parallel with its initial representation (Lemma 3.2.1).

During a slide performed on an orthogonal drawing in which some pairs of vertices

coincide (and so the edges between such pairs have zero length) the two middle vertices
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of the zigzag that determines the slide become coincident. Every pair of vertices that

coincides at the beginning of the slide remains coincident throughout the slide, and all

other elements remain pairwise non-intersecting. Further, every edge that is of non-zero

length at the end of the slide is parallel with its realization in the initial drawing.

Suppose that a zigzag sequence contains the zigzags

z1 = (va, vb, vc, vd) and z2 = (vb, vc, vd, ve)

and that z1 precedes z2 in this sequence. When the slide determined by z1 is performed,

edge {vb, vc} goes to zero length. Edge {vb, vc} is also an edge of z2. However, slides are not

defined for zigzags with zero-length edges. Thus, there is no drawing sequence determined

by a zigzag sequence in which z2 follows z1. We avoid this problem by requiring zigzag

sequences to be diffuse.

The above discussion is summarized by the following observation.

Observation 3.3.1 Let R be a simple orthogonal drawing in the plane augmented with

straightening paths, and let Z = (z1, . . . , zl) be a diffuse sequence of zigzags of the straight-

ening paths of R. Let (R0, . . . , Rl) denote the drawing sequence of R generated by Z. For

all i ∈ {1, . . . , l},

1. the two middle vertices of each zigzag z1, . . . , zi coincide in Ri,

2. no other pair of elements (vertices or edges) intersect in Ri; and,

3. every edge that has non-zero length in Ri is parallel with its representation in R.

What happens if we reorder the zigzags in the zigzag sequence that generates a drawing

sequence? Does this alter the final drawing of the drawing sequence? In general, the order

of zigzags does matter. Figure 3.11 illustrates the motions of a vertex and two zigzags as

the slides determined by these zigzags are performed.

The upper sequence of drawings in this figure illustrate the morph that results when

the slide determined by the leftmost zigzag is performed first (time is increasing from left

to right in the figure). In the lower sequence, the slide determined by the rightmost zigzag

is performed first. The resulting drawing depends on the order in which the slides are

performed. In this example, the two final drawings have the same vertex ordering. We

leave it as an open problem to determine whether this is always the case.
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Figure 3.11: The drawing we obtain depends on the order in which we straighten the

zigzags.

Definition 3.3.4 Let R be a simple orthogonal drawing that has been augmented with

straightening paths, and let (R0, . . . , Rl) be the drawing sequence of R generated by a diffuse

sequence of zigzags Z of the straightening paths of R. The compressed slide of R determined

by Z is the linear morph from R0 to Rl.

We are now ready to state the main result of this section, that a compressed slide of a

simple orthogonal drawing augmented with straightening paths provides a parallel morph

of the original graph (i.e. the drawing modulo straightening paths).

Theorem 3.3.2 Let P be a simple orthogonal drawing of a graph G. Let R be P augmented

with straightening paths φ1, . . . , φk. Let M denote the compressed slide of R determined by

a diffuse sequence Z of zigzags of the straightening paths of R. For all t ∈ [0, 1]:

1. every edge of G is parallel in M(t) with its realization in P , and

2. no two elements of G intersect in M(t).

Proof: Let (R0, . . . , Rl) denote the drawing sequence of R generated by Z. By Obser-

vation 3.3.1, each edge of G has non-zero length in every drawing Ri and is represented

by parallel segments in P and Ri, where i ∈ {0, . . . , l}. By Lemma 2.1.1 (page 27) the

segment that represents an edge in each intermediate drawing of the linear morph from

R0 to Rl is parallel with the segment that represents the edge in P . This proves the first

point of the theorem.
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To prove the second point, Lemma 3.3.1 establishes that if the linear morph between a

pair of parallel simple orthogonal drawings does not preserve simplicity, then there exists

a pair of vertices u, v ∈ V(G) such that in every parallel morph between the terminal

drawings of the linear morph,

1. there exists an intermediate drawing in which u and v have equal x-coordinates; and,

2. there exists an intermediate drawing in which u and v have equal y-coordinates.

Lemma 3.3.3 establishes that in the parallel morph of R generated by Z, no two vertices

of G have equal x-coordinates in one intermediate drawing, and equal y-coordinates in

another intermediate drawing.

From Lemma 3.3.1 and Lemma 3.3.3, it follows that the set of edges and vertices of

G is pairwise non-intersecting in every intermediate drawing of a compressed slide, which

establishes our second point. With that, the theorem is proven. 2

Lemma 3.3.1 Let M be a parallel morph between a pair of simple orthogonal drawings

of a graph G in the plane. If the linear morph from M(0) to M(1) does not preserve

simplicity, then there exist u, v ∈ V(G) and t1, t2 ∈ [0, 1] such that

Mx(t1; u) = Mx(t1; v) and My(t2; u) = My(t2; v).

Proof: Let M ′ denote the linear morph from M(0) to M(1). Suppose that M ′ does not

preserve simplicity. By Lemma 1.3.2 (page 17), there exists some t ∈ [0, 1] such that M ′(t)

exhibits either vertex-vertex or vertex-edge intersection. Let u ∈ V(G) be a vertex that

intersects either a vertex or an edge of G in M ′(t).

If u intersects another vertex v ∈ V(G) in an intermediate drawing of M ′, then the

ordering of u and v differs between M(0) and M(1) with respect to both the x-axis and

y-axis. Since M is continuous, the lemma follows.

Suppose that u intersects an edge {v1, v2} ∈ E(G) in an intermediate drawing of M ′.

Without loss of generality, let us assume that M(t; v1, v2) is parallel with the y-axis for all

t ∈ [0, 1], and that:

My(t; v1) > My(t; v2).

Since u and {v1, v2} intersect during M ′, the ordering of u and {v1, v2} differs between

M(0) and M(1) with respect to the x-axis. Since M is continuous, there must exist some

intermediate drawing M(t1) in which

Mx(t1; u) = Mx(t1; v1) = Mx(t1; v2).
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Next, consider the y-coordinates. If for all t ∈ [0, 1],

My(t; u) > My(t; v1) (3.4)

then u has a higher y-coordinate than any point on the closed segment between v1 and v2

in every intermediate drawing of M ′. That is, for all t′ ∈ [0, 1],

M ′
y(t

′; u) = (1 − t′)My(0; u) + t′My(1; u)

> (1 − t′)My(0; v1) + t′My(1; v1)

= M ′
y(t

′; v1).

Thus, if (3.4) holds, then u cannot intersect {v1, v2} in an intermediate drawing of M ′.

Similarly, if for all t ∈ [0, 1],

My(t; u) < My(t; v2)

then u and {v1, v2} cannot intersect in an intermediate drawing of M ′.

Therefore, there must exist some t0 ∈ [0, 1] such that

My(t0; v2) ≤ My(t0; u) ≤ My(t0; v1).

However, the y-coordinate of u cannot be between the y-coordinates of v1 and v2 in

all intermediate drawings of M , otherwise M(t1) will not be simple (but M is a parallel

morph and hence, maintains simplicity). Therefore, there exists some t2 ∈ [0, 1] such that

either

My(t2; u) = My(t2; v1) or My(t2; u) = My(t2; v2).

With that, the lemma is proven. 2

Our goal now is to prove (in Lemma 3.3.3) that in the morph generated by a diffuse se-

quence of zigzags, no two vertices have equal x-coordinates in one intermediate drawing and

equal y-coordinates in another. The general approach is that of a proof-by-contradiction.

We assume that two vertices u and v have equal x-coordinates in one intermediate draw-

ing of the morph, and equal y-coordinates in another. It cannot be that u and v have

equal x-coordinates in every intermediate drawing of the morph, otherwise they surely will

intersect. Likewise, they cannot have equal y-coordinates in every intermediate drawing.

Therefore, during some slide of the morph, the relative x-coordinates of u and v change,

and are equal in some intermediate drawing of the slide. During another slide, the relative

y-coordinates of u and v change, and are equal in some intermediate drawing of the slide.

We shall demonstrate that if these slides occur one right after the other then straightening

paths of the original drawing are not simple. If not, then we can reorder the zigzag sequence

in such a way that two such slides are adjacent.
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Definition 3.3.5 In an orthogonal drawing augmented with straightening paths, a zigzag

of a straightening path is an x-zigzag if its middle edge is parallel with the x-axis. The

zigzag is a y-zigzag if its middle edge is parallel with the y-axis.

Observe that the slide determined by an x-zigzag changes only x-coordinates of vertices,

and the slide determined by a y-zigzag changes only y-coordinates.

The following lemma states that we can exchange the order of an x-zigzag and an

adjacent y-zigzag in a zigzag sequence without affecting the coordinates of the vertices in

the final drawing of the morph generated by the zigzag sequence.

Lemma 3.3.2 Let R be a drawing that has been augmented with straightening paths. Let

(z1, z2) be a diffuse sequence of zigzags of the straightening paths, such that z1 is an x-zigzag

and z2 is a y-zigzag. Let (R, R1, R12) and (R, R2, R21) denote the drawing sequences of R

generated by (z1, z2) and (z2, z1), respectively. For all vertices v of R,

R1
x(v) = R12

x (v) = R21
x (v).

Proof: Since z2 is a y-zigzag, the x-coordinates of the vertices will not change during the

slide from R1 to R12. Therefore,

R1
x(v) = R12

x (v).

Consider the motions of v with respect to the x-axis during the slide from R to R1.

Since z1 is an x-zigzag, only x-coordinates of vertices will change during the slide from R

to R1. All vertices will move by a distance equal to half the length of the middle edge of

z1 in R. Depending on the position of v with respect to z1, v will move either positively

or negatively with respect to the x-axis (recall Definition 3.2.4).

Next, consider the motions of v when we first apply the slide determined by z2 followed

by the slide determined by z1. Since z2 is a y-zigzag, only the y-coordinates of the vertices

will change during the slide from R to R2. Therefore,

Rx(v) = R2
x(v). (3.5)

The length of the middle edge of z1 is the same in R2 as it is in R. Therefore, in the

slide from R2 to R21, all vertices move by the same amount with respect to the x-axis as

during the slide from R to R1, i.e. by a distance equal to half the length of the middle edge

of z1 in R. It remains to prove that v moves in the same direction during the slide from

R2 to R21 as it does during the slide from R to R1.
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Figure 3.12: Three possible locations for v with respect to vb and vc.

If v is a vertex of z1, then obviously v moves in the same direction during the slide from

R2 to R21 as it does during the slide from R to R1. So assume that v is not a vertex of z1.

Let z1 = (va, vb, vc, vd). Without loss of generality, assume that

Rx(vb) < Rx(vc). (3.6)

By (3.5) and (3.6) either:

1. Rx(v) = R2
x(v) < Rx(vb) = R2

x(vb),

2. Rx(vb) = R2
x(vb) ≤ Rx(v) = R2

x(v) ≤ Rx(vc) = R2
x(vc), or

3. Rx(vc) = R2
x(vc) < Rx(v) = R2

x(v).

These are illustrated in Figure 3.12; ignore the y-coordinates of the vertices in this figure.

In the first and third cases, by the definition of a slide v moves in the same direction

during the slide from R2 to R21, i.e. away from the zigzag. In the second case, v will move

in opposite directions only if the relative y-coordinates of v and {vb, vc} differ between the

two drawings. That is, v will move in opposite directions in the two slides only if:

Ry(vb) = Ry(vc) < Ry(v)

and

R2
y(vb) = R2

y(vc) > R2
y(v),

or vice versa.

However, the slide from R to R2 changes only the y-coordinates of the vertices. There-

fore, v intersects either one of the vertices vb or vc, or the edge {vb, vc} during this slide.
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This contradicts Observation 3.3.1. It follows that v moves in the same direction during

the slide from R2 to R21 as it does in the slide from R to R1. 2

For convenience, we have given Lemma 3.3.2 in the context of the x-coordinates of

vertices. However, there is nothing special about the x-axis. The lemma can be restated

with the labels on the coordinate axes swapped.

Lemma 3.3.3 Let R be a simple orthogonal drawing of a graph G augmented with straight-

ening paths φ1, . . . , φk. Let Z be a diffuse sequence of zigzags of the straightening paths,

and let M denote the compressed slide of R generated by Z. For all u, v ∈ V(G), either:

1. Mx(t; u) 6= Mx(t; v), for all t ∈ [0, 1], or

2. My(t; u) 6= My(t; v), for all t ∈ [0, 1].

Proof: To the contrary, assume that there exist u, v ∈ V(G) and t1, t2 ∈ [0, 1] such that

Mx(t1; u) = Mx(t1; v) and My(t2; u) = My(t2; v).

Let Z = (z1, . . . , zl), and let (R0, . . . , Rl) denote the drawing sequence of R generated

by Z. For some i ∈ {1, . . . , l}, the x-coordinates of u and v are equal in some intermediate

drawing of the slide of Ri−1, determined by x-zigzag

zi = (ua, ub, uc, ud).

Similarly, for some j ∈ {1, . . . , l} the y-coordinates of u and v are equal in some interme-

diate drawing of the slide of Rj−1, determined by y-zigzag

zj = (va, vb, vc, vd).

For the moment, suppose that zi and zj are adjacent in Z. It is shown below that this

leads to a contradiction. Claim 3.3.1 establishes that if zi and zj are not adjacent, then

there exists an ordering Z ′ of the zigzags of Z in which zi and zj are adjacent, such that

the compressed slide determined by Z is identical to the compressed slide determined by

Z ′.

It is convenient to assume that zi precedes zj , and thus i + 1 = j. If not, relabel the

coordinate axes. If the x-coordinates of u and v remain equal throughout the slide from

Ri−1 to Ri, then u and v coincide during the slide from Rj−1 to Rj. However, the morph

of R generated by Z keeps the vertices of G pairwise non-intersecting. It follows that the
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Figure 3.13: Top: possible drawings of zi in Ri−1. Bottom: possible drawings of zj in Ri−1.

relative x-coordinates of u and v must change during the slide from Ri−1 to Ri. By the

same argument, the relative y-coordinates of u and v change during the slide from Rj−1 to

Rj .

Since the relative x-coordinates of u and v change during the slide from Ri−1 to Ri and

are equal at some point, it must be that in Ri−1, the middle edge {ub, uc} of x-zigzag zi

partitions the closed interior of the smallest axis-aligned bounding box containing Ri−1(u)

and Ri−1(v); see Figure 3.13 (top).

The y-coordinates of the vertices in Ri−1 are the same as those in Ri = Rj−1. By

Lemma 3.3.2, if we apply the slide determined by zj to Ri−1, we obtain a drawing whose

y-coordinates are identical to those in Rj . Therefore, the relative y-coordinates of u and v

are equal at some point of this slide. Using an argument similar to the one above, we can

show that the relative y-coordinates of u and v must change during this slide.

It follows that in Ri−1, the middle edge {vb, vc} of zj partitions the closed interior of

the smallest axis-aligned bounding box containing Ri−1(u) and Ri−1(v); see Figure 3.13

(bottom). However, the middle edges of the zigzags zi and zj intersect in Ri−1, which

contradicts Observation 3.3.1. Therefore, the lemma holds under the assumption that zi

and zj are adjacent in Z.

The following claim establishes that if zi and zj are not adjacent, then there exists a

reordering of the zigzags of Z that can be used to obtain a contradiction.
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Claim 3.3.1 If zi and zj are not adjacent in Z, then there exists a reordering Z ′ of the

zigzags of Z such that zi is adjacent to zj, the compressed slide determined by Z ′ is identical

to M , and in the morph of R generated by Z ′,

1. there exists an intermediate drawing of the slide determined by zi in which u and v

have equal x-coordinates, and

2. there exists an intermediate drawing of the slide determined by zj in which u and v

have equal y-coordinates.

Proof: Let (zx
1 , . . . , z

x
lx
) denote the subsequence of x-zigzags of Z, and let (zy

1 , . . . , z
y
ly
)

denote the subsequence of y-zigzags. Choose i′ ∈ {1, . . . , lx} and j′ ∈ {1, . . . , ly} such that

zi = zx
i′ and zj = zy

j′. Then, fix Z ′ such that

Z ′ = (zy
1 , . . . , z

y
j′−1, z

x
1 , . . . , z

x
i′ , z

y
j′, . . . , z

y
ly
, zx

i′+1, . . . , z
x
lx).

Observe that Z ′ is a reordering of the zigzags of Z. In this reordering, zi and zj are

adjacent. The subsequence of x-zigzags in Z ′ is identical to the subsequence of x-zigzags

in Z. Likewise for the y-zigzags. It is clear that Z ′ can be obtained from Z via a finite

number of swaps of adjacent pairs of zigzags, where each pair consists of one x-zigzag and

one y-zigzag. Hence, by Lemma 3.3.2, the final drawing in the drawing sequence generated

by Z ′ is identical to the final drawing in the drawing sequence generated by Z. Therefore,

the compressed slides determined by Z and Z ′ are identical.

All x-zigzags that precede zi in Z must precede zi = zx
i′ in Z ′. From Lemma 3.3.2 it

follows that

Consider the drawing sequence of R generated by zigzag sequence

(zy
1 , . . . , z

y
j′−1, z

x
1 , . . . , z

x
i′−1).

Let R′ denote the final drawing of this drawing sequence. By Lemma 3.3.2, the x-

coordinates of the vertices in R′ are identical to those in Ri−1, and the y-coordinates

are identical to those in Rj−1. When the slide determined by zx
i′ = zi is applied to R′, the

x-coordinates of the vertices change from their values in Ri−1 to their values in Ri. Let R′′

denote the resulting drawing. Thus, at some point of this slide the x-coordinates of u and

v must be equal.

When the slide determined by zy
j′ = zj is applied to to R′′, the y-coordinates of the

vertices change from their values in Rj−1 to their values in Rj . Thus, at some point of this

slide the y-coordinates of u and v are equal. 2

By this claim, it may be assumed that zi and zj are adjacent zigzags in Z. With that,

the proof of Lemma 3.3.3 is complete. 2
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3.3.2 The algorithm

We now describe our algorithm in detail and complete the proof of Theorem 3.3.1.

As we have already stated, there are three stages to the morphing algorithm. The first

and third stages are identical to those of the algorithm of Section 3.2. Let G denote the

graph that underlies the input drawings. During the first stage, the source is subjected

to a parallel morph, and both the source and the target are augmented with a bounding

box and a vertical edge {u0, v0}, such that u0 subdivides the upper horizontal edge of the

bounding box, and v0 ∈ V(G). By Lemma 3.2.4, the number of linear morphs used in the

first stage is bounded by
4n

3
+ O(1)

where n = |V(G)|. The third stage consists of a single linear morph.

In the second stage, vertical edges are added to the target to make it rectangular. We

use the same procedure as was used in the second stage of the algorithm of Section 3.2.

Horizontal edges are subdivided as necessary. By Lemma 3.2.6, O(n) vertical edges are

added in total.

Next, we subdivide horizontal edges of the source drawing to mirror the subdivisions

performed in the target. We want to perform a parallel morph from the source to a new

drawing that permits the addition of vertical edges, thereby making the source and target

drawings parallel. To do this, we generate a set of O(n) straightening paths in the source

drawing all at once. This is unlike the previous algorithm, where straightening paths were

processed one at a time.

We repeatedly perform compressed slides on the union of the source drawing and the

straightening paths until all straightening paths are trivial. Each compressed slide is de-

termined by a sequence of zigzags containing at least one zigzag from each non-trivial

straightening path. Thus, we are able to bound the number of compressed slides used in

the morph by the number of vertices in the straightening path of highest complexity.

Generating the straightening paths

The following lemma bounds both the size of the straighting paths added in the second

stage, and also the computational resources required to compute them.

Lemma 3.3.4 In the second stage, we can generate O(n) straightening paths φ1, . . . , φk of

the source drawing, where n = |V(G)|, such that:

1. for each edge {u, v} added to the target in the second stage, there is a straightening

path φi in the source between u and v, with at most 4n
3

+ O(1) vertices; and,
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2. the non-terminal vertices of the straightening paths are pairwise distinct, and the

union of the source drawing and φ1 ∪ . . . ∪ φk is a simple drawing.

The set of straightening paths can be generated in time O(n2) and space O(n2).

Proof: To begin, we describe how to add a single straightening path to the source

drawing by tracing around an ǫ-shell of the source either clockwise or counterclockwise,

such that the end-vertices of this straightening path are the vertices of an edge that is

added to the target in the second stage. Multiple straightening paths are added all at once

(not sequentially as in the previous algorithm). We must show that we can route these

straightening paths so as not to produce crossings. To this end, we employ multiple ǫ-shells

with varying values of ǫ so that multiple straightening paths can traverse the same portion

of a face boundary without intersecting.

Let {u, v} be a vertical edge that is added to the target in the second stage, such that

u lies below v. We trace out a straightening path in the source drawing as follows: starting

at u, move some small distance ǫ upward, such that ǫ is less than half the minimum feature

size of the source drawing. This puts us on the ǫ-shell of a face of the source. Follow the

ǫ-shell either clockwise or counterclockwise until we arrive at a point on the ǫ-shell that is

distance ǫ directly below v. Extend the path upward distance ǫ, terminating at v.

Claim 3.3.2 The above procedure generates a straightening path between u and v.

Proof: It is clear that the above procedure will generate a simple drawing of a path with

terminal vertices u to v, such that the union of this path drawing with the source drawing

is a simple drawing. It remains only to prove that the path is balanced.

To count the excess number of right/left turns in the path in the source drawing, it

suffices to count the excess number of turns we would encounter if we were to use the

same procedure to generate a path in in the target drawing. So assume that ǫ is less than

half the minimum feature size of the target drawing. Trace out the following drawing of

a path in the target: starting at u, move upward distance ǫ and follow the ǫ-shell either

clockwise or counterclockwise before finally reaching the point on the ǫ-shell directly below

v. Finally, move upward distance ǫ to v; see Figure 3.14.

In this figure, the path is drawn clockwise from u to v. We discuss only the clockwise

case, as the counterclockwise case is symmetric. In a clockwise traversal of a (simple)

orthogonal polygon, we will encounter an excess of four right turns. In the figure, the

shaded region enclosed by the drawing of the path and the edge {u, v} forms the interior

of an orthogonal polygon. The path drawn from u to v in the target has the same excess
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u

Figure 3.14: A balanced path between u and v inside a face of the target drawing.

of turns as a clockwise traversal of an orthogonal polygon, but with two additional right

turns and two fewer left turns. Therefore, the path is balanced. 2

In general, we will need to add multiple straightening paths within a single face of the

source drawing. To simplify our discussion, let us restrict our attention to a single face of

the source—straightening paths belonging to different faces will not intersect.

Suppose that we want to add a straightening path to the source corresponding to an

edge {u, v}, such that u lies below v in the target. In the face of the source drawing destined

to contain the straightening path, we call the point on the ǫ-shell that lies distance ǫ directly

above u a portal, as it is at this point that the straightening path from u to v first enters

the ǫ-shell. Another portal appears at the point distance ǫ immediately below v. These

two portals are called the terminal portals of the straightening path between u and v. In a

clockwise or counterclockwise traversal of the ǫ-shell, we will encounter a number of portals

as well as a number of bends, which are the vertices of the ǫ-shell. No portal is a terminal

portal of two distinct straightening paths.

For each edge {u, v} added in the second stage there are two possible straightening paths

along the ǫ-shell from u to v, one going clockwise and the other going counterclockwise.

To decide which straightening path to use, we use the following greedy algorithm: choose

the straightening path that contains the fewest bends. If both straightening paths have

the same number of bends, choose either one arbitrarily.
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Figure 3.15: Two configurations of straightening paths violate the claim. The dots repre-

sent terminal portals. Left: each of φ1 and φ2 intersects exactly one terminal vertex of the

other. Right: both φ1 and φ2 intersect all four terminal portals.

Using this greedy approach, each straightening path will have at most half the number

of vertices in the ǫ-shell of the face that contains the straightening path, plus a small

constant. By Claim 3.2.4, the number of vertices in such a straightening path is at most

1

2
· 8n − 4

3
+ O(1) =

4n

3
+ O(1).

In general, having multiple straightening paths use a single ǫ-shell will lead to collisions.

We will deal with this issue shortly by allowing different straightening paths to use ǫ-shells

with different values for ǫ. First, we will establish a key property of the set of straightening

paths generated using the greedy algorithm.

Claim 3.3.3 The greedy approach generates a set of straightening paths such that for any

pair φ1, φ2 of distinct straightening paths in the set, if φ1 intersects a terminal portal of

φ2, then it intersects all portals intersected by φ2, while φ2 does not intersect the terminal

portals of φ1.

Proof: Each straightening path intersects the ǫ-shell in a closed interval, with terminal

portals on the boundary. Suppose that two straightening paths φ1 and φ2 in the set

generated by the greedy algorithm do not satisfy the claim. There are two possibilities:

(1) φ1 intersects exactly one of the terminal portals of φ2, and φ2 intersects exactly one

of the terminal portals of φ1; or (2) both straightening paths intersect all four terminal

portals of these two straightening paths. These are illustrated in Figure 3.15. We will

prove that neither of these cases can occur, starting with the first case.
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Topologically, the ǫ-shell is a circle. Portals of the ǫ-shell are points on this circle,

ordered such that there exists a set of pairwise non-intersecting chords where for each

straightening path there is a chord in this set, joining its terminal portals. If φ1 intersects

exactly one of the terminal portals of φ2 and vice versa, then it is impossible that the

terminal portals of φ1 and the terminal portals of φ2 can be connected by non-intersecting

chords. Therefore, the first case cannot occur.

To see why the above topological property holds, observe that there exists a homeo-

morphism from the ǫ-shell of each face of the source to the ǫ-shell of the corresponding

face of the target, such that:

1. the terminal portals (in the source) of a single straightening path map to a pair of

points p1, p2 on the ǫ-shell of the target; and,

2. each such pair p1, p2 in the target intersect a single vertical segment that subdivides

the interior of the ǫ-shell, i.e. one of the vertical edges added in the second stage.

These vertical segments are pairwise non-intersecting.

Next, we will demonstrate that the second case is impossible also. For each straightening

path φ in the set, let φ′ denote the straightening path with the same terminal portals as

φ, but going the opposite way around the ǫ-shell. Let b(φ) denote the number of bends in

φ. It must be that

b(φ1) ≤ b(φ′
1)

and

b(φ2) ≤ b(φ′
2)

otherwise, a different set of straightening paths would have been chosen.

Since each of φ1 and φ2 cross terminal portals of the other (and they are not identical)

it must be that the bends contained in φ′
1 are also contained in φ2, and the bends contained

in φ′
2 are also contained in φ1. Therefore,

b(φ′
1) ≤ b(φ2)

and

b(φ′
2) ≤ b(φ1).

Since

b(φ′
2) ≤ b(φ1) ≤ b(φ′

1) ≤ b(φ2) ≤ b(φ′
2),

it follows that

b(φ′
2) = b(φ1) = b(φ′

1) = b(φ2).
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There are at least four bends in an ǫ-shell. We have shown above that the terminal

vertices of two greedily chosen straightening paths must have non-intersecting chords. It is

clear that there can be at most one straightening path φ such that b(φ) = b(φ′). Therefore,

the second case cannot happen. 2

The set of straightening paths generated using the greedy algorithm described above

will all reside on a single ǫ-shell. In general, they will be pairwise intersecting. To make

them non-intersecting, we will alter the value of ǫ to put different straightening paths onto

different ǫ-shells, while keeping the route the same as determined by the greedy algorithm.

Fix a positive integer α ∈ R such that

0 < kα < δ/2

where δ is the minimum feature size of the source drawing (recall that k denotes the

number of straightening paths to be added in the second stage). For each straightening

path generated by the greedy algorithm, move it to lie on the ǫ-shell where ǫ = αi, such

that the 2i is the number of portals crossed by the straightening path, including the two

terminal portals of the straightening path.

Note that by Claim 3.3.3, if two straightening paths in the set intersect, then one

contains all the portals of the other. It follows that each straightening path crosses an

even number of portals. Thus the value i defined above is an integer.

We have set α to be sufficiently small that for all i ∈ {1, . . . , k}, an ǫ-shell exists in

each face of the source where ǫ = iα (recall Observation 3.2.2). For all i, j ∈ {1, . . . , k}
such that i < j, the ǫ-shell of any face of the source for which ǫ = jα is contained in the

open interior of the ǫ-shell of the same face for which ǫ = iα. Thus, by varying the value

of ǫ in this manner, we obtain k nested ǫ-shells.

Figure 3.16 (top) depicts a drawing with three ǫ-shells in the single interior face, shown

as polygons with dashed edges. The white dots represent end-vertices of the proposed

straightening paths. The heavy dashed segments show the connections to be made by the

straightening paths. Figure 3.16 (bottom) illustrates how multiple straightening paths are

routed by our algorithm.

Claim 3.3.4 After adjustment, all straightening paths are pairwise non-intersecting.

Proof: Suppose that two straightening paths intersect following the adjustment. Either

they both follow the same ǫ-shell, or they follow different ǫ-shells. If they both follow

the same ǫ-shell, then one of the straightening paths must intersect a terminal portal of

the other. By Claim 3.3.3, this straightening path intersects all portals intersected by the
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Figure 3.16: Top: an interior face with three ǫ-shells; the shaded region is exterior to the

face. Bottom: five straightening paths traced on the three ǫ-shells; the white dots represent

the terminal vertices of the straightening paths.

other, while the converse is not true. Since they intersect different numbers of portals,

they cannot follow the same ǫ-shell.

Now, let us consider the case that two intersecting straightening paths follow different ǫ-

shells. Observe that two distinct straightening paths lying on different ǫ-shells will intersect
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only at the terminal portals of the straightening path that follows the inner ǫ-shell (the

points of intersection will be on the outer ǫ-shell).

Let φ1 and φ2 denote intersecting straightening paths on two different ǫ-shells such

that φ1 follows the inner ǫ-shell, and φ2 follows the outer ǫ-shell. If they intersect, then

φ2 must intersect a terminal portal of φ1. Again, we can use Claim 3.3.3 to show that φ2

contains strictly more portals than φ1. Therefore, φ2 must follow an ǫ-shell that lies inside

the ǫ-shell followed by φ1. This contradicts our assumption that φ1 follows the inner shell.

We conclude that the two straightening paths do not intersect. 2

It is straightforward to generate each straightening path in O(n) time. In total, O(n)

straightening paths are generated. Therefore, in total O(n2) time and space suffices to

generate the set of straightening paths. 2

Morphing the source drawing

Once the set of straightening paths has been generated in the source, we iterate as follows:

while there exists a non-trivial straightening path, choose a maximal diffuse sequence Z

of zigzags of the straightening paths, where Z is maximal if adding another zigzag to Z

would make it non-diffuse. Perform the compressed slide determined by Z on the union of

the source drawing and the straightening paths. This compressed slide provides a parallel

morph of the source drawing (by Theorem 3.3.2).

Following each compressed slide, the union of the source drawing and the straightening

paths is an orthogonal drawing. This drawing would be simple, except that the middle pair

of vertices in each zigzag coincide (by Observation 3.3.1). For each zigzag (va, vb, vc, vd)

in the zigzag sequence, remove vb and vc (and incident edges) and add edge {va, vd}. We

obtain a new source drawing in which each non-trivial straightening path is reduced by at

least two vertices.

When all straightening paths are trivial, the source and target are rectangular and

parallel. The linear morph between them is a parallel morph. This is the third stage of

the algorithm.

Lemma 3.3.5 The number of linear morphs performed on the source drawing in the second

stage is bounded by 2n
3

+ O(1).

Proof: Every non-trivial straightening path contains at least one zigzag (Observa-

tion 3.2.1). Two zigzags that are contained within distinct straightening paths of the

source drawing may share at most one end-vertex in common. For every maximal diffuse
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sequence Z of zigzags, each non-trivial straightening path contains at least one zigzag of

Z. Therefore, every compressed slide that is performed in the second stage will decrease

the number of vertices in each non-trivial straightening path by two.

By Lemma 3.3.4, the longest straightening path in the source has 4n
3

+ O(1) vertices,

initially. Since every compressed slide reduces the number of vertices in each non-trivial

straightening path by two, we can bound the total number of compressed slides by

(

4n
3

+ O(1)
)

− 2

2
=

2n

3
+ O(1).

2

The total number of linear morphs in a parallel morph generated by the algorithm of

this section (in all three stages) is at most

(

4n

3
+ O(1)

)

+

(

2n

3
+ O(1)

)

+ 1 = 2n + O(1).

This is the bound we set out to prove on the number of linear morphs (Theorem 3.3.1).

Time and space requirements

Let us consider the time and space required by the algorithm. The first and third stages

are identical to the first and third stages of the algorithm of Section 3.2. Therefore, these

stages can be implemented to run in O(n2) time and O(n) space in the online setting,

where n is the number of vertices in the graph underlying the input drawings.

In the second stage, the target is augmented to make it rectangular using the same

procedure as the algorithm of Section 3.2. Thus, this step can be implemented to run in

O(n2) time and O(n) space. Then in the source, O(n) straightening paths are generated

using O(n2) time and O(n2) space, by Lemma 3.3.4.

Next, we morph the source as determined by the straightening paths, using a sequence

of compressed slides. For each compressed slide, we generate a maximal diffuse sequence

of zigzags of the straightening paths. It is straightforward to do this in O(n2) time by

scanning each straightening path linearly. Thus, over O(n) compressed slides, O(n3) time

is spent computing zigzag sequences.

The drawing that is the union of the source drawing and the straightening paths has

complexity O(n2). We can compute the result of a compressed slide determined by a

sequence of k zigzags on a drawing of complexity O(n2) by simply performing all k slides

on the drawing. Thus, the result of the compressed slide can be computed in O(kn2) time.
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Over all iterations, O(n2) zigzags are straightened in compressed slides. Thus, the time

to compute all compressed slides is O(n4). Clearly, the space used by the algorithm is

O(n2) in the online setting. With that, Theorem 3.3.1 has been proved.

It seems likely that the time bound on computing the result of a compressed slide can

be improved. We leave this as an open problem.

3.4 Morphing with Disconnected Graphs

Until now, we have assumed that the graph underlying the input drawings is connected.

In Sections 3.2 and 3.3 we showed that every pair of parallel simple orthogonal drawings of

a connected graph admits a parallel morph. It is not difficult to construct a pair of parallel

simple orthogonal drawings of a disconnected graph that does not morph: consider a

drawing of a box and a lone vertex that resides inside the box. Consider a second drawing

that is parallel with the first in which the lone vertex lies outside the box. There does

not exist any simplicity-preserving morph between these two drawings, let alone a parallel

morph.

In this section, we describe an easy test that determines whether a pair of parallel

simple orthogonal drawings of a disconnected graph admits a parallel morph. If a parallel

morph exists, then it can be efficiently generated.

Let P be a simple drawing of a graph G, such that G consists of connected components

G1, . . . , Gk. The drawing of each component partitions the plane into a number of faces.

For every pair of components Gi and Gj the drawing of Gi resides entirely in some face of

Gj (possibly the exterior face) and vice versa.

Let Q be a simple drawing of G that is parallel with P . If, for all i, j ∈ {1, . . . , k} such

that i 6= j, the drawing of Gi resides in the same face of Gj in both P and Q, then the two

drawings have the same face containments.

Below, we prove that a pair of parallel simple orthogonal drawings of a graph admits

a parallel morph if and only if the drawings have the same face containments. It can be

efficiently determined whether parallel drawings P and Q have the same face containments

as follows. Add a non-intersecting bounding box around each drawing and triangulate the

drawings. Triangulation can be performed in O(n log n) time [51]. Color the original edges

of each drawing black, and the newly added edges of the triangulations red.

Each closed face of P can be represented as the union of the closed interiors of a maxi-

mally connected set of triangles, where two triangles are connected if they share a red edge

in common. Likewise for Q. Deciding whether P and Q have the same face containments

99



is equivalent to deciding whether, for each maximally connected set of triangles in P , there

exists a maximally connected set of triangles in Q such that both sets are incident on the

same set of black edges. Moreover, if a face of P corresponds to a face of Q, then for each

black edge e incident on both faces, there must be a triangle in the triangulation of P on

the same side of e as a triangle in the triangulation of Q. It is relatively straightforward

to determine whether P and Q have the same face containments from the triangulated

drawings in O(n) time.

Theorem 3.4.1 A pair of parallel simple orthogonal drawings of a disconnected graph

admits a parallel morph if and only if the drawings have the same face containments.

Proof: If a pair of drawings admits a parallel morph then the drawings must have the

same face containments, otherwise during a morph the vertices of one component moves

between two faces of some other component. This is not possible for a morph that preserves

simplicity. Conversely, let P and Q be a pair of parallel orthogonal drawings of a graph

G that exhibit the same face containments. It is proved by induction on the number of

connected components that there exists a parallel morph from P to Q.

Augment each of P and Q by adding a non-intersecting bounding box to each drawing.

This increases the number of components in the underlying graph by one. Following

augmentation, both drawings have the same face containments. Clearly, if P and Q admit

a parallel morph then the drawings produced by adding bounding boxes also admit a

parallel morph. Adding bounding boxes in this way means that there exists a vertical line

that intersects at least two components of the target drawing, hence two components can

be connected with the addition of a vertical edge between them.

If G consists of two components (including the bounding box) then it follows from

Theorem 3.2.1 that the drawings admit a parallel morph. Assume that for every pair

of parallel simple orthogonal drawings whose underlying graph consists of at most k − 1

connected components, if the drawings have the same face containments then they admit

a parallel morph. Suppose that G consists of k components. Below, it is shown that Q

can be augmented while P can be morphed and augmented so that the resulting drawings

are parallel and have the same face containments, and the underlying graph consists of

k−1 connected components. By the inductive assumption, the resulting drawings admit a

parallel morph. Therefore, by Lemma 3.1.2 (page 57) the original drawings P and Q also

admit a parallel morph.

Let G1, . . . , Gk denote the k ≥ 2 connected components of G. Add a vertical edge {u, v}
in target drawing Q between two components. To keep the source and target parallel, {u, v}
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Figure 3.17: A drawing of a path between two components that is not balanced (left) may

be made into a straightening path (right) by wrapping around the boundary of one of the

components.

must be added to the source drawing P also. Add vertices u and v to the source if they

are not already present. It is shown below that a straightening path exists in the source

between u and v, such that the terminal edges of this straightening path are vertical. Once

a straightening path is generated, Lemma 3.2.2 is employed to establish that the source

drawing admits a parallel morph to a new drawing in which edge {u, v} can be added as

a vertical edge.

Let δ denote the minimum feature size of the source drawing. Add vertical edges {u, u′}
and {v, v′} to the source where u′ and v′ are new vertices, such that u′ lies distance δ/4

below u, and v′ lies distance δ/4 above v. The source drawing remains simple following

the addition of these edges. Since P and Q exhibit the same face containments, vertices u′

and v′ lie on the boundary of the same face of the source drawing. Therefore, there exists

an orthogonal drawing of a path graph with terminal vertices u′ and v′ that can be added

to the source without destroying simplicity. Add this drawing to the source.

The newly added path from u to v is not necessarily balanced: it may be the case

that as the path is traversed from u to v an excess of left or right turns is encountered.

This excess must be some multiple of four. Let Gi and Gj denote the components to be

connected, such that u ∈ V(Gi) and that v ∈ V(Gj). Either one of these components

is contained within an interior face of the other, or else both components reside in each

others’ exterior faces.

In the former case, the path must have no excess turns. It is therefore a straightening

path. In the latter case, the path can be made to balance by wrapping it around Gi

some integral number of times, staying just within the δ/3-shell of the face of Gi in which

the path is drawn, before connecting the path to u′; see Figure 3.17. By Lemma 3.2.2,

there exists a parallel morph of the original source P (i.e. the source drawing prior to the
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addition of this path) such that edge {u, v} can be added to the drawing that results from

this morph as a vertical edge, maintaining simplicity.

After morphing P and adding {u, v}, the source and target are parallel simple orthog-

onal drawings. Moreover, they have the same face containments since we have not created

any new faces. The underlying graph consists of k − 1 components. By our inductive

assumption, there exists a parallel morph from the current source to the current target.

Therefore, by Lemma 3.1.2 there exists a parallel morph from P to Q. 2

The proof of Theorem 3.4.1 outlines an algorithm for performing a parallel morph

between a pair of parallel simple orthogonal drawings of a disconnected graph in cases

where such a morph is possible. The approach is to augment the target with edges until

it is connected. As each edge is added in the target, morph and augment in the source so

that a corresponding edge can be added, keeping source and target parallel and with the

same face containments. Once the graph underlying the drawings is connected, use the

algorithm of either Section 3.2 or Section 3.3 to generate the rest of the morph.

To join k components, k+O(1) edges and 2k+O(1) vertices are added to the drawings.

Thus, once the graph has been connected, the number of linear morphs required to generate

the rest of the morph is either
16n + 32k

3
+ O(1)

or

2n + 4k + O(1),

depending on the algorithm used, where n is the number of vertices in the input graph (see

Theorem 3.2.1 and Theorem 3.3.1).

Let us bound the number of linear morphs that are used in making the underlying

graph connected. The number of slides performed in the source for every edge added in

the target depends on the number of vertices in the straightening path generated. The

algorithm of Das and Narasimhan [19] can be used to generate a straightening path. Their

algorithm generates an orthogonal minimum-link path between two points in the plane in

the presence of of rectilinear obstacles, and runs in O(n log n) time where n is the number

of vertices in the obstacles. The number of vertices in an orthogonal minimum-link path in

the source is trivially bounded by O(k) plus the number of vertices contained in the ǫ-shell

of the face that contains the path; when the underlying graph is disconnected, the ǫ-shell

of a face of a drawing may be composed of multiple polygons. However, the minimum-link

path is not necessarily balanced.

To turn a minimum-link path between two components into a straightening path, the

path can be wrapped around one of the components in the manner described in the above
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Figure 3.18: Building a straightening path in the source drawing.

proof. Unfortunately, this approach can lead to straightening paths with Ω(n2) vertices,

e.g. when the minimum-link path contains an excess of Ω(n) right or left turns, and the

ǫ-shells of the components joined by this path each have Ω(n) vertices.

To ensure that the size of the straightening path is linear in the complexity of the

graph, we take the following approach. Prior to generating the minimum-link path between

vertices u ∈ V(Gi) and v ∈ V(Gj), choose some ǫ > 0 that is less than half the minimum

feature size of the source drawing. Augment the source drawing by adding the ǫ-shell of the

drawing of Gi in the face in which we intend to draw the straightening path. Figure 3.18

(left) illustrates a drawing that consists of two polygonal components (shown with solid line

segments) such that one component lies in the interior of the other component. The drawing

is augmented with a ǫ-shell (shown with dashed line segments) around the component that

lies in an interior face of the other component.

Morph the source to remove all zigzags from this ǫ-shell. For every zigzag involved,

replace the edges and middle two vertices of the zigzag by an edge between the end-vertices

of the zigzag, in the usual way. What remains of the ǫ-shell is a box containing the drawing

of Gi in its interior; see Figure 3.18 (center-left). The region of the source drawing that

lies between Gi and the box is empty.

Next, subdivide an edge of the box by a new vertex w. Generate a minimum-link path

from u to w, and another minimum link path from v to w (using the trick we employed in

the proof of Theorem 3.4.1, using vertices u′ and v′ to ensure that the path intersects u

from below, and v from above). Remove all vertices and edges of the box except w from

the source drawing. We are left with a drawing of a path from u to v; see Figure 3.18

(center-right).

This path drawing can turned into a balanced path by wrapping it around just inside

the boundary of the face where the box formerly appeared; see Figure 3.18 (right). We

will need to add only turns of one orientation (i.e. either left or right, with respect to

one orientation of the path). Therefore, when converting the minimum-link path to a
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straightening path, the number of vertices at most doubles. The result is a straightening

path from u to v.

Let us study the properties of the algorithm just described.

Theorem 3.4.2 Let P and Q be a pair of parallel simple orthogonal drawings of a graph

G with k components, such that P exhibits the same face containments as Q. There exists

a parallel morph from P to Q that uses 4n+O(k2) linear morphs in addition to the number

of linear morphs required for a parallel morph between a pair of parallel simple orthogonal

drawings of a connected graph with n + 2k + O(1) vertices, where n = |V(G)|. Generating

this morph takes an additional O(kn2) time.

Proof: The algorithm iterates k − 1 times. In each iteration, at most two vertices are

added. Let ni denote the number of vertices in the underlying graph at the beginning of

the ith iteration, i.e. ni = n+2i−2. As discussed above, in each iteration at most a single

linear morph is required in the target drawing. Let us bound the number required in the

source drawing in an iteration.

Consider the ith iteration. Each ǫ-shell has at most 8ni−4
3

vertices (by Claim 3.2.4). An

ǫ-shell is a collection of orthogonal polygons. We may think of the ǫ-shell in the external face

of a given component as being a polygon composed of four straightening paths, connected

at four vertices of the polygon. Therefore, the morph of the source drawing that turns an

ǫ-shell into a box requires no more than

8ni−4
3

− 4

2
=

4ni − 8

3

slides, by Lemma 3.2.2.

Once we have subdivided an edge of the box by w, the drawing of a path from u to w,

and from w to v contains at most

8ni − 4

3
+ O(k) =

8ni

3
+ O(k)

vertices, as described above, i.e. the number of vertices in an ǫ-shell, plus O(k). To turn

this path drawing to a straightening path, in the worst case the number of vertices is

doubled. Therefore, the number of vertices in the straightening path from u to v is at most

2

(

8ni

3
+ O(k)

)

=
16ni

3
+ O(k).

By Lemma 3.2.2, the number of slides sufficient to perform the morph determined by

this straightening path is at most

16ni

3
+ O(k) − 2

2
=

8ni

3
+ O(k).
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Figure 3.19: We use parallel orthogonal spirals to prove a lower bound on the number of

linear morphs needed for a parallel morph.

Summing the slides performed in the source drawing over all k − 1 iterations

k−1
∑

i=1

(4ni − 8) + 8ni

3
+ O(k) = O(k2) +

k−1
∑

i=1

4(n + 2i − 2) = 4n + O(k2).

It is straightforward that for each iteration, the straightening path in the source can

be determined in O(n2) time. The number of slides in a single iteration is O(n) and since

the drawing that is the result of a single slide can be generated in O(n) time, the total

runtime of the algorithm is O(kn2) over all k − 1 iterations. 2

3.5 A Lower Bound on the Number of Linear Morphs

For each of the algorithms described in Sections 3.2 and 3.3, we established an upper bound

on the number of linear morphs used in a parallel morph between two drawings. In this

section, we prove a corresponding lower bound.

Consider the pair of parallel orthogonal spirals illustrated in Figure 3.19. The under-

lying path graph contains twelve vertices, and the terminal edges are vertical. Although

these drawings are parallel, they appear to be reflections of each other through a vertical

line. To highlight the correspondence between vertices in these drawings, the terminal

vertices are colored white and black in the figure.

There exist parallel orthogonal spirals like this for any positive integer n. We note

that it is only when n is a multiple of four that the spirals appear to be reflections of one

another through a vertical line.

Theorem 3.5.1 For any integer n ≥ 4 that is a multiple of four, there exists a pair of

parallel orthogonal spirals of n vertices, such that every parallel morph between them that

is composed of a sequence of linear morphs uses at least n−2
2

linear morphs.
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Proof: To prove this theorem, we construct a pair of parallel orthogonal spirals with n

vertices that appear to be reflections of one another. Intuitively, the only way to morph

from one spiral to the other is to have one of the terminal vertices cycle around the other

terminal vertex a number of times, proportional to the number of vertices. This requires

that the terminal vertices swap vertical order the same number of times. Each swap requires

a linear morph.

So, let us study the class of parallel morphs between two parallel orthogonal spirals

of n vertices that appear to be reflections of each other through a vertical line, such that

the terminal edges of each spiral are vertical. Label the vertices v1, . . . , vn such that in

both spirals, as we follow the drawing of the path from v1 to vn we encounter only left

turns (i.e. the spirals are counterclockwise with respect to this sequence of vertices). Let

P denote the drawing in which vn is to the left of v1 (e.g. the drawing on the left side of

Figure 3.19) and let Q denote the drawing in which vn is to the right of v1.

Suppose that we fix vertex v1 at the origin in P and Q, and do not allow it to move

during a parallel morph. For every parallel morph from P to Q, there exists a parallel

morph that is equivalent following translations of its intermediate drawings, and such that

v1 resides at the origin throughout. Let l denote the horizontal line through the origin.

Claim 3.5.1 Let i ∈ {2, 4, 6 . . . , n−2}. In any parallel morph from P , if vertex vi crosses

l during the morph, then it does so for the first time strictly after vi+2 crosses l.

Proof: (By induction on the vertex index i.) Observe that v2 never crosses l in the course

of a parallel morph from P . Therefore, the claim is trivially true in this case. Assume that

vi−2 crosses l strictly after vi crosses l for the first time. Below, we will prove that if vi

crosses l in a parallel morph, then it does so for the first time strictly after vi+2 crosses l.

Without loss of generality, assume that vi resides above l in P , as illustrated in Fig-

ure 3.20. It is clear that vi−1 crosses l at the same time as vi−2, and that vi crosses l at the

same time as vi+1. If vi crosses l before (or at the same time) as either vi+2 or vi−2, then

at least one of the edges {vi−1, vi}, {vi, vi+1} or {vi+1, vi+2} must intersect v1 during the

morph. Therefore, if vi crosses l during the parallel morph, then either vi−2 or vi+2 will

cross l strictly before this.

However, by our inductive assumption, vi−2 (and thus vi−1 also) may only cross l strictly

after vi has already crossed l. Thus, in a parallel morph from P , vi does not cross l until

strictly after vi+2 has crossed l. 2

Let M denote a parallel morph from P to Q that is composed of a sequence of linear

morphs. As above, assume that v1 resides at the origin in every intermediate drawing of

M .
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Figure 3.20: Vertex vi cannot leave its quadrant in a parallel morph unless either vi−1 or

vi+1 does so first.

Claim 3.5.2 Let i ∈ {2, 4, 6 . . . , n− 2}. If vi and vi+2 lie on opposite sides of l, then they

cannot both move to the opposite side during a linear morph.

Proof: Without loss of generality, assume that in P , vi lies above l and vi+2 lies below

l. In every drawing parallel with P , vi+2 has a vertical coordinate that is strictly smaller

than the vertical coordinate of vi. For a contradiction, assume that in M , both vi and vi+2

cross l for the first time during a single linear morph. In the source drawing of this linear

morph, vi lies above l and vi+2 lies below l. In the target this situation is reversed: vi lies

above l and vi+2 lies below l (recall Lemma 2.3.1, page 40).

This contradicts the fact that vi+2 has a larger vertical coordinate than vi in all drawings

that are parallel with P . Therefore, it cannot be that both vertices cross l for the first

time during a single linear morph of M . 2

We now put everything together. Observe that in P , vertex v4 lies below l while in Q,

it lies above l. Therefore, some linear morph of M must take v4 across l. By Claims 3.5.1

and 3.5.2, this linear morph is preceded by a linear morph that takes v6 across l, which

in turn is preceded by a linear morph that takes v8 across l, etc. It follows that for each

vertex v4, v6, v8, . . . , vn there is at least one corresponding linear morph in M . Thus, the

total number of linear morphs is at least n−2
2

(since n is a multiple of four). 2

One direction for future research is to try to narrow the gap between the upper and

lower bounds on the number of linear morphs required for a parallel morph between parallel

simple orthogonal drawings in the plane. What is the complexity of finding the optimum

number of linear morphs required in a parallel morph? Does there exist an efficient algo-

rithm for generating a parallel morph using a number of linear morphs that is within a
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constant factor of optimum?

It is interesting to compare the drawings used in the proof of the lower bound with the

number of linear morphs that are used by the algorithms of Sections 3.2 and 3.3. Recall

that the first stages of these algorithms are identical. Suppose that the input drawings are

spirals of n vertices, akin to the spirals in Figure 3.19. It is not difficult to see that in their

first stages, both algorithms use n + O(1) linear morphs.

Following the first stage, it is possible to complete a parallel morph between the spi-

rals with a single linear morph. However, in trying to construct rectangular drawings the

morphing algorithms might use more linear morphs than this, depending on the implemen-

tation. For example, in the second stage of the algorithm of Section 3.2, if straightening

paths are generated by tracing around ǫ-shells, then for each edge added in the second

stage two linear morphs are performed in the source drawing. However, if minimum-link

paths are used, no additional linear morphs are required in the source. The situation is

similar for the algorithm of Section 3.3.

3.6 Edge length concerns

Morphs that are composed of slides are expansive, in the sense that all edges are non-

decreasing in length over the course of the slide (of course, we are ignoring edges of the

straightening paths). A compressed slide takes us directly from our current drawing to the

drawing that results when a sequence of slides is applied to the current drawing, by using

a single linear morph. Morphs composed of compressed slides are also expansive in the

above sense, since edges change length monotonically during a linear morph (Lemma 2.1.1,

page 27).

A morph that is generated by the algorithm of Section 3.2 or Section 3.3 is composed of

a sequence of slides, or (respectively) a sequence of compressed slides, followed by a single

linear morph. We may consider such morphs as having two stages: an expansive stage,

in which edges are non-decreasing in length, followed by a linear morph in which edges

change length monotonically. If we were to insist that all edges be non-increasing in length

during the second stage, we can include a scaling operation prior to the second stage that

takes each edge to a length that is longer than its target length. We will explore issues of

edge-length monotonicity in parallel morphs further in Chapter 4.

From the perspective of graph visualization, one nice feature of the morphs produced

by the algorithms of Sections 3.2 and 3.3 is that edges do not change from being increasing-

in-length to being decreasing-in-length more than once. The major drawback is that edges
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Figure 3.21: A straightening path that may lead to exponential increases in edge lengths.

can potentially grow by a factor that is exponential in the complexity of the graph during

the expansive stage. To animate such a morph, it may be necessary to either display only

a portion of the drawing at some times, or to scale down intermediate drawings so that

the minimum feature size is less than the size of a pixel.

To see how an exponential increase in edge lengths may occur, consider a morph deter-

mined by the straightening path illustrated in Figure 3.21. Vertices of this straightening

path are colored black, gray and white to highlight three of the zigzags of the straightening

path. Suppose that we perform three slides: first, the slide determined by the black zigzag,

followed by the gray zigzag, and finally the white zigzag.

Initially, the middle edges of all three zigzags are equal in lengths. When we perform

the slide determined by the black zigzag, the middle edges of both gray and white zigzags

double in length. When we perform the slide determined by the gray zigzag, the middle

edge of the white zigzag doubles again. We can extend this example to include any given

number k of zigzags, such that the middle edge of the rightmost zigzag will achieve a length

that is 2k times its original length.

To circumvent this exponential increase, we will show how to modify a parallel morph

produced by one of our morphing algorithms, obtaining a new morphing algorithm thereby.

The following observation is crucial. Recall the definition of vertex ordering (Defini-

tion 2.2.1, Chapter 2).

Observation 3.6.1 Let P be an orthogonal drawing of a graph G in the plane. There

exists a drawing R with the same vertex ordering as P , such that each vertex resides at

integer coordinates in the range {1, . . . , n} × {1, . . . , n}, where n = |V(G)|.

Proof: For each vertex v ∈ V(G), set Rx(v) equal to one plus the number of distinct

x-coordinates of vertices in P that are smaller than Px(v). Set y-coordinates similarly. 2

Drawing R can be generated in O(n logn) time by first sorting the vertices of P with

respect to each axis. By Observation 2.2.1 (page 29), P and R are parallel. By Observa-

tion 2.2.2 (page 30), R is simple if and only if P is simple.
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The morphing algorithm based on slides (i.e. the first one) produces a sequence of

drawings. Except for the final pair of drawings in this sequence, adjacent drawings of the

sequence differ only in either their horizontal or vertical coordinates, not both. To modify

the morph, we alter each intermediate drawing in the sequence so that vertices lie at integer

coordinates in the range {1, . . . , n} × {1, . . . , n}, leaving the vertex ordering unchanged.

Lemma 3.6.1 Let P 1, P 2 be a pair of parallel simple orthogonal drawings of a graph G,

such that:

1. for every vertex, its horizontal coordinates are equal in both drawings; and,

2. the linear morph from P 1 to P 2 is a parallel morph.

Let R1 and R2 be a pair of drawings of G with the same vertex orderings as P 1 and P 2,

respectively, and integer coordinates on all vertices. The linear morph from R1 to R2 is a

parallel morph that maintains a minimum feature size of one.

Proof: The linear morph from R1 to R2 will keep all edges parallel (Lemma 2.1.1,

page 27). Therefore, it suffices to prove that the linear morph from R1 to R2 maintains a

unit minimum feature size.

For any two elements (vertices or edges) of G, either there exists a vertical line that

intersects both elements in R1 and a vertical line that intersects both elements in R2; or,

in both drawings it is impossible to draw a vertical line intersecting both elements. If this

is not true, then either R1 and R2 do not have the same vertex orderings as P 1 and P 2, or

the horizontal coordinates of vertices are not equal in P 1 and P 2.

If a vertical line intersects both elements in R1 and a vertical line intersect both ele-

ments in R2, then the vertical distance between these elements in each drawing is at least

one, since the drawings are simple and vertices have integer coordinates. These elements

must intersect the vertical line in the same order with respect to the vertical axis in both

drawings, otherwise the linear morph from P 1 to P 2 does not preserve simplicity. The

linear morph from R1 to R2 keeps these two elements at least unit distance apart with

respect to the vertical axis.

Alternatively, if in both drawings there does not exist a vertical line that intersects both

elements, then since all vertices lie on integer coordinates, the horizontal distance between

the two elements is at least one with respect to the horizontal axis. The elements must

appear in the same order with respect to the horizontal axis in both drawings. Therefore,

during the linear morph from R1 to R2 the two elements remain at least unit distance
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apart with respect to the horizontal axis. We conclude that the linear morph from R1 to

R2 maintains a minimum feature size of at least one. 2

The final linear morph of a morph produced by one of our morphing algorithms takes

us between two drawings that have the same vertex ordering. Suppose that both of these

drawings have integer coordinates. In the following lemma, we establish that such a linear

morph maintains a unit minimum feature size.

Lemma 3.6.2 The linear morph between two simple orthogonal drawings with the same

vertex ordering and integer coordinates is a parallel morph that maintains a minimum

feature size of one.

Proof: Let R1 and R2 be a pair of parallel simple orthogonal drawings with integer

coordinates. By Lemma 2.1.1 (page 27) the linear morph keeps all edges parallel. For

every pair of elements, either there exists a vertical or horizontal line that intersects both

of them in both drawings, or there does not exist such a line in either drawing.

If there exists a vertical or horizontal line between two non-incident elements in both

drawings, then the distance between them with respect to this line is at least one in both

drawings since all vertices lie at integer coordinates. Moreover, since the two drawings

have equal vertex orderings, the relative order in which these elements intersect the line is

the same in both drawings. Therefore, these elements remain at least unit distance apart

throughout the linear morph. If there does not exist such a line, then the two elements are

at least unit distance apart with respect to both axes. Again, the linear morph keeps the

elements at least unit distance apart. 2

Now, we present the main result of this section, that there exists a parallel morph

between any given pair of parallel simple orthogonal drawings that avoids the exponential

edge lengths in intermediate drawings. For convenience, we will assume that the source

and target drawings have vertices at integer coordinates, and in the range {1, . . . , n} ×
{1, . . . , n}. If this is not the case, we can apply a linear morph to the source to take us

to such a drawing, with the same vertex ordering as the source. Likewise, we can apply a

linear morph to the target, taking us to such a drawing.

Theorem 3.6.1 Let P and Q be a pair of parallel simple orthogonal drawings of a con-

nected graph G in the plane, such that vertices have integer coordinates in the range

{1, . . . , n} × {1, . . . , n}, where n is the number of vertices in G. There exists a parallel

morph from P to Q in which each intermediate drawing has a minimum feature size of at

least one, and can be contained within an n × n bounding box.
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• We can generate such a morph, composed of 16n
3

+O(1) linear morphs, in O(n2) time.

• We can generate such a morph, composed of 8n
3

+O(1) linear morphs, in O(n4) time.

Proof: We treat each of the two cases in turn. Let us begin with the first case. To start,

generate a parallel morph from P to Q using the algorithm of Section 3.2 (recall that this is

the morphing algorithm based on slides). By Theorem 3.2.1, the morph can be generated

in O(n2) time. The algorithm generates a sequence

P = P 1, P 2, . . . , P k = Q

of parallel simple drawings, where

k ≤ 16n

3
+ O(1).

Modify each drawing in the sequence so that vertices have integer coordinates in the range

{1, . . . , n} × {1, . . . , n}, and the modified drawing has the same vertex ordering as the

original. Let

P = R1, R2, . . . , Rk = Q

denote the new sequence. Each drawing Ri can be generated from P i in O(n) time.

Therefore, in total the new sequence is generated using O(n2) time.

Since all vertices lie in the range {1, . . . , n} × {1, . . . , n}, all intermediate drawings in

the morph that correspond to this new sequence can be contained within an n×n bounding

box. We must prove that this morph is a parallel morph that maintains a unit minimum

feature size.

For all i ∈ {1, . . . , k − 2}, drawing P i+1 is obtained from P i using a slide operation.

Therefore, P i and P i+1 will have either equal horizontal coordinates, or equal vertical

coordinates. By Lemma 3.6.1, the linear morph between Ri and Ri+1 is a parallel morph

that maintains a unit minimum feature size. The final two drawings of the sequence, Rk−1

to Rk, have the same vertex ordering. By Lemma 3.6.2, the linear morph between these

two drawings is a parallel morph that maintains a unit minimum feature size. This proves

the first case.

To prove the second case, we would like to use the morphing algorithm described in

Section 3.3 (i.e. the algorithm that uses compressed slides). By Lemma 3.3.1, this morph

can be computed in O(n4) time. However, adjacent drawings in the sequence produced

by this algorithm may differ in both their horizontal and vertical coordinates. We must

first convert the morph produced by this algorithm to a form in which adjacent drawings
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(except for the final pair) differ only with respect to one axis. We may then use the same

technique as above, converting each drawing to a form with integer coordinates in the

range {1, . . . , n} × {1, . . . , n}.
Recall that morphs produced by our second morphing algorithm have three stages.

These stages are identical to the first and third stages of our first algorithm. Thus, we

need only concern ourselves with the second stage.

The second stage relies on compressed slides. At each stage, we have a drawing that is

augmented with a number of disjoint straightening paths. To generate a compressed slide,

we choose a diffuse sequence of zigzags of the straightening paths, and then compute the

drawing that results when we perform the slides determined by this sequence of zigzags to

the current drawing. The compressed slide is the linear morph from the current drawing

to the computed drawing.

For each compressed slide, partition the diffuse zigzag sequence into two disjoint se-

quences: one containing all of the x-zigzags of the original zigzag sequence, and the other

containing all of the y-zigzags. Since the original sequence is diffuse, so are each of these

new sequences. We perform the compressed slides determined by each of these sequences,

one after the other.

A compressed slide determined by a sequence of x-zigzags will change vertex coordi-

nates with respect to only the (horizontal) x-axis, and a compressed slide determined by

a sequence of y-zigzags will change vertex coordinates with respect to only the (vertical)

y-axis.

By Lemma 3.2.4, at most 4n
3

+ O(1) slides are performed in the first stage. By

Lemma 3.3.5, at most 2n
3

+ O(1) compressed slides are performed in the second stage.

Since we generate at most two compressed slides in our new sequence for each compressed

slide in the original sequence, the total number of compressed slides is bounded by

2

(

2n

3
+ O(1)

)

=
4n

3
+ O(1).

Thus, over all three stages the number of linear morphs is at most

(

4n

3
+ O(1)

)

+

(

4n

3
+ O(1)

)

+ 1 =
8n

3
+ O(1).

This proves the second case of the theorem. 2
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3.7 Conclusion

In this chapter we have studied parallel morphing in the context of orthogonal drawings

in the plane. Our main result is that every pair of parallel simple orthogonal drawings of

a graph admits a parallel morph. Moreover, a parallel morph can be efficiently generated

for such drawings. We have presented two morphing algorithms. These algorithms offer a

trade off between the bound on the number of linear morphs used in a parallel morph, and

the asymptotic runtime.

It is not clear which of the two algorithms will generate morphs that are better for

graph visualization. The first algorithm has the advantage that it makes use primarily of

the slide operation. In effect, a slide partitions the plane into two regions with a boundary

of low complexity. It sends vertices on one side of the partition in one direction, and the

vertices on the other side in the opposite direction. Due to the uniformity of vertex motions

during a slide, a parallel morph composed of a sequence of slides might better preserve

a user’s mental map than a parallel morph in which no two vertices move in the same

direction.

In contrast, our second morphing algorithm uses compressed slides. A compressed slide

is a linear morph between one drawing of a graph, and a second drawing that is itself

the result of a sequence of slides performed on the first drawing. During a compressed

slide, every vertex may be moving in a different direction. However, a morph based on

compressed slides will in general require fewer linear morphs than a morph based on slides.

It would be interesting to implement both algorithms, and to compare the morphs produced

by each.

There are a number of heuristics that will improve the performance of our morphing

algorithms in general. For example, in the first stage of our morphing algorithms we should

add a straightening path that has the fewest bends possible. Another heuristic is, when in

the second stage of the second algorithm, to perform a compressed slide based on as many

zigzags as possible in each iteration, instead of limiting ourselves to one per straightening

path. An avenue for future research is the exploration of such heuristics.

In any morph composed of a sequence of linear morphs, each vertex will follow a path

that has a sharp turn wherever two linear morphs meet. It may be desirable that vertices

move in smooth paths, i.e. paths of bounded curvature. One direction for future research is

to produce parallel morphs of orthogonal drawings in the plane in which each vertex moves

in a smooth path, possibly by modifying some given parallel morph that is composed of

linear morphs.

Finally, can the algorithms we presented in this chapter be used as subroutines of
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algorithms that generate simplicity-preserving morphs between non-parallel drawings? Al-

ready, our algorithms for morphing parallel orthogonal drawings have been applied to

morphing between (non-parallel) orthogonal drawings of a graph in which each vertex is

represented by a point, and each edge is represented by an orthogonal polyline [45].
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Chapter 4

Morphing with Monotonically

Changing Edge Lengths

4.1 Introduction

The previous chapter describes two algorithms for generating parallel morphs between

parallel simple orthogonal drawings in the plane. Morphs generated by one of these algo-

rithms can be thought of as having two stages: an expansive stage in which each edge is

non-decreasing in length, followed by a linear morph in which edges change length mono-

tonically.

For graph visualization, morphs generated by these algorithms may be undesirable

since edge-lengths can grow exponentially with respect to the number of vertices in the

underlying graph. When viewing such a morph using a device with fixed resolution, it

might be impossible to display such a drawing in its entirety such that all elements are

clearly distinguishable.

It was discussed how this exponential blowup can be avoided in Section 3.6. The idea

is to take the sequence of drawings produced by the algorithm, and put the vertices onto a

grid. When using this technique, the morphs no longer have the property that edge lengths

change in two monotonic stages. Instead, each edge may alternately increase and decrease

in length Ω(n) times, where n is the number of vertices in the underlying graph.

A morph may be more desirable if edges do not alternately grow and shrink several

times. The strictest such parallel morph we might imagine is the following.

Definition 4.1.1 A monotone morph is a parallel morph in which every edge is either

non-increasing or non-decreasing in length over the course of the morph. We say that the
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Figure 4.1: These polygons do not admit a monotone morph.

edges in such a morph change length monotonically.

In this chapter, we study monotone morphing. Our goal is to identify classes of drawing

that will always admit a monotone morph. For those classes that do not always admit a

morph, we would like to know whether there exists an efficient algorithm to decide whether

a morph exists, and to compute a monotone morph if it exists.

Unfortunately, we have few positive results for the problem of monotone morphing.

The following observation is implied by Lemma 2.1.1 (page 27).

Observation 4.1.1 If a linear morph between parallel drawings maintains simplicity, then

the linear morph is a monotone morph.

One easy corollary of Theorem 2.3.1 (page 41) is the following.

Corollary 4.1.1 For every simple star-shaped polygon, the linear morph from this polygon

to any polygon that is parallel with it is a monotone morph.

An orthogonal polygon is called orthogonally convex if every line, parallel with one of

the coordinate axes, intersects the closed interior of the polygon in either a closed line

segment, or an empty set. In Section 4.2 we prove that every pair of orthogonally convex

polygons admits a monotone morph. This is surprisingly non-trivial to prove. For such

polygons, a linear morph does not always suffice.

It is easy to see that parallel orthogonal polygons that are convex with respect to, say,

the vertical axis (as opposed to being convex with respect to both vertical and horizontal

axes, as is the case with orthogonally convex polygons) do not always admit a parallel

morph; see Figure 4.1 for example. We discuss this problem briefly in Section 4.3, but

have not been able to devise an efficient algorithm, nor an NP-hardness proof.

One might try to extend the positive result obtained for orthogonally convex polygons

to the problem of monotone morphing for more general graphs in the plane in which all

faces are orthogonally convex. However, parallel orthogonal drawings in the plane do not

always admit a monotone morph, even when each interior face is orthogonally convex
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and the boundary of the exterior face is an orthogonally convex polygon. This is proved in

Section 4.4. The proof is constructive, and we use the unmorphable drawings devised in the

proof to construct a pair of parallel orthogonally convex polyhedra that does not admit a

monotone morph. In Chapter 5 we return to the questions of monotone morphing, proving

it to be NP-hard to decide whether two orthogonal polygons admit a parallel morph.

In Section 4.5 we study another class of morph that is related to monotone morphs.

Definition 4.1.2 A bimonotone morph is a parallel morph composed of two monotone

morphs, performed one after the other.

The morphs generated by the algorithms of Sections 3.2 and 3.3 are bimonotone. Thus

every pair of parallel simple orthogonal drawings in the plane admits a bimonotone morph.

In Section 4.5, we prove that for every pair of drawings in R
d that admits a parallel

morph, there exists a bimonotone morph between the drawings. Lower bounds on the area

requirements of monotone and bimonotone morphs are also established in this section.

Concluding remarks are made in Section 4.6.

4.2 Orthogonally-Convex Polygons

In this section, we prove the following.

Theorem 4.2.1 Every pair of parallel simple orthogonally-convex polygons with n vertices

admits a monotone morph consisting of at most n− 2 steps, where in each step we change

the lengths of exactly two edges.

Throughout the proof, let P and Q denote the input source and target polygons, re-

spectively (assumed to be orthogonally convex). Let G denote cycle graph underlying the

polygons.

Definition 4.2.1 An edge e ∈ E(G) is:

• a +-edge of P and a −-edge of Q, if e must increase in length during a monotone

morph from P to Q;

• a −-edge of P and a +-edge of Q, if e must decrease in length during a monotone

morph from P to Q; and,

• a 0-edge of both P and Q if e has the same length in both drawings, and thus remains

static in length during a monotone morph.
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Definition 4.2.2 Let ||P (e)|| denote the L2 (Euclidean) length of edge e ∈ E(G) in a

drawing P of a graph G.

Several times in the course of the proof, we use the technique of monotonically morphing

P to an intermediate polygon P ′ and Q to an intermediate polygon Q′, so that the changes

in edge lengths match the labels. That is to say, if e is a +-edge of P then

||P (e)|| ≤ ||P ′(e)|| ≤ ||Q′(e)|| ≤ ||Q(e)||.

The problem is reduced to the problem of finding a monotone morph from P ′ to Q′, because

such a morph, preceded by the morph from P to P ′, and followed by the reverse of the

morph from Q to Q′, provides a monotone morph from P to Q.

Applying this idea for the first time, we morph to alter the horizontal edges of P and Q

without changing the lengths of the vertical edges. Vertical edges are treated later. More

precisely, we morph P to P ′ and Q to Q′ so that corresponding horizontal edges of P ′ and

Q′ have the same length, corresponding vertical edges of P and P ′ have the same length,

and corresponding vertical edges of Q and Q′ have the same length.

The edges of an orthogonally convex polygon can be partitioned into four chains by

breaking the cycle of edges at the leftmost and rightmost vertical edges, and the uppermost

and lowermost horizontal edges, as shown in Figure 4.2. These chains are referred to as

upper-left, upper-right, lower-left, and lower-right, in the obvious way. Each of the four

extreme edges is considered to be part of two chains.

lower left

upper left upper right

lower right +

+

+

+
+

-
-

-+

-

0

0

0

0

Figure 4.2: The four chains, and a polygon in alternating form.

We morph to realize certain properties of these chains. In particular, a chain is positive

[negative] if all horizontal edges in it are +-edges or 0-edges [−-edges or 0-edges]; and a

chain is mixed if it contains both +- and −-edges. A polygon is in alternating form if its
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chains are alternately positive and negative. See Figure 4.2. Our monotone morph has

the following steps: (1) morph to eliminate mixed chains; (2) morph to put each polygon

in alternating form; (3) morph so that all horizontal edges are 0-edges. The morphs in

steps (1) and (2) (see Figure 4.3) strictly increase the polygon (by containment) and thus

preserve simplicity; the morphs in step (3) (see Figure 4.4) need a more careful justification

to establish that they preserve simplicity.

Lemma 4.2.1 A pair of parallel orthogonally convex polygons P and Q can be morphed

monotonically to arrive at two intermediate polygons P ′ and Q′ with no mixed chains.

Proof: Without loss of generality consider the horizontal edges of the upper-left chain

of P and Q. Suppose the chain has two edges e1 and e2, in clockwise order, with opposite

sign. In one of P or Q, e1 must be a −-edge and e2 a +-edge. Then the morph shown in

Figure 4.3 (left) is monotone (in particular, it preserves simplicity) and can be continued

until either e1 or e2 becomes a 0-edge. Repeating this process yields the result. 2

Lemma 4.2.2 A pair of parallel orthogonally convex polygons P and Q with no mixed

chains can be morphed monotonically to arrive at two intermediate polygons P ′ and Q′ in

alternating form.

Proof: Because we can morph in P or in Q (which has opposite signs) it suffices to show

how to eliminate consecutive chains with +-edges. If both top chains of P contain +-edges

then, because they are not mixed chains, the width of P must be less than the width of

Q. In this case a lower chain of P must also have a +-edge. Thus we reduce to the case

where, say, the two left chains of P contain +-edges. Then the morph shown in Figure 4.3

(right) is monotone (in particular, it preserves simplicity) and can be continued until one

edge becomes a 0-edge. Repeating this process yields the result. 2

−

+

e1

e2

+

e2

e1

+

Figure 4.3: (Left) morphing to eliminate a mixed chain, and (right) morphing to eliminate

two positive left chains.
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Lemma 4.2.3 A pair of parallel orthogonally convex polygons P and Q in alternating

form can be monotonically morphed to arrive at two intermediate polygons P ′ and Q′

whose horizontal edges are all 0-edges.

Proof: Assume (by renaming if necessary) that the upper left chain of P has a +-edge.

Thus P ’s lower left chain is a −-chain; Q’s upper left chain is −, Q’s lower left chain is +,

etc. The idea is to trade off a +-edge in P ’s upper left chain against either a −-edge in P ’s

upper right chain, or a +-edge in P ’s lower right chain; see Figure 4.4. However, we must

guard against the possibility of P ’s upper left chain colliding with the lower right chain,

and find it necessary to morph Q rather than P in some situations.

Let l+(P ) be the horizontal length of P ’s left +-chain not counting the uppermost

edge. Define l−(P ), l+(Q), and l−(Q) for the other left chains analogously. Note that

l+(P ) ≤ l−(Q) and l+(Q) ≤ l−(P ), since these are corresponding chains that must be

morphed into each other.

Claim 4.2.1 For either P or Q, it must be that l− > l+.

Proof: To the contrary, assume that l−(P ) ≤ l+(P ) and l−(Q) ≤ l+(Q). Then,

l−(P ) ≤ l+(P ) ≤ l−(Q) ≤ l+(Q) ≤ l−(P )

so all left chains are equal. However, since l+(P ) = l−(Q) = l−(P ) = l+(Q) and no chains

are mixed, it must be that all horizontal edges in the left chains of P and Q are 0-edges. It

follows that all horizontal edges in both P and Q are 0-edges. This contradicts the earlier

assumption that the upper left chain of P has a +-edge. 2

Finally, observe that if l−(P ) > l+(P ) then the morphs shown in Figure 4.4 preserve

simplicity, where a +-edge in the upper-left chain of P is traded off against either a −-

edge in the upper-right chain of P , or a +-edge in the lower right chain of P . (If instead

l−(Q) > l+(Q), then similar morphs in Q preserve simplicity.)

During this morph, the lower left chain cannot collide with the upper right chain since

the edges in the upper right chain move strictly rightward, while those in the lower left

chain remain stationary. In P , all edges in the upper left chain lie strictly to the left of

the edges in the lower right chain. Therefore, the +-edge in the upper left chain can be

extended without collision until either it becomes a 0-edge, or l−(P ) = l+(P ). However, if

l−(P ) = l+(P ) then as shown in Claim 4.2.1, all horizontal edges must be 0-edges. 2

This completes the description of the monotone morph between two parallel orthogo-

nally convex polygons. To complete the proof, it remains to analyze the number of steps

involved in the morph.
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+ − +

+

Figure 4.4: Morphing to trade-off a +-edge in the upper left chain against an edge of the

right chain.

The number of steps needed to morph horizontal edges is at most the number of horizon-

tal edges minus one (i.e., n/2− 1), since with every step we convert at least one horizontal

edge labeled + or − into an edge labeled 0 (this happens at most once per edge). In the

final step, exactly two horizontal edges are labeled 0. Repeating the same argument for the

vertical edges, we see that we can morph any orthogonally convex polygon monotonically

with at most n − 2 steps.

4.3 Vertically Convex polygons

In this section, we discuss the possibility of computing monotone morphs for another class

of orthogonal polygons.

Definition 4.3.1 A polygon in the plane is said to be vertically convex1 if every vertical

line intersects the closed interior of the polygon in either an empty set, or a closed line

segment.

Every orthogonally convex polygon is also vertically convex. We define horizontally

convex polygons analogously.

It is not difficult to construct pairs of vertically convex polygons that do not admit a

monotone morph; recall Figure 4.1 for example. Throughout a monotone morph between

these two polygons, each vertical edge must remain static in length. So clearly, no monotone

morph is possible.

For some pairs of parallel vertically convex polygons, the order in which we change

edge lengths is critical to maintaining edge monotonicity. Figure 4.5 illustrates a monotone

1Vertically convex polygons are normally called x-monotone.
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Figure 4.5: Intermediate drawings of a monotone morph between two vertically convex

polygons.
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Figure 4.6: A monotone morph that takes each vertical edge to its target length—there is

no way to morph to the target drawing using a monotone morph.

morph between two vertically convex polygons. This monotone morph is composed of a

sequence of three linear morphs. The labels + and − in each drawing of this figure indicate

how edges must change as we go from the source (1) to the target (4). The 0-edges are

unlabeled. For each drawing, the highlighted edges are the ones that change as we go to

the next drawing in the sequence.

In the first linear morph, two vertical edges shorten to their target lengths. In the second

linear morph, two horizontal edges lengthen and two shorten to their target lengths. In

the final linear morph to the target, two vertical edges shorten.

Now, let us consider a different morph between the same source and target drawings.

Without altering horizontal coordinates of the vertices, morph the source drawing so that

all vertices have their target vertical coordinates; see Figure 4.6. Following this morph, all

vertical edges are at their target lengths. However, from this drawing no parallel morph

will take us the rest of the way to the target without altering lengths of the vertical edges.

This example illustrates why computing a monotone morph between a pair of vertically

convex polygons is more difficult than for orthogonally convex polygons. If we choose to

change edge lengths in the wrong order, we can get stuck. We leave it as an open problem:
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Figure 4.7: Parallel orthogonal drawings of a graph that do not admit a monotone morph;

each interior face is an orthogonally convex polygon.

does there exist an efficient algorithm to decide whether a given pair of vertically convex

polygons admits a monotone morph?

4.4 Drawings with Orthogonally Convex Faces

In Section 4.2 we proved that every pair of parallel orthogonally convex polygons admits

a monotone morph. A natural generalization of this is to drawings of graphs in which all

faces are bounded by orthogonally convex polygons. We prove below that not all such

drawings will admit a parallel morph. The pair of unmorphable drawings we describe can

be used to prove that not all pairs of parallel orthogonally convex polyhedra will admit a

parallel morph.

Theorem 4.4.1 There exists a pair of parallel drawings that does not admit a monotone

morph, such that, in both drawings:

1. the boundary of each interior face is an orthogonally convex polygon; and,

2. the boundary of the union of the interior faces is an orthogonally convex polygon.

Proof: Consider the pair of parallel drawings shown in Figure 4.7. The shading on the

faces is to aid the reader in distinguishing between the faces. It is easy to verify that these

drawings are parallel and have the two necessary orthogonal convexity properties. It is

established below that this pair of drawings does not admit a monotone morph.
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Figure 4.8: Region R cannot contain all of w1, . . . , w4.

Let P be the left drawing of Figure 4.7 and let Q be the right drawing. Notice that every

edge of the darkly shaded central face has the same length in both P and Q. Assume—for

a proof by contradiction—that there exists a monotone morph M from P to Q.

In both P and Q the vertices w1, . . . , w4 form the corners of a square—the edges of this

square do not appear in the drawings. The side-length of the square is the same in both

P and Q. Let α denote this common side-length. For all i, j ∈ {1, . . . , 4},

||P (ui), P (vi)||2 = ||P (uj), P (vj)||2 = ||Q(ui), Q(vi)||2 = ||Q(uj), Q(vj)||2.

Let β denote this distance. From Figure 4.7, it is clear that α > β.

If an edge has equal lengths in P and Q, then this edge must remain of constant length

throughout M . For every pair ui, vi there exists a path of four collinear vertices between

ui and vi, such that every edge in the path has equal lengths in both P and Q. Therefore,

the relative coordinates of each pair ui, vi remains constant throughout M . By similar

reasoning, the relative coordinates of each pair wi, wj remains constant throughout M .

Since u1 lies to the right of v3 in P and to the left of v3 in Q, there exists some t1 ∈ [0, 1]

such that u1 and v3 have equal horizontal coordinates in M(t1). Also, v1 and u3 have equal

horizontal coordinates in M(t1).

Let R denote the set of all points of the plane that lie outside of the open exterior face

of M(t1). Region R can be described as the union of three rectangles (see Figure 4.8): a

central rectangle of width β, and two rectangles of height β attached as shown on either

side of the central rectangle. By definition, R must contain the four vertices w1, . . . , w4

as located in M(t1). However, since α > β, it is clear that R cannot contain all of these

vertices at once. Contradiction. 2
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Figure 4.9: A pair of orthogonally convex polyhedra that does not admit a parallel morph.

Corollary 4.4.2 There exist pairs of parallel orthogonally convex polyhedra that do not

admit a parallel morph.

Proof: We use the drawings from Figure 4.7 (assume that these lie in the x-y plane)

to construct a pair of parallel, orthogonally convex polyhedra in x-y-z space that do not

admit a monotone morph.

Generate a polyhedron from each drawing. Each face of one of the two drawings in the

x-y plane becomes a face of a polyhedron, such that this face lies in a plane perpendicular

to the z-axis. The x-y coordinates of each vertex of a polyhedron are equal to the x-y

coordinates of some vertex of the corresponding drawing; see Figure 4.9.

In each polyhedron, the darkly shaded central face in the generating drawing has the

highest z-coordinate. The lightly shaded faces are the second highest, and the unshaded

faces are lowest. The polyhedra are orthogonally convex, and every face is bounded by an

orthogonally convex polygon.

It is clear that if these polyhedra admit a monotone morph, then so do the drawings of

Figure 4.7. Hence, no monotone morph exists between the two polyhedra. 2

Although the parallel polyhedra described in Corollary 4.4.1 do not admit a monotone

morph, it is not difficult to see that they will admit a parallel morph. What is more

surprising is that not all pairs of parallel orthogonally convex polyhedra admit a parallel

morph. We establish this in Chapter 6.

126



4.5 Bimonotone Morphing

As we have seen so far in this chapter, restricting parallel morphs to have monotonically

changing edge lengths severely limits the class of morphable drawings. If we weaken this

restriction to allow parallel morphs that are composed of a sequence of two monotone

morphs, then we can morph between every pair of parallel simple orthogonal drawings in

the plane (Theorem 3.2.1, page 58) and between every pair of polygons that are parallel

with a third, star-shaped polygon (Corollary 2.3.2, page 48). In the introduction to the

present chapter, we defined such a morph as bimonotone.

In this section, we prove that every pair of drawings that admits a parallel morph will

admit a morph that is bimonotone. We then discuss lower bounds on the area requirements

of bimonotone morphs.

Let us identify special classes of monotone and bimonotone morphs that will be of

interest to us in this section. Within these special classes, we are able to prove lower

bounds on area requirements of a bimonotone morph, while we have been unable to do so

for bimonotone morphs in general.

Definition 4.5.1 A (+)-morph is a monotone morph in which every edge is non-decreasing

in length throughout the morph. A (−)-morph is defined analogously.

Definition 4.5.2 A (+,−)-morph is a parallel morph composed of a (+)-morph followed

by a (−)-morph. A (−, +)-morph is defined analogously.

In Section 4.5.1 we prove that every pair of drawings that admits a parallel morph will

also admit both a (+,−)-morph and a (−, +)-morph. In Section 4.5.2 we establish expo-

nential worst-case lower bounds on the area of intermediate drawings of (+,−)-morphs.

4.5.1 On the existence of bimonotone morphs

Theorem 4.5.1 If there exists a parallel morph from a drawing P in R
d to a parallel

drawing Q, then there exists both a (+,−)-morph and a (−, +)-morph from P to Q.

Proof: Let M denote a parallel morph from P to Q, and let G denote the graph

underlying both drawings. We prove only the existence of a (+,−)-morph from P to Q.

The existence of a (−, +)-morph can be established similarly.

We generate a (+,−)-morph M ′ from M by scaling up each intermediate drawing of

M by an amount sufficiently large that every edge is at least as long in M ′(t) as it is in
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M(t), for all t ∈ [0, 1]. This is a (+)-morph. To complete the (+,−)-morph to Q, compose

M ′ with a scaling from M ′(1) to Q.

To generate M ′, define a function f such that for all t ∈ [0, 1],

f(t) = max
{u,v}∈E(G)

(

supt0∈[0,t] ||M(t0; u, v)||
||M(t; u, v)||

)

.

Next, define M ′ as the morph of G such that, for all t ∈ [0, 1] and v ∈ V ,

M ′(t; v) = f(t) · M(t; v).

We must prove that M ′ is a (+)-morph, such that M ′(1) is a scaling up of Q. Since

vertices follow continuous paths in M , each edge of G changes length continuously over

time. It follows that f is continuous. Thus, each vertex follows a continuous path in M ′.

So, M ′ is a morph of G.

For all t ∈ [0, 1], M ′(t) is a scaling of M(t), so it is simple and parallel with P and Q.

Therefore, M ′ is a parallel morph.

Observe that, for all t1 < t2 where t1, t2 ∈ [0, 1],

||M ′(t2; u, v)|| ≥ ||M(t2; u, v)||
(

supt0∈[0,t2] ||M(t0; u, v)||
||M(t2; u, v)||

)

≥ ||M(t1; u, v)||
(

supt0∈[0,t1] ||M(t0; u, v)||
||M(t1; u, v)||

)

= ||M ′(t1; u, v)||.

Therefore, M ′ is a (+)-morph. 2

4.5.2 Area requirements of a bimonotone morph

The area of a drawing in the plane is defined as the area contained in the smallest axis-

aligned bounding box that contains the drawing (Definition 1.3.10, page 17).

Below, we prove that, for any given n, there exists a pair of parallel orthogonal

drawings—described in terms of their vertex orderings instead of vertex coordinates—

each with n vertices, such that there exists a (+)-morph from the source to the target if

and only if the area of the target is exponentially larger in n than than the area of the

source.

Since a (+)-morph in reverse is a (−)-morph, the above result implies that there exists

a pair of drawings such that a (−)-morph exists between them if and only if the area of

the target is exponentially smaller in n than the area of the source.
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(a) (b)

Figure 4.10: Left: boxed spirals with spirals entwined. Right: boxed spirals with spirals

untwined.

We use these results to prove exponential lower bounds on the areas of intermediate

drawings of various bimonotone morphs, include (+,−)-morphs.

Define a boxed spiral as an orthogonal drawing in the plane that consists of a box

(rectangle) inside of which is a spiral that is affixed to the box at one of the end-vertices

of the spiral. Multiple spirals can be contained in the same box. Figure 4.10 illustrates

a pair of parallel orthogonal drawings, each of which is a pair of boxed spirals sharing a

common box: in Figure 4.10 (left) the spirals are entwined and in Figure 4.10 (right) the

spirals untwined.

Each of the spirals shown in Figure 4.10 has a total of twelve vertices (this includes the

vertices connecting the spirals to the bounding rectangle). It is clear that for any positive

integer k, we can generate a pair of boxed spirals in where each spiral contains k vertices.

The total number of vertices in such a drawing is n = 2k + 4.

Lemma 4.5.1 Let P be a drawing of a pair of entwined boxed spirals of k vertices, each

of which has integer coordinates, and with area (k2). Let Q be a drawing parallel with P ,

but with the spirals untwined. If there exists a (+)-morph from P to Q, then the area of Q

is 2Ω(k).

Proof: Let M be a (+)-morph from P to Q. Let G denote the graph underlying P and

Q, where u0, . . . , uk ∈ V(G) and v0, . . . , vk ∈ V(G) denote the vertices of each of the two

spirals, listed in order starting with the vertices u0, v0 that are incident with the box.

Each spiral induces a hierarchy of nested axis-aligned boxes: for every i ∈ {4, . . . , k} and

t ∈ [0, 1], let Bv
i (t) denote the axis-aligned box with corners at M(t; vi−1), M(t; vi−2), M(t; vi−3),

and the point at which the line containing M(t; vi) and M(t; vi−1) intersects the line con-

taining M(t; vi−3) and M(t; vi−4); see Figure 4.11. Define Bu
i (t) similarly. We will some-
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Figure 4.11: Left: Bu
i and Bv

i intersect, and Bv
i−1 contains Bu

i . Right: the interiors of Bu
i

and Bv
i are disjoint, but Bv

i−1 still contains Bu
i .

times use the notation Bv
i without the parameter t to refer to a box over all times during

the morph.

The nested boxes of each spiral in P remain nested in all drawings that are parallel

with P—i.e. at all times t ∈ [0, 1], Bu
i ⊂ Bu

i−1 and Bv
i ⊂ Bv

i−1. This is because the spirals

are anchored on the outer box.

When two spirals are entwined (as in P ) each nested box of one spiral intersects at

least one nested box of the other spiral. When the spirals are untwined (as in Q) two

boxes belonging to different spirals are pairwise disjoint. That is to say, for all pairs

i, j ∈ {4, . . . , k}, Bu
i (0) intersects Bv

j (0), while Bu
i (1) is disjoint from Bv

j (1).

Since the nested boxes of each spiral retain their nested structure throughout M , if for

some t ∈ [0, 1] two boxes Bu
i (t) and Bv

i (t) intersect, then the enclosing boxes (if they exist)

Bu
i−1(t) and Bv

i−1(t) must also intersect. So, fix a sequence 0 ≤ tn ≤ tn−1 ≤ . . . ≤ t4 ≤ 1

such for each i, Bu
i becomes disjoint from Bv

i at time ti.

Observe that for every i ∈ {5, . . . , k}, at time ti boxes Bu
i and Bv

i are disjoint, but

Bu
i−1 contains Bv

i , and Bv
i−1 contains Bu

i ; see Fig. 4.11 (left and right). Therefore, in a

(+)-morph from P ,

Area(Bu
i−1(ti−1)) ≥ Area(Bu

i−1(ti)) ≥ Area(Bu
i (ti)) + Area(Bv

i (ti))

and

Area(Bv
i−1(ti−1)) ≥ Area(Bv

i−1(ti)) ≥ Area(Bu
i (ti)) + Area(Bv

i (ti))

where Area(B) denotes the area of a box B. Since P is embedded on a unit grid,

Area(Bu
k (0)) ≥ 1 and Area(Bu

k (0)) ≥ 1. Therefore, the area of each of Bu
4 (t4) and Bv

4(t4)

is 2Ω(k). 2
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d
c
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Figure 4.12: Any (+,−)-morph that untwined b and c, and entwined a and d, must have

an edge of exponential length.

A (+)-morph run in reverse is a (−)-morph. If we exchange the source and target

drawings devised in above proof, instead of untwining a pair of boxed spirals we must

entwine a pair of untwined spirals. The following lemma is obtained thereby.

Lemma 4.5.2 Let Q be a drawing of a pair of entwined boxed spirals of k vertices, each of

which lies at integer coordinates, and with area that is at most O(k2). Let P be a drawing

parallel with Q, but with the spirals untwined. If there exists a (−)-morph from P to Q,

then P has area that is 2Ω(k).

Theorem 4.5.2 For any integer n ≥ 4, there exists a pair of simple parallel orthogonal

drawings in the plane, such that both drawings have n2 area, and every parallel morph from

source to target that is composed of a (+)-morph followed by a single scaling operation has

an intermediate drawing with area 2Ω(n).

Proof: For the source drawing, we use a pair of entwined boxed spirals; and for the target,

we have the spirals untwined. Since the drawings are orthogonal and have n vertices, in

each drawing every vertex can be located at integer coordinates such that the drawing has

area n2 (recall our discussion in Section 3.6).

Each spiral has ⌊(n − 4)/2⌋ = Ω(n) vertices. By Lemma 4.5.1, any (+)-morph that

untwines the spirals must terminate with a drawing whose area is 2Ω(n). Therefore, in any

parallel morph that is a (+)-morph followed by a scaling, there must be an intermediate

drawing of the morph that has this area. 2

We can obtain a similar exponential decrease in area for parallel morphs composed of a

(−)-morph followed by a scaling. Let us consider worst-case area bounds for intermediate

drawings of (+,−)-morphs.
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Theorem 4.5.3 For any positive integer n there exists a pair of parallel orthogonal draw-

ings in the plane with n vertices, such that all vertices lie at integer coordinates and both

drawings have n2 area, and such that in any (+,−)-morph between the drawings, there

exists an intermediate drawing with area that is 2Ω(n).

Proof: Examine the orthogonal drawing consisting of four boxed spirals a, b, c and d

shown in Fig. 4.12. Spirals b and c are entwined and spirals a and d are untwined. Call

this drawing P . We assume that P is drawn on a unit grid with n2 area, where n is the

number of vertices. The number of vertices contained in each spiral is ⌊(n− 4)/4⌋ = Ω(n).

Now, imagine a drawing Q that is parallel with P , except that spirals a and d are

entwined while b and c are untwined. Assume that Q is also on the unit grid with area n2.

In any parallel morph from P to Q we cannot begin to entwine a and d until b and c

are untwined. More precisely, in every simple drawing that is parallel with P and Q the

nested boxes (as defined in the proof of Lemma 4.5.1) induced by spirals a and d must

remain disjoint unless all nested boxes induced by b and c become disjoint.

Let M be a (+,−)-morph from P to Q. Let t0 ∈ [0, 1] denote the time at which in M ,

nested boxes of a and d change from being pairwise disjoint, to having intersection. Let

t1 ∈ [0, 1] be the time at which M switches from (+)-morph to (−)-morph.

If t0 ≤ t1, then the spirals b and c have become untwined using a (+)-morph. By

Lemma 4.5.1 there exists an intermediate drawing of M with area that is 2Ω(n). On the

other hand, if t0 > t1, then spirals a and d must be entwined using a (−)-morph. By

Lemma 4.5.2 some intermediate drawing of the (+,−)-morph has area that is 2Ω(n). 2

We have been unable to produce a construction that leads to an exponential change

in the area of intermediate drawings of (−, +)-morphs. We note that this is not implied

by Theorem 4.5.3 since a (+,−)-morph in reverse is again a (+,−)-morph. We leave it

as an open problem to determine whether (−, +)-morphs exhibit exponential growth or

shrinkage.

4.6 Conclusion

In this chapter, we have considered parallel morphs with the added constraint that edges

are limited in the number of times in which they may grow and then shrink.

We first introduced monotone morphs, in which each edge may be either non-decreasing

or non-increasing in length throughout the morph. When we restrict ourselves to monotone

morphs, the class of drawings that can be morphed is severely limited. We are able to prove
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that orthogonally convex polygons always morph in this context, but that even for vertically

convex polygons, the problem of deciding whether or not a monotone morph exists does

not seem to be straightforward. In the next chapter, we prove that deciding monotone

morphability for orthogonal polygons is NP-hard.

On the other hand, every pair of drawings that admits a parallel morph will admit a

bimonotone morph. Bimonotone morphs that consist of a (+)-morph followed by a (−)-

morph will, in the worst case, have intermediate drawings that are exponentially larger in

area than source and target, even when we limit our attention to orthogonal drawings in

the plane. To animate such a morph, it is likely that we will be forced to either display

only a portion of the entire drawing at one time or else scale intermediate drawings down,

and thereby lose details of the drawing due to the fixed resolution of the display device.

From the point of view of graph visualization, is it desirable that edges change length

monotonically? Do there exist efficient algorithms that generate parallel morphs of or-

thogonal drawings in the plane and achieve some sort of balance between edge-length

monotonicity and area requirements? We leave these as problems for future research.

133



Chapter 5

NP-Hardness of Morphing in the

Plane

5.1 Introduction

In this chapter, we establish NP-hardness for three problems related to parallel morphing

in the plane. First, in Section 5.2 we prove it to be NP-hard to decide whether there exists

a parallel morph between two orthogonal polygons when we are given a subset of edges

that have equal lengths in both the source and target polygons, and require that during

the morph these edges remain static in length. Besides being an interesting result on its

own, this result is useful to subsequent NP-hardness proofs in this chapter.

In Section 5.3 we prove that monotone morphing is NP-hard by modifying the hardness

proof for the problem of morphing with static edges. Finally, in Section 5.4 we prove that

to decide whether there exists a parallel morph between a pair of parallel simple (non-

orthogonal) drawings in the plane is NP-hard. This is established with a reduction from

the problem of deciding parallel morphability with static edges.

5.2 Orthogonal Polygons with Static Edges

Let P and Q be parallel orthogonal polygons. For each edge of the underlying graph, each

edge is labeled as being either ‘elastic’ or ‘static’. A parallel morph from P to Q respects

the static edges if each static edge remains unchanged in length throughout the morph. We

are not restricting to monotone morphs here, so the elastic edges may change arbitrarily

in length, though they may not shrink to zero length. Clearly, every static edge must have

the same length in both P and Q for there to exist a morph.
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Figure 5.1: The source polygon, P . Elastic edges are drawn with heavy lines.

Theorem 5.2.1 Given parallel, orthogonal polygons P and Q and a labeling of each edge

as either elastic or static, it is NP-hard to decide whether P and Q admit a parallel morph

from P to Q that respects the static edges.

We reduce from Boolean Satisfiability [29]: given a CNF-boolean expression φ with m

clauses c1, . . . , cm, over n variables x1, . . . , xn, can the variables be assigned a value (True

or False) in a way that satisfies φ? Without loss of generality, assume that not both a

variable and its negation appear in a clause of φ. We construct parallel orthogonal polygons

P, Q with an edge labeling such that a parallel morph with static edges exists if and only

if φ is satisfiable.

5.2.1 The construction.

We illustrate our construction with an example. Suppose that φ has three clauses: c1 =

x1 ∨ x2 ∨ x4, c2 = x2 ∨ x3 ∨ x4 and c3 = x1 ∨ x3 ∨ x4. For this input, construct the

parallel polygons P and Q shown in Figures 5.1 and 5.2. The interiors of the polygons are

shaded. Elastic edges are drawn with heavy lines. All other edges (on the boundary of

each polygon) are static.

In this construction, both P and Q consist of an array of blocks surrounded on three

sides by a rigid frame. The comb-like portion of P and Q attached to the frame by vertical

elastic edges is called the clause comb. The two polygons differ only in the lengths of the

elastic edges connecting the clause comb to the frame: to morph from P to Q these edges
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Figure 5.2: The target polygon, Q, in which the clause comb has moved downward.

(c)(a) (d)(b) (e)

Figure 5.3: The basic block types used in the construction.

must contract (from length 8 + ǫ to length ǫ), thereby moving the clause comb downward

with respect to the frame.

In P , vertical movement of the clause comb is hampered by blocks protruding into

indentations in the clause comb. In any morph from P to Q every one of these blocks must

be in a retracted state (i.e. moved rightward, out of its indentation) simultaneously. Only

then, the clause comb is free to move downward. After moving the clause comb downward,

the blocks must return to their original positions to arrive at Q.

Consider the blocks used in the construction; see Figure 5.3. Fix some small positive

value ǫ = (4n + 100)−1. Ignoring the vertical edges that connect a block to blocks above

or below it, the dimensions of blocks of type (a), (c) and (d) are (4 − ǫ) × (4 − ǫ). The

dimensions of (b) are (4 − ǫ) × (2 − ǫ). Type (e) has dimensions (8 − ǫ) × (4 − ǫ).

There are 2n + 1 columns of blocks, and 2m rows. Beginning at the leftmost col-

umn, denote the columns C1, . . . , C2n+1; beginning with the lowest row, denote the rows

R1, . . . , R2m. Each block is connected by two vertical edges—spaced ǫ apart—to the block

below it, except for the blocks in R1 which are connected to the frame. The horizontal

gap between each block and its neighbor to the right is of size ǫ. A horizontal gap of size ǫ
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appears between each block in the rightmost column C2n+1 and the inner wall of the frame.

The vertical gap between the inner wall of the frame and every block in the highest row

R2m and in odd-numbered columns is also of size ǫ.

Even-numbered columns (i.e. C2, C4, C6, . . .) correspond to the variables that appear

in φ. These columns are attached to the frame by vertical elastic edges of length 1 + ǫ,

allowing blocks in a column to move vertically with respect to the frame. Blocks in odd-

numbered columns (i.e. C1, C3, C5, . . .) are attached to the frame by static edges of length

ǫ, and are allowed only very limited vertical movement (using elastic edges of neighboring

columns).

Even-numbered rows (i.e. R2, R4, R6, . . .) correspond to the clauses of φ. Notice that

only even-numbered rows contain blocks that protrude into the clause comb. All blocks in

odd-numbered rows (i.e. R1, R3, R5, . . .) have horizontal elastic edges that allow the blocks

in even-numbered rows to move horizontally with respect to the frame.

Blocks in the odd-numbered columns serve to mate the variable-columns to the clause-

rows as follows: let x and c be a variable and a clause of φ, respectively. Let Ci be the

(even-numbered) column that corresponds to x and let Rj be the (even-numbered) row

that corresponds to c. If x does not appear in c then, in position (Ci+1, Rj) of the block

array, place a block of type (a) (recall Figure 5.3). Otherwise, if the literal x appears in

c place a block of type (c) at this location, and if literal x appears in c use a block of

type (d). The blocks to appear at other locations of the block array follow the pattern

illustrated in Figures 5.1 and 5.2.

We construct the clause comb such that in P and Q there is a 1 − ǫ overlap—with

respect to the horizontal axis—between the clause comb and the blocks that protrude into

the clause comb.

5.2.2 When the expression is satisfiable.

Suppose that φ is satisfiable. Fix a particular satisfying assignment for φ. To establish

that there exists a parallel morph from P to Q that respects the static edges, we begin

morphing in P by moving some of the even-numbered columns upward and moving others

downward. The direction moved by each of these columns is determined by the values of

the variables in the satisfying assignment of φ.

For a variable x that corresponds to column Ci, if x is True in the satisfying assignment,

move the column downward, shrinking the elastic edges that connect Ci to the frame to

length ǫ. If x is False, then move the column upward by expanding these elastic edges to

length 2 + ǫ. Figure 5.4 shows a drawing in which the columns in P corresponding to x2
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Figure 5.4: The columns of x2 and x3 have moved up, and those of x1 and x4 have moved

down, corresponding to x2 and x3 False, and, x1 and x4 True.

and x3 have moved upward, i.e. the variables are False. The columns that correspond to

x1 and x4 have moved downward, i.e. the variables are True.

Let column Ci correspond to variable x and row Rj correspond to clause c. Suppose

that Ci is in the down (True) position and x is in c, then the block in position (Ci, Rj)

can slide rightward part-way into the block in position (Ci+1, Rj). Likewise, if column Ci is

in the up (False) position and x is in c, the block in position (Ci, Rj) can slide rightward

part-way into the block in position (Ci+1, Rj). In either case, it is possible for the block

at position (Ci, Rj) to move rightward by at least unit distance. The blocks in row Rj to

the left of Ci now have room to move rightward by this same amount. This is illustrated

in Figure 5.5.

Recall that there is a unit overlap—with respect to the horizontal axis—between the

clause comb and the blocks that protrude into the clause comb. Clearly, if φ is satisfiable

then the variable columns of P can be morphed to correspond to a satisfying assignment.

This satisfying assignment allows the clause comb to move downward. The movements of

the blocks can then be reversed, returning the blocks to their original positions, resulting

in Q (recall Figure 5.2).

5.2.3 When P and Q admit a morph.

Let M be a parallel morph from P to Q that respects the static edges, such that M(0) = P

and M(1) = Q. We prove that for some intermediate polygon of M the variable columns
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Figure 5.5: The assignment is satisfying. In each even row there is a space to push a block

into a neighboring block, allowing all blocks to be withdrawn from the clause comb, which

is now free to move.

correspond to a satisfying assignment of φ.

Lemma 5.2.1 Let v1, v2 be two vertices of P such that no horizontal (respectively, vertical)

elastic edges are encountered in at least one of the two possible traversals of the boundary

of P from v1 to v2, i.e. going either clockwise or counterclockwise. Morph M must keep v1

and v2 a constant horizontal (respectively, vertical) distance apart.

Proof: Trivial. 2

The outer wall of the frame—that is, edges encountered in a clockwise traversal from v

to w in Figure 5.1—contains neither horizontal nor vertical elastic edges and is therefore

completely rigid. We find it convenient to fix the coordinates of v. In the remainder of this

section, we describe the motions of components of our construction relative to the fixed

coordinates of v.

For a given column of the block array, call the two vertices that connect the column

to the frame the anchor vertices, e.g. in Figure 5.1, u is an anchor vertex of C1. For each

column there is both a left anchor vertex and a right anchor vertex. Likewise, the clause

comb has left and right anchor vertices.

Define the height of a column as difference between the vertical coordinate of the highest

vertex in the column, and the lowest vertical coordinate of a vertex of the drawing. Define

the height of the clause comb likewise.
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In every column, when traversing the boundary of P clockwise from the left anchor

vertex to the right anchor vertex, no vertical elastic edge is encountered. Thus, by

Lemma 5.2.1, as the height of a column changes the vertical coordinate of each vertex

in the column changes by the same amount. Observe that a block in an even-numbered

row can shrink with respect to the horizontal axis when the gap between the vertical edges

connecting it to blocks above and below it collapses. Since every pair of vertices in a col-

umn remain a constant vertical distance from each other, no block in an even-numbered

row may shrink with respect to the horizontal axis by more than ǫ.

To limit the movements of blocks in the block array we make the frame very thin:

construct the frame so that every point on the inner wall of the frame is within distance ǫ

of a point on the outer wall. In regions of (unit) horizontal overlap between a block and

the clause comb, build the clause comb so that there is a vertical gap of size ǫ between

that block and the clause comb. Finally, locate v and w (Figure 5.1) so that the horizontal

coordinate of v is 1 + 3ǫ to the right of the horizontal coordinate of w.

Lemma 5.2.2 Morph M must have some intermediate drawing M(t), t ∈ [0, 1] in which

all blocks are simultaneously in a retracted state.

Proof: (By contradiction.) Assume that throughout M at least one block of C1 protrudes

into the clause comb at all times. To morph from M(0) to M(1) the height of the clause

comb must decrease by 8 units. However, while a block of C1 protrudes into the clause

comb, the height of the clause comb cannot change by more than ǫ relative to the height

of C1—recall the ǫ-sized vertical gap between the clause comb and blocks protruding into

the clause comb.

Let u be the left anchor vertex of C1; see Figure 5.1. There are no horizontal elastic

edges between u and v in a counterclockwise traversal from u to v. Thus, by Lemma 5.2.1, u

cannot move horizontally. Notice, u cannot move downward more than distance ǫ without

intersecting the edge that bounds the frame below. Therefore, the height of C1 does not

decrease by more than ǫ. Thus, while some block of C1 protrudes into the clause comb,

the height of the clause comb does not decrease by more than 2ǫ < 8. Contradiction. 2

Let t0 ∈ [0, 1] be the instant at which, in morph M , all blocks are simultaneously

retracted from the clause comb for the first time. Below, we prove that the heights of the

columns in M(t0) correspond to a satisfying assignment of φ.

Lemma 5.2.3 For all t ∈ [0, t0], each odd-numbered column in M(t) is within ǫ of its

original height and each even-numbered column is within 1 + 2ǫ of its original height.

140



Proof: Above, we proved that throughout M the height of C1 does not decrease by

more than ǫ. The remaining columns have anchor vertices that reside between the anchor

vertices of C1 and the right wall of the frame. Clearly, these anchor vertices also cannot

move downward by more than ǫ. Hence, the heights of the odd-numbered columns cannot

decrease by more than ǫ. For even-numbered columns, the vertical elastic edges allow

the height of the columns to be reduced by up to an additional 1 + ǫ. Therefore, no

even-numbered column can decrease height by more than 1 + 2ǫ.

It remains to prove that columns are bounded from above. In P , the height of each

column is less than the vertical coordinate of v. We will prove that this must hold also

in M up to time t0. Observe, the only way that a column may rise above v is through

the gap between v and the portion of the clause comb to the left of v. However, until the

clause comb descends the size of this gap does not exceed 1+3ǫ, i.e. the horizontal distance

between u and w. Throughout M blocks in the even-numbered rows (including the highest

row R2m) are at least of dimensions (4− 2ǫ)× (4− ǫ), and so will not fit through the gap.

We conclude that for all M(t), t ∈ [0, t0] no column is higher than v; upward movement of

odd-numbered columns is bounded by ǫ, and 1 + ǫ for even-numbered columns. 2

Consider the two blocks that reside in the odd-numbered columns Ci−1 and Ci+1 and

an even-numbered row Rj . These two blocks are of type (a), (c) or (d); recall Figure 5.3.

In every intermediate drawing of M up to time t0, each vertex of these blocks has a vertical

coordinate that is within ǫ of its vertical coordinate in P . From the shape of the blocks,

it is not difficult to see that the block at (Ci+1, Rj) lies strictly to the right of the block at

(Ci−1, Rj) until time t0. Between these two, the block at (Ci, Rj)—of type (b)—lies strictly

to the right of (Ci−1, Rj) until time t0. However, it may have horizontal overlap with the

block at (Ci+1, Rj).

Let x be the literal that corresponds to Ci and let c be the clause that corresponds to

Rj . If the block at (Ci+1, Rj) is of type (a) then there can be no horizontal overlap with the

block at (Ci, Rj). Suppose there is a horizontal overlap between these two blocks. If the

block at (Ci+1, Rj) is of type (b) then the height of Ci must have increased with respect to

its position in P—setting x to False—and if it is of type (d) the height of Ci must have

decreased—setting x to True.

Let Rj1 , . . . , Rjk
denote the even-numbered rows in which a block of Ci overlaps with

a block of Ci+1 in M(t0). There must be a single block type—either (c) or (d)—in all

positions (Ci+1, Rj), where j = j1, . . . , jk. Hence by our construction, M(t0) cannot have

overlaps between blocks of Ci—corresponding to x—and blocks in both: (1) rows that

correspond to clauses containing x, and (2) rows that correspond to clauses containing x.
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Lemma 5.2.4 In M(t0) each even-numbered row of the block array must contain at least

two blocks that overlap with respect to the horizontal axis.

Proof: (By contradiction.) Assume that in M(t0) no two blocks of Rj overlap with

respect to the horizontal axis (where j is even). To morph from P to M(t0) the leftmost

vertical edge e of the block at (C1, Rj) must move rightward by at least unit distance.

Recall, no block in an even-numbered row can shrink with respect to the horizontal axis by

more than ǫ. The horizontal gaps between adjacent blocks in Rj—and between the frame

and the rightmost vertical edge of the rightmost block in Rj—may collapse, allowing e

to move rightward, but only by an additional ǫ per gap. After summing, the rightward

movement of e is bounded by (4n + 2)ǫ = (4n + 2)(4n + 100)−1 < 1. Contradiction. 2

Suppose that in M(t0) the block at (Ci, Rj) overlaps (horizontally) with the block at

(Ci+1, Rj), where i and j are even. This situation corresponds with an assignment to the

literal x—that corresponds to Ci—in such a way that the clause c—that corresponds with

Rj—is satisfied. By Lemma 5.2.4 every even-numbered row contains some such overlap,

hence all clauses are satisfied. We have already shown that the assignment of literals in

M(t0) is self-consistent. Therefore, M(t0) encodes a satisfying assignment of φ.

We conclude that φ is satisfiable if and only if there exists a morph from P to Q that

respects the static edges. To complete the proof of Theorem 5.2.1 it suffices to show that

P and Q can be computed in time that is polynomial with respect to the complexity of φ.

Each of P and Q consists of O(n) vertices and can be contained within a bounding square

of size length O(n). The coordinates of each vertex lie on a grid of squares of side length

ǫ = (4n + 100)−1. Therefore, any reasonable representation of the polygons requires only

O(n log n) space. Clearly, the polygons can be generated in a straightforward manner from

φ in time that is polynomial in n.

5.3 Monotone morphs of orthogonal polygons

In this section, we continue the discussion of monotone morphing that we began in Chap-

ter 4. We prove the following theorem.

Theorem 5.3.1 Given a pair of parallel simple orthogonal polygons in the plane, it is

NP-hard to decide whether they will admit a monotone morph.

To prove this theorem, we again perform a reduction from Boolean satisfiability. While

it might be possible to instead use a reduction from the problem of morphing with static
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Figure 5.6: Using two edges to simulate an elastic edge.

edges, we find it easier to prove by making a minor modification to the construction devised

in the proof of Theorem 5.2.1. The polygons in this construction have the useful property

that, if they admit a parallel morph that respects the static edges, then they admit such

a morph in which each elastic edge changes length in two monotone stages, either growing

and then shrinking, or vice versa. This behavior is simulated in a monotone morph with a

pair of collinear edges that are adjacent upon a common vertex.

Let P and Q be the parallel orthogonal polygons of graph G constructed in Section 5.2,

and let Ee ⊂ E(G) denote the set of elastic edges whose length is the same in both P and

Q, i.e. those elastic edges e ∈ E(G) for which ||P (e)|| = ||Q(e)||; recall, from Section 4.2,

the notation ||P (e)|| which denotes the length of edge e in drawing P (Definition 4.2.2,

page 119).

The set Ee includes all elastic edges except for the two that connect the clause comb

to the frame. For each edge e ∈ Ee, partition e by a vertex into two parallel incident edges

e1, e2, such that

||P (e1)|| = ||Q(e2)|| = ǫ/2

and

||P (e2)|| = ||Q(e1)|| = ||P (e)|| − ǫ/2.

See Figure 5.6. Note that this is the same ǫ as defined in Section 5.2. Call the resulting

parallel orthogonal polygons P ′ and Q′ and let G′ denote the underlying graph of these

drawings.

Observe,

||P (e)|| = ||Q(e)|| = ||P ′(e1)|| + ||P ′(e2)|| = ||Q′(e1)|| + ||Q′(e2)||.

Our aim is to prove that CNF expression φ is satisfiable if and only if P ′ and Q′ admit

a monotone morph. First, let us assume that φ is satisfiable.
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Lemma 5.3.1 If there exists a parallel morph between P and Q that respects static edges,

then there exists a monotone morph from P ′ to Q′.

Proof: In Section 5.2.2, we proved that if φ is satisfiable, then there exists a parallel

morph from P to Q that respects the static edges. Furthermore, there exists such a morph

with the following special form.

First, morph P so that odd-numbered columns have heights corresponding to a satis-

fying assignment of φ. In doing so, the vertical edges of length 1 + ǫ that connect columns

to the frame either grow to 2 + ǫ or shrink to ǫ. Next, some subset of the blocks slide

rightward distance 1+ ǫ, thereby retracting all blocks from the clause comb. All horizontal

elastic edges are initially length 2 − ǫ; the horizontal motion can be done by shrinking

some horizontal elastic edges by 1 + ǫ and increasing others by the same length. Finally,

the clause comb moves down and the motion applied to the blocks is reversed. Call this

morph M .

Clearly, there exists a parallel morph from P ′ to Q′ in which all vertices common to

G and G′ follow the same paths as in M . Let M ′ be such a morph. All edges common

to G and G′ will change length monotonically in M ′, i.e. the elastic edges connected to

the clause comb change length monotonically (by assumption) and the static edges do not

change length at all, and are thus (trivially) monotonic. We need only to consider the

edges of Ee.

Each elastic edge e ∈ Ee is simulated in P ′ and Q′ by two edges e1 and e2. For every

t ∈ [0, 1], ||M ′(t; e1)||+ ||M ′(t; e2)|| = ||M(t; e)||. From above, we have that for all e ∈ Ee,

in M edge e will either: (1) decrease to some length ≥ ǫ and then increase to length

||Q(e)||, or else (2) increase to some length ≤ 2||P (e)|| − ǫ and then decrease to length

||Q(e)||. Either of these two behaviors can be simulated with e1 and e2 in M ′, even when

we insist that e1 be non-decreasing in length and e2 be non-increasing, i.e. e1 and e2 change

monotonically. Hence, there exists a monotone morph from P ′ to Q′. 2

Now assume that φ is not satisfiable; hence, there is no parallel morph from P to Q

that respects the static edges. We must prove that there is no monotone morph from P ′

to Q′. It suffices to show that if there exists a monotone morph between P ′ and Q′ then

there exists a parallel morph between P and Q that respects static edges.

Lemma 5.3.2 If there exists a monotone morph from P ′ to Q′ then there exists a parallel

morph from P to Q that respects the static edges.

Proof: Given a monotone morph M ′ from P ′ to Q′ we can build a parallel morph M

from P to Q in which every vertex that appears in both P ′ (and Q′) and P (and Q) follows
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the same path in M as it does in M ′. By our construction, every static edge e of P (and

Q) also appears in P ′ (and Q′), and ||P ′(e)|| = ||Q′(e)||. Since M ′ is a monotone morph,

it must keep e constant in length. Hence M respects the static edges. 2

We conclude that φ is satisfiable if and only if there exists a monotone morph between

P ′ and Q′. By our construction, P ′ and Q′ can be constructed in time that is polynomial

in the complexity of φ. With that, we have proven Theorem 5.3.1.

5.4 Non-orthogonal drawings

Now let us consider general (i.e. not necessarily orthogonal) drawings in the plane. In this

section, our aim is to prove the following theorem.

Theorem 5.4.1 Given a pair of parallel simple drawings of a connected graph in the plane,

it is NP-hard to decide whether the drawings admit a parallel morph.

We reduce from the problem of deciding of morphing with static edges. Let P and Q

be parallel simple orthogonal polygons. Let G denote the underlying cycle graph, such

that each edge of G is labeled as either static or elastic. Let Es ⊆ E(G) denote the set of

static edges. Hence, for each e ∈ Es, ||P (e)|| = ||Q(e)||.
By Theorem 5.2.1, it is NP-hard to decide whether there exists a parallel morph from

P to Q in which each edge of Es remains of constant length.

Without loss of generality, assume that all vertices of P and Q have integer coordinates.

Below, we describe a polynomial time procedure to generate two drawings: P ′ and Q′ of a

graph G′. We will subsequently prove that there exists a parallel morph from P to Q that

respects the static edges if and only if there exists a parallel morph from P ′ to Q′.

Fix a small value ǫ = 1
8n

, where n = |V(G)|. For each v ∈ V(G), add to P ′ a 2ǫ × 2ǫ

square with a diagonal between its lower-left and upper-right corners, such that the four

vertices of this square are located at the four points P (v) + (±ǫ,±ǫ). We call this the

diagonalized square of v. Observe that a diagonalized square permits only translation and

scaling during a parallel morph.

For each edge {u, v} ∈ E(G), connect the diagonalized squares corresponding to u and

v in P ′; see Figure 5.7 (right). So, each elastic edge of P results in a pair of parallel

axis-aligned edges in P ′. A static edge results in these two parallel edges, plus a diagonal;

see Figure 5.7 (left).
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Figure 5.7: Left: representation of a (horizontal) static edge. Right: representation of a

(vertical) elastic edge.

Figure 5.8: Left: an orthogonal polygon P ; dashed edges are elastic and solid edges are

static. Right: the drawing P ′ that corresponds with P .

This completes drawing P ′. An example of our construction is illustrated in Figure 5.8.

We have chosen ǫ sufficiently small that P ′ is simple. A parallel drawing Q′ is constructed

from Q using an analogous procedure.

The number of vertices in V(G′) is linear in n. It is clear that P ′ and Q′ can be

computed in time that is polynomial in the complexity of P and Q.

Lemma 5.4.1 If there exists a parallel morph from P ′ to Q′, then there exists a parallel

morph from P to Q that respects the static edges.

Proof: Let M ′ denote a parallel morph from P ′ to Q′. Observe that the representation

of a a static edge of G (including the diagonalized squares) permits only translation and

scaling in M ′. The representation of an elastic edge permits the two corresponding parallel

edges to change in length. Notice that scaling a single diagonalized square requires that all

others are scaled by the same factor. Therefore, we may assume—by scaling if necessary—

that throughout M ′, each diagonalized square has side lengths equal to 2ǫ.
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Let M be the morph from P to Q in which, for every t ∈ [0, 1], each v ∈ V(G) resides

in the center of the corresponding diagonalized square of M ′(t). Morph M is a parallel

morph from P to Q that keeps each edge in Es constant in length. 2

Lemma 5.4.2 If there exists a parallel morph from P to Q that respects the static edges,

then there exists a parallel morph from P ′ to Q′.

Proof: In Lemma 5.4.4 (below) we prove that if P and Q—which have integer coordinates—

admit a parallel morph that respects the static edges, then there exists a parallel morph

between these drawings that respects the static edges and maintains a minimum feature

size of at least 1√
2n

. Let M denote such a parallel morph.

Let us construct a morph M ′, from P ′ to Q′. For all v ∈ V(G) and t ∈ [0, 1], let the

four vertices of G′ that belong to the diagonalized square corresponding v ∈ V(V ) have

their coordinates at the four points M(t) + (±ǫ,±ǫ). Clearly, M ′ keeps edges parallel. We

must also prove that M ′ maintains simplicity.

Suppose that M ′ does not maintain simplicity. Thus, there exists some t ∈ [0, 1] such

that the minimum feature size of M ′(t) is zero. For every element (i.e. vertex or edge) of

M ′(t) there exists an element of M(t) that is within at most L2 (rectilinear) distance of√
2ǫ. Hence, if the minimum feature size of M ′(t) is zero, then the minimum feature size of

M(t) is no more than 2(
√

2ǫ) =
√

2
4n

. This cannot be, since we have shown above that the

minimum feature size of M is no less than 1√
2n

= 2
√

2
4n

. Therefore, M ′ maintains simplicity

and is thus a parallel morph. 2

5.4.1 Additional lemmas

It remains to bound the minimum feature size that can be maintained in a parallel morph

with static edges. Such a bound is given in Lemma 5.4.4. First, we introduce a lemma to

be used in the proof of Lemma 5.4.4. Although this lemma is required only in the plane, we

present the lemma in the context of R
d since the result itself seems sufficiently interesting

and increases the complexity of the proof only slightly.

Lemma 5.4.3 Let P be a simple orthogonal drawing in R
d of a graph G, and let Es ⊆

E(G), such that every edge in e ∈ Es has integer length. There exists a simple orthogonal

drawing Q of G, such that:

1. P and Q are parallel, and have the same vertex ordering,
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2. for all e ∈ Es, ||P (e)|| = ||Q(e)||, and,

3. Q maps each vertex to a uniform grid in R
d with side length 1/n.

Proof: For each dimension i ∈ {1, . . . , d} and vertex v ∈ V(G), let σi(v) denote the

fractional part of Pi(v); i.e.,

σi(v) = Pi(v) − ⌊Pi(v)⌋. (5.1)

Let fi be a function that maps each value in the set {σi(v) : v ∈ V(G)} to an integer in the

set {0, . . . , n− 1} such that if σi(u) < σi(v) then fi(σi(u)) < fi(σi(v)). For each dimension

i ∈ {1, . . . , d} there are at most n unique values of σi(v). Therefore function fi exists.

Construct drawing Q such that for all v ∈ V(G),

Q(v) =

((

⌊P1(v)⌋ +
f1(σ1(v))

n

)

, . . . ,

(

⌊Pd(v)⌋ +
fd(σd(v))

n

))

. (5.2)

All vertices in Q are aligned with a d-dimensional grid composed of hypercubes of side

length 1/n. For each dimension i ∈ {1, . . . , d} the relative ordering of the vertices with

respect to dimension i is the same in Q and P . Therefore, by Observations 2.2.1 and 2.2.2

(pages 29 and 30) the two drawings are parallel and simple. It remains to prove that all

edges in Es have the same length in both drawings.

Let {u, v} ∈ Es be an arbitrary static edge, and let i ∈ {1, . . . , d} be the unique

dimension for which |Pi(u) − Pi(v)| 6= 0. The length of {u, v} in P is

z = |Pi(u) − Pi(v)|

where z is a positive integer. Since σi(u) = σi(v),

fi(σi(u)) = fi(σi(v)).

Therefore,

|Qi(u) − Qi(v)| =

∣

∣

∣

∣

(

⌊Pi(u)⌋ +
fi(σi(u))

n

)

−
(

⌊Pi(v)⌋ +
fi(σi(v))

n

)
∣

∣

∣

∣

= z, (5.3)

i.e., all edges in Es have the same length in both P and Q. 2

Lemma 5.4.4 Let P and Q be parallel simple orthogonal drawings of a graph G in the

plane, such that all vertices have integer coordinates. Let Es ⊆ E where P and Q admit a

parallel morph M that keeps edges in Es static. Then, P and Q admit such a morph that

maintains a minimum feature size of at least 1
n
√

2
.
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Proof: Without loss of generality, assume that M exhibits a finite sequence of vertex

orderings. This may be assumed since the number of possible distinct vertex orderings

is finite, and subsequences that begin and end with the same ordering can be replaced

by a single ordering; recall Claim 2.2.2 of Theorem 2.2.1 (page 36). It is safe to replace

subsequences in the case of static edges since by Lemma 2.1.1 (page 27) linear morphs

between parallel drawings change edge lengths monotonically.

Extract from M the finite sequence of times

0 = t1 < t2 . . . < tk = 1

such that for all i ∈ {1, . . . , k − 1},

1. M(ti) and M(ti+1) have consonant vertex orderings, and

2. M(ti) and M(ti + ǫ) have the same vertex ordering, where 0 ≤ ǫ < 1.

By Lemma 5.4.3, for every i ∈ {1, . . . , k − 1} there exists a drawing M ′(ti) with the

same vertex ordering as M(ti), such that every vertex of M ′(ti) has coordinates that are

multiples of 1/n. Hence, M ′(ti) is simple and parallel with M(ti), and the minimum

feature size of M ′(ti) is 1/n. Drawings M ′(ti) and M ′(ti+1) are parallel simple orthogonal

drawings with consonant vertex orderings. By Lemma 2.2.3 (page 32), the linear morph

from M ′(ti) to M ′(ti+1) is a parallel morph that maintains a minimum feature size of 1
n
√

2
.

A composition of such linear morphs results in the desired parallel morph from P to Q. 2

5.5 Conclusion

In this chapter, it was shown to be NP-hard to decide whether a given pair of parallel

simple orthogonal polygons admits a parallel morph such that a given subset of edges

remain constant in length throughout the morph. Following this, it was shown to be NP-

hard to decide whether a pair of parallel simple orthogonal polygons admit a monotone

morph. The construction is a slight modification of the construction used to establish the

NP-hardness the first problem. Finally, we proved that parallel morphing in the plane is

NP-hard for non-orthogonal drawings, using a reduction from the first problem.

If disconnected graphs are allowed, then parallel morphing between orthogonal draw-

ings with static edges can easily be shown to be PSPACE-hard via a reduction from the

warehouseman’s problem [40]: given two configurations of a finite set of pairwise-disjoint

axis-aligned rectangles in the plane such that all rectangles are contained within one larger
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rectangle, can we get from one configuration to the other by translating rectangles in a

continuous manner while keeping the rectangles pairwise disjoint? Clearly, monotone mor-

phing is also PSPACE-hard in the case of disconnected graphs. The only surprise is that

parallel morphing with static edges and monotone morphing are NP-hard when the input

drawings are orthogonal polygons. We leave it open to determine whether the problems

discussed in this chapter are PSPACE-hard. Also open is whether any of these problems

are in NP or PSPACE.

The results of this chapter can be strengthen somewhat by further restricting the class

of graphs for which NP-hardness is preserved. It is not difficult to show that both morphing

with static edges and monotone morphing remain NP-hard even for orthogonal drawings

of a path: notice that the proofs carry through when the topmost horizontal edge of the

clause comb is removed in the constructions. The implication is that deciding parallel

morphability for non-orthogonal drawings is NP-hard even when the input drawings are

outerplanar.

Deciding parallel morphability for non-orthogonal drawings is NP-hard even for graphs

of degree six, as is evident from our proof. It would be interesting to try to prove NP-

hardness for this problem for graphs of smaller degree.

150



Chapter 6

Trees, Cycles, and Polyhedra

6.1 Introduction

In this chapter, we turn our attention to parallel morphs of orthogonal and non-orthogonal

drawings in higher dimensional spaces, as well as orthogonal polyhedra in R
3. The tech-

niques developed in Chapter 3 for morphing orthogonal drawings in the plane do not apply

generally in higher dimensions. For instance, the R
3 analogue of the path-straightening

operation is an is an operation that flattens an orthogonal surface. It turns out that not

every such surface can be flattened, as we will see in Section 6.4. On the positive side,

every pair of parallel simple (but not necessarily orthogonal) drawings of a tree graph in

R
d admits a parallel morph, where d is any positive integer greater than or equal to two;

see Section 6.2.3.

When the underlying graph is a cycle, parallel morphing in R
3 seems much more difficult

than when the underlying graph is a tree. The problem of deciding whether a parallel morph

exists in this case bears a strong resemblance to the problem of deciding the equivalence

of two knots—a problem whose computational complexity has not yet been fully resolved.

If parallel simple drawings of a cycle correspond to different knots then there can be no

simplicity-preserving morph between them, and hence no parallel morph. However, simply

because parallel drawings of a cycle correspond to the same knot does not mean that a

parallel morph exists. In Section 6.3 we examine a pair of parallel simple drawings in R
3

of a cycle graph that does not admit a parallel morph, even though both drawings are

topologically equivalent to the trivial knot, i.e. the knot that can be deformed to lie in a

plane without self-intersection.

It is interesting to consider parallel morphing in the context of orthogonal polyhedra in

R
3. Surprisingly, even when restricting attention to those polyhedra that are orthogonal
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and topologically equivalent to a sphere, not every parallel pair admits a parallel morph.

Unmorphable such pairs are examined in Section 6.4.

6.2 Paths and Trees

In this section, we examine the problem of generating a parallel morph when the underlying

graph is a tree. In Section 6.2.1 it is established that every pair of parallel simple orthogonal

drawings in R
d admits a parallel morph when the underlying graph is a path, for any integer

d ≥ 2. In Section 6.2.2 this is extended to non-orthogonal drawings of paths. Section 6.2.3

generalizes even further, establishing that every pair of parallel simple drawings in R
2

admits a parallel morph when the underlying graph is a tree.

6.2.1 Orthogonal drawings of paths

Throughout this section we employ the technique of defining a canonical form for each

drawing in the class under consideration. If two drawings are parallel, then their canonical

forms are parallel drawings that are identical up to scaling and translation. To prove that

there exists a parallel morph between parallel drawings P and Q, it suffices to prove that

there exists a parallel morph from each of P and Q to its canonical form: a parallel morph

from P to Q may be accomplished by first morphing P to its canonical form, scaling and

translating the result with a linear morph, and then performing the reverse of the morph

from Q to its canonical form.

Theorem 6.2.1 Every pair of parallel simple orthogonal drawings of a path graph in R
d

admits a parallel morph.

Proof: Let G be a path graph such that

V(G) = {v1, . . . , vn}

and

E(G) = {{v1, v2}, . . . , {vn−1, vn}}.

Let P be a simple orthogonal drawing of G in R
d with minimum feature size δP .

Define the canonical form of P as a drawing that is parallel with P , such that each

edge {vi, vi+1} ∈ E(G) has length

δP2i−n−1.
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Figure 6.1: The d-dimensional ball, after shrinking edges {v1, v2}, . . . , {vk−1, vk}.

Any pair of parallel drawings P and Q have identical canonical forms up to scaling and

translation, where the magnitude of the scaling depends upon the ratio between δP and

δQ.

To morph P to its canonical form, every edge must shrink by some amount. Morph P to

its canonical form as follows: for all i = 1 to n−1, perform a linear morph that shrinks edge

{vi, vi+1} to its canonical length, while leaving all other edges at their original lengths. To

shrink {vi, vi+1}, move v1, . . . , vi uniformly, while keeping vi+1, . . . , vn stationary. Vertices

v1, . . . , vi move by a distance equal to the length of {vi, vi+1} in P , minus the canonical

length of the edge. The direction of movement is the same as the direction of the vector

from P (vi) to P (vi+1).

This procedure results in a drawing in the canonical form of P . Every intermediate

drawing of the morph is parallel with P . It remains to prove that the morph maintains

simplicity.

Claim 6.2.1 Every intermediate drawing of the morph from P to its canonical form is

simple.

Proof: (By induction on the number of edges.) Trivially, while edge {v1, v2} shrinks,

the drawing remains simple. Assume that the morph maintains simplicity while edges

{v1, v2}, . . . , {vk−1, vk} shrink.

After shrinking edge {vk−1, vk}, all vertices v1, . . . , vk lie entirely within a d-dimensional

ball (see Figure 6.1) centered at vk, whose L1 (rectilinear) radius is at most the sum of the

lengths of the edges {v1, v2} to {vk−1, vk}, i.e.

δP

∑k−1
i=1 2i−n−1 = δP 2−n−1(2k − 2) < δP 2k−n−1 < δP .
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When edge {vk, vk+1} shrinks, the vertices and edges inside the ball remain static with

respect to each other. Likewise, the vertices and edges outside of the ball remain static

with respect to each other. It suffices to establish that the vertices and edges inside the

ball do not intersect those outside the ball.

The canonical length of {vk, vk+1} is 2k−n−1. Since this is greater than the radius of the

ball, shrinking {vk, vk+1} leaves the ball disjoint from vk+1 and from the edge {vk+1, vk+2}
(if it exists). No other vertex or edge outside the ball can enter the ball since they all have

an L1 distance of at least δP from {vk, vk+1}, which is greater than the radius of the ball.

2

By the above claim, Theorem 6.2.1 is proved. 2

The number of linear morphs used to get a drawing to its canonical form is n−1, where

n is the number of vertices. Thus, in a parallel morph between two drawings of a path,

a total of 2n − 2 linear morphs are used. We improve upon this bound when we discuss

morphing between parallel drawings of a tree in Section 6.2.3.

6.2.2 Nonorthogonal drawings of paths

To extend Theorem 6.2.1 to drawings that are not necessarily orthogonal, we generalize the

definition of the canonical form. As the reader might expect, the angles of the drawings

to be morphed are crucial in this definition.

Theorem 6.2.2 Every pair of parallel simple drawings of a path graph in R
d admits a

parallel morph.

Proof: Let P denote a (possibly non-orthogonal) drawing of a path graph G in R
d. As

in the proof of Theorem 6.2.1, let

V(G) = {v1, . . . , vn}

and

E(G) = {{v1, v2}, . . . , {vn−1, vn}}.

Let δP denote the minimum feature size of P , and let θP denote the size of the smallest

angle between two incident edges of P . Define Γ as the value such that

Γ =
2

sin(min{π/2, θP})
.

154



v k

v k+2

ball

P>θ
v k+1

Figure 6.2: The d-dimensional ball after morphing the first k − 1 edges.

Define the canonical form of P as a drawing that is parallel with P in which each edge

{vi, vi+1} has length

δP Γi−n−1.

If a drawing Q is parallel with P , then these drawings share the same minimum angle,

i.e. θP = θQ. Therefore, the canonical drawings of P and Q are identical up to scaling

and translation. As in the orthogonal case, to morph P to its canonical form, shrink each

edge in turn via a linear morph to its canonical length, beginning with {v1, v2}. It is clear

that every intermediate drawing of the morph is parallel with P . To prove the theorem, it

suffices to prove that the morph preserves simplicity.

Claim 6.2.2 Every intermediate drawing of the morph from P to its canonical form is

simple.

Proof: (By induction on the number of edges.) Trivially, simplicity is preserved when

{v1, v2} shrinks. Assume that the morph preserves simplicity while shrinking edges {v1, v2}
to {vk−1, vk}. As illustrated in Figure 6.2, these edges reside within a d-dimensional ball

centered at vk whose L2 (Euclidean) radius is at most

δP

k−1
∑

i=1

Γi−n−1 = δP Γ−n−1

(

k−1
∑

i=1

Γi

)

< δP Γ−n−1

(

Γk − 1

Γ − 1

)

. (6.1)

Vertices v1, . . . , vk remain static with respect to one another while {vk, vk+1} shrinks, as

do vertices vk+1, . . . , vn. The only possibility for self-intersection while {vk, vk+1} shrinks

is that some element inside the ball intersects some element outside the ball. Since the

radius of the ball is smaller than δP , the ball cannot intersect any element outside of the
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ball that is not incident upon vk+1. It must be shown that the ball does not intersect either

vertex vk+1 or edge {vk+1, vk+2} (assuming that this edge exists).

Clearly, vk is closest to vk+1 when {vk, vk+1} is at its canonical length. However, the

radius of the ball centered at vk given in (6.1) is strictly smaller than the canonical length

of {vk, vk+1}, which equals δP Γk−n−1. Therefore, the ball centered at vk does not intersect

vk+1. It remains only to prove that the ball centered at vk does not intersect {vk+1, vk+2}.
Vertex vk is closest to edge {vk+1, vk+2} when {vk, vk+1} is at its canonical length. If

θP ≥ π/2, then when {vk, vk+1} is at its canonical length, vk is closer to vk+1 than to any

point of {vk+1, vk+2}. It has already been shown that the ball centered at vk does not

intersect vk+1. So, without loss of generality assume that θP < π/2.

When {vk, vk+1} is at its canonical length, the distance from vk to {vk+1, vk+2} is

≥ sin(θP )δP Γk−n−1.

See Figure 6.2. To prove that the radius of the ball is strictly smaller than the minimum

distance between vk and {vk+1, vk+2}, it suffices to prove that

sin(θP )δP Γk−n−1 > δP Γ−n−1

(

Γk − 1

Γ − 1

)

. (6.2)

For a proof-by-contradiction, assume that

sin(θP )δPΓk−n−1 ≤ δP Γ−n−1

(

Γk − 1

Γ − 1

)

=⇒ sin(θP )Γk(Γ − 1) ≤ Γk − 1

=⇒ sin(θP )

(

2

sin(θP )
− 1

)

< 1

=⇒ 1 < sin(θP ).

Therefore, by contradiction (6.2) holds. 2

With that, Theorem 6.2.2 is proved. 2

As in the case of orthogonal drawings of paths, the morphs as described above are

composed of 2n − 2 linear morphs.

6.2.3 Trees

Let us apply what we have learned about morphing drawings of a path to develop an

algorithm for morphing drawings of a tree. The number of linear morphs in a morph

generated by this algorithm depends on the diameter of the tree, i.e. the number of edges

in the longest path through the tree.
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Theorem 6.2.3 Every pair of parallel simple drawings of a tree in R
d admits a parallel

morph comprising D − 1 linear morphs, where D is the diameter of the tree. The morph

can be computed in O(nD) time and O(n) space, for fixed dimension d, where n is the

number of vertices.

Proof: Let G be a tree graph of diameter D. Let P be a drawing of G with minimum

feature size δP and minimum angle θP . Designate some vertex to be the root of G, such

that the longest path between the root and any other vertex of G contains at most ⌈D/2⌉
edges.

Claim 6.2.3 A suitable root can be determined in O(n) time.

Proof: First, compute a path π of maximum length through G. If π contains an even

number of edges, set the root to be the vertex of π midway between the end-vertices of π.

Otherwise, choose one of the two central two vertices π to be the root. In either case, let vr

denote this choice of root. The distance between vr and every other vertex of π is at most

⌈D/2⌉, where the distance between two vertices is the number of edges in the shortest path

between the vertices. Suppose that the distance between vr and some other vertex v0 not

of π is strictly greater than ⌈D/2⌉. Then, it cannot be that π is a longest path through

G, since a longer path exists containing v0. It follows that vr is a suitable root vertex, and

can be determined in O(n) time from a maximum-length path of G.

To compute a maximum-length path in O(n) time, choose some vertex v1 ∈ V(G)

arbitrarily. The choice of v1 determines a parent-child relationship for every pair of adjacent

vertices in V(G). For each v ∈ V(G), compute the length of the longest path l(v) from

v to a leaf of the subtree rooted at v. This can be done in O(n) time with a depth-first

search.

Observe that for every maximum-length path π in G, there exists a unique vertex v

such that π contains v, and π is contained within the subtree rooted at v. For each vertex

v with children v1, . . . , vk, the length of the longest path that contains v and is contained

within the subtree rooted at v is equal to

max
i,j∈{1,...,k},i6=j

l(vi) + l(vj) + 2

where v has at least two children; there are similar expressions for vertices with either one

or zero children. The length of a maximum-length path can be computed in O(n) time by

evaluating the above expression over all vertices in V(G). Once a vertex is determined for

which this expression is maximized, a maximum-length path can be reconstructed in an

additional O(n) time. 2
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For all v ∈ V(G), define d(v) as the distance from v to the root, i.e. the number of

edges in the path from v to the root. For the root itself, d is zero. Define ∆ as

∆ =
2

sin(θP /2)
.

Define the canonical form of P as the drawing that is parallel with P in which each edge

{u, v} ∈ E(G) has length

δP ∆−d(u)

where d(u) > d(v). Let h = ⌈D/2⌉ denote the height of the rooted tree, i.e. the maximum

distance between the root and a leaf.

Morph P to its canonical form as follows: for i = 1 to h−1, perform the linear morph in

which all vertices of distance h− i or less from the root remain stationary, while all vertices

of distance at least h−i+1 move linearly: for a vertex w that resides in a subtree rooted at

u such that d(u) = h− i+1, w moves uniformly in the direction of the vector from P (u) to

P (v), where v is the parent of u. The distance moved by w equals the difference between

the length of P (u, v) and the canonical length of {u, v}. This linear morph simultaneously

shrinks all edges {u, v} for which d(u) = h − i + 1 and d(v) = h − i to canonical length.

All intermediate drawings of the morph are parallel. Following this sequence of linear

morphs, each edge has its canonical length.

Claim 6.2.4 Every intermediate drawing of the morph from P to its canonical form is

simple.

Proof: (By induction on the number of linear morphs.) It is trivial that simplicity is

preserved during the first iteration. Assume that for all iterations 1, . . . , k− 1 simplicity is

preserved. It remains to prove that simplicity is also preserved during the k-th iteration.

Throughout the linear morph of the k-th iteration, all vertices whose distance from the

root is strictly greater than k are contained in d-dimensional balls centered at one of the

vertices of distance k from the root, and of L2 (Euclidean) radius

δP

k−1
∑

i=1

∆i−h−1 = δP∆−h−1
k−1
∑

i=1

∆i < δP ∆−h−1

(

∆k − 1

∆ − 1

)

.

The radius of each ball is strictly smaller than the canonical length of an edge between

vertices of distance k and k+1 from the root, δP ∆k−h−1. Applying the same arguments used

in the proof of Theorem 6.2.2, it can be established that for every intermediate drawing

of the k-th linear morph none of the balls intersects any vertex u or edge {u, v} for which

d(u) ≤ h − k. It remains only to prove that no two balls intersect.
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u
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θ/2

Figure 6.3: Illustrating the minimum distance between u, w when both are connected to a

common vertex, v. The edges {u, v} and {v, w} have their canonical length of ∆k−h−1 in

this figure.

Let u, w ∈ V(G) where d(u) = d(w) = h− k +1. If there exists a vertex v ∈ V(G) such

that {u, v}, {v, w} ∈ E(G) then d(v) = h− k. As {u, v} and {v, w} shrink during the k-th

linear morph to a length of δP ∆k−h−1, u and w remain separated by a Euclidean distance

of at least

2δP sin

(

θP

2

)

∆k−h−1 < δP

See Figure 6.3. If v does not exist, u and w remain at least distance δP apart.

To prove that the d-dimensional balls around u and w remain non-intersecting through-

out the morph, it suffices to prove that

2δP ∆−h−1

(

∆k − 1

∆ − 1

)

< 2δP sin

(

θP

2

)

∆k−h−1. (6.3)

To prove (6.3) by contradiction, assume that

2δP∆−h−1

(

∆k − 1

∆ − 1

)

≥ 2δP sin

(

θP

2

)

∆k−h−1

=⇒
(

∆k − 1

∆ − 1

)

≥ sin

(

θP

2

)

∆k

=⇒ 1 > sin

(

θP

2

)

(∆ − 1)

=⇒ 1 > 2 − sin

(

θP

2

)

.

By contradiction, (6.3) holds. 2
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Using the approach described, a parallel morph from a drawing to its canonical form

requires no more than h = ⌈D/2⌉ linear morphs. Therefore, a parallel morph between two

drawings can be done using

2h = 2⌈D/2⌉ ≤ D − 1

linear morphs. In the online model, the terminal drawings of these linear morphs can be

generated using O(nD) time and O(n) space. 2

Theorem 6.2.3 implies that n − 2 linear morphs suffice for a parallel morph between

parallel drawings of a path.

Morphs produced by the algorithms described in this section all suffer from having

intermediate drawings in which the longest edge is exponentially longer than the shortest

edge. This can be remedied in the case of orthogonal drawings of trees, using a technique

similar to the one introduced in the proof of Corollary 3.6.1 of Chapter 3 (page 112),

i.e. defining a sequence of linear morphs such that all vertices in terminal drawings of the

linear morphs lie on a grid.

6.3 Cycles

Every pair of parallel simple drawings of a cycle in the plane (i.e. parallel polygons) will

admit a parallel morph [34, 33]. However, as soon as we move out of the plane and into

three-dimensional space we must contend with issues of “knottedness”.

A knot is defined as an embedding of a circle into R
3, i.e. a non-self-intersecting curve

in R
3. Two knots are equivalent if one can be continuously deformed to the other. A knot

is trivial if it can be continuously deformed to lie in a plane without self-intersection. See

e.g. [50] for an introduction to knot theory.

A simple drawing of a cycle in R
3 represents a knot. If two drawings of a cycle repre-

sent two different knots, then there does not exist a simplicity-preserving morph (parallel

or otherwise) between the drawings. The computational complexity of deciding whether

two drawings of cycles in R
3 correspond to the same knot has not been completely deter-

mined [36].

However, simply because two parallel drawings correspond to the same knot does not

imply that they will admit a parallel morph.

Theorem 6.3.1 There exist pairs of parallel drawings of a cycle that correspond to the

trivial knot, yet do not admit a parallel morph.
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Figure 6.4: Parallel orthogonal drawings of a cycle that do not admit a parallel morph.

This theorem is established by the following lemma. This lemma will be useful to

us later in this chapter, when we prove the existence of unmorphable pairs of parallel

orthogonal polyhedra.

Lemma 6.3.1 The parallel drawings of a cycle illustrated in Figure 6.4 do not admit a

parallel morph.

Proof: Let P denote the drawing illustrated on the left of Figure 6.4, and let Q denote

the drawing on the right.

Notice that vertices labeled e, . . . , l must lie in a common x-z plane in any drawing that

is parallel with P and Q. Throughout this proof, we use notation of the form Py(e, . . . , l),

for example, to denote the common y-coordinate of vertices e, . . . , l in P . We use this

notation to emphasize that all of these vertices have the same y-coordinate in any drawing

that is parallel with P .

For a contradiction, assume that there exists a parallel morph M from P to Q. Extend

the notation defined above such that, e.g.

My(t; e, . . . , l)

refers to the y-coordinate of the vertices e, . . . , l in drawing M(t).

Observe that the following inequalities will hold for all t ∈ [0, 1]:

max {Mz(t; e), Mz(t; l)} < Mz(t; a, b, c, d) (6.4)

and

My(t; e, . . . , l) < min {My(t; a), My(t; d)} (6.5)

Since Py(b, c) < Py(e, . . . , l) and Qy(b, c) > Qy(e, . . . , l), there must exist some t ∈ [0, 1]

such that

My(t; b, c) = My(t; e, . . . , l). (6.6)
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Let t0 ∈ [0, 1] denote the smallest value t for which (6.6) holds.

At time t0, vertices b, c and e, . . . , l all lie in a common x-z plane, i.e. a plane that

is perpendicular to the y-axis. Strictly before these vertices can be made coplanar, edge

{b, c} must be moved to a position that does not overlap with edges {e, f} and {k, l} with

respect to the x- and z-axes. We will prove that this cannot happen in drawing M(t), for

any t < t0. We may then conclude that there exists no parallel morph from P to Q.

Let us restrict our attention to drawings M(t) where t < t0. By definition, when t < t0

My(t; b, c) < My(t; e, . . . , l).

Hence, by (6.5), for all t < t0,

My(t; b, c) < min{My(t; a), My(t; d)}.

Therefore, for all t < t0, edge {a, b} in drawing M(t) intersects the x-z plane through

My(t; e, . . . , l) at some point αt = (αt
x, α

t
y, α

t
z). Observe that αt

z = Mz(t; a, b, c, d). Thus, by

(6.5), αt
z must be larger than Mz(t; l). Since the path of α must be continuous and remains

in the same x-z plane as e, . . . , l for t < t0,

Mz(t; l) < αt
z < Mz(t; j, k) (6.7)

and, it is implied by (6.7) and edges {i, j}, {j, k} and {k, l} that

Mx(t; j, i) < αt
x < Mx(t; k, l). (6.8)

Symmetrically, let βt = (βt
x, β

t
y, β

t
z) where t < t0 denote the point of intersection in M(t)

between edge {c, d} and the x-z plane through My(t; e, . . . , l). Then,

Mz(t; e) < βt
z < Mz(t; f, g) (6.9)

and

Mx(t; e, f) < βt
x < Mx(t; g, h). (6.10)

Notice that αt
z = βt

z = Mz(t; a, b, c, d), where t < t0. Putting this together with (6.5), (6.7)

and (6.9) we have that

max(Mz(t; e), Mz(t; l)) < Mz(t; a, b, c, d)

< min(Mz(t; j, k), Mz(t; f, g)). (6.11)

We claim that that for all t < t0,

Mx(t; k, l) < Mx(t; e, f). (6.12)
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If this is not true, then there must exist some t < t0 such that either Mz(t; j, k) < Mz(t; e) or

Mz(t; f, g) < Mz(t; l). However, by (6.11) neither of these can hold. Hence, by contradiction

(6.12) holds for all t < t0.

Now, for t < t0, αt
x = Mx(t; a, b) and βt

x = Mx(t; c, d). Putting these facts together with

(6.8), (6.10) and (6.12), we have that for all t < t0,

Mx(t; a, b) < Mx(t; k, l) < Mx(t; e, f) < Mx(t; c, d). (6.13)

By (6.11) and (6.13), we conclude that for all t < t0 in M(t) edge {b, c} will inter-

sect both {k, l} and {e, f} with respect to the x- and z- coordinates, contradicting the

assumption that M is a parallel morph.

Hence, it is not possible that in M(t0) vertices b, c, e, . . . , l lie in the same x-z plane.

Therefore, we may conclude that P and Q do not admit a parallel morph. 2

6.4 Orthogonal Polyhedra

In this section we prove that parallel pairs of orthogonal polyhedra do not always admit

a parallel morph. In Section 6.4.1 we describe parallel orthogonal drawings on the surface

of a cube (we call these cuboid drawings) that do not admit a parallel morph. A cuboid

drawing is a type of orthogonal polyhedron consisting of multiple coplanar faces. We show

also that our unmorphable cuboid drawing can be turned into a pair of parallel orthogonally

convex polyhedra without coplanar faces that does not admit a parallel morph.

Our unmorphable cuboid drawings have faces that are not rectangular. In contrast, if

we restrict our attention to cuboid drawings in which all faces are bounded by rectangles,

then a linear morph between parallel cuboid drawings will maintain simplicity, and thus is

a parallel morph.

In Section 6.4.2, we will describe a pair of parallel orthogonal polyhedra that do not

admit a parallel morph, yet every face is rectangular. Both polyhedra of this example

have multiple coplanar faces. In Chapter 7, we will adapt the example of Section 6.4.2 to

aid us in proving that it is PSPACE-hard to decide whether a pair of parallel orthogonal

polyhedra will admit a parallel morph.

6.4.1 Unmorphable drawings on a cuboid

We say that an orthogonal drawing is a cuboid drawing if it is composed of the edges of a

box in R
3, augmented with the addition of orthogonal drawings on each face of the box;

we allow that edges of the box are subdivided by vertices.
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Figure 6.5: Orthogonal drawings in the x-y plane.
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Figure 6.6: Parallel unmorphable cuboid drawings.

Theorem 6.4.1 Not every pair of parallel cuboid drawings admits a parallel morph.

Proof: Consider the orthogonal drawings in Figure 6.5. Observe that A is parallel with

B, and C is parallel with D. In any parallel morph from A to B, the y-order—i.e. the

vertical order of vertices in the figure—of b and d can change only if prior to that, the

x-order of a and c changes. Similarly, in any parallel morph from C to D, the x-order of a

and c can change only if prior to that, the y-order of b and d has changed.

We use the drawings of Figure 6.5 to construct parallel unmorphable cuboid drawings.

For the first drawing, locate C such that all vertices have z-coordinate 0. Locate A such

that all vertices have z-coordinate 1.

Connect each vertex with z-coordinate 0 by an edge parallel with the z-axis to the

corresponding vertex with z-coordinate 1; see Figure 6.6. Construct the second drawing

similarly, except that D has z-coordinate 0 and B has z-coordinate 1.

It is easy to verify that we have constructed a parallel pair of cuboid drawings. If

there existed a parallel morph between these drawings, then A would morph to B, and

simultaneously C would morph to D. During the morph from A to B, the y-order of b

and d changes. Therefore the x-order of a and c must have changed even earlier. However,

this is the same a and c as in the drawings of C and D. Hence this necessitates that the
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front backfront back

Figure 6.7: Parallel polyhedra that do not admit a parallel morph; no two faces are copla-

nar.

y-order of b and d has changed even earlier—a contradiction. Therefore, there does not

exist a parallel morph. 2

In the drawings in Figure 6.6 every face is a simple polygon, and so the drawings are

orthogonal polyhedra. From this counterexample, we may conclude that not all pairs of

parallel orthogonal polyhedra admit a parallel morph.

If we are to restrict ourselves to polyhedra without co-planar faces, it is still possible

to build parallel orthogonal polyhedra that do not admit a parallel morph; see Figure 6.7.

These polyhedra have essentially the same structure as the polyhedra of the previous

example, and therefore do not morph. Note that these polyhedra are orthogonally convex.

What if we further restrict the shapes that faces may take? For parallel rectangular

drawings, a linear morph provides a parallel morph; recall Lemma 3.1.1 of Chapter 3 (page

56). It follows from this lemma that a linear morph provides a parallel morph for all pairs

of parallel cuboid drawings in which all faces are rectangular. However, restricting faces

to be rectangles does not alone suffice to make parallel orthogonal polyhedra morphable,

as we establish in the next section.
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Figure 6.8: Building parallel orthodisks P ∗ (left) and Q∗ (right).

tray

loop
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Figure 6.9: Cross sections of orthodisks P ∗ and Q∗.

6.4.2 Unmorphable rectangular-faced orthogonal polyhedra

We define an orthodisk as a region of an orthogonal polyhedron bounded by an orthogonal

drawing of a cycle. This region of the polyhedron is topologically equivalent to a closed disk.

To prove the existence of parallel pairs of unmorphable polyhedra, we find it convenient

to first prove this result for orthodisks.

Theorem 6.4.2 There exist parallel orthodisks that do not admit a parallel morph, even

when all faces are rectangles.

Proof: We construct parallel orthodisks P ∗ and Q∗ whose boundaries are the unmor-

phable drawings P and Q of cycles illustrated in Figure 6.4, respectively. Since, by

Lemma 6.3.1, P and Q do not admit a parallel morph, orthodisks P ∗ and Q∗ also do

not admit a parallel morph.
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Figure 6.10: Add edges to the glove to make all faces rectangles.

We begin our construction of P ∗ and Q∗ by adding new vertices, edges and faces to

each of P and Q, as illustrated by the topmost two drawings in Figure 6.8. In particular,

to both P and Q we add a lower structure that looks like a box without a top, called the

tray. Attached to the tray is the loop, which consists of three rectangles. The loop connects

the tray to a ring, which is simply the boundary of a rectangle. It should be clear that

these parallel structures do not admit a parallel morph. However, due to the presence of

the ring, the structures are not orthodisks.

To convert these unmorphable structures to orthodisks, we incorporate new parallel

orthodisks called gloves. The lower-most drawings in Figure 6.8 depict the glove for each

of P ∗ and Q∗. The boundary of each glove is a rectangle. In both P ∗ and Q∗ the boundary

of the glove is arranged to coincide with the ring. With the addition of the glove, the

construction is complete.

For the sake of visualizing our construction, imagine that in Q∗ the glove is a rubber

surface stretched over the ring. To get to P ∗ from Q∗, the tray passes through the ring,

extending the rubber surface around the tray. Hence, in P ∗ the glove encloses the tray, while

in Q∗ the tray is not enclosed by the glove (see Figure 6.9). To complete the construction the

gloves of both P ∗ and Q∗ must be transformed from rubber surfaces to parallel orthodisks.

The glove has five faces that are not rectangles (three of these are visible in Figure 6.8).

However, in each of them the x-order of the vertices is the same in both polyhedra. There-

fore, we can subdivide these faces into rectangles by adding, in both orthodisks, lines

perpendicular to the x-axis from reflexive vertices; the other endpoint of each of these

lines hits the same edge in both orthodisks since the x-order is the same, and hence the

orthodisks stay parallel. See Figure 6.10. 2

Corollary 6.4.3 There exist pairs of parallel orthogonal genus-0 polyhedra that do not

admit a parallel morph, even when faces are restricted to be rectangles.

Proof: The construction above produced parallel polyhedral surfaces, which we now

turn into polyhedra. The simplest approach is, for each surface, to glue together two
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Figure 6.11: An unmorphable pair of parallel orthogonal drawings of a cycle.

identical copies of the surface, producing a degenerate polyhedron of zero volume. To

avoid degeneracy we can “shrink” one copy of the surface away from the other keeping it

combinatorially the same. It is not difficult to construct parallel polyhedra such that, in

each, the band connecting the two copies is composed of rectangular faces. 2

6.5 Conclusion

In this chapter we proved that when the underlying graph is a tree, every pair of parallel of

drawings admit a parallel morph. However, this is not the case when the underlying graph

is a cycle. We have given a pair of parallel orthogonal drawings of a cycle in R
3 that does

not admit a parallel morph, even though both drawings correspond to the trivial knot.

Likewise, there exist pairs of parallel orthogonal genus-0 polyhedra that do not admit a

parallel morph.

The parallel drawings of a cycle that we introduce in Lemma 6.3.1 seem to require a

complicated proof to establish their unmorphability. There do exist other examples for

which it is easier to establish unmorphability. In particular, Biedl et al. [9] proved that the

parallel drawings illustrated in Figure 6.11 will not admit a parallel morph. The reason

that we present the drawings of Figure 6.4 as our example, is in part because we use these

drawings to build parallel unmorphable orthogonal polyhedra. It does not seem possible

to incorporate the drawings of Figure 6.11 into parallel polyhedra.

In knot theory [50], a knot is often represented by a knot diagram, which is a curve

in the plane with a finite number of crossings, where the curve self-intersects. At each

crossing, a knot diagram must specify which section of the knot crosses “over” and which

section crosses “under”.

Imagine that we put an orientation on a knot. It then becomes possible to classify
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Figure 6.12: Positive (+1) and negative (-1) crossings.

the crossings as either positive or negative, as shown in Figure 6.12. The writhe of a

knot diagram is defined as the number of positive crossings minus the number of negative

crossings.

We might define writhe for drawings of a cycle: given a drawing of a cycle and a plane,

take the orthogonal projection of the point set determined by the drawing onto the plane.

If the curve formed in this projection crosses itself only at a finite number of points, then

we can compute the writhe for the drawing and plane in a manner similar to computing

the writhe for a knot diagram.

We conjecture that writhe defined in this way is invariant over all drawings that result

from a parallel morph of a drawing of a cycle, with respect to a given plane of projection.

If true, then this provides a quick way to prove that two drawings will not morph; we

need only to prove that the writhe of the two drawings is different for some particular

plane. Notice that the projections of the drawings shown in Figure 6.11 have different

writhes. However, those in Figure 6.4 are equal. Hence, having equal writhes does not

imply morphability.

It is well known that all knots are equivalent in R
4 (or higher dimensions). Similarly, it

is always possible to morph a drawing of a cycle in R
4 maintaining simplicity and keeping

edge lengths constant [17]. The same does not hold for parallel morphing: an unmorphable

pair of parallel drawings in R
2 remains unmorphable in higher dimensions. However, it

would be interesting to study drawings in higher dimensions that will always morph.

Finally, we mention an open problem pertaining to morphing orthogonal polyhedra. For

every pair of parallel cuboid drawings in which all faces are rectangular, the linear morph

is a parallel morph. Certainly a linear morph does not suffice for a parallel morph for all

orthogonally-convex polyhedra, even if all faces are restricted be rectangular. However,

we have not been able to prove the existence of such a pair that will not morph. So, we

leave it open: do all parallel pairs of orthogonally-convex polyhedra in which all faces are

rectangular admit a parallel morph?
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Chapter 7

PSPACE-Hardness Of Morphing

7.1 Introduction

In this chapter, we show three related problems to be PSPACE-hard. In Section 7.2, we

prove that it is PSPACE-hard to decide whether two drawings in the plane admit a parallel

morph with static vertices: given a pair P, Q of drawings of a connected graph G in the

plane, and a distinguished subset VS ⊂ V(G) of static vertices such that for all u ∈ VS,

P (u) = Q(u), decide whether there exists a parallel morph M from P to Q such that, for

all v ∈ VS and t ∈ [0, 1],

P (v) = M(t; v) = Q(v).

To prove this to be PSPACE-hard, we reduce from the problem of deciding whether

there exists a sequence of moves taking us between two given configurations of a nonde-

terministic constraint logic (NCL) machine [37]. Background on NCL machines and the

reconfiguration problem appears in Section 7.1.1.

While parallel morphing with static vertices seems to be a natural problem that is

worthy of study for its own sake, the main reason that we study this problem here is

that the problem reduces nicely to the other problems that we prove PSPACE-hard in

this chapter. In Section 7.3 we prove that it is PSPACE-hard to decide whether a pair of

parallel orthogonal drawings in R
3 admits a parallel morph, and in Section 7.4 we prove

it to be PSPACE-hard to decide parallel morphability for pairs of parallel orthogonal

polyhedra, topologically equivalent to the sphere. It remains open to determine whether

the PSPACE-hard problems discussed in this chapter are in PSPACE.
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7.1.1 Nondeterministic constraint logic model of computation

A nondeterministic constraint logic (NCL) machine is defined by Hearn and Demaine [37]

as an undirected graph (possibly with multi-edges and self-loops) with nonnegative integer

weights on edges and vertices. The weights on the vertices are called minimum inflow

constraints.

A configuration of an NCL machine is an assignment of orientations to each of the

edges. A configuration is called feasible if for every vertex, the sum of weights on incoming

edges is at least the minimum inflow constraint of the vertex.

Starting with an NCL in some feasible configuration, a move is the reversal of the

orientation of a single edge, such that the resulting configuration is feasible. It is PSPACE-

complete to decide each of the following, where an NCL machine is given as part of the

input:

1. Given two feasible configurations A, B of the machine, does there exist a sequence of

moves that takes us from A to B?

2. Given a feasible configuration A and an edge e of the graph, does there exist a

sequence of moves that reverses the orientation of e?

3. Given orientations for two edges ea, eb of the graph, does there exist a pair A, B of

feasible configurations such that ea has the specified orientation in A; eb has the

specified orientation in B; and, there exists a sequence of moves that takes us from

A to B?

A vertex of an NCL machine is called an And vertex if its minimum inflow constraint

is 2, and it is incident upon three edges: two weight-1 edges, and one weight-2 edge. An

And vertex behaves like a logical And in the sense that in a feasible configuration, when

the weight-2 edge is oriented outward, both weight-1 edges must be oriented inward.

A vertex is an Or vertex if its minimum inflow constraint is 2, and it is incident upon

three weight-2 edges. An Or vertex behaves as a logical Or in the sense that an incident

edge may be oriented outward only if at least one of the other two edges are oriented

inward.

An And/Or constraint graph is a NCL machine in which every vertex is either an And

vertex or an Or vertex. All three decision problems given above remain PSPACE-complete

even when the NCL machine is restricted to be a planar And/Or constraint graph with

no multi-edges or self-loops [37].
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Figure 7.1: Left: a directed graph that describes a configuration of an And/Or constraint

graph. Right: outline of a drawing based on this configuration.

7.2 Orthogonal Drawings with Static Vertices

In this section, we prove the following.

Theorem 7.2.1 Parallel morphing with static vertices is PSPACE-hard.

The proof is via a reduction from the following PSPACE-hard problem [37]: given a

simple planar And/Or constraint graph H , and two feasible configurations CP , CQ of H ,

decide whether there exists a sequence of moves taking us from one feasible configuration

to the other.

7.2.1 The reduction in overview

Given an And/Or constraint graph H and two feasible configurations CP , CQ of H , we

generate parallel orthogonal drawings P, Q in the plane of a connected graph G, and a

subset VS ⊂ V(G) such that P (v) = Q(v), for all v ∈ VS. It is established that these

drawings admit a parallel morph that keeps all vertices of VS static if and only if H can be

reconfigured from CP to CQ via some sequence of moves. The construction is illustrated

in overview in Figure 7.1.
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The boxes in Figure 7.1 represent the various gadgets used in the construction. The

solid line segments, including those on the boundaries of the boxes, represent edges of the

drawing. The dashed segments are not edges of the drawing, but instead are guidelines

between pairs of static vertices that are horizontally or vertically aligned. The positions of

edges in the drawings relative to these guidelines encode edge orientations of configurations

of H .

Three types of gadget are used in the construction:

1. And gadgets, corresponding to And vertices,

2. Or gadgets, corresponding to Or vertices; and,

3. turn gadgets, which enable us to connect the And and Or gadgets.

Each And and Or gadget has a 2× 3 box on its boundary, and a turn gadget has a 1× 1

box on its boundary.

An And [Or] vertex of H is represented in P and Q by an And [Or] gadget. A turn

gadget may be thought of as corresponding to a degree-2 vertex of an NCL machine—call

this a turn vertex—in which the two incident edges have equal weight, and the minimum

inflow constraint on the vertex is equal to the weight of each edge. In every feasible

configuration at least one of the edges incident at a turn vertex must be directed toward

the turn vertex.

Three edges are incident on each And and Or gadget: a horizontal edge on the left, and

two horizontal edges on the right. In an And gadget, the single edge on the left corresponds

to the weight-2 edge of an And vertex, and the two edges on the right correspond to the

two weight-1 edges of an And vertex.

Exactly one vertical edge and one horizontal edge are incident on each turn gadget.

Zero or more turn gadgets are strung together to connect And/Or gadgets in the same

manner as edges in H .

To construct P and Q, first compute a simple drawing of H in which each vertex

is represented by a point and each edge is represented by an orthogonal polyline, i.e. an

orthogonal drawing of a path graph. The linear-time algorithm of Kant [43] can be used

for this purpose. This algorithm generates an orthogonal drawing of a given connected

graph of maximum vertex degree 3. The number of bends in a drawing generated by the

algorithm is at most ⌈n/2⌉ + 1, where n is the number of vertices in the graph.

Once an orthogonal drawing of H has been created, generate drawings P and Q from

this drawing, such that the And and Or vertices are replaced by the appropriate gadgets.

This may require adding bends to the edges to route them so that they meet the And and
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Or gadgets in the prescribed manner. Finally, the bends are replaced by turn gadgets.

Each gadget has O(1) complexity. It is not difficult to see that the construction can be

generated in time that is polynomial in the complexity of H .

Turn vertices

To simplify the proof, we want that there is a one-to-one correspondence between vertices

of H and gadgets appearing in P and Q. However, by assumption all vertices of H are

either And or Or vertices; there are no turn vertices in H . It is shown below that turn

vertices can be added to H without affecting whether there exists a sequence of moves

between CP and CQ.

Consider the following modification of H : choose a positive integer k, and and edge

{u, v} of H . Subdivide {u, v} by k vertices, i.e. remove {u, v} from H , and add vertices

w1, . . . , wk and edges {u, w1}, . . . , {wk, v} to H . Assign a weight equal to the weight of

{u, v} to each of the newly added edges and vertices. Clearly, each of w1, . . . , wk is a turn

vertex.

The feasible configurations CP and CQ are modified as follows. If {u, v} has orientation

(u, v) in one feasible configuration—i.e. the edge {u, v} is directed from u to v—modify

this configuration such that the newly added edges are oriented: (u, w1), . . . , (wk, v). It is

not difficult to see that the modified configurations correspond to a feasible configuration

of the new NCL machine.

Repeat the above process for any number of times. Let H ′ and C ′
P , C ′

Q denote the

modified graph and feasible configurations that result.

Lemma 7.2.1 There exists a sequence of moves from CP to CQ if and only if there exists

a sequence of moves from C ′
P to C ′

Q.

Proof: Assume that there exists a sequence of moves on H from CP to CQ. Con-

sider the first move in the sequence. In this move, a single edge {u, v} ∈ E(H) re-

verses orientation from (u, v) to (v, u). In H ′, {u, v} has been replaced by some num-

ber of edges {u, w1}, . . . , {wk, v} ∈ E(H′). By definition, in C ′
P these edges are oriented

(u, w1), . . . , (wk, v).

Simulate the reversal of (u, v) in machine H ′ by first reversing (wk, v), followed by

(wk−1, wk), etc. until finally (u, w1) is reversed. It is easy to verify that this procedure

keeps the inflow constraint of each vertex satisfied throughout. Following this sequence of

moves, the configuration of H ′ corresponds to the configuration of H following the first
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move in the sequence from CP to CQ. By applying the above procedure repeatedly, a

sequence of moves is obtained, from C ′
P to C ′

Q.

Conversely, assume that there exists a sequence of moves in H ′ from C ′
P to C ′

Q. For

every set of edges {u, w1}, . . . , {wk, v} ∈ E(H′) that corresponds to a single edge {u, v} of

H , notice that a feasible configuration of H ′ may have either (w1, u) or (wk, v), but never

both; if a configuration has both (w1, u) and (wk, v), then for some wi where i ∈ {1, . . . , k},
both incident edges are oriented away from wi.

Simulate the sequence in H as follows. Whenever (u, w1) reverses to (w1, u) in the

sequence of H ′, if {u, v} is oriented (u, v) in the current configuration of H , reverse this

edge. Similarly, whenever (v, wk) reverses to (wk, v) in the sequence of H ′, if {v, u} is

oriented (v, u) in the current configuration of H , reverse this edge. This sequence of H

keeps all inflow constraints satisfied. Therefore, there exists a sequence of moves from CP

to CQ. 2

Thus, by Lemma 7.2.1, turn vertices can be added to H without affecting the decision

problem from which we are reducing. For the remainder of the proof of Theorem 7.2.1,

assume that H is a planar, simple And/Or constraint graph with turn vertices, such that

P , Q and VS can be constructed from CP , CQ, and H such that gadget of our construction

corresponds to a vertex of H .

Encoding edge orientations

There exists a one-to-one correspondence between vertices of H and gadgets of the con-

struction. If {u, v} ∈ E(H) then there exists either a horizontal or a vertical edge connecting

the two corresponding gadgets in both drawings of the construction. The position of this

horizontal or vertical edge relative to the position of the dashed segment between the two

gadgets is used to encode the orientation of {u, v} in a configuration of H . Recall that

each dashed segment connects two static vertices of VS.

Suppose that the gadgets corresponding to vertices u and v are connected by a horizon-

tal edge in one of the drawings such that the gadget associated with u lies to the left of the

gadget associated with v. If the horizontal edge between the gadgets lies strictly below the

dashed segment, the drawing encodes left-to-right orientation, from u to v. If the edge lies

strictly below the dashed segment, the drawing encodes a right-to-left orientation, from v

to u; recall Figure 7.1.

Similarly, suppose that the two gadgets corresponding with u and v are connected

by a vertical edge and that u lies below v. If the edge lies strictly to the left of the

dashed segment, the drawing encodes bottom-to-top orientation, from u to v. If the edge
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Figure 7.2: Turn gadgets.

lies strictly to the right of the dashed segment, the drawing encodes a top-to-bottom

orientation, from v to u.

When an edge of the drawing coincides with its dashed segment, the drawing can be

thought to encode a state of H in which the associated edge of H does not contribute

to the inflow of either of its vertices. Note that such a state is not realizable in an NCL

machine.

7.2.2 Gadgets

Having described the construction in overview, it remains to introduce the gadgets, and to

prove that each gadget behaves in a manner equivalent to the corresponding vertex of an

NCL machine.

Turn gadgets

A turn gadget is connected by two edges (one horizontal and one vertical) to two other

gadgets. Consider the gadget illustrated in Figure 7.2 (a,b,c). In this figure the solid

line segments represent edges of the drawing, and the dots represent static vertices of VS.

Dashed line segments serve to connect vertices of VS, and are not part of the drawing. The
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three drawings representing this turn gadget are parallel and share a common set of static

vertices.

Whether to use (a), (b) or (c) to represent a turn vertex in some configuration of H

depends on the orientations of the edges incident with the turn vertex in the configuration.

Drawing (a) encodes a configuration locally at the turn vertex in which the edge on the

left is directed away from the turn vertex, while the edge below is directed toward the turn

vertex. Drawing (c) encodes the reverse of the edge orientations of (a), while drawing (b)

encodes both edges directed toward the turn vertex.

The gadget illustrated in Figure 7.2 (a,b,c) alone does not suffice. Also required is a

turn gadget that connects to a gadget below and a gadget to the right. If we were simply to

rotate/reflect the drawings already described, the edge orientation encoding scheme would

be destroyed. Instead, we introduce another turn gadget, illustrated in Figure 7.2 (d,e,f).

To complete the collection, turn gadgets are required that connect a turn gadget to

another gadget above it and another gadget either to the left or right. These gadgets are

obtained by rotating each of the drawings of Figure 7.2 by π. Observe that a rotation by

π leaves the edge orientation encoding scheme intact.

Lemma 7.2.2 In a parallel morph that keeps vertices in VS static, a turn gadget behaves

locally in a manner equivalent to a turn vertex in an NCL machine.

Proof: Drawings (a,b,c) of Figure 7.2. correspond to the three feasible configurations of

edge orientations at a turn vertex in an NCL machine, as do the drawings (d,e,f). Observe

that both (a) and (c) admit a parallel morph to (b) that leaves the single vertex of VS

static. Both (d) and (f) admit a parallel morph to (e) that leaves the two vertices of VS

static. These parallel morphs are sufficient to simulate any move of an NCL machine.

In the other direction, consider a parallel morph between two drawings of a turn gadget

that keeps vertices of VS static. Crucially, it is impossible to morph a drawing of a turn

gadget to a drawing corresponding to a configuration that violates the minimum inflow

constraint of the associated turn vertex. To morph between drawings (a) and (c), it is

necessary that an intermediate drawing of this morph encodes both edges directed inward.

Likewise, to morph between drawings (d) to (f) it is necessary to go via an intermediate

drawing that encodes both edges directed inward. Thus, for any parallel morph between

two drawings of a turn gadget that keeps vertices of VS static, there exists a corresponding

sequence of moves about a turn vertex in an NCL machine. 2
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Figure 7.3: The And gadget.

The And gadget

The And gadget is illustrated in Figure 7.3. Recall that an And vertex of H has two

incident weight-1 edges and one incident weight-2 edge, and the minimum inflow constraint

is 2. In the And gadget, the horizontal edge on the left corresponds to the weight-2 edge,

and the two horizontal edges on the right correspond to the two weight-1 edges. All

drawings in the figure are parallel, with a common set of static vertices.

The five drawings of Figure 7.3 together encode all feasible configurations of edges

incident upon an And vertex of H . The leftmost drawing in the upper row encodes the

configuration in which the weight-2 edge is directed away from the And vertex, and the

two weight-1 edges are directed toward it. The remaining gadgets encode the four possible

configurations in which the weight-2 edge is directed toward the And vertex, and the

weight-1 edges have arbitrary orientations.
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Figure 7.4: Proving that the And gadget behaves like an And vertex.

Lemma 7.2.3 During a parallel morph that keeps all vertices in VS static, an And gadget

behaves locally in a manner equivalent to an And vertex in an NCL machine.

Proof: Consider a move of an NCL machine H that reverses the orientation of an

edge incident to an And vertex. For the configurations of H immediately before and

immediately after the move, the orientations of the edges incident to the And vertex

correspond to one of the drawings of Figure 7.3. For any pair of drawings of the And

gadget whose corresponding configurations differ locally in the orientation of a single edge,

it is easy to verify that this pair admits a parallel morph that keeps the vertices in VS

static. Therefore, any sequence of moves of H involving the edges incident to an And

vertex can be simulated by a parallel morph between drawings of an And gadget.

Conversely, consider a parallel morph from one drawing of the And gadget to another

that keeps the vertices in VS static. The following claim establishes the impossibility of

morphing to a drawing encoding an infeasible configuration of H .

Claim 7.2.1 Every drawing that is parallel with the drawings of the And gadget corre-

sponds locally to a feasible configuration of an And vertex of an NCL machine.

Proof: Consider the drawing of the And gadget illustrated in Figure 7.4. This drawing

is identical to the leftmost drawing in the top row of Figure 7.3. For the vertex labeled

a, let ax and ay denote the x- and y-coordinates of a, respectively; likewise for vertices
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b, . . . , j. To establish the claim, it is sufficient to prove that in the drawing resulting from

a parallel morph of the And gadget, if ey < iy then both fy < jy and by < ay.

Assume that ey < iy. In any drawing parallel with an And gadget that does not alter

the static vertices, iy < dy < ky < fy. It must be that

ey < iy < dy < fy.

Observe that if either ex = fx ≥ ix or dx ≥ ex = fx, then the drawing self-intersects.

In particular, the edge between e and f intersects either the edge connected to d or i.

Therefore,

cx = dx < ex = fx < ix = jx. (7.1)

Notice, if both fy ≥ jy and jx ≥ fx then the drawing self-intersects. However, since fx < jx

it follows that fy < jy.

Next, we prove that by < ay. In any drawing that is parallel with an And gadget and

with static vertices in the same positions as in the And gadget,

gy < ay < iy < hy.

Also, ay < ey. Since ey < iy (by assumption),

gy < ey < hy.

If ex ≥ gx = hx then the vertical edge connecting g and h intersects the horizontal edge

connecting e to the left boundary. Therefore, ex < gx = hx; so by (7.1), cx < ex < gx.

Finally, since gy < ay and cx < gx, it follows that by < ay. 2

By the preceding claim, every intermediate drawing of a parallel morph between two

drawings of an And gadget encodes a feasible configuration of an NCL machine locally at

the And vertex, assuming that static vertices are not moved during the morph. 2

The Or gadget

Recall that an Or vertex of H has three incident weight-2 edges, and a minimum inflow

constraint of 2. Thus, in every configuration of H , at least one of the edges incident upon

an Or vertex must be directed toward the vertex.

Figure 7.5 illustrates three Or gadgets that are parallel drawings with an identical set

of static vertices. Each of the gadgets shown encodes a feasible configuration of the edges

incident at an Or vertex in which one of the edges is directed toward the vertex, while the
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Figure 7.5: Three of the seven possible drawings of the Or gadget.

other two are directed away. From these gadgets, it is not difficult to construct parallel Or

gadgets upon the same set of static vertices, encoding all feasible configurations in which

at least one edge is directed toward an Or vertex. In total, 23 − 1 = 7 Or gadgets are

required, including the three illustrated in Figure 7.5.

Lemma 7.2.4 During a parallel morph that keeps all vertices in VS static, an Or gadget

behaves locally in a manner equivalent to an Or vertex in an NCL machine.

Proof: In an NCL machine H , every feasible configuration of the edges incident with

an Or vertex corresponds to the encoding determined by one of the seven possible Or

gadgets. So, for any move of H , the configuration of the edges incident with an Or vertex

immediately before the move will correspond to the encoding determined by an Or gadget.

Likewise, for the configuration immediately following the move.

It is easy to verify that for each possible move, there exists a parallel morph between

the corresponding gadgets, that keeps the vertices of VS static. Thus, for every sequence

of moves of H , the sequence of configurations of edges incident with an Or vertex can

be simulated by a parallel morph that starts with one of the Or gadgets, and keeps all

vertices of VS static.

Conversely, to see that every parallel morph from an Or gadget that keeps vertices of

VS static corresponds, locally, to a sequence of moves between feasible configurations of H ,

observe that we can never morph an Or gadget in such way that in the resulting drawing

the horizontal edge on the left is on or below its dashed segment, while both edges on the

right are on or above their respective dashed segments—such a drawing encodes all edges

directed away from the corresponding Or vertex. 2

With that, we have completed our proof of Theorem 7.2.1.
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7.2.3 Strengthening the theorem

In this section, we strengthen Theorem 7.2.1 to allow all vertices at least some limited

freedom of movement, while maintaining the PSPACE-hardness of the decision problem.

Then, we prove that the problem remains PSPACE-hard even when we restrict the input

so that no two static vertices share an x- or y-coordinate. This strengthened version of

the problem will reduce more easily than the original problem when we prove PSPACE-

hardness for other problems later in this chapter.

Order preserving morphs

We say that a morph M from a drawings P of a graph G in the x-y plane preserves the

order of a subset VS ⊆ V(G) if, in every intermediate drawing of the morph, the vertices

of VS exhibit the same vertex ordering as in P , i.e. either:

1. Pi(u) < Pi(v) and Mi(t; u) < Mi(t; v),

2. Pi(u) = Pi(v) and Mi(t; u) = Mi(t; v); or,

3. Pi(u) > Pi(v) and Mi(t; u) > Mi(t; v),

for all i ∈ {x, y}, all u, v ∈ VS, and all t ∈ [0, 1].

Theorem 7.2.2 Given a pair of parallel orthogonal drawings of a graph in the plane and a

distinguished subset of the vertices of the graph, it is PSPACE-hard to decide whether there

exists a parallel morph between the drawings that preserves the ordering of the vertices in

the subset.

Proof: This follows immediately from Theorem 7.2.1 and Lemma 7.2.5 (below). 2

Besides using the following lemma in the proof of Theorem 7.2.2, we refer to this

lemma in Sections 7.3 and 7.4 when we prove that parallel morphing is PSPACE-hard for

orthogonal drawings in R
3, and for orthogonal polyhedra.

Lemma 7.2.5 Given a pair P and Q of parallel orthogonal drawings in the plane of a

connected graph G, and a subset VS ⊂ V(G) where for all v ∈ VS, P (v) = Q(v); there

exists a parallel morph from P to Q that keeps all vertices of VS static if and only if there

exists a parallel morph from P to Q that preserves the order of VS.
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Proof: Trivially, if there exists a parallel morph from P to Q that keeps vertices of VS

static, then this morph preserves the order of VS. So assume that a parallel morph M

exists from P to Q that preserves the order of VS. We will demonstrate the existence of a

parallel morph M ′ from P to Q that keeps vertices of VS static.

For all t ∈ [0, 1], let x1(t), . . . , xk(t) denote the values of the x-coordinates that are

occupied by at least one vertex of VS in M(t), such that for all i ∈ {1, . . . , k − 1},

xi(0) < xi+1(0).

Since M preserves the order of VS, the xi values will change continuously with t, but will

never collide. Hence, for all t ∈ [0, 1] and i ∈ {1, . . . , k − 1},

xi(t) < xi+1(t).

Define, for all t ∈ [0, 1], x0(t) and xk+1(t) to be values that are strictly smaller and

larger (respectively) than all x-coordinates of vertices in M(t), such that the functions x0

and xk+1 change in a continuous manner within the range [0, 1].

Now, define morph M ′ as follows: for every v ∈ V(G) and t ∈ [0, 1] such that

xi(t) ≤ Mx(t, v) < xi+1(t),

let

M ′
x(t; v) =

(

Mx(t; v) − xi(t)

xi+1 (t) − xi(t)

)

(xi+1(0) − xi(0)) + xi(0). (7.2)

Use an analogous approach to determine the vertex positions in M ′ with respect to the

y-axis.

Since xi(t) < xi+1(t) for all t ∈ [0, 1], the denominator on the right side of (7.2) never

goes to zero. Hence, M ′(t; v) is defined for all t ∈ [0, 1] and v ∈ V(G). It is easy to

verify that the vertex ordering (Definition 2.2.1, page 29) of drawing M ′(t) is the same

as the vertex ordering of M(t). Hence, by Lemmas 2.2.1 and 2.2.2 (pages 29 and 30,

respectively) each drawing M ′(t) is simple and parallel with P and Q. Also, the vertices

follow continuous paths in morph M ′. It follows that M ′ is a parallel morph from P to Q.

Observe that each vertex v ∈ VS has the same coordinates over all intermediate drawings

of M ′. Therefore, M ′ keeps all vertices in VS static. 2

Enforcing distinct coordinates on static vertices

The gadgets we devised in our proof of Theorem 7.2.1 require that we allow multiple static

vertices to share x- and y-coordinates. When we prove that deciding parallel morphability
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Figure 7.6: Proving the PSPACE-hardness of parallel morphing with static coordinates

whose x- and y-coordinates are distinct. Left: drawing P . Right: drawing P ′. The dots

represent the vertices of VS and V ′
S, respectively.

for orthogonal polyhedra is PSPACE-hard (Section 7.4) we find it convenient to reduce

from the problem of deciding parallel morphability with static vertices, but under the

assumption that all static vertices have distinct x- and y-coordinates.

Theorem 7.2.3 Parallel morphing with static vertices is PSPACE-hard, even when we

require that all static vertices have distinct x- and y-coordinates.

Proof: Let P and Q be parallel drawings in the plane of a graph G, and let

VS = {v1, . . . , vk} ⊂ V(G)

be a subset such that P (v) = Q(v) for all v ∈ VS. Without loss of generality, assume that

both P and Q map vertices of VS to integer coordinates. By Theorem 7.2.1 it is PSPACE-

hard to decide whether P and Q will admit a parallel morph that keeps all vertices of VS

static.

We will show how, in polynomial time, to generate a pair of parallel orthogonal drawings

P ′ and Q′ of a connected graph G′ in the plane, and a subset V ′
S ⊂ V(G′) such that all

vertices of V ′
S have distinct x- and y-coordinates in each of P ′ and Q′; and, P ′ admits a

parallel morph to Q′ that keeps vertices of V ′
S static if and only if P admits a parallel

morph to Q that keeps vertices of VS static. Below, we describe the construction of P ′ and

V ′
S (G′ is implicit in this construction). Drawing Q′ is generated similarly.

For every vertex u ∈ V(G) locate a square of side length 1/3 centered at P (u). For

every edge {v, w} ∈ E(G), connect the squares corresponding to v and w by two parallel

edges; see Figure 7.6. For each vi ∈ VS, construct a square of side length i
4k

centered at

184



P (vi), i.e. this square resides inside the already existing square that corresponds to v. So

that the resulting drawing is of a connected graph, join the two squares by a vertical or

horizontal edge, subdividing edges of the squares by vertices as necessary. Add the vertices

of the lower-left and upper-right of the inner square to V ′
S.

This completes the construction of P ′ and V ′
S. Drawing Q′ is generated similarly from

Q and VS. It is easy to verify that:

1. P ′ and Q′ are parallel drawings of a common graph,

2. P ′ and Q′ are simple; and,

3. the x- and y-coordinates of vertices in VS are distinct in these drawings.

If P ′ admits a parallel morph to Q′ that keeps all vertices of V ′
S static, then P admits

a parallel morph to Q that keeps all vertices of VS static—to obtain a morph from P to

Q, the coordinates of each vertex are determined by a point in the center of the associated

square of G′.

Conversely, assume that there exists a parallel morph M from P to Q that keeps all

vertices of VS static. We must show that P ′ admits a parallel morph to Q′ that keeps

vertices of V ′
S static. By Lemma 7.2.5 it suffices to prove the existence of a parallel morph

M ′ from P ′ to Q′, such that this morph preserves the ordering of vertices in V ′
S.

The idea is to move the subset of V(G′) that corresponds to a single vertex v ∈ V(G)

in unison, following the motions of v in M . To ensure that simplicity is maintained, we

must first perform a parallel morph of P ′ so that each subset of V(G′) that corresponds to

a vertex v ∈ V(G) lie sufficiently close to P (v). This process must be reversed at the end

of the morph.

Let α ∈ (0, 1] be a value that is strictly smaller than the minimum feature size of M(t),

for all t ∈ [0, 1]. To construct M ′, we will first perform a linear morph from P ′ to a drawing

R, such that for every v′ ∈ V(G′) whose corresponding vertex in G is v

R(v′) = α(P ′(v′) − P (v)).

Observe that in R, all vertices lie at coordinates that are within an L1-distance of α
6

of the coordinates of the corresponding vertex of P . The linear morph from P ′ to R is a

parallel morph that preserves the ordering of the vertices of V ′
S.

Next, we move each vertex v′ ∈ V(G′) that corresponds to a single vertex v ∈ V(G) in

unison, so that v′ follows the same motions in M ′ as v does in M . If two elements intersect

during this stage, then M does not maintain simplicity. Thus, our approach maintains

simplicity and is clearly a parallel morph. Finally, we perform a linear morph to Q′. 2
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Figure 7.7: Proving PSPACE-hardness for orthogonal drawings in R
3. Left: an example

of drawing P in the x-y plane; the dots are vertices of VS. Right: the drawing P ′ in x-y-z

space.

7.3 Orthogonal Drawings in Space

In this section, we prove the following theorem.

Theorem 7.3.1 It is PSPACE-hard to decide whether two parallel orthogonal drawings of

a connected graph in R
3 will admit a parallel morph.

Proof: We reduce from the problem of parallel morphing with static vertices (Theo-

rem 7.2.1). So, suppose that we are given a pair of parallel orthogonal drawings P and Q

of a connected graph G in the x-y plane, and a subset VS ∈ V(G) such that for all v ∈ VS,

P (v) = Q(v). We want to decide whether there exists a parallel morph from P to Q that

keeps vertices in VS static. Without loss of generality, assume integer coordinates on all

vertices of the input drawings.

Generate a pair of drawings P ′ and Q′ in x-y-z space as follows (see Figure 7.7):

1. Construct P ′ from P and construct Q′ from Q, by setting the z-coordinate of each

vertex in V(G) equal to 0.

2. Augment both Q′ and P ′, by adding a (non-uniform) grid in an x-y plane at some

positive z-coordinate. For each x- (and y-) coordinate used by a vertex of VS, include

a grid-line with this x- (or y-) coordinate. Vertices are added at the intersection of

grid lines.
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3. For each vertex of v ∈ VS, add an edge parallel to the z-axis between v and the vertex

of the grid with the same x-y coordinates.

The orthogonal drawings P ′ and Q′ can be computed in time that is polynomial in the

complexity of P and Q. It remains to prove that there exists a parallel morph from P to

Q that keeps vertices of VS static if and only if there exists a parallel morph from P ′ to Q′.

So, let us assume that there exists a parallel morph from P to Q that keeps vertices of

VS static. Clearly, there exists a parallel morph from P ′ to Q′ that keeps the z-coordinate

of each vertex static, and keeps every vertex that belongs to the grid static.

Conversely, let us assume that there exists a parallel morph M ′ from P ′ to Q′. For

every t ∈ [0, 1] the drawing of G determined by M ′(t) is parallel with P and Q and lies in

a single plane, perpendicular to the z-axis. In M ′(t), all vertices belonging to the grid lie

in another plane perpendicular to the z-axis. The grid keeps the ordering of the vertices

of VS from changing with respect to either the x- or y-axis during M ′.

From M ′ we can obtain a parallel morph from P to Q that preserves the ordering of

the vertices of VS. Hence, by Lemma 7.2.5, there exists a parallel morph from P to Q that

keeps the vertices of VS static. 2

7.4 Orthogonal Polyhedra

We now turn to the problem of morphing orthogonal polyhedra. It is not difficult to prove

it PSPACE-hard to decide whether orthogonal polyhedra will admit a parallel morph, by

reducing from the problem of deciding parallel morphability for orthogonal drawings in R
3

(Theorem 7.3.1). For example, we might devise a reduction in which edges and vertices

of a pair of orthogonal parallel drawings in R
3 are “thickened” to boxes, in a manner

reminiscent of the procedure used in the proof of Theorem 6.4.2 to convert unmorphable

orthodisks to orthogonal polyhedra.

Such a reduction is somewhat unsatisfying, since it creates polyhedra of arbitrarily high

genus. It is more interesting that deciding parallel morphability for orthogonal polyhedra

remains PSPACE-hard even for polyhedra of genus-0, i.e. topological spheres.

Theorem 7.4.1 It is PSPACE-hard to decide whether a given pair of parallel orthogonal

genus-0 polyhedra will admit a parallel morph.

Proof: We reduce from the problem of deciding parallel morphability for orthogonal

drawings in the plane with static vertices, such that all static vertices have distinct x- and
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Figure 7.8: The construction of P ∗ (right) from P (left). The dots in P represent the static

vertices.

y-coordinates (Theorem 7.2.3). Let us assume we are given a pair P and Q of parallel

orthogonal drawings of a connected graph G in the plane, and a subset VS ⊂ V(G),

such that no two vertices of VS share a common x- or y-coordinate. We generate parallel

orthogonal polyhedra P ∗ and Q∗ that admit a parallel morph if and only if P and Q admit

a parallel morph that keeps the vertices of VS static.

Below, we describe only the generation of P ∗. Q∗ is generated using a similar procedure.

Without loss of generality, assume that all vertices of P and Q lie at integer coordinates

in the range {1, . . . , m}.
It is convenient to describe P ∗ in terms of a set of solid closed axis-aligned boxes. We

begin our construction with the solid axis-aligned box that is defined by the set

{(x, y, z) | x, y ∈ [0, m + 1], z ∈ [−ǫ, 0]} ,

where ǫ is some small rational value such that 0 < ǫ < 1/100. We call this box the base.

For every vertex v ∈ V(G), we stack an ǫ × ǫ × ǫ box onto the base, defined by the set

{(x, y, z) | x − Px(v) ∈ [−ǫ/2, ǫ/2], y − Py(v) ∈ [−ǫ/2, ǫ/2], z ∈ [0, ǫ]} .

For every vertex v ∈ VS, we include in the set of boxes an ǫ × ǫ × 1 box defined by

{(x, y, z) | x − Px(v) ∈ [−ǫ/2, ǫ/2], y − Py(v) ∈ [−ǫ/2, ǫ/2], z ∈ [ǫ, 1]} .

For every {u, v} ∈ E(G), we stack a box on the base with an ǫ× ǫ cross section, whose

square faces lie in planes perpendicular to either the x- or y-axis, such that this box serves

to connect the pair of ǫ × ǫ × ǫ boxes corresponding to u and v; see Figure 7.8. Note that

not all edges are to scale in this figure.

188



We take P ∗ to be the boundary of the union of the solid boxes defined above, including

all edges and vertices of the boxes that lie on the boundary. Coincident edges and vertices

that belong to multiple solid boxes of the set become single edges and vertices in P ∗.

There is a slight problem with this construction: we have defined polyhedra as objects

with a connected edge graph, but one face of our construction has a hole in it. The ill-

behaved face is the topmost face of the base that corresponds to the exterior face of P .

This can be remedied by cutting away from the (solid) base all points except those with

x-y coordinates that belong to closed interior faces of P . After constructing P ∗ from this

modified set of boxes, the graph underlying P ∗ is connected.

Call the portion of P ∗ formed by the boxes that correspond with static vertices of

VS, the vertex towers. By our construction, there is a well defined ordering to these vertex

towers with respect to the x- and y-axes. If a parallel morph of P ∗ contains an intermediate

drawing in which two vertex towers are intersected by a plane that is perpendicular to either

the x- or y-axis, then the ordering is no longer well defined. We say that such a morph

changes the ordering of the vertex towers.

Claim 7.4.1 There exists a parallel morph from P to Q that keeps the vertices of VS static

if and only if there exists a parallel morph from P ∗ to Q∗ in which the ordering of the vertex

towers does not change.

Proof: Assume that there exists a parallel morph from P ∗ to Q∗ in which the x- and

y-orderings of the vertex towers do not change. In this case, there exists a parallel morph

from P to Q in which the x-y coordinates of each vertex is determined by the center of

the corresponding box. In this morph, the ordering of the vertices of VS is preserved. By

Lemma 7.2.5, there exists a parallel morph from P to Q that keeps the vertices of VS static.

Conversely, assume that there exists a parallel morph from P to Q that keeps the

vertices of VS static. We can use a technique similar to the one used in the proof of

Corollary 7.2.3 to show that there exists a parallel morph from P ∗ to Q∗ in which the

ordering of the vertex towers does not change. 2

As we have defined P ∗ and Q∗, there is nothing to prevent the ordering of the vertex

towers from changing. Below, we describe how to augment P ∗ and Q∗ with the addition

of a structure between each pair of towers. This structure prevents the ordering of the

two vertex towers from changing. In particular, the structure that we describe ensures

that one tower will always have smaller x-coordinates and larger y-coordinates than the

other throughout a parallel morph. A structure that keeps one vertex tower at smaller

x-coordinates and smaller y-coordinates than the other can be constructed similarly.
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Figure 7.9: Linked structures that remain linked throughout every parallel morph.

The structures to be added to P ∗ and Q∗ are based on the unmorphable orthodisks de-

scribed in the proof of Theorem 6.4.2 (page 166). The structure shown in Figure 6.8 (upper-

left) on page 166 is nearly an orthodisk, except that there are extra edges and vertices that

are not incident on a face (i.e. the ring). Let us make a copy of this structure. Rotate and

translate this copy to obtain the “linked” pair of structures shown in Figure 7.9.

The linked structure illustrated in Figure 7.9 can be turned into a pair of orthodisks

in the manner described in the proof of Theorem 6.4.2 with the addition of gloves. Ob-

serve that in any parallel morph, the orthodisks remain linked in the sense that in every

intermediate drawing of a parallel morph there exists a line parallel with the z-axis that

intersects the loops of both orthodisks.

Let us consider how to incorporate these orthodisks into P ∗ and Q∗, starting with the

lower orthodisk of Figure 7.9. Figure 7.10 illustrates this orthodisk (modulo the glove)

when converted to a polyhedron that is connected to a vertex tower.

A similar structure is generated from the upper orthodisk. We obtain a polyhedron

similar to the one illustrated in Figure 7.11. (Again, the portion of the polyhedron gener-

ated from the gloves is not shown.) Following any parallel morph of this polyhedron, there

exists a line parallel with the z-axis that intersects both rings. From this fact, it is clear

that every parallel morph preserves the ordering of the two towers shown.

Returning to our polyhedra P ∗ and Q∗, in both polyhedra, we add the linked structures
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Figure 7.10: The lower orthodisk, converted to a polyhedron and connected to a vertex

tower.

x
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z

towers

vertex

Figure 7.11: The linked structure between two vertex towers.

described above between every pair of vertex towers. We can keep these structures disjoint

by varying the location of these with respect to the z-axis. Then, in every parallel morph

from P ∗ to Q∗ preserves the ordering of the vertex towers. The complexity of generating the

polyhedra is polynomial in the complexity of P and Q (and VS). Therefore, by Claim 7.4.1
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it is PSPACE-hard to decide whether parallel orthogonal polyhedra will admit a parallel

morph. 2

7.5 Conclusion

In this chapter we proved PSPACE-hardness for problems involving parallel morphing.

The first problem we proved to be PSPACE-hard is the problem of deciding whether a pair

of parallel orthogonal drawings in the plane admit a parallel morph under the constraint

that some given subset of vertices is required to remain static throughout the morph.

We performed reductions from this problem to the problem of deciding whether a pair of

parallel orthogonal drawings in R
3 admit a parallel morph; and, also to the problem of

deciding whether a pair of parallel orthogonal genus-0 polyhedra admit a parallel morph.

It remains an open problem to determine the computational complexity of parallel

morphing where the input consists of a pair of parallel (orthogonal) drawings of a cycle

in R
3. If the problem turns out to be PSPACE-hard, we expect that the results and

techniques described in this chapter to be of some use in devising a proof.

It also remains open to determine whether the PSPACE-hard problems described in

this chapter are in PSPACE.
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Chapter 8

Conclusion

In this thesis, we have explored a number of problems related to parallel morphing:

• In Chapter 2, we discussed properties of linear morphs. We gave an (inefficient)

algorithm to decide the existence of a parallel morph between a pair of parallel

simple orthogonal drawings in R
d. We proved that a linear morph is a parallel morph

between a pair of parallel polygons in the case that one of the polygons is star-shaped.

We can decide whether two polygons will admit a parallel morph via an intermediate

star-shaped polygon by solving a system of linear equalities and inequalities.

• In Chapter 3, we studied parallel morphing between parallel orthogonal drawings in

the plane. We established that every pair of such drawings of a connected graph

will admit a parallel morph, and derived upper and lower bounds on the number of

linear morphs required by a parallel morph. We showed how to deal with drawings

of disconnected graphs. As well, we discussed area requirements of such a morph.

• In Chapter 4, we studied problems related to monotone and bimonotone morphing.

We proved that parallel orthogonally convex polygons will admit a monotone morph,

and that every pair of drawings that admits a parallel morph will admit a bimonotone

morph.

• In Chapter 5, we proved three problems related to parallel morphing in the plane to

be NP-hard, including parallel morphing for non-orthogonal drawings, and monotone

morphing.

• In Chapter 6, we showed that parallel simple drawings of a tree graph in R
d will

always admit a parallel morph, but that this is not true of parallel drawings of a
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cycle graph in R
3. We gave pairs of parallel orthogonal polyhedra that do not admit

a parallel morph.

• In Chapter 7, we proved the problem of deciding parallel morphability to be PSPACE-

hard in three settings, including in the cases of orthogonal drawings in R
3, and of

orthogonal polyhedra.

Parallel drawings of a graph will exhibit an inherent visual similarity. Since a parallel

morph will keep all intermediate drawings parallel and simple, it is plausible that a parallel

morph will effectively communicate to a user the correspondence between the elements of

its source and target drawings. For this reason, we believe parallel morphs may find

application in graph visualization, especially in interactive graph drawing systems.

From the point of view of graph visualization, our most useful result seems to be that

every pair of parallel simple orthogonal drawings of a connected graph in the plane will

admit a parallel morph. That such morphs require an area of moderate size makes this

result particularly useful for visualization. On the negative side, it is NP-hard to decide

whether there exists a parallel morph between a pair of parallel non-orthogonal drawings

in the plane, and PSPACE-hard to decide for orthogonal drawings in R
3.

One avenue for future research is to determine whether one of our algorithms for mor-

phing parallel orthogonal drawings in the plane can be used as a subroutine in an algorithm

that generates a non-parallel simplicity-preserving morph between a given pair of drawings

belonging to some class, such that all intermediate drawings of the morph reside within

the class.

In this vein, Lubiw, Petrick and Spriggs [45] have devised an algorithm that generates

a simplicity-preserving morph between a given pair of simple drawings of a graph, where

vertices are represented by points and edges are represented by orthogonal polylines. The

approach is to add bends and perform zigzag elimination to get the drawings into a form

in which the polylines representing each edge are parallel in the two drawings. One of our

parallel morphing algorithms is then applied.

It would be interesting to determine whether one of our morphing algorithms could be

used similarly in an algorithm for morphing between non-orthogonal drawings of a graph.

It is likely not difficult to devise such an algorithm for the case that edges are represented

by polylines, and we are allowed to add bends to these polylines over the course of the

morph. An investigation into the properties of such a morph (e.g. number of linear morphs,

number of segments created/destroyed, complexity of intermediate drawings) may prove

interesting. What about the the case in which edges are represented by line segments?
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On the complexity side, it remains open to determine whether it is NP- or PSPACE-

hard to decide whether a pair of parallel simple orthogonal drawings of a cycle graph will

admit a parallel morph.
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