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## Abstract

Wintner asked the following question :
Does there exist an infinite set $S$ of prime numbers such that if $n_{0}<n_{1}<\ldots<$ $n_{i}<\ldots$ is the sequence of all positive integers composed of the primes in $S$ then

$$
\lim _{i \rightarrow \infty}\left(n_{i+1}-n_{i}\right)=\infty ?
$$

In 1973 Tijdeman [38] proved that the answer to the question is yes. In this thesis, we shall investigate Wintner's question in more detail.

Tijdeman [38] proved that for each real number $\theta$ with $0<\theta<1$ there exists an infinite set of primes $S$ such that if $n_{0}<n_{1}<\ldots<n_{i}<\ldots$ is the sequence of all positive integers composed of the primes in $S$ then $n_{i+1}-n_{i}>n_{i}^{1-\theta}$ for $i=0,1, \ldots$.
Given such a $\theta$, we shall show that we can find an infinite set $S=\left\{p_{1}, p_{2}, \ldots\right\}$ of primes with $p_{1}<p_{2}<\ldots$ so that the $n$-th term $p_{n}$ does not grow too quickly. In particular, we shall show that

$$
p_{n}<\exp \left(\frac{c_{1} n^{2}}{\theta} \log \left(\frac{c_{2} n}{\theta}\right)\right)
$$

where $c_{1}, c_{2}$ are explicit numbers.
We shall also investigate the following question. We shall look for a function $\mathcal{L}(x)$ which grows quickly and yet for which there is an infinite set of primes $S$ such that the associated sequence of power products $n_{0}<n_{1}<n_{2}<\ldots$ satisfies

$$
n_{i+1}-n_{i} \quad>\quad \mathcal{L}\left(n_{i}\right)
$$

for $i=0,1, \ldots$.
We define a family of functions

$$
F_{k, \theta}(x)=\exp ^{k}\left(\left(\log _{k}(x)\right)^{\theta}\right)
$$

where $k$ is an non-negative integer and $\theta$ is a real number and $\log _{k}$ is $k$-iterated logarithms and $\exp ^{k}$ is $k$-iterated exponentiations. And we prove that for given non-negative integer $k$ and a real number $\theta$ with $0<\theta<1$ there is an infinite set $S(k, \theta)$ of prime numbers such that if $n_{0}<n_{1}<\ldots<n_{i}<\ldots$ is the sequence of
all positive integers composed of the primes in $S(k, \theta)$ then

$$
n_{i+1}-n_{i}>\frac{n_{i}}{F_{k, \theta}\left(n_{i}\right)}
$$

for $i=0,1, \ldots$.
Finally, we shall consider prime pairs $(p, q)$ such that if $n_{0}<n_{1}<\ldots$ is the sequence of all positive integers composed of the primes $p, q$ then

$$
n_{i+1}-n_{i} \quad>\quad \sqrt{n_{i}} .
$$

We find all such prime pairs $(p, q)$ with $2 \leq p<q<e^{8}$ by computational work. Given two such primes $p, q$ we can find an infinite set of primes $\left\{p, q, p_{3}, p_{4}, \ldots\right\}$ such that if $n_{0}<n_{1}<n_{2}<\ldots$ is the sequence of all positive integers composed of the primes then

$$
n_{i+1}-n_{i} \quad>\quad \sqrt{n_{i}} .
$$

for $i=0,1, \ldots$.
These results generalize and develop the answer to Wintner's question due to Tijdeman.

## Acknowledgments

I would like to express my gratitude to my supervisor Dr. Cameron L. Stewart. He introduced me into this transcendental area and inspired me how to approximate there. I sincerely thank him for all his time and patience, support and encouragement and consideration. I realized that some intuitions and examples from him turn to be new theorems. Without Professor Stewart, I would not have done nor even started this work. I am honored to be his student.

I would like to thank Dr. Tijdeman for his encouragement of my study.
I would like to thank my examiners Dr. Ram Murty and Dr. Yu-Ru Liu and Dr. Kevin Hare, Dr. Bruce Richmond and my supervisor. With their detailed remarks and suggestions I could finalize this thesis. Under their critical review and profound questions I should initialize myself.

I would like to thank all members of our Department, especially graduate officer Dr. Ng and wonderful staff Ms. Shonn Martin, for their guide and help.

I would like to thank Rachel for many cards, pictures and messages. These touch my heart and make me happy. I would like thank Jason for helping me to organize many things.

I would like to thank many friends and colleague for sharing food and information.
I would like to thank uncle Joe and his family.

I would like to thank my brothers, Suk-Won and Suk-Hyeon, sister-in-law and my nephew and niece for sharing their delight and joy.

I would like to thank my grandmother for her endless love, kindness and pray.
Above all I sincerely thank my Dad and Mom for their unlimited love, goodness and support.

Give Thanks...
Jeongsoo Kim

## Dedication

Dedicated to my parents: D.-H. Kim and J.-J. Cho Kim and to my grandmother : K.-S. Bae Cho

## Contents

1 Introduction ..... 1
1.1 When $|S|$ is Finite ..... 2
1.2 Wintner's Question ..... 5
1.3 Motivation ..... 6
1.3.1 Lower bounds for $p_{n}$ ..... 7
1.3.2 Upper bounds for $p_{n}$ ..... 11
1.3.3 The Sequence of Gaps $n_{i+1}-n_{i}$ ..... 11
1.3.4 Computation ..... 13
2 Preliminaries ..... 17
2.1 Definitions ..... 17
2.2 Linear Forms in Logarithms ..... 18
2.2.1 Baker's Theorems ..... 18
2.2.2 Trivial Estimate ..... 18
2.2.3 Estimates on Linear Forms in Logarithms ..... 19
2.2.4 Sharpening Estimates ..... 22
2.2.5 Waldschmidt's Theorem ..... 23
2.3 Explicit Determination ..... 24
3 First Main Theorem ..... 26
3.1 Lemma ..... 26
3.2 Terminology ..... 28
3.3 First Main Theorem ..... 29
4 Second Main Theorem ..... 36
4.1 Basic Properties ..... 36
4.2 Nice Functions ..... 37
4.3 Lemmas ..... 42
4.4 Second Main Theorem ..... 48
4.5 Further Research ..... 55
5 Computation ..... 57
5.1 General Upper Bound ..... 59
5.2 Reduced Number of Calculations ..... 61
5.3 Find a Proper Expression ..... 65
5.4 Criteria for Solution ..... 67
5.5 Some Remarks on the Program ..... 67
5.5.1 The Small Range ..... 67
5.5.2 The Medium Range ..... 68
5.5.3 Computing Environment ..... 69
5.6 Further Research ..... 69
Appendix A. Table ..... 71
Appendix B. Maple Code ..... 78
Bibliography ..... 93

## Chapter 1

## Introduction

Let us define the following set:

Definition Let $S$ be a set of prime numbers. Define

$$
\mathcal{N}(S)=\left\{x \in \mathbf{N} \mid x=\prod_{p \in S} p^{a}, a \in \mathbf{N} \cup\{0\}\right\} .
$$

We see that $\mathcal{N}(S)=\left\{n_{0}, n_{1}, \ldots\right\}$ is the set of all positive integers composed of the primes in $S$. That means for given set $S$ of prime numbers, we see that for a positive integer $x, x$ is in $\mathcal{N}(S)$ if and only if for any prime number $p$ with $p \mid x, p$ is in $S$.

We have some examples.

## Examples

1. If $S$ is the set of all prime numbers then $\mathcal{N}(S)$ is the set of all positive integers.
2. If $S=\emptyset$ then $\mathcal{N}(S)=\{1\}$ and this is the only case $\mathcal{N}(S)$ is a finite set.
3. If $S=\{2\}$ then $\mathcal{N}(S)=\left\{2^{i} \mid i \in \mathbf{N} \cup\{0\}\right\}$
4. If $S$ is the set of all odd prime numbers then $\mathcal{N}(S)$ is the set of all positive odd integers.

We want to see $\mathcal{N}(S)$ from an additive point of view. First, without loss of generality, we can order the elements of the set

$$
\begin{aligned}
S & =\left\{p_{1}<p_{2}<\ldots\right\} \\
\mathcal{N}(S) & =\left\{n_{0}<n_{1}<n_{2}<\ldots\right\} .
\end{aligned}
$$

We see that $n_{0}=1$ and $n_{1}=p_{1}$ the smallest prime in $S$. We denote the cardinality of a set $A$ by $|A|$.

### 1.1 When $|S|$ is Finite

In 1898, Størmer [36] proved the following theorem.
Theorem 1.1 (Størmer). Let $S$ be a finite subset of odd primes. Then for $n_{i} \in$ $\mathcal{N}(S)$

$$
\liminf _{i \rightarrow \infty}\left(n_{i+1}-n_{i}\right) \quad>2
$$

This result was improved by Thue [41] in 1908.
Theorem 1.2 (Thue). Let $S$ be a finite set of primes and $n_{i} \in \mathcal{N}(S)$. Then

$$
\lim _{i \rightarrow \infty}\left(n_{i+1}-n_{i}\right)=\infty
$$

Thue derived this theorem from his result on the approximation of algebraic numbers by rational numbers.
Størmer proposed the question of determining for a given finite set of prime numbers, the pairs ( $a, a+1$ ) of consecutive integers such that both $a$ and $a+1$ belong to $\mathcal{N}(S)$. He proved [35] that given a finite set $S$ of $t$ primes, there are only finitely many pairs $(a, a+1)$ such that both $a$ and $a+1$ belong $\mathcal{N}(S)$. He used explicit methods involving Pell's equations and showed that the number of such pairs is at most $3^{t}-2^{t}$.

Lehmer [21] generalized this question to that of finding, for a given finite set $S$ of primes, all pairs $(a, a+k)$ such that $a$ and $a+k$ are in $\mathcal{N}(S)$ for $k=1,2,4$. He was interested in an efficient way to determine the number of these pairs. Using a result of Gelfond [15], Cassels [12] gave an explicit upper bound for the size of the numbers. And he gave necessary and sufficient conditions to determine when both $a$ and $a+k$ are in $\mathcal{N}(S)$. Recently, Jones [18] extended Lehmer's results to the case when $k$ is an arbitrary positive integer.

In 1918, Pólya [29] proved the same result as Theorem 1.2 with a different approach. His proof uses an estimate for the sum of the divisors of $p-1$ for primes $p$ up to $x$. Pólya proved that

Theorem 1.3 (Pólya). If $S$ is any finite subset of primes and $n_{i} \in \mathcal{N}(S)$ then $n_{i+1}-n_{i}$ tends to infinity. Moreover, if $|S| \geq 2$ then

$$
\lim _{i \rightarrow \infty} \frac{n_{i+1}}{n_{i}}=1
$$

From Pólya's proof, we have information of upper bounds of the sequence of the quotients $\frac{n_{i+1}}{n_{i}}$.
Erdös [13] observed this using the results of Siegel [32] and Mahler [23].
Theorem 1.4 (Erdös). Let $S$ be a finite subset of primes. Let $0<\theta<1$. Then there is $N(\theta, S)>0$ such that

$$
n_{i+1}-n_{i}>n_{i}^{\theta}
$$

for all $n_{i} \in \mathcal{N}(S)$ with $n_{i}>N(\theta, S)$.
But in both Siegel's and Mahler's methods $N(\theta, S)$ is not effectively computable.
In 1973 and 1974, Tijdeman [38, 39] resolved these problems. He uses Fel'dman's estimates [14] for linear forms in the logarithms of algebraic numbers.

Theorem 1.5 (Tijdeman [38]). Let $n_{1}<n_{2}<\ldots$ be the sequence of integers composed of primes not greater than $p$. Then there exists an effectively computable positive number $C_{1}=C(p)$ such that

$$
n_{i+1}-n_{i} \quad>\quad \frac{n_{i}}{\left(\log n_{i}\right)^{C_{1}}}
$$

for $n_{i} \geq 3$.
In 1974, Tijdeman proved the following theorem by applying estimates for linear forms in logarithms and using some elementary properties of continued fraction expressions.

Theorem 1.6 (Tijdeman [39]). Let $S=\left\{p_{1}<p_{2}\right\}$ and $n_{i} \in \mathcal{N}(S)$. Then there exist effectively computable numbers $C_{2}=C\left(p_{1}, p_{2}\right)$ and $N=N\left(p_{1}, p_{2}\right)$ such that

$$
n_{i+1}-n_{i}<\frac{n_{i}}{\left(\log n_{i}\right)^{C_{2}}}
$$

for $n_{i} \geq N$.

Tijdeman proved the following theorem without estimates for linear forms in the logarithms of algebraic numbers.

Theorem 1.7 (Tijdeman [38]). Let $S=\left\{p_{1}<\ldots<p_{t}\right\}$ be a given set of $t$ prime numbers and $t>1$. Then there are infinitely many pairs $x, y$ in $\mathcal{N}(S)$ such that

$$
\begin{equation*}
0<x-y<\frac{\left(t \log p_{t}\right)^{t} \cdot y}{(\log y)^{t-1}} \tag{1.1}
\end{equation*}
$$

Remark We shall include the proof of this theorem for completeness and rewrite the proof in terms of our notation. The proof may be found in [38, Theorem 2].

Proof. Let $S=\left\{p_{1}<\ldots<p_{t}\right\}$ be given. Let $M$ be a positive integer and consider a set $\mathcal{N}(S, M)$ such that

$$
\mathcal{N}(S, M)=\left\{x \in \mathcal{N}(S) \mid x=p_{1}^{a_{1}} \cdots p_{t}^{a_{t}}, \quad 0 \leq a_{i} \leq M \text { for } i=1, \ldots, t\right\} .
$$

Then,

$$
\begin{equation*}
|\mathcal{N}(S, M)|=(M+1)^{t} . \tag{1.2}
\end{equation*}
$$

For any $x \in \mathcal{N}(S, M)$ with $x=p_{1}^{a_{1}} \cdots p_{t}^{a_{t}}$

$$
\begin{equation*}
0 \leq \log x=a_{1} \log p_{1}+\cdots+a_{t} \log p_{t} \leq M \cdot t \cdot \log p_{t} . \tag{1.3}
\end{equation*}
$$

By (1.2) and (1.3) there are $x, y \in \mathcal{N}(S, M)$ such that $y<x$ and

$$
\begin{equation*}
0<\log x-\log y \leq \frac{M \cdot t \cdot \log p_{t}}{(M+1)^{t}-1} . \tag{1.4}
\end{equation*}
$$

Let $x=p_{1}^{a_{1}} \cdots p_{t}^{a_{t}}$ and $y=p_{1}^{b_{1}} \cdots p_{t}^{b_{t}}$. We may assume without loss of generality $a_{i} \cdot b_{i}=0$ for $i=1, \ldots, t$. We have $y^{2}<x y<p_{t}^{M t}$. Therefore, $M>\frac{2 \cdot \log y}{t \cdot \log p_{t}}$. Substituting this estimate in (1.4) then we see that

$$
\begin{equation*}
\log \frac{x}{y}=\log x-\log y<\frac{\left(t \log p_{t}\right)^{t}}{(2 \log y)^{t-1}} \tag{1.5}
\end{equation*}
$$

We see that from (1.4) and since $t>1$, if $M$ goes to infinity then $\log \frac{x}{y}$ goes to 0 .

Since $\frac{x}{y}>1$ we have

$$
\begin{equation*}
\log \frac{x}{y} \geq \frac{1}{2}\left(\frac{x}{y}-1\right) \tag{1.6}
\end{equation*}
$$

for sufficiently large $M$. We note that $\mathcal{N}(S)=\cup_{M=1}^{\infty} \mathcal{N}(S, M)$. Therefore, by (1.5),(1.6) and $t>1$, if $M$ goes to infinity then we have infinitely many $x, y \in \mathcal{N}(S)$ that satisfy (1.1) as required.
By the above Theorem, we note that the constant $C_{1}=C(p)$ in Theorem 1.5 cannot be replaced by a constant smaller than $\pi(p)-1$ where $\pi(x)$ denotes the number of primes less than or equal to $x$.

Theorem 1.8 (Tijdeman [38, 39]). Let $S$ be a finite subset of $t$ prime numbers and $t \geq 2$. Then there are effectively computable numbers $C_{3}, C_{4}$ and $N$ that only depend on $S$ such that

$$
\frac{n_{i}}{\left(\log n_{i}\right)^{C_{3}}}<n_{i+1}-n_{i}<\frac{n_{i}}{\left(\log n_{i}\right)^{C_{4}}}
$$

for $n_{i} \in \mathcal{N}(S)$ with $n_{i} \geq N$.
By Theorem 1.5 and Theorem 1.7 we see that the numbers in Theorem 1.8 satisfy $C_{3} \geq t-1$ and $C_{4} \leq t-1$.
This result is very satisfactory not only because we can deduce all the previous theorems from Theorem 1.8 but also for finite $S$ we see the difference $n_{i+1}-n_{i}$ behaves like $\frac{n_{i}}{\left(\log n_{i}\right)^{C}}$ on average.

### 1.2 Wintner's Question

What can be said if $S$ is an infinite subset of primes ?
In the review paper [13] Erdös mentioned the following question introduced by Wintner.

Question (Wintner) Does there exist an infinite sequence of primes $p_{1}<p_{2}<$ $\ldots$ such that if $n_{0}<n_{1}<\ldots$ is the sequence of all positive integers composed of $p$ 's in the sequence of primes then

$$
\lim _{i \rightarrow \infty}\left(n_{i+1}-n_{i}\right)=\infty ?
$$

And Erdös mentioned that it seems certain that such a sequence exists.

This looks like a natural question after what we know about the sequence of gaps $n_{i+1}-n_{i}$ in $\mathcal{N}(S)$ when $S$ is finite. But, we meditate on what this question means.
In the additive point of view, we can construct the set of all positive integers on the Peano axioms. In the multiplicative point of view, we can construct the set of all positive integers by the set of all prime numbers $P$.

These two aspects of construction for the same set, we ask whether there is some relation between the successor function in Peano Axioms and the set of all prime numbers $P$ and in this case we can write $\mathcal{N}(P)=\mathbf{N}$.
In this point, we can say Wintner's question is a question of finding some relation between the additive structure and the multiplicative structure of the set of integers composed of primes from a given set. In other words, we can ask whether there is an infinite subset $S$ of prime numbers such that for $n_{i} \in \mathcal{N}(S)$ we can define the sequence of gaps $n_{i+1}-n_{i}$ as a successor like function $\mathcal{L}\left(n_{i}\right)$ and the behavior of $\mathcal{L}\left(n_{i}\right)$ is similar to the case $|S|$ is finite.
Just after Baker [8] proved a sharpening of the bounds for linear forms in logarithms, Tijdeman applied the theorem and proved such an infinite set $S$ of primes exists.

Theorem 1.9 (Tijdeman). Let $0<\theta<1$. Then there is an infinite set $S$ of prime numbers with

$$
\begin{equation*}
n_{i+1}-n_{i} \quad>\quad n_{i}^{1-\theta} \tag{1.7}
\end{equation*}
$$

for all $n_{i} \in \mathcal{N}(S)$.
Proof. See [38, Theorem 7].

### 1.3 Motivation

Tijdeman proved that for given $0<\theta<1$, if we have a set of $t$ prime numbers $S_{t}=\left\{p_{1}<\ldots<p_{t}\right\}$ such that $n_{i+1}-n_{i}>n_{i}^{1-\theta}$ for all $n_{i} \in \mathcal{N}\left(S_{t}\right)$ then there is a prime number $p_{t+1}$ with $p_{t+1}>p_{t}$ such that $m_{j+1}-m_{j}>m_{j}^{1-\theta}$ for all $m_{j} \in$ $\mathcal{N}\left(S_{t} \cup\left\{p_{t+1}\right\}\right)$. And in the last part of his paper [38] he remarked the following two things. (Here, we have relabeled Theorem and Equation numbers so that they correspond to the numbering in this thesis.)

Remarks ([38, Remarks])

1. It follows from the proof of Theorem 1.9 that for every $\theta$ with $0<\theta<1$ it is possible effectively to give a sequence $T_{1}, T_{2}, \ldots$ such that there exists a sequence $p_{1}<p_{2}<\ldots$ with required property and with $\frac{T_{n}}{2} \leq p_{n} \leq T_{n}$ for all $n=1,2, \ldots$
2. It follows from Theorem 1.7, there does not exist a constant $C$ such that Theorem 1.9 is valid if (1.7) is replaced by the inequality

$$
n_{i+1}-n_{i} \quad>\quad \frac{n_{i}}{\left(\log n_{i}\right)^{C}} .
$$

3. Remark 1 is discussed in more detail in Section 1.3.2. Remark 2 is discussed in section 1.3.3.

So, we want to know what a sequence of such $T_{n}$ could be like. Moreover, for given $\theta$ we want to find a formula $T(n, \theta)$ such that there is $p_{n}<T(n, \theta)$ with required property.

And then, we are interested in the lower bounds of the sequence of gaps $n_{i+1}-n_{i}$. We want to find a function $\mathcal{L}(x)$ such that there is an infinite set $S$ of primes with

$$
n_{i+1}-n_{i} \quad>\quad \mathcal{L}\left(n_{i}\right) .
$$

That means we want to know the behavior of the sequence of gaps $n_{i+1}-n_{i}$ that makes it possible for there to exist an infinite subset $S$ of prime numbers that satisfies Wintner's question.

### 1.3.1 Lower bounds for $p_{n}$

Let $S=\left\{p_{1}<p_{2}<\ldots\right\}$ be an infinite set of prime numbers such that for all $n_{i} \in \mathcal{N}(S), n_{i+1}-n_{i}>\sqrt{n_{i}}$ hold. Then it is not difficult to find a lower bound for $p_{n}$ in $S$. Since the $p_{n}$ 's are primes we know that $n \log n<p_{n}$ for $n$ sufficiently large by the prime number theorem. Now we have a non-trivial lower bound for $p_{n} \in S$.

Proposition 1.1. Let $S=\left\{p_{1}<p_{2}<\ldots\right\}$ be an infinite set of prime numbers such that $n_{i+1}-n_{i}>\sqrt{n_{i}}$ hold for all $n_{i} \in \mathcal{N}(S)$. Then there is a positive number $C$ such that $p_{n} \geq C n^{2}$ for sufficiently large $n$.

Proof. Consider a set $\mathcal{X}(a)=\left\{x_{0}<x_{1}<\ldots<x_{i}<\ldots\right\}$ that is generated by the following recursive relation :

$$
x_{0}=a, \quad x_{i}=x_{i-1}+\sqrt{x_{i-1}}
$$

for some $a \geq 4$ and $i=1,2, \ldots$.
For any set $W$ of real numbers and a real number $u$ we denote

$$
f(W, u)=|\{w \in W \mid w \leq u\}|
$$

First, it is clear that

$$
\log x<f(\mathcal{X}(a), x)<x
$$

for sufficiently large $x$. Since $\lim _{i \rightarrow \infty}\left(x_{i}-x_{i-1}\right)=\infty$, we have $f(\mathcal{X}(a), x)<x$. Since $\sqrt{x_{i}}<x_{i}$ for all $x_{i} \in \mathcal{X}(a)$ we see that $x_{i+1}<2 x_{i}$. Hence, for such given $x>0$ there are at least $k$ members in $\mathcal{X}(a)$ where $k$ is the largest number satisfying $2^{k} a<x$. Therefore $\log x<f(\mathcal{X}(a), x)$ for sufficiently large $x$.

Now we are interested in a non-trivial upper bound for $f(\mathcal{X}(a), x)$.
The idea for this proof as following:

Step 1 For any set $S$ of prime numbers with required property $n_{i+1}-n_{i}>\sqrt{n_{i}}$ for all $n_{i} \in \mathcal{N}(S)$, we observe

$$
\begin{equation*}
f(\mathcal{N}(S), x) \quad<\quad f(\mathcal{X}(a), x) \tag{1.8}
\end{equation*}
$$

for sufficiently large $x$. For any set $S$ of prime numbers, we know $S \subsetneq \mathcal{N}(S)$ and

$$
\begin{equation*}
f(S, x)<f(\mathcal{N}(S), x) \tag{1.9}
\end{equation*}
$$

Step 2 For given positive real number $x$, we will claim that that

$$
\begin{equation*}
f(\mathcal{X}(4), x) \leq 3 \sqrt{x} \tag{1.10}
\end{equation*}
$$

Step 3 On the other hand, we suppose a set $S$ of prime numbers such that $f(S, x) \geq 3 \sqrt{x} \geq f(\mathcal{X}(4), x)$ for some $x>0$. Then by definition of $\mathcal{X}(4)$ there are
many such integers $n_{i} \in \mathcal{N}(S)$ composed of these primes in $S$ that the integers will be close and cannot satisfy the relation $n_{i+1}-n_{i}>\sqrt{n_{i}}$.
Therefore, if we produce a non-trivial upper bound for $f(\mathcal{X}(4), x)$ then we get a nontrivial lower bound for $p_{n} \in S$ for any set $S$ of prime numbers with $n_{i+1}-n_{i}>\sqrt{n_{i}}$ for all $n_{i} \in \mathcal{N}(S)$.
This is a brief idea of this proposition.
Before proving (1.10), we observe the following relation.
For any non-negative integer $i$,

$$
x_{i} \geq\left\{\begin{array}{lll}
\left(\frac{i}{3}+2\right)^{2} & \text { if } i \equiv 0 & (\bmod 3)  \tag{1.11}\\
\left(\frac{i-1}{3}+2\right)^{2}+\left(\frac{i-1}{3}+2\right) & \text { if } i \equiv 1 & (\bmod 3) \\
\left(\frac{i-2}{3}+2\right)^{2}+2\left(\frac{i-2}{3}+2\right) & \text { if } i \equiv 2 & (\bmod 3)
\end{array}\right.
$$

We shall use induction on $i$. When $i=0$ then $i=0 \equiv 0(\bmod 3)$, and as we assumed that $x_{0}=a=4$ so we have $x_{0}=\left(\frac{0}{3}+2\right)^{2}$ as required. Now we suppose that for all $i \leq k-1$ (1.11) hold. When $i=k$ we consider 3 cases.
(Case 1) $k \equiv 0(\bmod 3)$ and $k>0$ : Then $k-1 \equiv 2(\bmod 3)$ and by the inductive hypothesis $x_{k-3}$ satisfies the inequality (1.11) so that

$$
x_{k-1} \geq\left(\frac{k-3}{3}+2\right)^{2}+2\left(\frac{k-3}{3}+2\right)
$$

Obviously for positive integer $k, x_{k-1} \geq 1$ and so $\sqrt{x_{k-1}} \geq 1$. Therefore, we have

$$
x_{k}=x_{k-1}+\sqrt{x_{k-1}} \geq\left(\frac{k-3}{3}+2\right)^{2}+2\left(\frac{k-3}{3}+2\right)+1
$$

And we know that $(a+1)^{2}=a^{2}+2 a+1$, so

$$
\begin{equation*}
x_{k} \geq\left(\left(\frac{k-3}{3}+2\right)+1\right)^{2} \tag{1.12}
\end{equation*}
$$

And since $k \equiv 0(\bmod 3),(1.12)$ is equivalent to

$$
x_{k} \geq\left(\frac{k}{3}+2\right)^{2}
$$

as required.
(Case 2) $k \equiv 1(\bmod 3):$ Then $k-1 \equiv 0(\bmod 3)$ so we have by inductive hypothesis $x_{k-1} \geq\left(\frac{k-1}{3}+2\right)^{2}$. Therefore,

$$
x_{k}=x_{k-1}+\sqrt{x_{k-1}} \geq\left(\frac{k-1}{3}+2\right)^{2}+\left(\frac{k-1}{3}+2\right)
$$

as required.
(Case 3) $k \equiv 2(\bmod 3):$ Then $k-1 \equiv 1(\bmod 3)$ so we have by inductive hypothesis $x_{k-1} \geq\left(\frac{k-1}{3}+2\right)^{2}+\left(\frac{k-1}{3}+2\right)$. We note that $\sqrt{x_{k-1}} \geq\left(\frac{k-1}{3}+2\right)$. Therefore,

$$
x_{k} \quad=\quad x_{k-1}+\sqrt{x_{k-1}} \geq\left(\frac{k-1}{3}+2\right)^{2}+2\left(\frac{k-1}{3}+2\right)
$$

as required.
Therefore, for all 3 cases, we have (1.11).
Now we can show (1.10) that, for given $x>0$

$$
f(\mathcal{X}(4), x) \leq 3 \sqrt{x}
$$

By (1.11), if $k$ is the greatest number satisfying

$$
\left(\frac{k}{3}\right)^{2} \leq x
$$

then $f(\mathcal{X}(4), x) \leq k$ and $k \leq 3 \sqrt{x}$.
Suppose that there is a set $S$ of prime numbers such that $f(S, x) \geq 3 \sqrt{x}$ and $n_{i+1}-n_{i}>\sqrt{n_{i}}$ for all $n_{i} \in \mathcal{N}(S)$. Then we get

$$
f(\mathcal{X}(4), x) \leq 3 \sqrt{x} \leq f(S, x) \leq f(\mathcal{N}(S), x)
$$

This contradict to the relations (1.8) and (1.9).
Hence, for all $S$ with required property $f(S, x)<3 \sqrt{x}$. Therefore, for any set $S$ of prime numbers with required property, we have $p_{n}>C n^{2}$.
We have a non-trivial lower bound $C n^{2}$ for $p_{n}$ in $S$ where $S$ satisfies Wintner's condition with $n_{i+1}-n_{i}>\sqrt{n_{i}}$ for $n_{i} \in \mathcal{N}(S)$.

### 1.3.2 Upper bounds for $p_{n}$

Recall from the Remark on page 7, it is possible to find a sequence $T_{n}$ such that $\frac{T_{n}}{2} \leq p_{n} \leq T_{n}$ and $p_{n}$ have the desired property. In this section, we discuss this sequence $T_{n}$ in more detail.
Theorem A There are effectively computable positive numbers $c_{1}$ and $c_{2}$ such that for any real number $\theta$ with $0<\theta<1$ there exists an infinite set $S$ of prime numbers $p_{1}<p_{2}<\ldots$ for which the integers composed of the primes satisfy (1.7) with $\frac{1}{2} T(n) \leq p_{n} \leq T(n)$, where

$$
T(n)=\exp \left(\frac{c_{1} n^{2}}{\theta} \log \left(\frac{c_{2} n}{\theta}\right)\right) .
$$

In Theorem A, we give an effectively computable upper number $T(n)$ such that there is a prime $p_{n}$ in the interval $\left[\frac{T(n)}{2}, T(n)\right]$ for each $n=1,2, \ldots$ and when the $n_{i}$ 's are composed of the primes in the sequence $p_{1}<p_{2}<\ldots$ then the inequality (1.7) holds. In the proof of our Main Theorem A we apply Waldschmidt's estimate for linear forms in the logarithms of algebraic numbers and use nested recursive induction to construct $T(n)$ as required.

Our objective for Theorem A is the following :
For given $0<\theta<1$, we want to construct a set $S=\left\{p_{1}<p_{2}<\ldots\right\}$ of prime numbers such that

1. $n_{i+1}-n_{i}>n_{i}^{1-\theta} \quad$ for all $n_{i} \in \mathcal{N}(S)$.
2. For given initial $t$ primes $p_{1}<\ldots<p_{t} \in S$ we can find the next prime $p_{t+1}$ such that $p_{t+1} \leq T(t+1)$.
3. The sequence $T(t)$ is effectively computable in terms of $t$ and grows slowly.

### 1.3.3 The Sequence of Gaps $n_{i+1}-n_{i}$

Now we go back to Tijdeman's answer to Wintner's conjecture with an additive point of view. We ask what make it possible for there to exist a set of primes with the required property.

We investigate the inequality

$$
n_{i+1}-n_{i} \quad>\frac{n_{i}}{F\left(n_{i}\right)}
$$

where the $n_{i}$ 's are composed of a given set of primes and $F(x)<x^{\theta}$ for any $\theta$ with $0<\theta<1$. By Theorem 1.7, we can prove the following Proposition.
Proposition 1.2. Let $F(x)=(\log x)^{C}$ for any real number $C$. Then, we cannot find infinitely many primes $S=\left\{p_{1}<p_{2}<\ldots\right\}$ such that if $n_{i} \in \mathcal{N}(S)$ then

$$
n_{i+1}-n_{i} \quad>\quad \frac{n_{i}}{F\left(n_{i}\right)}
$$

Proof. Suppose that there is a real number $C$ and there is an infinite set $S$ of primes such that

$$
\begin{equation*}
n_{i+1}-n_{i} \quad>\quad \frac{n_{i}}{\left(\log n_{i}\right)^{C}} \tag{1.13}
\end{equation*}
$$

for all $n_{i}$ in $\mathcal{N}(S)$. By Theorem 1.3, such a $C$ is a positive number.
For the set $S=\left\{p_{1}<p_{2}<\ldots\right\}$, we consider a subset of $S$ with initial $r$ primes $S_{r}=\left\{p_{1}<\ldots<p_{r}\right\}$ with $r>2(C+1)$. By Theorem 1.7, there are infinitely many $y, x$ in $\mathcal{N}\left(S_{r}\right)$ that satisfy (1.1). Moreover we can choose such $x$ and $y$ with $x>y>\exp \left(r^{r} p_{r}^{r}\right)$. We see that these $x, y$ are in $\mathcal{N}(S)$ also. So there is a positive integer $i$ such that $n_{i}=y$ and $n_{i} \in \mathcal{N}(S)$. Since, $S$ satisfies Wintner's condition with respect to $F(a)=(\log a)^{C}$, and $S_{r}$ is a subset of $S$ we have

$$
x-y \geq n_{i+1}-y>\frac{y}{(\log y)^{C}}
$$

Since, $x$ and $y$ satisfy (1.1) we have

$$
\frac{y}{(\log y)^{C}}<x-y<\frac{\left(r \log p_{r}\right)^{r} \cdot y}{(\log y)^{r-1}}
$$

By our choices of $r$ and $x, y$ we see the above inequality gives us a contradiction as follows

$$
1<\frac{\left(r \log p_{r}\right)^{r}}{(\log y)^{r-1-C}}<\frac{r^{r} p_{r}^{r}}{(\log y)^{C+1}}<\frac{r^{r} p_{r}^{r}}{\left(r^{r} p_{r}^{r}\right)^{C+1}} .
$$

So, we want to figure out what conditions on the gaps $n_{i+1}-n_{i}$ with

$$
\lim _{i \rightarrow \infty}\left(n_{i+1}-n_{i}\right)=\infty
$$

allow us the possibility of finding an infinite set of primes satisfying Wintner's condition.

So, our objective is as follows:
To find a function $F(x)$ which grows as slowly as possible and yet for which there is an infinite set $S$ of prime numbers such that $n_{i+1}-n_{i}>\frac{n_{i}}{F\left(n_{i}\right)}$ for $n_{i} \in \mathcal{N}(S)$.
In Chapter 4, we construct an infinite set $S$ of primes for Wintner's question with respect to a family of functions which grow quite slowly. In particular, we prove the following result.
Theorem B Let $\theta$ be a real number with $0<\theta<1$ and $k$ be a positive integer. For $a \geq \exp ^{k}(1)$ we define

$$
F(a)=\exp ^{k}\left(\left(\log _{k} a\right)^{\theta}\right)
$$

There is an infinite set $S$ of primes such that if $n_{i}, n_{i+1} \in \mathcal{N}(S)$ then

$$
n_{i+1}-n_{i} \quad>\quad \frac{n_{i}}{F\left(n_{i}\right)}
$$

where $\exp ^{k}$ denotes the $k$-th iterated exponentiation and $\log _{k}$ denotes the $k$-th iterated logarithm.

In order to prove Theorem A and B we shall build on the argument given by Tijdeman [38] in his solution of Wintner's problem.

### 1.3.4 Computation

After finding theoretical upper bounds for $p_{n}$ in Wintner's question, we want to find the initial few primes in the question practically. We shall review some related problems.
In 1974, Tijdeman and Meijer [40] found a relation between the convergents of the continued fraction of $\xi=\frac{\log p_{1}}{\log p_{2}}$ and the exponents in the sequence $\frac{n_{i+1}}{n_{i}}$ with $n_{i}, n_{i+1} \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$. They considered one-sided convergents to $\xi=\frac{\log p_{1}}{\log p_{2}}$ as defined below :

Let $\xi$ be an irrational number with the continued fraction expansion $\left[a_{0}, a_{1}, \ldots\right]$. The $n$-th convergent $\left[a_{0}, \ldots, a_{n}\right]$ to $\xi$ is denoted by $\frac{A_{n}}{B_{n}}$. We recall that for $n=0,1, \ldots$

$$
\begin{aligned}
& A_{n+1}=a_{n+1} A_{n}+A_{n-1} \\
& B_{n+1}=a_{n+1} B_{n}+B_{n-1}
\end{aligned}
$$

where we define $A_{-1}=1, A_{0}=a_{0}, B_{-1}=0$ and $B_{0}=1$.

Definition. A rational number $\frac{A}{B}$ is said to be one-sided convergent to $\xi=$ $\left[a_{0}, a_{1}, \ldots\right]$ if there is a non-negative integer $n$ such that for the $n$-th convergent $\frac{A_{n}}{B_{n}}$ to $\xi$ and for some $j$ with $1 \leq j \leq a_{n+1}$ we have

$$
\frac{A}{B}=\frac{j A_{n}+A_{n-1}}{j B_{n}+B_{n-1}} .
$$

They showed that
Theorem 1.10 (Tijdeman, Meijer [40]). Let $\alpha, \beta$ be real numbers with $\alpha>\beta>1$ and such that $\xi=\frac{\log \beta}{\log \alpha}$ is irrational. Let $n_{1}<n_{2}<\ldots$ be the sequence composed of $\alpha$ and $\beta$ i.e., for all $i$ we can express $n_{i}=\alpha^{a_{i}} \beta^{b_{i}}$ for some non-negative integers $a_{i}, b_{i}$. Let

$$
W=\left\{\left.\frac{n_{i+1}}{n_{i}} \right\rvert\, i=1,2, \ldots\right\}
$$

Then $W$ is the set of all products $\alpha^{-k} \beta^{l}$ and $\alpha^{k} \beta^{-l}$ which are greater than 1 and such that $\frac{k}{\ell}$ is a one-sided convergent to $\xi$.

We note that if $\beta$ and $\alpha$ are different primes then $\xi=\frac{\log \beta}{\log \alpha}$ is irrational.
In 1982, Stroeker and Tijdeman [37] found all the positive integer solutions $a, b$ of the inequality

$$
\begin{equation*}
\left|p^{a}-q^{b}\right|<p^{\frac{a}{2}} \tag{1.14}
\end{equation*}
$$

for all primes $p, q$ with $p<q<20$.
They first proved that the linear form

$$
\Lambda=a \log p-b \log q
$$

has a value close to zero when $a, b$ is a solution of (1.14). And then they split the exponents $a$ in (1.14) into three cases : $a$ is "very large", $a$ is "medium large" and
$a$ is "small". These cases correspond approximately to $a \geq 2^{43}, 10<a<2^{43}$ and $a \leq 10$.

When they applied the estimate of linear forms in logarithms of $p, q$, they got a "very large" bound of $M_{1}=\max \{a, b\}$ such that if $a \geq M_{1}$ then there is no solution of (1.14). This is because Baker's theory implies that the linear forms cannot be close to zero so that there is no solution with "very large" $a$. In order to solve (1.14), in the "medium large" of $a$, they can avoid checking all the $a$ in the range. For this they investigated the size of the linear forms $a \log p-b \log q$. If

$$
\left|\frac{\log p}{\log q}-\frac{b}{a}\right|<\frac{1}{2 a^{2}}
$$

then $\frac{b}{a}$ is a convergent of the continued fraction of $\frac{\log p}{\log q}$. Hence it is suffice to check only the $a$ 's which are denominators of the convergents of the continued fraction of $\frac{\log p}{\log q}$. Finally, for "small" values of $a$ they calculate directly. They found that all solutions of (1.14) have "small" a.

In the 1980's, de Weger gave computational methods to reduce the upper bounds for the solution of Diophantine equations. He studied a linear form $\Lambda$ that is close to 0 together with a large but explicitly known upper bound for the absolute values of the coefficients of $\Lambda$. And then he showed that there is no solution between the known bound and the reduced bound he computed. In 1987, de Weger [45] gave a table with numerical data for the following inequalities :

$$
\begin{equation*}
\left|p^{a}-q^{b}\right|<\left(\min \left\{p^{a}, q^{b}\right\}\right)^{\delta} \tag{1.15}
\end{equation*}
$$

for $p, q$ primes such that $p<q<200$ and $a, b$ positive integers with $a \geq 2, b \geq 2$ and either $\delta=\frac{1}{2}$ or $\delta=0.9, \min \left\{p^{a}, q^{b}\right\}>10^{15}$.
In Chapter 5 , we shall investigate the inequality (1.15) where $\delta=\frac{1}{2}$ by computational methods because much sharper estimates have been established on linear forms in logarithms. In addition supercomputers and computer technology have improved greatly since the 1980 's, and there are computer packages for performing various number-theoretic calculations. We shall apply the estimates for linear forms in 2 logarithms by Laurent, Mignotte and Nesterenko [22], follow the ideas that have been applied in computation by Stroeker and Tijdeman [37] and de Weger [45], and then use MAPLE for number-theoretic calculation, specifically continued fraction expansion for a given real number to a certain precision. In this way we prove the follow result.
Theorem C There are 2086 pairs of prime numbers $\left(p_{1}, p_{2}\right)$ with $2 \leq p_{1}<p_{2}<$
$e^{8}$ such that

$$
x-y<\sqrt{y}
$$

where $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ with $y<x, \operatorname{gcd}(x, y)=1$. And they are listed in the Table I (page 71).

It follows from the proof of Theorem A that if $p_{1}$ and $p_{2}$ are prime numbers with $p_{1}<p_{2}$ and for which $n_{i+1}-n_{i} \geq \sqrt{n_{i}}$ where $n_{i}$ is the $i$-th term in $\mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ then we may extend $\left\{p_{1}, p_{2}\right\}$ to an infinite set $S=\left\{p_{1}, p_{2}, \ldots\right\}$ of prime numbers for which $n_{i+1}-n_{i} \geq \sqrt{n_{i}}$ but with now $n_{i}$ the $i$-th term in $\mathcal{N}(S)$.

## Chapter 2

## Preliminaries

### 2.1 Definitions

We define some terminology we will use in our thesis

Definition Let $\alpha$ be an algebraic number of degree $d$ over $\mathbf{Q}$ with conjugates $\sigma_{1} \alpha, \ldots, \sigma_{d} \alpha$ and minimal polynomial

$$
c_{0} X^{d}+\cdots+c_{d}=c_{0} \cdot \prod_{i=1}^{d}\left(X-\sigma_{i} \alpha\right)
$$

where $c_{i}$ 's are integers with $c_{0}>0$.

1. Height (or classical height) $H(\alpha)$ is defined by

$$
H(\alpha)=\max \left\{c_{0},\left|c_{1}\right|, \ldots,\left|c_{d}\right|\right\} .
$$

2. Weil's absolute logarithmic height $h(\alpha)$ of $\alpha$ is defined by

$$
h(\alpha)=\frac{1}{d} \cdot\left(\log c_{0}+\sum_{i=0}^{d} \log \max \left\{1,\left|\sigma_{i} \alpha\right|\right\}\right) .
$$

### 2.2 Linear Forms in Logarithms

### 2.2.1 Baker's Theorems

In the 1960's, Baker made a major breakthrough in transcendental number theory in his celebrated series of papers $[1,2,3,4]$.

Theorem 2.1 (Baker). If $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ are non-zero algebraic numbers such that $\log \alpha_{1}, \ldots, \log \alpha_{n}$ are linearly independent over the field of rational numbers then $1, \log \alpha_{1}, \ldots, \log \alpha_{n}$ are linearly independent over the field of all algebraic numbers where $\log$ denotes the principal branch of the logarithm functions.

Theorem 2.2 (Baker). If $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}, \beta_{1}, \beta_{2}, \ldots, \beta_{n}$ are non-zero algebraic numbers and

$$
\Lambda=\beta_{1} \log \alpha_{1}+\cdots+\beta_{n} \log \alpha_{n}
$$

where $\log$ denotes the principal branch of the logarithm functions then $\Lambda=0$ or $\Lambda$ is transcendental.

### 2.2.2 Trivial Estimate

In the special case that all $\alpha_{i}$ and $\beta_{i}$ are rational integers we have the following trivial estimates.

Proposition 2.1. Let $a_{1}, \ldots, a_{n}$ and $b_{1}, \ldots, b_{n}$ are rational integers with the $a_{i}$ greater than 1. We assume that

$$
a_{1}^{b_{1}} \cdots a_{n}^{b_{n}} \quad \neq 1 .
$$

Then

$$
\left|a_{1}^{b_{1}} \cdots a_{n}^{b_{n}}-1\right| \geq \exp (-n B \log A)
$$

where $B=\max \left\{\left|b_{1}\right|, \ldots,\left|b_{n}\right|\right\}$ and $A=\max \left\{a_{1}, \ldots, a_{n}\right\}$.

Proof. We know that the absolute value of a non-zero rational number is at least
as large as the inverse of a denominator so

$$
\begin{align*}
\left|a_{1}^{b_{1}} \cdots a_{n}^{b_{n}}-1\right| & \geq \prod_{b_{i}<0} a_{i}^{b_{i}} \\
& \geq \exp \left(-\sum_{i=1}^{n}\left|b_{i}\right| \log a_{i}\right) \\
& \geq \exp (-n B \log A) . \tag{2.1}
\end{align*}
$$

We shall call (2.1) Liouville's inequality. The dependence in $n$ and $A$ in Liouville's inequality is sharp, but the main interest for applications is with the dependence in $B$.

### 2.2.3 Estimates on Linear Forms in Logarithms

Baker gives effective lower bounds for $|\Lambda|$ in the case $\Lambda \neq 0$.
Baker's work affected a wide range of research, directed both towards improving his estimates and to applying them to specific arithmetic problems. Many problems of Diophantine analysis reduce to lower estimates for the absolute values of the $\Lambda$. The bounds are given as functions of the degrees and the heights of these numbers $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}, \beta_{1}, \beta_{2}, \ldots, \beta_{n}$. Baker's general effective estimates led to significant applications in number theory and opened a new era in the theory of Diophantine equations. In the 1970's and 1980's Baker, Fel'dman, Stark, Waldschmidt, Wüstholz and many others gave quantitative estimates for the bounds. The bounds have been improved in terms of heights and other parameters over the years.
Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be non-zero algebraic numbers with $\alpha_{i} \neq 1$ for $i=1, \ldots, n$. Let $\mathbf{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ have degree at most $d$ over $\mathbf{Q}$. Let the heights of $\alpha_{i}$ be $H\left(\alpha_{i}\right) \leq A_{i}$ where $A_{i} \geq 4$ for $i=1, \ldots n$. Put $\Omega=\left(\log A_{1}\right) \cdots\left(\log A_{n}\right), \Omega^{\prime}=\left(\log A_{1}\right) \cdots\left(\log A_{n-1}\right)$. Let $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ be algebraic numbers with the classical heights $H\left(\beta_{i}\right) \leq B$ where $B \geq 4$ for $i=1, \ldots n$. Let

$$
\Lambda=\beta_{1} \log \alpha_{1}+\cdots+\beta_{n} \log \alpha_{n}
$$

where $\log$ denotes the principal branch of the logarithm functions.
In 1977, Baker proved that

Theorem 2.3 (Baker). If $\Lambda \neq 0$ then

$$
|\Lambda|>(B \Omega)^{-C \Omega \log \Omega^{\prime}}
$$

where $C=(16 n d)^{200 n}$. In the special case that if $\beta_{1}, \ldots \beta_{n}$ are rational integers then the bracketed factor $\Omega$ has been eliminated to yield

$$
|\Lambda|>B^{-C \Omega \log \Omega^{\prime}} .
$$

This bound has been improved in terms of the constants and the factor $\Omega \cdot \log \Omega^{\prime}$.
In 1993, Baker and Wüstholtz [11] proved the following Theorem.
Let $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ be non-zero algebraic numbers with $\alpha_{i} \neq 1$ for $i=1, \ldots, n$ and $\mathbf{Q}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ have degree at most $d$ over $\mathbf{Q}$. Let $b_{1}, \ldots, b_{n}$ be rational integers, not all 0 with $B=\max \left\{\left|b_{1}\right|, \ldots,\left|b_{n}\right|, e^{\frac{1}{d}}\right\}$ and $A_{i}=\max \left\{H\left(\alpha_{i}\right), e\right\}$ for $i=1, \ldots, n$. Let $\Omega=\log A_{1} \cdots \log A_{n}$.

Theorem 2.4 (Baker-Wüstholtz). If $\Lambda \neq 0$ then

$$
|\Lambda| \geq \exp (-C(n, d) \Omega \log B)
$$

where $C(n, d)=(16 n d)^{2 n+4}$.
We see that this estimation is fully explicit with respect to all parameters. Moreover, we note that the factor $\Omega^{\prime}=\log A_{1} \cdots \log A_{n-1}$ in Theorem 2.3 has been removed.

It is conjectured that the product of the logarithms in $\Omega=\log A_{1} \cdots \log A_{n}$ may be replaced by the sum of logarithms.

Conjecture (Lang-Waldschmidt). Let $a_{1}, \ldots, a_{n}$ be positive rational numbers and $b_{1}, \ldots, b_{n}$ be integers. For $j=1, \ldots, n$ let $B_{j}=\max \left\{H\left(b_{j}\right), 1\right\}, A_{j}=H\left(a_{j}\right)$, $B=\max \left\{B_{1}, \ldots, B_{n}\right\}, A=\max \left\{A_{1}, \ldots, A_{n}\right\}$ and $\Lambda=b_{1} \log a_{1}+\cdots+b_{n} \log a_{n}$.
Let $\epsilon>0$. There exists $C(\epsilon)>0$ depending only on $\epsilon$ such that if $|\Lambda| \neq 0$ then

$$
|\Lambda|>\frac{C(\epsilon)^{n} B}{\left(B_{1} \cdots B_{n} \cdot A_{1}^{2} \cdots A_{n}^{2}\right)^{1+\epsilon}}
$$

Remark ([20, p.213]). This conjecture is motivated from the uniform distribution. Suppose that $B_{1}, \ldots, B_{n}, A_{1}, \ldots, A_{n}$ are sufficiently large. Let $\mathcal{S}$ be the set of numbers

$$
b_{1} \log a_{1}+\cdots+b_{n} \log a_{n}
$$

with $H\left(b_{j}\right) \leq B_{j}$ and $H\left(a_{j}\right) \leq A_{j}$ for $j=1, \ldots, n$. Since $b_{j}$ are integers and $a_{j}$ are rational numbers for $j=1, \ldots, n, \mathcal{S}$ has cardinality at most

$$
\left(2 B_{1}+1\right) \cdots\left(2 B_{n}+1\right) \cdot\left(2 A_{1}+1\right)^{2} \cdots\left(2 A_{n}+1\right)^{2} .
$$

This set $\mathcal{S}$ is contained in the interval

$$
[-n B \log A, n B \log A] .
$$

If this set is uniformly distributed in this interval, then the distance from 0 to the closest non-zero element of $\mathcal{S}$ in absolute vale would be

$$
\frac{2 n B \log A}{\left(2 B_{1}+1\right) \cdots\left(2 B_{n}+1\right) \cdot\left(2 A_{1}+1\right)^{2} \cdots\left(2 A_{n}+1\right)^{2}} .
$$

This motivates their conjecture.

For Diophantine equations the first application of Baker's estimates were given by Baker himself and by Baker and Davenport [6]. In the last forty years very extensive Diophantine investigations were made by using Baker's theory on linear forms in logarithms. For various general classes of equations, theorems regarding upper bounds for the solutions of the equation have been established. These provide explicit upper bounds on the solutions.

In many applications only two or three logarithms occur. In these cases bounds with better constants are available. In 1995, Laurent, Mignotte, and Nesterenko [22] gave the following estimates for linear forms in two logarithms of algebraic numbers.

Let $\alpha_{1}, \alpha_{2}$ be non-zero algebraic numbers and suppose they are multiplicatively independent. Let $\mathbf{Q}\left(\alpha_{1}, \alpha_{2}\right)$ have degree at most $D$ over $\mathbf{Q}$. Let $A_{i}>1$ be a real number satisfying

$$
\log A_{i} \geq \max \left\{h\left(\alpha_{i}\right), \frac{\left|\log \alpha_{i}\right|}{D}, \frac{1}{D}\right\}
$$

where $\log$ denotes the principal branch of logarithm. Further, let $b_{1}$ and $b_{2}$ be two
positive integers. Define

$$
b^{\prime}=\frac{b_{1}}{D \log A_{2}}+\frac{b_{2}}{D \log A_{1}}
$$

and

$$
\log B=\max \left\{\log b^{\prime}, \frac{21}{D}, \frac{1}{2}\right\}
$$

Lemma 2.1 (Laurent, Mignotte, Nesterenko [22]). Let $\Lambda=b_{2} \log \alpha_{2}-b_{1} \log \alpha_{1}$. Then

$$
|\Lambda| \geq \exp \left(-30.9 D^{4}(\log B)^{2} \log A_{1} \log A_{2}\right)
$$

In the proof of this Lemma, they applied Laurent's interpolation determinants and a refined zero estimate due to Nesterenko. And the constant 30.9 is much smaller than 270 from the previous estimates due to Mignotte-Waldschmidt [27].

### 2.2.4 Sharpening Estimates

Baker refined his estimates from [1, 2, 3] and [4] in a new series of papers [7, 8, 9] generalized and deepened them. His estimate is best possible for both fixed $A$ and variable $B$ and for fixed $B$ and variable $A$. He later generalized this result, obtaining the following theorem.

Theorem 2.5 (Baker [7]). Let $a_{1}, a_{2}, \ldots, a_{n+1}$ be non-zero algebraic numbers with degrees at most d. Suppose that the heights of $a_{1}, a_{2}, \ldots, a_{n}$ and $a_{n+1}$ are at most $A_{n}$ and $A \geq 2$ respectively. There is an effectively computable number $C>0$ depending on $n, d$ and $A_{n}$ such that

$$
0<\left|b_{1} \log a_{1}+\cdots+b_{n+1} \log a_{n+1}\right|<C^{-\log A \log B}
$$

have no solution in rational integers $b_{1}, b_{2}, \ldots, b_{n+1}$ with absolute values at most $B \geq 2$.

And he established the following generalization.
Theorem 2.6 (Baker [8]). Let $a_{1}, a_{2}, \ldots, a_{n+1}$ be non-zero algebraic numbers with degrees at most $d$. Suppose that the heights of $a_{1}, a_{2}, \ldots, a_{n}$ and $a_{n+1}$ are at most $A_{n}$ and $A \geq 2$ respectively. There is an effectively computable number $C$, depending only on $n, d$ and $A_{n}$ such that, for any $\theta$ with $0<\theta<\frac{1}{2}$, the inequalities

$$
\begin{equation*}
0<\left|b_{1} \log a_{1}+\cdots+b_{n+1} \log a_{n+1}\right|<\left(\frac{\theta}{B_{n+1}}\right)^{C \log A} \exp \left(-\theta B_{n}\right) \tag{2.2}
\end{equation*}
$$

have no solution in rational integers $b_{1}, \ldots, b_{n}$ and $b_{n+1}(\neq 0)$ with absolute values at most $B_{n}$ and $B_{n+1}$, respectively.

Note that, on taking $\theta=\frac{1}{B_{n}}$ and assuming that $B_{n} \leq B_{n+1}$ we obtain the result of Theorem 2.5.

His generalized sharpening of the bounds for linear forms in logarithms (2.2) has a particular significance in connection with applications. Specifically, Tijdeman [38] applied Theorem 2.6 in order to prove Wintner's conjecture.

Baker's works generalized Gelfond's method. In [42], Waldschmidt gave estimates for linear forms in logarithms based on Schneider's method. He also gives a lower bound for linear forms in logarithms of algebraic numbers in integer coefficients with an explicit constant. Finally, Waldschmidt [43] stated, using an extended method of Schneider, a completely explicit lower bound when $\beta_{1}, \ldots, \beta_{n}$ are rational integers.
In our proofs of Theorem A and Theorem B, we applied a Theorem of Waldschmidt, which is the subject of the next section.

### 2.2.5 Waldschmidt's Theorem

For any rational number $x$ we may write $x=\frac{b}{a}$ with $a$ and $b$ co-prime integers. We see the height of $x$ to be the maximum of $|a|$ and $|b|$.
Let $a_{1}, \ldots, a_{n}$ and $a_{n+1}$ be rational numbers with heights at most $A_{1}, \ldots, A_{n}$ and $A_{n+1}$ respectively. We shall suppose that $A_{i} \geq 4$ for $i=1, \ldots, n+1$. Next let $b_{1}, \ldots, b_{n}$ and $b_{n+1}$ be rational integers. Suppose that $B$ and $B_{n+1}$ are positive real numbers with $B \geq\left|b_{j}\right|$ for $j=1, \ldots, n$ and $B_{n+1} \geq \max \left(3,\left|b_{n+1}\right|\right)$. Put

$$
\begin{gathered}
\Lambda=\quad b_{1} \log a_{1}+\cdots+b_{n} \log a_{n}+b_{n+1} \log a_{n+1}, \\
\Omega_{n}=\log A_{1} \log A_{2} \cdots \log A_{n}
\end{gathered}
$$

where $\log$ denotes the principal branch of the logarithm functions.

Lemma 2.2 (Waldschmidt [43]). There exists an effectively computable positive number $C$ such that if $\Lambda \neq 0$ then

$$
|\Lambda|>\exp \left(-C(n+1)^{4(n+1)} \Omega_{n} \log A_{n+1} \log \left(B_{n+1}+\frac{B}{\log A_{n+1}}\right)\right)
$$

Remark We shall include in the thesis the proof of Lemma 2.2 given by Stewart and Tijdeman for completeness. The proof may be found in [34, Lemma 1].
Proof of Lemma 2.2 This follows from the estimates by Waldschmidt [43, Corollaire 10.1]. He proved this result under the assumption that $b_{n+1} \neq 0$. If $b_{n+1}=0$ then we apply the same theorem with $b_{n+1}$ replaced by $b_{j}$ where $j$ is the largest integer for which $b_{j} \neq 0$. Notice that $j \geq 1$ since $\Lambda \neq 0$. Since $\log A_{n+1} \log \left(3+\frac{B}{\log A_{n+1}}\right)$ is larger than $\frac{1}{2} \log B$, the result follows.

Remark In Lemmas 2.1 and 2.2, the logarithms are supposed to have their principal values, but this is not a restriction, since we shall be concerned exclusively with positive real numbers.

### 2.3 Explicit Determination

Baker [5] showed in 1968 how his estimates for linear forms of logarithms of algebraic numbers can be used to give effective upper bounds for the solutions of the Thue equation. Then Baker and Davenport [6] introduced a simple but powerful lemma, the so-called Davenport's Lemma, that is related to Diophantine approximation. Applying this lemma they found much smaller upper bounds for the solutions. They then combined the reduction algorithms and computational techniques to find all the solutions of certain types of equations practically.

Györy [17] reviewed some classical strategy for solving some classes of Diophantine equations or inequalities while applying Baker's theory. The main steps are as follows.

1. Transform the equation into a purely exponential equation i.e., a Diophantine equation where the unknowns are all in the exponents. Each type of equation needs a particular kind of transformation. It uses some arguments from algebraic number theory, theory of recurrence sequences, and geometry of numbers. This transformation makes it possible to apply Baker's theory.
2. Apply Baker's theory to derive an explicit upper bound for the solutions. In general, the upper bounds are so large that they cannot be used to determine all solutions in practice.
3. Reduce the explicit upper bound to a much smaller bound. In this step we apply theory from Diophantine approximations.
4. Determine all the solutions under the smaller bound from above step, using some search techniques with computation and specific properties of the initial equation.

In Chapter 5, we shall apply the above strategy and procedure used by Stroeker, Tijdeman [37] and de Weger [45] for finding the first two primes $p_{1}, p_{2}$ so that $n_{0}<$ $n_{1}<\ldots$ is the sequence of integers composed of the two primes then $n_{i+1}-n_{i}>\sqrt{n_{i}}$ for all $i=0,1, \ldots$.

## Chapter 3

## First Main Theorem

In this chapter, we shall show that for a given real number $\theta$ with $0<\theta<1$, we can find an infinite set $S=S(\theta)=\left\{p_{1}, p_{2}, \ldots\right\}$ of primes with $p_{1}<p_{2}<\ldots$ such that $n$-th term $p_{n}$ in $S$ does not grow too quickly and if $n_{i} \in \mathcal{N}(S)$ then $n_{i+1}-n_{i}>n_{i}{ }^{1-\theta}$ for $i=0,1,2, \ldots$.
In particular, for a given $0<\theta<1$, we shall find sequence $T(n)=T(n, \theta)$ such that

1. $T(n)$ is effectively computable and grows slowly.
2. We can find the $n$-th prime $p_{n}$ in $S$ with $\frac{1}{2} T(n) \leq p_{n} \leq T(n)$.
3. If $n_{0}<n_{1}<\ldots$ is the sequence of all integers composed of the primes in $S$ then

$$
\begin{equation*}
n_{i+1}-n_{i} \quad>\quad n_{i}^{1-\theta} \tag{3.1}
\end{equation*}
$$

for $i=0,1,2, \ldots \ldots$

### 3.1 Lemma

We give an auxiliary lemma due to Pethö and de Weger [28]. This one enables us to find an upper bound in closed form for some real number $x>1$ that is bounded by a polynomial in $\log x$.

Lemma 3.1 (Pethö, de Weger [28]). Let $u \geq 0, v>0, h \geq 1$ and let $x$ be a real number with $x>1$ satisfying

$$
x \leq u+v(\log x)^{h}
$$

If $v>\left(\frac{e^{2}}{h}\right)^{h}$ then

$$
x<2^{h}\left(u^{\frac{1}{h}}+v^{\frac{1}{h}} \log \left(h^{h} v\right)\right)^{h}
$$

and if $v \leq\left(\frac{e^{2}}{h}\right)^{h}$ then

$$
x \leq 2^{h}\left(u^{\frac{1}{h}}+2 e^{2}\right)^{h}
$$

Remark We shall include in this thesis the proof of this Lemma for completeness. The proof may be found in [45, Lemma 2.1]. We can see also [28, Lemma 2.2].
Proof of Lemma 3.1 Because $x$ is bounded above, we may assume that $x$ is the largest solution of

$$
x=u+v(\log x)^{h} .
$$

Since, $x^{\frac{1}{h}}$ is concave when $h \geq 1$ if $z_{1}$ and $z_{2}$ are positive real numbers then

$$
\left(z_{1}+z_{2}\right)^{\frac{1}{h}} \leq z_{1}^{\frac{1}{h}}+z_{2}^{\frac{1}{h}}
$$

hence we have

$$
x^{\frac{1}{h}} \leq u^{\frac{1}{h}}+c \cdot \log \left(x^{\frac{1}{h}}\right)
$$

where $c=h v^{\frac{1}{h}}$. Define $y$ by

$$
x^{\frac{1}{h}}=(1+y) c \log c .
$$

If $c \geq e^{2}$ then from

$$
\log c<\log (c \log c)
$$

it follows that

$$
c^{h}(\log c)^{h}<v\left(\log \left(c^{h}(\log c)^{h}\right)\right)^{h}
$$

which implies

$$
x>c^{h}(\log c)^{h} .
$$

Hence $y>0$. Now, we see that

$$
\begin{aligned}
(1+y) c \log c=x^{\frac{1}{h}} & \leq u^{\frac{1}{h}}+c \log (1+y)+c \log c+c \log \log c \\
& <u^{\frac{1}{h}}+c y+c \log c+c \log \log c
\end{aligned}
$$

Therefore,

$$
y c(\log c-1)<u^{\frac{1}{h}}+c \log \log c .
$$

Since, $c \geq e^{2}$

$$
\begin{aligned}
x^{\frac{1}{h}} & =c \log c+y c \log c \\
& <c \log c+\frac{\log c}{\log c-1}\left(u^{\frac{1}{h}}+c \log \log c\right) \\
& <2\left(u^{\frac{1}{h}}+c \log c\right)
\end{aligned}
$$

as required. If $c \leq e^{2}$ then note that $x \leq u+\left(\frac{e^{2}}{h}\right)^{h}(\log x)^{h}$. So, we may assume $c=e^{2}$ in this case. The result follows.

### 3.2 Terminology

Definition 3.1. Let $F(x)$ be a function with $\lim _{x \rightarrow \infty} F(x)=\infty$. A set $S$ of prime numbers is said to satisfy Wintner's condition with respect to $F$ if
(1) $S$ is infinite.
(2) For any $n_{i}, n_{i+1} \in \mathcal{N}(S), \quad n_{i+1}-n_{i}>F\left(n_{i}\right)$.

In this thesis, we reserve $p$ for a prime number, $S$ as a subset of prime numbers with ordering

$$
S=\left\{p_{1}<p_{2}<\ldots\right\},
$$

and $\mathcal{N}(S)$ as the set of all positive integers composed of primes in $S$ with ordering

$$
\mathcal{N}(S)=\left\{n_{0}<n_{1}<n_{2}<\ldots\right\}
$$

### 3.3 First Main Theorem

Theorem 3.1. There are effectively computable positive numbers $c_{1}$ and $c_{2}$ such that for any real number $\theta$ with $0<\theta<1$ there exists an infinite set $S$ of prime numbers $p_{1}<p_{2}<\ldots$ which satisfies Wintner's question with respect to $x^{\theta}$ and all $p_{n}$ in $S$ we have $\frac{1}{2} T(n) \leq p_{n} \leq T(n)$ where

$$
T(n)=\exp \left(\frac{c_{1} n^{2}}{\theta} \log \left(\frac{c_{2} n}{\theta}\right)\right) .
$$

Proof. Given $0<\theta<1$. Let $c_{1}=2^{7}$ and $c_{2}=2 C$ where $C$ is the effectively computable positive number in Lemma 2.2. Put

$$
\begin{equation*}
T(n)=\exp \left(\frac{c_{1} n^{2}}{\theta} \log \left(\frac{c_{2} n}{\theta}\right)\right) \tag{3.2}
\end{equation*}
$$

for $n=1,2, \ldots$. Note that for the given $0<\theta<1$

$$
T(1)<T(2)<\ldots
$$

and

$$
\begin{equation*}
2 T(n)<T(n+1) \tag{3.3}
\end{equation*}
$$

We will use induction on $n$ to prove our result.
When $n=1$. We can take a prime $p_{1}$ with $\frac{1}{2} T(1) \leq p_{1} \leq T(1)$ since Rosser and Schoenfeld [31] proved that for an integer $T$ with $T \geq 41$, the number of primes in the interval $\left[\frac{T}{2}, T\right]$ is greater than $\frac{3 T}{10 \log T}$ and we see that $T(1) \geq 41$. Let $S_{1}=\left\{p_{1}\right\}$. We know that the $n_{i} \in \mathcal{N}\left(S_{1}\right)$ can be expressed by $n_{i}=p^{i}$ for $i=0,1,2, \ldots$ so that

$$
n_{i+1}-n_{i}=p_{1}^{i+1}-p_{1}^{i}=p_{1}^{i}\left(p_{1}-1\right)>p_{1}^{i} \geq\left(p_{1}^{i}\right)^{1-\theta}
$$

for $i=0,1,2, \ldots$ Therefore, (3.1) holds for powers of $p_{1}$.
Now suppose that we have $S_{n}=\left\{p_{1}<p_{2}<\ldots<p_{n}\right\}$ satisfying $\frac{1}{2} T(j) \leq p_{j} \leq T(j)$ for $j=1,2, \ldots, n$ and if $n_{0}<n_{1}<\ldots<n_{i}<\ldots$ is the sequence of all positive integers composed of the primes in $S_{n}$ then $n_{i+1}-n_{i}>n_{i}^{1-\theta}$ for $i=0,1,2, \ldots$.
We claim that we can find the next prime $p_{n+1}>p_{n}$ satisfying $\frac{1}{2} T(n+1) \leq p_{n+1} \leq$ $T(n+1)$ such that if $n_{0}<\ldots<n_{i}<\ldots$ is the sequence of all positive integers
composed of the primes in $S_{n} \cup\left\{p_{n+1}\right\}$ then $n_{i+1}-n_{i}>n_{i}^{1-\theta}$ for $i=0,1,2, \ldots$.
Put $T=T(n+1)$ for brevity. Consider any prime $p$ with $p \in\left[T, \frac{T}{2}\right]$. Then by (3.3), $p_{n}<p$. Suppose that there are $y, x \in \mathcal{N}\left(S_{n} \cup\{p\}\right)$ such that

$$
\begin{equation*}
0<x-y<y^{1-\theta} \tag{3.4}
\end{equation*}
$$

Suppose $y=1$ and $x \geq p_{1}$ then $x-y \geq p_{1}-1>1$ holds for any $p_{1}>2$. Therefore, $y>1$. In particular we note that since $y$ is less than $x$ and $0<\theta<1$, we get

$$
\begin{equation*}
y<x<y+y^{1-\theta}<2 y . \tag{3.5}
\end{equation*}
$$

Let $y=p_{1}{ }^{a_{1}} p_{2}{ }^{a_{2}} \cdots p_{n}{ }^{a_{n}} p^{a}$ and $x=p_{1}{ }^{b_{1}} p_{2}{ }^{b_{2}} \cdots p_{n}{ }^{b_{n}} p^{b}$ be the prime factorizations of $y$ and $x$, respectively. Then we can see that $a \neq b$, since if $a=b$ then we can consider $y^{\prime}=\frac{y}{p^{a}}, x^{\prime}=\frac{x}{p^{b}}=\frac{x}{p^{a}}$ and by (3.4) we get

$$
0<x-y=p^{a}\left(x^{\prime}-y^{\prime}\right)<p^{a}\left(y^{\prime}\right)^{1-\theta}
$$

But this contradicts our inductive hypothesis since $y^{\prime}, x^{\prime} \in \mathcal{N}\left(S_{n}\right)$, hence

$$
x^{\prime}-y^{\prime} \quad>\quad y^{(1-\theta)} .
$$

Therefore, $a \neq b$.
Put $\Lambda=\log \frac{x}{y}$ where $\log$ denotes the principal branch of logarithm. Then,

$$
\Lambda=\sum_{j=1}^{n}\left(b_{j}-a_{j}\right) \log p_{j}+(b-a) \log p>0 .
$$

Further, by (3.4)

$$
\begin{equation*}
0<\log \frac{x}{y}<\frac{x}{y}-1<y^{-\theta} \tag{3.6}
\end{equation*}
$$

Furthermore, since $a_{j}, b_{j} \geq 0$ and $3 \leq p_{j}$ for $j=1,2, \ldots, n$ so by (3.5) we have

$$
\begin{equation*}
\left|b_{j}-a_{j}\right| \leq \max _{j=1, \ldots, n}\left(b_{j}, a_{j}\right) \leq \max (\log x, \log y)<\log 2 y \tag{3.7}
\end{equation*}
$$

and since $a, b \geq 0$, we have

$$
\begin{equation*}
|b-a| \leq \max (b, a) \leq \max \left(\frac{\log x}{\log p}, \frac{\log y}{\log p}\right)<\frac{\log 2 y}{\log p} . \tag{3.8}
\end{equation*}
$$

Now we suppose that $y \geq p^{8}$. Then $\frac{\log 2 y}{\log p}>3$. Applying Lemma 2.2 with $A_{i}=T(i)$ for $i=1, \ldots, n, A_{n+1}=p, B=\log 2 y$ and $B_{n+1}=\frac{\log 2 y}{\log p}$ to our $\Lambda \neq 0$, we see that there exists an effectively computable constant $C$ such that

$$
\Lambda \quad>\quad \exp \left(-C(n+1)^{4(n+1)} \log T(1) \cdots \log T(n) \log p \log \left(4 \frac{\log 2 y}{\log p}\right)\right)
$$

Then by (3.3), (3.5) and (3.6),

$$
y^{\theta}<\exp \left(C(n+1)^{4(n+1)}(\log T(n))^{n} \log p \log \left(4 \frac{\log 2 y}{\log p}\right)\right)
$$

Now, we take logarithms of both sides and divide by $\theta \log p$ to get

$$
\begin{equation*}
\frac{\log y}{\log p}<\frac{1}{\theta} C(n+1)^{4(n+1)}(\log T(n))^{n} \log \left(4 \frac{\log 2 y}{\log p}\right) \tag{3.9}
\end{equation*}
$$

Let

$$
X=\frac{\log y}{\log p} .
$$

Then since $y \geq p^{8}$ we obtain from (3.9) that

$$
\begin{equation*}
X<C_{1} \log (8 X) \leq 2 C_{1} \log X \tag{3.10}
\end{equation*}
$$

where $C_{1}=\frac{1}{\theta} C(n+1)^{4(n+1)}(\log T(n))^{n}$.
We apply Lemma 3.1 with $u=0, v=2 C_{1}, h=1$ and $x=X>8$ to (3.10) then

$$
X \leq 2\left(2 C_{1} \log \left(2 C_{1}\right)\right)
$$

Therefore, we can have

$$
\begin{equation*}
X<\frac{1}{2} U(n) \tag{3.11}
\end{equation*}
$$

where

$$
U(n)=16 C_{1}^{2} .
$$

If $y<p^{8}$ and so $X<8$ then we also have that (3.11) holds.
Further, by (3.7) and (3.8), we see

$$
\begin{equation*}
a_{j}, b_{j} \leq U(n) \log p \tag{3.12}
\end{equation*}
$$

for $j=1,2 \ldots, n$ and

$$
\begin{equation*}
a, b \leq \frac{\log 2 y}{\log p} \leq 2 X \leq U(n) \tag{3.13}
\end{equation*}
$$

Hence, for each prime $p \in\left[\frac{T}{2}, T\right]$, the number of possible pairs $(y, x)$ for which $0<x-y<y^{1-\theta}$ with $y=p_{1}{ }^{a_{1}} p_{2}{ }^{a_{2}} \cdots p_{n}{ }^{a_{n}} p^{a}$ and $x=p_{1}{ }^{b_{1}} p_{2}{ }^{b_{2}} \cdots p_{n}{ }^{b_{n}} p^{b}$ is at most the number of possible choices of the exponents $a_{1}, \ldots, a_{n}, a, b_{1}, \ldots, b_{n}$ and $b$. Moreover, from (3.12) and (3.13) it is at most

$$
\begin{equation*}
(U(n) \log T+1)^{2 n}(U(n)+1)^{2} \quad<\quad(U(n)+1)^{2 n+2}(\log T)^{2 n} \tag{3.14}
\end{equation*}
$$

Now, we assume that these exponents $a_{1}, \ldots, a_{n}, a, b_{1}, \ldots, b_{n}, b$ are fixed. Then by (3.5)

$$
1<\frac{x}{y}=p_{1}{ }^{b_{1}-a_{1}} p_{2}^{b_{2}-a_{2}} \cdots p_{n}^{b_{n}-a_{n}} p^{b-a}<1+y^{-\theta}
$$

Put $K=p_{1}{ }^{a_{1}-b_{1}} p_{2}{ }^{a_{2}-b_{2}} \cdots p_{n}{ }^{a_{n}-b_{n}}$. Then,

$$
\begin{equation*}
K<p^{b-a}<K\left(1+y^{-\theta}\right) \tag{3.15}
\end{equation*}
$$

Since, $a \neq b$, we have 2 cases.
(Case 1) $b>a$. Then,

$$
\begin{aligned}
K^{\frac{1}{b-a}}<p & <K^{\frac{1}{b-a}}\left(1+y^{-\theta}\right)^{\frac{1}{b-a}} \\
& <K^{\frac{1}{b-a}}\left(1+y^{-\theta}\right)
\end{aligned}
$$

Hence, $p$ is contained in a fixed interval of length

$$
K^{\frac{1}{b-a}} \cdot y^{-\theta}
$$

and by (3.15) and $p \in\left[\frac{T}{2}, T\right]$

$$
K^{\frac{1}{b-a}}\left(y^{-\theta}\right)<p y^{-\theta} \leq T y^{-\theta}
$$

(Case 2) $b<a$. Then, by (3.15)

$$
\begin{equation*}
K^{\frac{1}{b-a}}\left(1+y^{-\theta}\right)^{\frac{1}{b-a}}<p<K^{\frac{1}{b-a}} \tag{3.16}
\end{equation*}
$$

So, $p$ is contained in an interval of length $K^{\frac{1}{b-a}}\left(1-\left(1+y^{-\theta}\right)^{\frac{1}{b-a}}\right)$. Moreover, by (3.16) we see that $K^{\frac{1}{b-a}}<p\left(1+y^{-\theta}\right)^{\frac{1}{a-b}}$. Hence, we have

$$
\begin{align*}
K^{\frac{1}{b-a}}\left(1-\left(1+y^{-\theta}\right)^{\frac{1}{b-a}}\right) & <p\left(1+y^{-\theta}\right)^{\frac{1}{a-b}}\left(\left(1-\left(1+y^{-\theta}\right)\right)^{\frac{1}{b-a}}\right) \\
& =p\left(\left(1+y^{-\theta}\right)^{\frac{1}{a-b}}-1\right) \tag{3.17}
\end{align*}
$$

Since $b<a$ we have $\left(1+y^{-\theta}\right)^{\frac{1}{a-b}} \leq\left(1+y^{-\theta}\right)$ and then from (3.17)

$$
\begin{equation*}
p\left(\left(1+y^{-\theta}\right)^{\frac{1}{a-b}}-1\right) \leq p y^{-\theta} \tag{3.18}
\end{equation*}
$$

Since we take $p \in\left[\frac{T}{2}, T\right]$

$$
\begin{equation*}
p y^{-\theta} \leq T y^{-\theta} \tag{3.19}
\end{equation*}
$$

That means by (3.17), (3.18) and (3.19), the length of the interval that contains $p$ is bounded by

$$
K^{\frac{1}{b-a}}\left(1-\left(1+y^{-\theta}\right)^{\frac{1}{b-a}}\right)<T y^{-\theta}
$$

In both cases, the number of primes $p$ with fixed exponents $a_{1}, \ldots, a_{n}, a$ and $b_{1}, \ldots, b_{n}, b$, for which $y, x \in \mathcal{N}\left(S_{n} \cup\{p\}\right)$ with $y=p_{1}{ }^{a_{1}}{p_{2}}^{a_{2}} \cdots p_{n}{ }^{a_{n}} p^{a}$ and $x=$ $p_{1}{ }^{b_{1}} p_{2}^{b_{2}} \cdots p_{n}^{{ }^{b_{n}}} p^{b}$ such that $0<x-y<y^{1-\theta}$ does not exceed $T y^{-\theta}$. Since, we have $\frac{T}{2} \leq p \leq x<2 y$, we see that

$$
\begin{equation*}
T y^{-\theta} \leq T\left(\frac{T}{4}\right)^{-\theta}=4^{\theta} T^{1-\theta}<4 T^{1-\theta} \tag{3.20}
\end{equation*}
$$

That means by (3.14) and (3.20) the total number of possible primes $p \in\left[\frac{T}{2}, T\right]$ for
which there exist $y, x \in \mathcal{N}\left(S_{n} \cup\{p\}\right)$ with $0<x-y<y^{1-\theta}$, is at most,

$$
4 T^{1-\theta}\left((U(n)+1)^{2 n+2}(\log T)^{2 n}\right)
$$

We want to exclude these primes in the interval $\left[\frac{T}{2}, T\right]$. Now we claim that for $T=T(n+1)$ we can find the next prime $p$ for which $\mathcal{N}\left(S_{n} \cup\{p\}\right)$ satisfying (3.1). For this it is sufficient to show that the number of primes in $\left[\frac{T}{2}, T\right]$ is larger than the number of the excluded primes

$$
4 T^{1-\theta}\left((U(n)+1)^{2 n+2}(\log T)^{2 n}\right)
$$

Recall that the number of primes in $\left[\frac{T}{2}, T\right]$ at least $\frac{3 T}{10 \log T}$. Thus we want to show that for our $T=T(n+1)$,

$$
4 T^{1-\theta}\left((U(n)+1)^{2 n+2}(\log T)^{2 n}\right) \quad<\frac{3 T}{10 \log T}
$$

Since $4 \frac{10}{3}<2^{4}, 2 T(n)<T(n+1)$ and $U(n)+1 \leq 2 U(n)$, it suffices to show that

$$
\begin{equation*}
2^{4}(2 U(n))^{2 n+2}(\log T)^{2 n+1}<T^{\theta} \tag{3.21}
\end{equation*}
$$

In the right hand of (3.21), we see that

$$
\begin{align*}
T(n+1)^{\theta} & =\left(\frac{c_{2}(n+1)}{\theta}\right)^{c_{1}(n+1)^{2}} \\
& =\mathcal{R}_{c} \mathcal{R}_{\theta} \mathcal{R}_{n} \tag{3.22}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathcal{R}_{c}=c_{2}^{c_{1}(n+1)^{2}} \\
& \mathcal{R}_{\theta}=\left(\frac{1}{\theta}\right)^{c_{1}(n+1)^{2}} \\
& \mathcal{R}_{n}=(n+1)^{c_{1}(n+1)^{2}} .
\end{aligned}
$$

We recall that $U(n)=16 C_{1}^{2}=16\left(\frac{1}{\theta} C(n+1)^{4(n+1)}(\log T(n))^{n}\right)^{2}$.

For the left side of (3.21), we note that

$$
\begin{equation*}
\log T(n)=\frac{c_{1} n^{2}}{\theta} \log \left(\frac{c_{2} n}{\theta}\right)<\frac{c_{1} c_{2} n^{3}}{\theta^{2}} \tag{3.23}
\end{equation*}
$$

When we put $c_{1}=2^{7}$ and $c_{2}=2 C$ where $C$ is the constant in Lemma 2.2 then by (3.23),

$$
\begin{align*}
2 U(n) & \leq 2^{5} \cdot \frac{1}{\theta^{2}} \cdot C^{2} \cdot(n+1)^{8(n+1)}\left(\frac{c_{1} c_{2} n^{3}}{\theta^{2}}\right)^{2 n} \\
& \leq 2^{16 n+5} \cdot\left(\frac{1}{\theta}\right)^{4 n+2} \cdot C^{2 n+2} \cdot(n+1)^{8(n+1)+6 n} \tag{3.24}
\end{align*}
$$

And we know that

$$
\begin{equation*}
\log T(n+1)=\frac{c_{1}(n+1)^{2}}{\theta} \log \left(\frac{c_{2}(n+1)}{\theta}\right)<\frac{c_{1} c_{2}(n+1)^{3}}{\theta^{2}} \tag{3.25}
\end{equation*}
$$

Hence the left side of (3.21) satisfies by (3.23), (3.24) and (3.25),

$$
\begin{equation*}
2^{4}(2 U(n))^{2 n+2}(\log T)^{2 n+1} \quad<\quad \mathcal{L}_{c} \mathcal{L}_{\theta} \mathcal{L}_{n} \tag{3.26}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{L}_{c} & =(2 C)^{96(n+1)^{2}} \\
\mathcal{L}_{\theta} & =\left(\frac{1}{\theta}\right)^{8(n+1)^{2}} \\
\mathcal{L}_{n} & =(n+1)^{32(n+1)^{2}} .
\end{aligned}
$$

We compare (3.22) and (3.26). Since $\mathcal{L}_{c} \leq \mathcal{R}_{c}, \mathcal{L}_{\theta} \leq \mathcal{R}_{\theta}$ and $\mathcal{L}_{n} \leq \mathcal{R}_{n}$, hence the inequality (3.21) holds. Also, we observe that (3.3) holds. Therefore we can find a prime $p>p_{n}$ in the interval $\left[\frac{T(n+1)}{2}, T(n+1)\right]$ with the required property and we put $p=p_{n+1}$.

## Chapter 4

## Second Main Theorem

In this chapter, we will consider Wintner's question with respect to lower bounds for the sequence of gaps $n_{i+1}-n_{i}$. We shall look for a function $\mathcal{L}(x)$ which grows quickly and yet, for which we can still prove that there is an infinite set of primes $S$ such that the associated sequence of power products $n_{0}<n_{1}<n_{2}<\ldots$ satisfies

$$
\begin{equation*}
n_{i+1}-n_{i}>\mathcal{L}\left(n_{i}\right) \tag{4.1}
\end{equation*}
$$

for $i=0,1,2, \ldots$.
Because we already know Theorem 1.7 and Theorem 1.9, we are interested in $\mathcal{L}(x)$ which for any real number $C>0$ and any real number $\theta$ with $0<\theta<1$ satisfy

$$
\begin{equation*}
n_{i}^{1-\theta}<\mathcal{L}\left(n_{i}\right)<\frac{n_{i}}{\left(\log n_{i}\right)^{C}} \tag{4.2}
\end{equation*}
$$

for $n_{i}$ sufficiently large.

### 4.1 Basic Properties

Remark First, we observe some basic properties of $\mathcal{N}(S)$ for a given set $S$ of prime numbers.

1. $S_{1}=S_{2}$ if and only if $\mathcal{N}\left(S_{1}\right)=\mathcal{N}\left(S_{2}\right)$.
2. $S_{1} \subseteq S_{2}$ if and only if $\mathcal{N}\left(S_{1}\right) \subseteq \mathcal{N}\left(S_{2}\right)$.
3. If $S_{1} \subseteq S_{2}$ and $a \in \mathcal{N}\left(S_{1}\right) \cap \mathcal{N}\left(S_{2}\right)$ then there are non-negative integers $i, j$ with $i \leq j$ such that $a=n_{i}=m_{j}$ with $n_{i} \in \mathcal{N}\left(S_{1}\right), m_{j} \in \mathcal{N}\left(S_{2}\right)$. Further we see that $n_{i+1}-n_{i} \geq m_{j+1}-m_{j}$.

### 4.2 Nice Functions

In this section, we define a family of functions and investigate some properties of the functions.

We use the following notation for iterated logarithms and iterated exponentials.

Notation. For any non-negative integer $n$, we denote $n$-iterated exponentiation by

$$
\exp ^{0}(x)=x, \quad \exp ^{1}(x)=\exp (x)=e^{x}, \quad \exp ^{n+1}(x)=\exp \left(\exp ^{n}(x)\right)
$$

and $n$-iterated logarithms by

$$
\log _{0}(x)=x, \quad \log _{1}(x)=\log (x), \quad \log _{n+1}(x)=\log \left(\log _{n}(x)\right) .
$$

We note that for any non-negative integer $k$ and for any real number $x, \exp ^{k}(x)$ is a well defined positive continuous function. And for $x \geq \exp ^{k}(1), \log _{k}(x)$ is a well defined non-negative continuous function.
Further $\exp ^{k}\left(\log _{k}(x)\right)=\log _{k}\left(\exp ^{k}(x)\right)=x$ as expected.
We shall investigate the derivatives of the above functions. For convenience we denote for a non-negative integer $k$,

$$
E^{k}(x)=\exp ^{k}(x)
$$

for a real number $x$ and

$$
L_{k}(x)=\log _{k}(x)
$$

for a real number with $x \geq \exp ^{k}(1)$.
The following two propositions are simple applications of the chain rule.
Proposition 4.1. For a given positive integer $k$ we have the following:
For any real number $x$

$$
\begin{equation*}
\left(E^{k}(x)\right)^{\prime}=E^{k}(x) \cdot E^{k-1}(x) \cdots E^{1}(x) \tag{4.3}
\end{equation*}
$$

and for any real number $x$ with $x \geq \exp ^{k}(1)$ we see that

$$
\begin{equation*}
\left(L_{k}(x)\right)^{\prime}=\frac{1}{L_{0}(x) \cdot L_{1}(x) \cdots L_{k-1}(x)} . \tag{4.4}
\end{equation*}
$$

Proof. We first show (4.3), the derivative of the iterated exponential function. We use induction on $k$. When $k=1, E^{1}(x)=e(x)$ so $\left(E^{1}(x)\right)^{\prime}=(e(x))^{\prime}=e(x)=$ $E^{1}(x)$ as required. Suppose for any $k \leq n-1$ (4.3) hold. For $k=n$, by definition of $E^{n}(x)$ we see $E^{n}(x)=\exp \left(E^{n-1}(x)\right)$ and by property of exponential function and the inductive hypothesis we have

$$
\begin{aligned}
\left(E^{n}(x)\right)^{\prime} & =\left(\exp \left(E^{n-1}(x)\right)\right)^{\prime} \\
& =\left(\exp \left(E^{n-1}(x)\right)\right) \cdot\left(E^{n-1}(x)\right)^{\prime} \\
& =E^{n}(x) \cdot E^{n-1}(x) \cdots E^{1}(x)
\end{aligned}
$$

as required.
Now, we show (4.4), the derivative of the iterated logarithm function using induction on $k$. When $k=1$ and $x \geq \exp ^{1}(1), L_{1}(x)=\log (x)$ so $\left(L_{1}(x)\right)^{\prime}=(\log (x))^{\prime}=$ $\frac{1}{x}=\frac{1}{L_{0}(x)}$ as required. Suppose for any $k \leq n-1$ (4.4) hold. Then for $k=n$ and $x \geq \exp ^{n}(1)$, by definition of $L_{n}(x)$ we see $L_{n}(x)=\log \left(L_{n-1}(x)\right)$ and by property of logarithm function and the inductive hypothesis we have

$$
\begin{aligned}
\left(L_{n}(x)\right)^{\prime} & =\left(\log \left(L_{n-1}(x)\right)\right)^{\prime} \\
& =\frac{\left(L_{n-1}(x)\right)^{\prime}}{L_{n-1}(x)} \\
& =\left(L_{n-1}(x)\right)^{\prime} \cdot \frac{1}{L_{n-1}(x)} \\
& =\frac{1}{L_{0}(x) \cdot L_{1}(x) \cdots L_{n-2}(x)} \cdot \frac{1}{L_{n-1}(x)}
\end{aligned}
$$

as required.

Definition 4.1. Let $k$ be a non-negative integer and $\theta$ be a real number such that $0<\theta<1$. Let $a$ be a real with $a \geq \exp ^{k}(1)$. Define

$$
F_{k, \theta}(a)=\exp ^{k}\left(\left(\log _{k}(a)\right)^{\theta}\right)
$$

For convenience, we define $F_{k, \theta}(1)=1$.

## Remark

1. If $k=0$ then for $a \geq \exp ^{0}(1)=1$ we have $F_{k, \theta}(a)=a^{\theta}$ for any real $\theta$ with $0<\theta<1$.
2. If $\theta=0$ then $F_{k, \theta}(a)=\exp ^{k}(1)=C$ for any non-negative integer $k$ and for $a$ with $a \geq \exp ^{k}(1)$.
3. For given non-negative integer $k$ and a real number $\theta$ with $0<\theta<1$ we see that $F_{k, \theta}(x)$ is an increasing function on $x \geq \exp ^{k}(1)$ since $F_{k, \theta}(x)$ is a composition function of the increasing functions $x^{\theta}, \log _{k} x$ and $\exp ^{k}(x)$ on $x \geq \exp ^{k}(1)$.

Note. We will consider $\mathcal{L}(x)$ in (4.1) and (4.2) as $\mathcal{L}(x)=\frac{x}{F_{k, \theta}(x)}$ for proper ranges of $k$ and $\theta$.
Now we discuss Wintner's question regarding the function $F_{k, \theta}(x)$.
Proposition 4.2. Let $k$ be a non-negative integer. If $\theta=0$ then we cannot find an infinite set $S$ of primes satisfying

$$
n_{i+1}-n_{i} \quad>\quad \frac{n_{i}}{F_{k, \theta}\left(n_{i}\right)}
$$

for $n_{i} \in \mathcal{N}(S)$.

Proof. When $\theta=0$ for any real number $x$ and for any non-negative integer $k$, we have $F_{k, \theta}(x)=\exp ^{k}(1)$. Let $C=\exp ^{k}(1)>0$. Suppose we can find an infinite set $S$ of primes satisfying $n_{i+1}-n_{i}>\frac{n_{i}}{C}$. So $n_{i+1}>\left(1+\frac{1}{C}\right) n_{i}$. We apply the third part of the Remark of Section 4.1 then this contradicts Theorem 1.3 which asserts that, $\lim _{i \rightarrow \infty} \frac{n_{i+1}}{n_{i}}=1$.

Proposition 4.3. Let $k$ be a positive integer. For given $0<\theta<1$,

$$
F_{0, \theta}(a)>F_{1, \theta}(a)>\cdots>F_{k, \theta}(a)
$$

for sufficiently large a.

Proof. Consider $a \geq \exp ^{k}(1)$. Let $t$ be a non-negative integer with $0 \leq t \leq k-1$. We compare $F_{t, \theta}(a)$ and $F_{t+1, \theta}(a)$. Up to taking $t$ times logarithms on $F_{t, \theta}(a)$ and $F_{t+1, \theta}(a)$, we get $\left(\log _{t}(a)\right)^{\theta}$ and $\exp ^{1}\left(\left(\log _{t+1}(a)\right)^{\theta}\right)$ respectively. After taking the logarithms one more time of both sides we have $\theta \cdot \log _{t+1}(a),\left(\log _{t+1}(a)\right)^{\theta}$ and since $0<\theta<1$, there is a positive real number $a_{t}$ such that

$$
\theta \cdot \log _{t+1}(a)>\left(\log _{t+1}(a)\right)^{\theta}
$$

for $a>a_{t}$. Hence for $a>\max \left\{a_{0}, a_{1}, \ldots, a_{t-1}\right\}$ we have

$$
F_{0, \theta}(a)>F_{1, \theta}(a)>\cdots>F_{k, \theta}(a)
$$

as required.
Proposition 4.4. Let $k$ be a non-negative integer and let $\theta_{1}$ and $\theta_{2}$ be real numbers with $0<\theta_{1}<\theta_{2}$. Then for all real numbers a with $a \geq \exp ^{k}(1)$

$$
F_{k, \theta_{1}}(a)<F_{k, \theta_{2}}(a) .
$$

Proof. When we take logarithms $k$ times we see that $\left(\log _{k}(a)\right)^{\theta_{1}}<\left(\log _{k}(a)\right)^{\theta_{2}}$, since $a \geq \exp ^{k}(1)$ and $\theta_{1}<\theta_{2}$.

Remark For any non-negative integer $k$ we have restricted our attention in Definition 4.1 to $F_{k, \theta}(a)$ with $0<\theta<1$. If $\theta \geq 1$ then by Proposition 4.4, we see that $F_{k, \theta}(a)>F_{k, 1}(a)=a$. Hence, if we consider $n_{i} \in \mathcal{N}(S)$ for a given infinite set $S$ of prime numbers we see that

$$
n_{i+1}-n_{i} \geq 1=\frac{n_{i}}{n_{i}}>\frac{n_{i}}{F_{k, \theta}\left(n_{i}\right)}
$$

for any integers $n_{i+1}>n_{i} \geq \exp ^{k}(1)$. And, it is obvious for any integers with $n_{i+1}>n_{i}$.
Therefore, we will consider $\mathcal{L}(x)$ in (4.2) as $\mathcal{L}(x)=\frac{x}{F_{k, \theta}(x)}$ for any non-negative integer $k$ and a real number $\theta$ with $0<\theta<1$.

Proposition 4.5. For any real $\theta_{1}, \theta_{2}$ with $0<\theta_{1}<1$ and $0<\theta_{2}<1$ we see that

$$
\begin{equation*}
F_{k, \theta_{1}}(a)>F_{k+1, \theta_{2}}(a) \tag{4.5}
\end{equation*}
$$

for sufficiently large $a$.

Proof. After taking logarithms $k+1$ times on $F_{k, \theta_{1}}(a)$ and $F_{k+1, \theta_{2}}(a)$ we see that

$$
\theta_{1} \cdot \log _{k+1}(a)>\left(\log _{k+1}(a)\right)^{\theta_{2}}
$$

Since $0<\theta_{2}<1$, we have the inequality (4.5) for sufficiently large $a$.

Remark By Proposition 4.5, for given non-negative integer $k$ and for any $0<$ $\theta_{i}<1$ where $i=1,2, \ldots, k$, we have that

$$
F_{1, \theta_{1}}(a)>F_{2, \theta_{2}}(a)>\cdots>F_{k, \theta_{k}}(a)
$$

for sufficiently large $a$.
Proposition 4.6. For any positive integers $k_{1}, k_{2}$ and any positive real numbers $\theta_{1}$ and $\theta_{2}$ with $0<\theta_{i}<1$ for $i=1,2$, we see that

$$
\begin{equation*}
\exp ^{k_{1}}\left(\left(\log _{k_{1}}(a)\right)^{\theta_{1}}\right) \quad>\quad \exp ^{k_{2}}\left(\left(\log _{k_{2}+1} a\right)^{\theta_{2}}\right) \tag{4.6}
\end{equation*}
$$

for sufficiently large $a$.

Proof. If $k_{1}=k_{2}$ then it is clear by Proposition 4.5. If $k_{1}>k_{2}$ then we take logarithms $k_{2}$ times on both sides of (4.6). Then we want to show

$$
\exp ^{k_{1}-k_{2}}\left(\left(\log _{k_{1}}(a)\right)^{\theta_{1}}\right) \quad>\quad\left(\log _{k_{2}+1}(a)\right)^{\theta_{2}}
$$

When we take logarithms $k_{1}-k_{2}$ times of both sides of the above inequality we have

$$
\left(\log _{k_{1}}(a)\right)^{\theta_{1}} \quad>C+\left(\log _{k_{1}+1}(a)\right)
$$

which is then for sufficiently large $a$ as required. If $k_{1}<k_{2}$ then we take logarithms $k_{1}$ times on both sides. Then we want to show

$$
\left(\log _{k_{1}}(a)\right)^{\theta_{1}}>\exp ^{k_{2}-k_{1}}\left(\left(\log _{k_{2}+1}(a)\right)^{\theta_{2}}\right)
$$

When we take logarithms $k_{2}-k_{1}$ times on both sides of the above inequality again, since $0<\theta<1$ we have

$$
C+\log _{k_{2}}(a)>\left(\log _{k_{2}+1}(a)\right)^{\theta_{2}}
$$

which holds for sufficiently large $a$ as required.

### 4.3 Lemmas

We see the following relation. Indeed, it is related to the fact that for any real numbers $a, b$ if $2 \leq a \leq b$ then $a+b \leq 2 b \leq a b$.

Lemma 4.1. Let $n$ be a non-negative integer and let $A$ and $B$ be real numbers with $A, B \geq \exp ^{n+1}$ (2). Then

$$
\begin{equation*}
\log _{n}(\log A \cdot \log B) \leq\left(\log _{n+1}(A)\right) \cdot\left(\log _{n+1}(B)\right) \tag{4.7}
\end{equation*}
$$

Proof. When $n=0$ then both sides of (4.7) are equal to $\log A \log B$. We use induction on $n \geq 1$. If $n=1$, then $\log (\log A \cdot \log B)=\log _{2} A+\log _{2} B \leq$ $\log _{2} A \cdot \log _{2} B$ since by $A, B \geq \exp ^{k}(2)$ both $\log _{2} A$ and $\log _{2} B$ are greater than or equal to 2 . Suppose that the statement is true for all $n \leq k-1$. Now we want to show that it is true for $n=k$. By the inductive hypothesis and properties of the $\log$ function we see that

$$
\begin{aligned}
\log _{k}(\log A \cdot \log B) & =\log \left(\log _{k-1}(\log A \cdot \log B)\right) \\
& \leq \log \left(\log _{k} A \cdot \log _{k} B\right) \\
& =\log \left(\log _{k} A\right)+\log \left(\log _{k} B\right) \\
& =\log _{k+1} A+\log _{k+1} B \\
& \leq \log _{k+1} A \cdot \log _{k+1} B
\end{aligned}
$$

since $A, B \geq \exp ^{k+1}(2)$, so we have both $\log _{k+1} A$ and $\log _{k+1} B$ are greater than or equal to 2 .

Lemma 4.2. Let $k$ be a positive integer and $\theta$ be a real number with $0<\theta<1$. For any real number $x \geq \exp ^{k}(2)$ we define

$$
\begin{equation*}
f(x)=f_{k, \theta}(x)=\frac{\exp ^{k-1}\left(\left(\log _{k}(x)\right)^{\theta}\right)}{\log x} \tag{4.8}
\end{equation*}
$$

Then $f(x)$ has the following properties.

1. $0<f(x)<1$ for any $x \geq \exp ^{k}(2)$.
2. $f(x)$ is a decreasing function on $x \geq \exp ^{k}(2)$.
3. $G(x)=x^{-f(x)}$ is a decreasing function on $x \geq \exp ^{k}(2)$.
4. Let $F(x)=\frac{1}{G(x)}$ where $G(x)$ is defined above. Then $\frac{x}{F(x)}$ is an increasing function on $x \geq \exp ^{k}(2)$ and $\lim _{x \rightarrow \infty} \frac{x}{F(x)}=\infty$.

Remark. We will claim that $\frac{x}{F(x)}$ is the function $\mathcal{L}(x)$ we consider in Wintner's question.

Proof. Let a positive integer $k$ and a real number $\theta$ with $0<\theta<1$ be given.

1. Let $x$ be a real number with $x \geq \exp ^{k}(2)$. Then, $\log (x)>0$ and $\exp (y)$ is positive for any real number $y$. Therefore $f(x)>0$. We can show that

$$
\begin{equation*}
\exp ^{k-1}\left(\left(\log _{k}(x)\right)^{\theta}\right)<\log (x) \tag{4.9}
\end{equation*}
$$

since after taking logarithms $k-1$ times of both sides of (4.9) we have, since $0<\theta<1$

$$
\left(\log _{k}(x)\right)^{\theta}<\log _{k}(x)
$$

Therefore $f(x)<1$.
2. We shall show that the derivative of $f(x)$ is negative on $x \geq \exp ^{k}(2)$. Recall the notation $E^{k}(x)$ and $L_{k}(x)$, then

$$
\begin{equation*}
f(x)=f_{k, \theta}(x)=\frac{E^{k-1}\left(\left(L_{k}(x)\right)^{\theta}\right)}{L_{1}(x)} \tag{4.10}
\end{equation*}
$$

And, the derivative of $f(x)$ is

$$
\begin{equation*}
(f(x))^{\prime}=\frac{\left(E^{k-1}\left(\left(L_{k}(x)\right)^{\theta}\right)\right)^{\prime} L_{1}(x)-E^{k-1}\left(\left(L_{k}(x)\right)^{\theta}\right) \frac{1}{L_{0}(x)}}{\left(L_{1}(x)\right)^{2}} \tag{4.11}
\end{equation*}
$$

But, the denominator of (4.11) is square and so positive, we need to determine the sign of numerator of (4.11). By the property of exponential function

$$
\begin{equation*}
\left(E^{k-1}\left(L_{k}(x)\right)^{\theta}\right)^{\prime}=\left(E^{k-1}\left(\left(L_{k}(x)\right)^{\theta}\right)\right) \cdot\left(E^{k-2}\left(L_{k}(x)^{\theta}\right)\right)^{\prime} \tag{4.12}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\left(E^{k-2}\left(\left(L_{k}(x)\right)^{\theta}\right)\right)^{\prime} & =\left(E^{k-2}\left(\left(L_{k}(x)\right)^{\theta}\right)\right) \cdot\left(E^{k-3}\left(\left(L_{k}(x)\right)^{\theta}\right)\right)^{\prime} \\
\left(E^{k-3}\left(\left(L_{k}(x)\right)^{\theta}\right)\right)^{\prime} & =\left(E^{k-3}\left(\left(L_{k}(x)\right)^{\theta}\right)\right) \cdot\left(E^{k-4}\left(\left(L_{k}(x)\right)^{\theta}\right)\right)^{\prime} \\
& \vdots  \tag{4.13}\\
\left(E^{1}\left(\left(L_{k}(x)\right)^{\theta}\right)\right)^{\prime} & =E^{1}\left(\left(L_{k}(x)\right)^{\theta}\right) \cdot\left(\left(L_{k}(x)\right)^{\theta}\right)^{\prime} .
\end{align*}
$$

And, by Proposition 4.1, we have

$$
\begin{align*}
\left(\left(L_{k}(x)\right)^{\theta}\right)^{\prime} & =\theta \cdot\left(L_{k}(x)\right)^{\theta-1}\left(L_{k}(x)\right)^{\prime} \\
& =\theta \cdot\left(L_{k}(x)\right)^{\theta-1} \frac{1}{L_{0}(x) L_{1}(x) \cdots L_{k-1}(x)} \tag{4.14}
\end{align*}
$$

Therefore, by (4.12), (4.13) and (4.14)

$$
\begin{align*}
& \left(E^{k-1}\left(L_{k}(x)\right)^{\theta}\right)^{\prime} \\
= & \left(\prod_{j=1}^{k-1} E^{j}\left(\left(L_{k}(x)^{\theta}\right)\right)\right) \cdot \theta \cdot\left(L_{k}(x)\right)^{\theta-1} \cdot \frac{1}{\prod_{i=0}^{k-1} L_{i}(x)} . \tag{4.15}
\end{align*}
$$

Therefore, the numerator of (4.11) is by (4.15)

$$
\begin{equation*}
\left(\frac{E^{k-1}\left(\left(L_{k}(x)\right)^{\theta}\right)}{L_{0}(x)}\right) \cdot\left(\frac{\mathcal{E}}{\mathcal{L}} \cdot \theta \cdot \frac{\left(L_{k}(x)\right)^{\theta}}{L_{k}(x)}-1\right) \tag{4.16}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{E} & =L_{1}(x) \cdot \prod_{j=1}^{k-2} E^{j}\left(\left(L_{k}(x)\right)^{\theta}\right)  \tag{4.17}\\
\mathcal{L} & =L_{1}(x) \cdot \prod_{i=2}^{k-1} L_{i}(x) \tag{4.18}
\end{align*}
$$

We claim that for any real number $x$ with $x \geq \exp ^{k}(2)$, (4.16) is negative.

First we note that $\frac{E^{k-1}\left(\left(L_{k}(x)\right)^{\theta}\right)}{L_{0}(x)}$ is positive for a real $x$ with $x \geq \exp ^{k}(2)$. Hence it is sufficient to show that for given real number $x \geq \exp ^{k}(2)$, $\left(\frac{\mathcal{E}}{\mathcal{L}} \cdot \theta \cdot \frac{\left(L_{k}(x)\right)^{\theta}}{L_{k}(x)}-1\right)$ is negative or equivalently $\frac{\mathcal{E}}{\mathcal{L}} \cdot \theta \cdot \frac{\left(L_{k}(x)\right)^{\theta}}{L_{k}(x)}$ is less than 1 . Since $\theta<1$ and $\frac{\left(L_{k}(x)\right)^{\theta}}{L_{k}(x)}<1$ we shall show that $\frac{\mathcal{E}}{\mathcal{L}}<1$.
We recall that

$$
\frac{\mathcal{E}}{\mathcal{L}}=\frac{E^{k-2}\left(\left(L_{k}(x)\right)^{\theta}\right)}{L_{2}(x)} \cdots \frac{E^{1}\left(\left(L_{k}(x)\right)^{\theta}\right)}{L_{k-1}(x)} .
$$

But for each $i$ for $i=2, \ldots, k-1$ we can show that

$$
\frac{E^{k-i}\left(\left(L_{k}(x)\right)^{\theta}\right)}{L_{i}(x)}<1
$$

Or equivalently we shall show that,

$$
\begin{equation*}
E^{k-i}\left(\left(L_{k}(x)\right)^{\theta}\right)<L_{i}(x) \tag{4.19}
\end{equation*}
$$

The above inequality holds because after taking $k-i$ logarithms on both sides of (4.19) we have since $0<\theta<1$

$$
\left(L_{k}(x)\right)^{\theta}<L_{i+k-i}(x)=L_{k}(x)
$$

as required.
So, we proved our claim that for any $x \geq \exp ^{k}(2)$ (4.16) is negative so $f(x)^{\prime}$ is negative.
Therefore, $f(x)$ is a decreasing function on $x \geq \exp ^{k}(2)$.
3. Now we want show that $G(x)=x^{-f(x)}$ is a decreasing function on $x \geq \exp ^{k}(2)$ or equivalently, $G(x)^{\prime}$ is negative. But we know that $G(x)=\exp (-f(x) \log (x))$ and the derivative of $G(x)$ is

$$
\begin{align*}
& (\exp (-f(x) \log (x)))^{\prime}=\quad \exp (-f(x) \log (x)) \cdot(-f(x) \log (x))^{\prime} \\
= & \exp (-f(x) \log (x)) \cdot\left((-f(x))^{\prime} \cdot \log x+(-f(x)) \frac{1}{x}\right) . \tag{4.20}
\end{align*}
$$

For any real number $x, \exp (x)$ is positive. Hence the sign of (4.20) is determined by the sign of

$$
\begin{equation*}
\left((-f(x))^{\prime} \cdot \log x+(-f(x)) \frac{1}{x}\right) \tag{4.21}
\end{equation*}
$$

To show (4.21) is negative we claim that

$$
\begin{equation*}
f(x)>(-f(x))^{\prime} \cdot \log x \cdot x \tag{4.22}
\end{equation*}
$$

By (4.10) and (4.16) we see that

$$
\begin{align*}
& (-f(x))^{\prime} \cdot \log x \cdot x=(-f(x))^{\prime} \cdot L_{1}(x) \cdot L_{0}(x) \\
= & \left(-L_{0}(x)\right) \cdot \frac{\left(E^{k-1}\left(\left(L_{k}(x)\right)^{\theta}\right)\right)^{\prime} L_{1}(x)-E^{k-1}\left(\left(L_{k}(x)\right)^{\theta}\right) \frac{1}{L_{0}(x)}}{\left(L_{1}(x)\right)} \\
=\quad & -\left(E^{k-1}\left(\left(L_{k}(x)\right)^{\theta}\right)\right)^{\prime} \cdot L_{0}(x)-f(x) . \tag{4.23}
\end{align*}
$$

By (4.15) and (4.23), to show (4.22) is equivalent to show the following inequality

$$
2 f(x)>\theta \cdot \frac{\left(L_{k}(x)\right)^{\theta}}{L_{k}(x)} \cdot \frac{E^{1}\left(\left(L_{k}(x)\right)^{\theta}\right)}{L_{k-1}(x)} \cdots \frac{E^{k-1}\left(L_{k}(x)^{\theta}\right)}{L_{1}(x)}
$$

By (4.10), we can divide both sides of the above inequality by $f(x)$ we get

$$
\begin{equation*}
2>\theta \cdot \frac{\left(L_{k}(x)\right)^{\theta}}{L_{k}(x)} \cdot \frac{E^{1}\left(\left(L_{k}(x)\right)^{\theta}\right)}{L_{k-1}(x)} \cdots \frac{E^{k-2}\left(L_{k}(x)^{\theta}\right)}{L_{2}(x)} . \tag{4.24}
\end{equation*}
$$

By (4.19) for $i=1, \ldots, k-1$ and $0<\theta<1$, the right hand side of inequality (4.24) is less than 1 . Hence (4.24) holds on $x \geq \exp ^{k}(2)$. Therefore, $x^{-f(x)}$ is a decreasing function on $x \geq \exp ^{k}(2)$.
4. Finally, we want to show that $x^{1-f(x)}$ is increasing on $x \geq \exp ^{k}(2)$. Note that $x^{1-f(x)}=\exp ((1-f(x)) \log x)$, so we see

$$
\begin{equation*}
\left(x^{1-f(x)}\right)^{\prime}=\exp ((1-f(x)) \log x) \cdot((1-f(x)) \log x)^{\prime} \tag{4.25}
\end{equation*}
$$

Since for any real $x, \exp (x)$ is positive, for given $x$ with $x \geq \exp ^{k}(2)$, the sign of (4.25) is determined by the sign of

$$
\begin{align*}
(\log x-f(x) \log x)^{\prime} & =\frac{1}{x}-(f(x))^{\prime} \log x-\frac{f(x)}{x} \\
& =\left(\frac{1-f(x)}{x}-(f(x))^{\prime} \log x\right) \tag{4.26}
\end{align*}
$$

But, the sign of (4.26) is positive on $x \geq \exp ^{k}(2)$ by the first and second part of Lemma 4.2 that $0<f(x)<1$ and $f(x)^{\prime}<0$.
Finally, we shall show that $\lim _{x \rightarrow \infty} \frac{x}{F(x)}=\infty$.
For any positive number $N$, we shall show that for sufficiently large $x$

$$
\frac{x}{F(x)}>N
$$

or equivalently that

$$
\begin{equation*}
x>N \cdot F(x)=N \cdot \exp (f(x) \log x) \tag{4.27}
\end{equation*}
$$

But the above inequality holds for sufficiently large $x$ because after taking the logarithm on both sides of (4.27) we have

$$
\begin{equation*}
\log x>\log N+f(x) \log x \quad=\quad \log N+\exp ^{k-1}\left(\left(\log _{k}(x)\right)^{\theta}\right) \tag{4.28}
\end{equation*}
$$

By taking the logarithms $k-1$ time on both sides of (4.28), we see the inequality holds for sufficiently large $x$ since $0<\theta<1$.
Hence $\frac{x}{F(x)}$ is an unbounded increasing function and so $\lim _{x \rightarrow \infty} \frac{x}{F(x)}=\infty$.
We are ready to prove the main theorem.

### 4.4 Second Main Theorem

Theorem 4.1. Let $k$ be a non-negative integer and let $\theta$ be a real number with $0<\theta<1$. For $a \geq \exp ^{k}(2)$, we define

$$
F(a)=\exp ^{k}\left(\left(\log _{k}(a)\right)^{\theta}\right)
$$

Also, we define $F(1)=1$. Then we can find a set $S$ of infinitely many primes such that if $n_{i}, n_{i+1} \in \mathcal{N}(S)$ then

$$
\begin{equation*}
n_{i+1}-n_{i} \quad>\quad \frac{n_{i}}{F\left(n_{i}\right)} \tag{4.29}
\end{equation*}
$$

for $i=0,1, \ldots$.

Remark $\quad n_{0}=1 \in \mathcal{N}(S)$ for all $S$ so $F(1)$ needs to be defined. We can choose $S$ such that $p_{1} \geq \exp ^{k}(2)$ for any non-negative integer $k$, so $F(x)$ is well defined for all $n_{i} \in \mathcal{N}(S)$.

Proof. For $k=0$, this is Theorem 1.9. So we shall suppose that $k \geq 1$. For a given positive integer $k$ and a real $\theta$ with $0<\theta<1$, we want to construct a sequence of primes $p_{1}<p_{2}<\ldots<p_{n}<\ldots$ satisfying (4.29) inductively.
We can take $p_{1}$ to be the least prime greater than $\exp ^{k}(2)$. Let $S_{1}=\left\{p_{1}\right\}$. Then $n_{0}=1$ and $n_{1}=p_{1}>\exp ^{k}(2)$. So $n_{1}-n_{0}>1$ as required. For all $n_{i} \in \mathcal{N}\left(S_{1}\right)$ with $n_{i} \geq n_{1}, F\left(n_{i}\right)>1$ and so (4.29) holds since

$$
n_{i+1}-n_{i}=p_{1}{ }^{i+1}-p_{1}{ }^{i}=p_{1}{ }^{i}\left(p_{1}-1\right)>p_{1}^{i}>\frac{p_{1}^{i}}{F\left(p_{1}^{i}\right)} .
$$

Now suppose that we have $S_{n}=\left\{p_{1}<p_{2}<\ldots<p_{n}\right\}$ satisfying (4.29).
First we note that for $x \geq \exp ^{k}(2)$,

$$
\frac{x}{F(x)}=x^{1-f(x)}
$$

where

$$
\begin{equation*}
f(x)=\frac{\exp ^{k-1}\left(\left(\log _{k} x\right)^{\theta}\right)}{\log x} \tag{4.30}
\end{equation*}
$$

Consider any prime $p>p_{n}$. Suppose that there are $x, y \in \mathcal{N}\left(S_{n} \cup\{p\}\right)$ such that

$$
\begin{equation*}
0<x-y<y^{1-f(y)} \tag{4.31}
\end{equation*}
$$

where

$$
f(y)=\frac{\exp ^{k-1}\left(\left(\log _{k} y\right)^{\theta}\right)}{\log y}
$$

If $y<x<p$ then $x, y \in \mathcal{N}\left(S_{n}\right)$ and so by the inductive hypothesis $x, y$ satisfies (4.29). We note that $p \leq x$. Moreover, $y^{1-f(y)} \leq y$ by the first part of Lemma 4.2. Hence we observe that $p<x<y+y^{1-f(y)}<2 y<2 x$. Let $y=p_{1}{ }^{a_{1}} p_{2}{ }^{a_{2}} \cdots p_{n}{ }^{a_{n}} p^{a}$ and $x=p_{1}{ }^{b_{1}} p_{2}{ }^{b_{2}} \cdots p_{n}{ }^{b_{n}} p^{b}$ be the prime factorizations of $y$ and $x$ respectively. Then we can see that $a \neq b$, since if $a=b$ then we can consider $y^{\prime}=\frac{y}{p^{a}}, x^{\prime}=\frac{x}{p^{b}}=\frac{x}{p^{a}}$ so,

$$
\begin{align*}
0 & <x-y=p^{a}\left(x^{\prime}-y^{\prime}\right) \\
& <\left(p^{a} y^{\prime}\right)^{1-f\left(p^{a} y^{\prime}\right)} \\
& =\left(p^{a}\right)^{1-f\left(p^{a} y^{\prime}\right)} \cdot\left(y^{\prime}\right)^{1-f\left(p^{a} y^{\prime}\right)} \tag{4.32}
\end{align*}
$$

Moreover, we note that by the third part of Lemma 4.2

$$
\left(p^{a} y^{\prime}\right)^{-f\left(p^{a} y^{\prime}\right)}<\left(y^{\prime}\right)^{-f\left(y^{\prime}\right)}
$$

Hence, in (4.32)

$$
\begin{aligned}
p^{a}\left(x^{\prime}-y^{\prime}\right) & <p^{a} \cdot\left(y^{\prime}\right)^{-f\left(y^{\prime}\right)} \cdot\left(y^{\prime}\right) \\
& =p^{a} \cdot\left(y^{\prime}\right)^{1-f\left(y^{\prime}\right)} .
\end{aligned}
$$

But this contradicts the inductive hypothesis since $y^{\prime}, x^{\prime} \in \mathcal{N}\left(S_{n}\right)$ so $x^{\prime}-y^{\prime}>$ $y^{\prime\left(1-f\left(y^{\prime}\right)\right)}$.

Put $\Lambda=\log \frac{x}{y}$. Then

$$
\Lambda=\sum_{j=1}^{n}\left(b_{j}-a_{j}\right) \log p_{j}+(b-a) \log p>0
$$

and by (4.31)

$$
\begin{equation*}
\log \frac{x}{y}<\frac{x}{y}-1<y^{-f(y)} \tag{4.33}
\end{equation*}
$$

where $\log$ denotes the principal branch of logarithm.
Furthermore, since $a_{j}, b_{j} \geq 0$ for $j=1, \ldots, n$ and $y<x<2 y$ we have,

$$
\begin{equation*}
\left|b_{j}-a_{j}\right| \leq \max _{j=1, \ldots, n}\left(b_{j}, a_{j}\right) \leq \max (\log x, \log y)<\log 2 y \tag{4.34}
\end{equation*}
$$

for $j=1,2, \ldots, n$, and since $a, b \geq 0$

$$
\begin{equation*}
|b-a| \leq \max (b, a) \leq \max \left(\frac{\log x}{\log p}, \frac{\log y}{\log p}\right)<\frac{\log 2 y}{\log p} \tag{4.35}
\end{equation*}
$$

Put $X=\frac{\log y}{\log p}$ and assume that $X \geq \exp ^{k}$ (2).
Then by Lemma 2.2 with $A_{j}=p_{j}$ for $j=1, \ldots, n, A_{n+1}=p, B=\log 2 y$ and $B_{n+1}=\frac{\log 2 y}{\log p}$, there exists an effectively computable constant $C$ such that by (4.33),
$y^{-f(y)}>\Lambda>\exp \left(-C(n+1)^{4(n+1)} \log p_{1} \cdots \log p_{n} \cdot \log p \log \left(4 \frac{\log 2 y}{\log p}\right)\right)$.
We will denote by $C_{1}, C_{2}, C_{3}, \ldots$ positive numbers which depend on $n, p_{1}, \ldots p_{n}$ but do not depend on $p$. Let $C_{1}=C(n+1)^{4(n+1)} \log p_{1} \cdots \log p_{n}$. Then, we see that

$$
y^{f(y)}<\exp \left(C_{1} \cdot \log p \cdot \log \left(4 \frac{\log 2 y}{\log p}\right)\right)
$$

Now, we take logarithms of both sides and divide by $\log p$.
Then, there is a real number $C_{2}, C_{3}$ with $C_{2}>1$ and $C_{3}>1$ such that

$$
\begin{equation*}
f(y) \frac{\log y}{\log p}<C_{2} \cdot \log \left(8 \frac{\log y}{\log p}\right)<C_{3} \cdot \log \left(\frac{\log y}{\log p}\right) \tag{4.36}
\end{equation*}
$$

Then by (4.30) and (4.36),

$$
f(y) X=\frac{\exp ^{k-1}\left(\left(\log _{k} y\right)^{\theta}\right)}{X \log p} X<C_{3} \log X
$$

We multiply each side by $\log p$ and recall the definition of $X$, then we have

$$
\begin{equation*}
\exp ^{k-1}\left(\left(\log _{k-1}(X \log p)\right)^{\theta}\right)<C_{3} \log p \log X \tag{4.37}
\end{equation*}
$$

We note that $X \geq \exp ^{k}(2)$. We can take $k-1$ times logarithms of both sides again then, since $p^{C_{3}}>p_{n}^{C_{3}} \geq \exp ^{k}(2)$, by (4.37) and Lemma 4.1

$$
\begin{aligned}
\left(\log _{k-1} X\right)^{\theta} & <\left(\log _{k-1}(X \log p)\right)^{\theta} \\
& <\log _{k-1}\left(C_{3} \log p \log X\right) \\
& \leq \log _{k}\left(p^{C_{3}}\right) \log _{k} X
\end{aligned}
$$

Let $Z=\left(\log _{k-1} X\right)^{\theta}$. Then,

$$
\begin{aligned}
Z & <\log _{k}\left(p^{C_{3}}\right) \cdot \log \left(Z^{\frac{1}{\theta}}\right) \\
& =\log _{k}\left(p^{C_{3}}\right) \cdot \frac{1}{\theta} \cdot(\log Z)
\end{aligned}
$$

When we apply Lemma 3.1, with $u=0, h=1$ and $v=\log _{k}\left(p^{C_{3}}\right) \cdot \frac{1}{\theta}$ we have

$$
Z \leq\left(\frac{1}{\theta} \cdot \log _{k}\left(p^{C_{3}}\right)\right)^{2}
$$

or equivalently

$$
\begin{equation*}
\log _{k-1} X<\left(\frac{1}{\theta} \cdot \log _{k}\left(p^{C_{3}}\right)\right)^{\frac{2}{\theta}} \tag{4.38}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
U_{1}(p)=\exp ^{k-1}\left(\left(\frac{1}{\theta} \cdot \log _{k}\left(p^{C_{3}}\right)\right)^{\frac{2}{\theta}}\right) \tag{4.39}
\end{equation*}
$$

and define

$$
\begin{equation*}
\mathcal{U}(p)=\max \left(2 \exp ^{k}(2), 2 U_{1}(p)\right) \tag{4.40}
\end{equation*}
$$

Then, if $X \geq \exp ^{k}(2)$ then by (4.38) and (4.39) for any $p>p_{n}$ we have

$$
X \leq \frac{1}{2} \mathcal{U}(p)
$$

And, if $X<\exp ^{k}$ (2) then by (4.40) we have

$$
X \leq \frac{1}{2} \mathcal{U}(p)
$$

Therefore, for any $X>0$ we have $X \leq \frac{1}{2} \mathcal{U}(p)$.
Let $T$ be an integer with $\frac{T}{2}>p_{n}$. We recall the result of Rosser and Schoenfeld [31] that the number of primes in the interval $\left[\frac{T}{2}, T\right]$ is larger than $\frac{3 T}{10 \log T}$ for $T \geq 41$. For each prime $p \in\left[\frac{T}{2}, T\right]$, we first count the number of integers $y, x \in \mathcal{N}\left(S_{n} \cup\{p\}\right)$ such that $0<x-y<y^{1-f(y)}$. We observed in (4.34)

$$
a_{j}, b_{j} \leq \mathcal{U}(T) \log T
$$

for $j=1,2, \ldots, n$, and in (4.35)

$$
a, b \leq \frac{\log 2 y}{\log p} \leq 2 X \leq \mathcal{U}(T)
$$

We note that $p<x<2 y<y^{2}$ and $p<T$. Therefore, the number of possible choices of the exponents $a_{1}, \ldots, a_{n}, a, b_{1}, \ldots, b_{n}$ and $b$ is at most

$$
\begin{equation*}
(2 \mathcal{U}(T) \log T)^{2 n} \cdot(2 \mathcal{U}(T))^{2} \tag{4.41}
\end{equation*}
$$

Now, we assume that all these exponents are fixed. Then, we have

$$
1<\frac{x}{y}=p_{1}^{b_{1}-a_{1}} p_{2}^{b_{2}-a_{2}} \cdots p_{n}^{b_{n}-a_{n}} p^{b-a}<1+y^{-f(y)}
$$

Put $K=p_{1}{ }^{a_{1}-b_{1}} p_{2}{ }^{a_{2}-b_{2}} \cdots p_{n}{ }^{a_{n}-b_{n}}$. Then,

$$
\begin{equation*}
K<p^{b-a}<K\left(1+y^{-f(y)}\right) . \tag{4.42}
\end{equation*}
$$

Since, $a \neq b$, we have two cases.
(Case 1) $b>a$. Then,

$$
K^{\frac{1}{b-a}}<p<K^{\frac{1}{b-a}}\left(1+y^{-f(y)}\right)^{\frac{1}{b-a}}<K^{\frac{1}{b-a}}\left(1+y^{-f(y)}\right)
$$

Hence $p$ is contained in an interval of the length $K^{\frac{1}{b-a}}\left(y^{-f(y)}\right)$ and by (4.42)

$$
K^{\frac{1}{b-a}}\left(y^{-f(y)}\right)<p \cdot y^{-f(y)} \leq T \cdot y^{-f(y)}
$$

(Case 2) $b<a$. Then, by (4.42)

$$
\begin{equation*}
\left(1+y^{-f(y)}\right)^{\frac{1}{b-a}} K^{\frac{1}{b-a}}<p<K^{\frac{1}{b-a}} . \tag{4.43}
\end{equation*}
$$

Hence $p$ is contained in an interval of the length

$$
\begin{equation*}
K^{\frac{1}{b-a}}\left(1-\left(1+y^{-f(y)}\right)^{\frac{1}{b-a}}\right) . \tag{4.44}
\end{equation*}
$$

But, $\left(1+y^{-f(y)}\right)>0$ so by (4.43)

$$
\begin{equation*}
K^{\frac{1}{b-a}}<p\left(1+y^{-f(y)}\right)^{\frac{1}{a-b}} \tag{4.45}
\end{equation*}
$$

and so we get by (4.44) and (4.45)

$$
\begin{aligned}
& K^{\frac{1}{b-a}}\left(1-\left(1+y^{-f(y)}\right)^{\frac{1}{b-a}}\right) \\
< & p \cdot\left(1+y^{-f(y)}\right)^{\frac{1}{a-b}}\left(1-\left(1+y^{-f(y)}\right)^{\frac{1}{b-a}}\right) \\
= & p \cdot\left(\left(1+y^{-f(y)}\right)^{\frac{1}{a-b}}-1\right) \\
< & p \cdot y^{-f(y)} \\
\leq & T \cdot y^{-f(y)} .
\end{aligned}
$$

Fix the exponents $a_{1}, \ldots, a_{n}, a$ and $b_{1}, \ldots b_{n}, b$. In both cases, the number of primes $p$ for which $y, x \in \mathcal{N}\left(S_{n} \cup\{p\}\right)$ have prime factorizations $y=p_{1}{ }^{a_{1}} p_{2}{ }^{a_{2}} \cdots p_{n}{ }^{a_{n}} p^{a}$ and $x=p_{1}{ }^{b_{1}} p_{2}{ }^{b_{2}} \cdots p_{n}{ }^{b_{n}} p^{b}$ and satisfy $0<x-y<y^{1-f(y)}$ does not exceed $T y^{-f(y)}$. We replace this bound with a bound that does not depend on $y$. Indeed we claim that

$$
\begin{equation*}
T y^{-f(y)} \leq 4 T^{1-f(T)} \tag{4.46}
\end{equation*}
$$

Note that $\frac{T}{2} \leq p<x<2 y$ and so $y>\frac{T}{4}$. Moreover, by Lemma 4.2 we note that, $x^{-f(x)}$ is a decreasing function and $f(x)$ is a decreasing function and $0<f(x)<1$.

Therefore,

$$
\begin{aligned}
T \cdot y^{-f(y)} & \leq T\left(\frac{T}{4}\right)^{-f\left(\frac{T}{4}\right)} \\
& \leq T\left(\frac{T}{4}\right)^{-f(T)} \\
& \leq T^{1-f(T)} \cdot 4^{f(T)} \\
& \leq 4 T^{1-f(T)}
\end{aligned}
$$

We know that the number of primes in the interval $\left[\frac{T}{2}, T\right]$ is larger than $\frac{3 T}{10 \log T}$. On the other hand we know the number of possible exponents by (4.41) and for each set of exponents the number of primes $p$ in the interval is at most $1+4 T^{1-f(T)}$. Hence it suffices to check the following inequality :

$$
\begin{equation*}
\left(4 T^{1-f(T)}\right)(2 \mathcal{U}(T))^{2 n+2}(\log T)^{2 n} \quad \leq \frac{3 T}{10 \log T} \tag{4.47}
\end{equation*}
$$

That means for sufficiently large $T$, we can find a prime that does not have a pair $y, x$ with $x-y \leq y^{1-f(y)}$. We see that (4.47) is equivalent to

$$
C_{4}(2 \mathcal{U}(T))^{2 n+2}(\log T)^{2 n+1} \leq T^{f(T)}
$$

By (4.30) we want to show, equivalently, that

$$
\begin{equation*}
C_{5}+C_{6} \cdot \log \mathcal{U}(T)+C_{7} \log _{2} T<\exp ^{k-1}\left(\left(\log _{k} T\right)^{\theta}\right) \tag{4.48}
\end{equation*}
$$

By (4.39) and (4.40), we observe that for sufficiently large $T$,

$$
\log \mathcal{U}(T) \quad<\quad \exp ^{k-1}\left(\left(\log _{k} T\right)^{\theta}\right)
$$

And,

$$
\log _{2} T<\exp ^{k-1}\left(\left(\log _{k} T\right)^{\theta}\right)
$$

Therefore, (4.48) holds for sufficiently large $T$ or equivalently (4.47) holds.

Therefore we can find a prime $p$ in the interval $\left[\frac{T}{2}, T\right]$ with the required property and we put $p=p_{n+1}$.

### 4.5 Further Research

In this section, we report on a question related to Theorem 4.1 which we are not able to answer. We introduce a family of functions.

Definition 4.2. For a given non-negative integer $k$ and a real number $\delta$ with $\delta>1$, we put

$$
G_{k, \delta}(a)=\exp ^{k}\left(\left(\log _{k+1}(a)\right)^{\delta}\right)
$$

for $a \geq \exp ^{k+1}(1)$.
Proposition 4.7. For given $\delta>1$,

$$
G_{1, \delta}(a)<G_{2, \delta}(a)<\ldots<G_{k, \delta}(a)
$$

for $a \geq \exp ^{k+1}(1)$.
Proposition 4.8. For any non-negative integers $k_{1}, k_{2}$, and for any real $\theta>0$ and $\delta>1$ we have

$$
F_{k_{1}, \theta}(a)>G_{k_{2}, \delta}(a)
$$

for sufficiently large $a$.
We have no idea whether we can find an infinite set $S$ of primes such that if $n_{0}<n_{1}<\ldots<n_{i}<\ldots$ is the set of all positive integers composed of the primes in $S$ then

$$
n_{i+1}-n_{i} \quad>\quad \mathcal{L}\left(n_{i}\right)
$$

when we replace our functions $\mathcal{L}\left(n_{i}\right)=\frac{n_{i}}{F_{k, \theta}\left(n_{i}\right)}$ with functions $\mathcal{L}\left(n_{i}\right)=\frac{n_{i}}{G_{k, \delta}\left(n_{i}\right)}$ where

$$
G_{k, \delta}(a)=\exp ^{k}\left(\left(\log _{k+1}(a)\right)^{\delta}\right)
$$

where $\delta>1$.
Moreover, we want to find relations between the sequences of functions $G_{k}$ and $F_{k}$. We have the following question :

Question What functions $H(a)$ have the following properties :

$$
\lim _{a \rightarrow \infty} \frac{F_{k, \theta}(a)}{H(a)}=\infty
$$

and

$$
\lim _{a \rightarrow \infty} \frac{H(a)}{G_{k, \delta}(a)}=\infty
$$

for $k=1,2, \cdots$ ?

Remark. The existence of the function $H(a)$ may be related to tetration that occurs in the fourth place in the logical progression : addition, multiplication, exponentiation, tetration. [30]

## Chapter 5

## Computation

In this chapter, we shall determine all prime pairs $\left(p_{1}, p_{2}\right)$ with $2 \leq p_{1}<p_{2}<e^{8}$ such that for all $n_{i} \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$

$$
\begin{equation*}
n_{i+1}-n_{i}>\sqrt{n_{i}} . \tag{5.1}
\end{equation*}
$$

These prime pairs $\left(p_{1}, p_{2}\right)$ can be extended to an infinite sequence of prime numbers in Wintner's question with respect to $\sqrt{x}$ when we appeal to the proof of Theorem 4.1 with $k=0$ and $\theta=\frac{1}{2}$.

Remark The largest prime less than $e^{8}$ is 2971 which is the 429 -th prime number. First we have the following Theorem.

Theorem 5.1. There are 2086 prime pairs $\left(p_{1}, p_{2}\right)$ with $2 \leq p_{1}<p_{2}<e^{8}$ for which

$$
\begin{equation*}
0<x-y<\sqrt{y} \tag{5.2}
\end{equation*}
$$

has a solution $x, y$ with $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ and $\operatorname{gcd}(x, y)=1$. We list $p_{1}, p_{2}, x, y$ in Table I for all the prime pairs $\left(p_{1}, p_{2}\right)$ as above except for those with $x=p_{2}, y=p_{1}$.

Before showing Theorem 5.1, we remark on some assumptions we may make and about the feasibility of our computation.

## Remark A

1. In Theorem 5.1, we consider $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ such that $\operatorname{gcd}(x, y)=1$ without loss of generality. If we have $x>y$ in $\mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ satisfying (5.2)
with $\operatorname{gcd}(x, y)=d>1$ then $x^{\prime}=\frac{x}{d}, y^{\prime}=\frac{y}{d}$ are also in $\mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ and these $x^{\prime}, y^{\prime}$ satisfy (5.2) since

$$
0<x^{\prime}-y^{\prime}=\frac{x-y}{d}<\frac{\sqrt{y}}{d}<\frac{\sqrt{y}}{\sqrt{d}}=\sqrt{y^{\prime}}
$$

2. Therefore, we can write $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ with $\operatorname{gcd}(x, y)=1$ that satisfy (5.2) as

$$
\begin{align*}
& x=p^{a}, \quad y=q^{b} \\
& \text { with } p, q \in\left\{p_{1}, p_{2}\right\} \quad \text { and } p \neq q \\
& \text { for some non-negative integers } a, b \tag{5.3}
\end{align*}
$$

From now on we reserve the expression (5.3) for $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ with $\operatorname{gcd}(x, y)=1$.

Remark B We review that the computation for Theorem 5.1 is feasible for some given range of primes.

1. In computation, we are given a range of primes $p_{1}<p_{2}<\mathcal{U}$. This $\mathcal{U}$ depends on computational power : for finding primes and for accurate calculations for each step in the proof of the theorem, etc.
2. By Theorem 1.4, for given $p_{1}<p_{2}$ there are only finitely many $x, y \in$ $\mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ satisfying (5.2).
3. Moreover, by (3.11) in Theorem 3.1, there is an effectively computable positive number $C\left(p_{1}, p_{2}\right)$ such that if $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ satisfy (5.2) then $x<C\left(p_{1}, p_{2}\right)$.
4. The inequality (5.2) suffices to check (5.1). If we find $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ satisfying (5.2) then there is non-negative integer $i$ such that $n_{i}=y$. Moreover, $n_{i+1} \leq x$ since $x>y$. So,

$$
0<n_{i+1}-n_{i} \leq x-y<\sqrt{y}=\sqrt{n_{i}} .
$$

Note that, $x-y \neq \sqrt{y}$ since $x, y$ are integers with $\operatorname{gcd}(x, y)=1$.

Remark C By Remark B, if for given $p_{1}, p_{2}$ there is no $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ with $\operatorname{gcd}(x, y)=1$ that satisfies (5.2) then all $n_{i} \in \mathcal{N}\left(p_{1}, p_{2}\right)$ satisfy (5.1).

Strategy for the Proof of Theorem 5.1. We consider separately each prime pair ( $p_{1}, p_{2}$ ) with $2 \leq p_{1}<p_{2}<e^{8}$. Let $a$ and $b$ be positive integers and put $M=\max \{a, b\}$. We wish to determine when

$$
\begin{equation*}
\left|p_{1}^{a}-p_{2}^{b}\right|<\left(\min \left\{p_{1}^{a}, p_{2}^{b}\right\}\right)^{\frac{1}{2}} \tag{5.4}
\end{equation*}
$$

We split the search for examples into three ranges for $M$. The first is for $M<20$ and we check this range by a direct search through all possible exponent pairs. The second range is for $20 \leq M<2^{18}$ and in this range we use properties of the continued fraction of $\frac{\log p_{1}}{\log p_{2}}$ to determine if these are any solutions of (5.4). The third range is for $M \geq 2^{18}$ and we prove, see Proposition 5.2, that there are no solutions in this range. But we should mention that these 3 ranges for $M$ are dependent on the upper and lower bounds for the primes $p_{1}$ and $p_{2}$. In our computation, $2 \leq p_{1}<p_{2}<e^{8}$.

We have already used some of the properties we shall discuss in this chapter but at this time we recall and show them clearly. We can see some similar propositions in the following sections to those in the work of Stroeker and Tijdeman [37] and the work of de Weger [45].

### 5.1 General Upper Bound

Proposition 5.1. Let $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ with $\operatorname{gcd}(x, y)=1$ and expressed by (5.3). Suppose that $x$, $y$ satisfy the inequality (5.2). Define $\Lambda_{1}=\log x-\log y$. Then

$$
\begin{equation*}
\Lambda_{1}<\sqrt{\frac{2}{p_{1}^{M}}} \tag{5.5}
\end{equation*}
$$

where $M=\max \{a, b\}$.
Proof. First note that $y>1$ since if $y=1$ then $0<x-y<1$ has no solution. We also have $x<2 y$ since if $x \geq 2 y$ then $x-y \geq 2 y-y=y>\sqrt{y}$. Let $M=\max \{a, b\}$. Since $x, y$ satisfy the inequality (5.2) and $1<y<x<2 y$ so we have

$$
\begin{equation*}
0<\Lambda_{1}=\log \frac{x}{y}<\frac{x}{y}-1<\frac{1}{\sqrt{y}}<\sqrt{\frac{2}{x}} \tag{5.6}
\end{equation*}
$$

We observe that $x \geq p_{1}^{M}$. For this we let $m=\min \{a, b\}$. Recall that we assume that $\operatorname{gcd}(x, y)=1$.

1. $p_{1} \mid x$ then $x=p_{1}^{M}$ since $x>y$ and $p_{1}<p_{2}$.
2. If $p_{2} \mid x$ then we consider 2 cases.
(a) If $y=p_{1}^{M}$ it is clear since $x>y=p_{1}^{M}$.
(b) If $y=p_{1}^{m}$ then $x=p_{2}^{M}>p_{1}^{M}$. Therefore $x \geq p_{1}^{M}$.

Therefore, by (5.6) we obtain

$$
0<\Lambda_{1}<\sqrt{\frac{2}{p_{1}^{M}}}
$$

Proposition 5.2. Let $p_{1}, p_{2}$ be given with $2 \leq p_{1}<p_{2}<e^{8}$. Let $\mathcal{B}=2^{18}$.
Then there are no $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ satisfying (5.2) expressed by (5.3) such that $M=\max \{a, b\} \geq \mathcal{B}$.

Proof. Let $\Lambda_{1}=\log x-\log y=a \log p-b \log q>0$. Let $b^{\prime}=\frac{b}{\log p}+\frac{a}{\log q}$. Since $M=\max \{a, b\}$ and $2 \leq p_{1}<p_{2}<e^{8}$, we have

$$
\begin{equation*}
\frac{M}{8} \leq \quad b^{\prime} \leq 3 M \tag{5.7}
\end{equation*}
$$

Then by Lemma 2.1 with $D=1, A_{1}=p_{1}, A_{2}=p_{2}$ and $\log B=\max \left\{\log b^{\prime}, \frac{21}{D}, \frac{1}{2}\right\}$

$$
\Lambda_{1}>\exp \left(-31(\log B)^{2} \log p_{1} \log p_{2}\right) .
$$

Suppose that $x, y$ satisfy (5.2). Then by (5.5),

$$
\begin{equation*}
\exp \left(-31(\log B)^{2} \log p_{1} \log p_{2}\right) \quad<\Lambda_{1}<\sqrt{\frac{2}{p_{1}^{M}}} \tag{5.8}
\end{equation*}
$$

By taking logarithms of both sides of (5.8) and multiplying by $-\frac{2}{\log p_{1}}$, we have

$$
\begin{equation*}
M-\frac{\log 2}{\log p_{1}}<62(\log B)^{2} \log p_{2} \tag{5.9}
\end{equation*}
$$

We divide into 2 cases.
(Case 1) If $\log B=21$ then we have that by (5.9)

$$
M<62 \cdot(21)^{2} \cdot 8<2^{18}
$$

(Case 2) If $21<\log B=\log b^{\prime}$ then by (5.7) and (5.9)

$$
3 M<3 \cdot 62 \cdot(\log B)^{2} \cdot 8+1<3 \cdot 496 \cdot(\log 3 M)^{2}+1
$$

Hence

$$
3 M<C \cdot(\log 3 M)^{2}
$$

where $C=1489$. We apply Lemma 3.1 with $u=0, v=C, h=2$ and $x=3 M$ to get

$$
M<2^{18}
$$

But this contradicts the fact (5.7) of that $e^{21}<3 M$.
Therefore, we always have the case 1 and $M<2^{18}$.
That means there is no solution $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ satisfying (5.2) expressed by (5.3) such that $M=\max \{a, b\} \geq 2^{18}=\mathcal{B}$.

Therefore, to find $x, y$ satisfying (5.2) we may suppose that both exponents $a$ and $b$ are less than $\mathcal{B}=2^{18}$.

### 5.2 Reduced Number of Calculations

There remains the problem of covering this range $M=\max \{a, b\}<\mathcal{B}$ without a prohibitive amount of computation. We resolve this question by applying some results from Diophantine approximation.

Proposition 5.3. Let $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ be expressed by (5.3) which satisfy (5.2) such that $M=\max \{a, b\}$. Then $M$ is the exponent of the smaller prime.

Proof. We recall that $x=p^{a}, y=q^{b}$ and $p, q \in\left\{p_{1}, p_{2}\right\}$ with $p \neq q$. If $p=p_{1}<$ $p_{2}=q$ then since $x>y$ so $M=a \geq b$ is the exponent of the smaller prime.

Let $q=p_{1}<p_{2}=p$ and suppose that $M=a>b$. Then $x=p_{2}^{a}$ and $y=p_{1}^{b}$. But in this case $y<2 y \leq p_{1} \cdot p_{1}^{b} \leq p_{1}^{a}<p_{2}^{a}=x$ this contradicts our choice of $x, y$ as $x<2 y$. Therefore, $M=b$ is the exponent of the smaller prime.

Now, we want to apply some properties of continued fractions. For this we need to restrict our search range as follows.

Proposition 5.4. Let $x, y$ be expressed by (5.3) and let $M=\max \{a, b\}$. Suppose that $p_{1}^{M} \geq 2^{18}$. Then,

$$
\begin{equation*}
p_{1}^{\frac{M}{2}}>23 M \tag{5.10}
\end{equation*}
$$

Proof. Suppose not, then

$$
2^{\frac{M}{2}} \leq p_{1}^{\frac{M}{2}} \leq 23 M
$$

Hence $M \leq 18$. This is a contradiction since we then have

$$
414 \geq 23 M \geq p_{1}^{\frac{M}{2}} \geq 2^{9}
$$

Remark D We will see in Proposition 5.7 that for a given pair of primes $\left(p_{1}, p_{2}\right)$ with $2 \leq p_{1}<p_{2}<e^{8}$, if we want to find $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ satisfying (5.2) and expressed by (5.3) by using properties of the continued fraction of $\frac{\log p_{1}}{\log p_{2}}$ then it suffices to restrict $y$ to $y \geq 2^{18}$ by Proposition 5.3 and Proposition 5.4.
But we note that if $x$ and $y$ satisfy (5.2) then $x<2 y$. Therefore we compute whether $x-y<\sqrt{y}$ directly for all $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ with $y<x<2^{19}$. Note the associated powers $a, b$ satisfy $0 \leq a, b<20$ and this is the first range for $M=\max \{a, b\}$.
If we can not find any $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ with $1<y<x<2^{19}$ that satisfy (5.2) by a direct search through the first range for $M$ then we apply properties of the continued fraction of $\frac{\log p_{1}}{\log p_{2}}$ for finding $x, y$ satisfying (5.2).
We recall some definitions and facts about continued fraction expressions.

Definitions Let $\alpha$ be a real number. We denote by $[\alpha]$ the greatest integer $n$ less than or equal to $\alpha$. Let $a_{0}=[\alpha]$. If $\alpha \neq a_{0}$ there is a real number $\alpha_{1}>1$ such that
$\alpha=a_{0}+\frac{1}{\alpha_{1}}$. Put $a_{1}=\left[\alpha_{1}\right]$. Next, if $\alpha_{1} \neq a_{1}$ then $\alpha_{1}=a_{1}+\frac{1}{\alpha_{2}}$ and let $a_{2}=\left[\alpha_{2}\right]$. By repeated application of the above, we produce a sequence of integers $a_{0}, a_{1}, \ldots$, and a sequence of real numbers $\alpha_{1}, \alpha_{2}, \ldots$. The sequences may be finite.

1. The integers $a_{0}, a_{1}, \ldots$ are called the partial quotients of $\alpha$.
2. If the sequence of integers is finite, say $a_{0}, a_{1}, \ldots, a_{n}$ then $\alpha$ is a rational number and

$$
\alpha=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+}} \begin{aligned}
& \ddots \frac{1}{a_{n-1}+\frac{1}{a_{n}}}
\end{aligned} .
$$

This expression is known as a finite continued fraction expansion of $\alpha$ and we denote $\alpha=\left[a_{0}, a_{1}, \ldots, a_{n}\right]$.
3. If the algorithm does not terminate we write

$$
\alpha=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+} \ddots^{1}} .
$$

and we call this the infinite continued fraction of $\alpha$ and denote
$\alpha=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$.
4. Let $\alpha=\left[a_{0}, a_{1}, \ldots, a_{k}\right]$. We write $\frac{p_{n}}{q_{n}}=\left[a_{0}, a_{1}, \ldots, a_{n}\right]$ for $n=0,1,2, \ldots, k$ with $\operatorname{gcd}\left(p_{n}, q_{n}\right)=1$ and $q_{n}>0$.
The rational number $\frac{p_{n}}{q_{n}}$ is called the $n$-th convergent of $\alpha$.
Let $\alpha=\left[a_{0}, a_{1}, \ldots\right]$. We write $\frac{p_{n}}{q_{n}}=\left[a_{0}, a_{1}, \ldots, a_{n}\right]$ for $n=0,1,2, \ldots$
with $\operatorname{gcd}\left(p_{n}, q_{n}\right)=1, q_{n}>0$. The rational number $\frac{p_{n}}{q_{n}}$ is called the $n$-th convergent of $\alpha$.

We recall some important properties of continued fractions. The proofs of the next two Propositions may be found in [19].

Proposition 5.5. Let $\theta=\left[a_{0}, a_{1}, \ldots, a_{n}, \ldots\right]$ and $\frac{p_{n}}{q_{n}}$ be the $n$-th convergent of $\theta$. Then

$$
\begin{equation*}
\frac{1}{\left(a_{n+1}+2\right) q_{n}^{2}}<\left|\theta-\frac{p_{n}}{q_{n}}\right|<\frac{1}{a_{n+1} q_{n}^{2}} \tag{5.11}
\end{equation*}
$$

Proposition 5.6. Let $\theta$ be a real number and $\frac{p}{q}$ be a rational number $\frac{p}{q}$ satisfying the following inequality

$$
\left|\theta-\frac{p}{q}\right|<\frac{1}{2 q^{2}}
$$

Then there is a non-negative integer $k$ such that $\frac{p}{q}$ is the $k$-th convergent of $\theta$.
Now we are ready to prove the following Proposition.
Proposition 5.7. Let $x, y$ satisfy (5.2) and be expressed by (5.3). Let $M=$ $\max \{a, b\}$ and $m=\min \{a, b\}$.
If $p_{1}^{\frac{M}{2}}>23 M$ then $\frac{m}{M}$ is a convergent of $\frac{\log p_{1}}{\log p_{2}}$.
Proof. By Proposition 5.3, $M$ is the exponent of the smaller prime $p_{1}$. We recall that $2 \leq p_{1}<p_{2}$. Dividing $\left|\Lambda_{1}\right|=|a \log p-b \log q|=\left|M \log p_{1}-m \log p_{2}\right|$ by $M \log p_{2}$, then by (5.5) we have

$$
\begin{align*}
\left|\frac{m}{M}-\frac{\log p_{1}}{\log p_{2}}\right| & \leq \sqrt{\frac{2}{p_{1}^{M}}} \cdot \frac{1}{M \log p_{2}} \\
& \leq \frac{\sqrt{2}}{23 M} \cdot \frac{1}{M \log p_{2}} \\
& \leq \frac{1}{17 M^{2}}  \tag{5.12}\\
& <\frac{1}{2 M^{2}}
\end{align*}
$$

By Proposition 5.6 we can find a non-negative integer $k$ such that $\frac{m}{M}$ is the $k$-th convergent of $\frac{\log p_{1}}{\log p_{2}}$.

Remark E Recall that $M=\max \{a, b\}$ and $m=\min \{a, b\}$.

1. It clearly suffices to make a check of all numbers $a, b$ in the relevant range $20 \leq M<2^{18}$ which are denominators of the convergent of $\frac{\log p_{1}}{\log p_{2}}$. But the following Propositions ensure us that we only need to compute and check $m, M$ when $\frac{m}{M}$ is one of the convergent of $\frac{\log p_{1}}{\log p_{2}}$ up to $M<2^{18}=\mathcal{B}$ with special partial quotients. We shall discuss this in Proposition 5.8.
2. In Proposition 5.4, for given range of primes $p_{1}<p_{2}<\mathcal{U}$ we have found some relation between $2^{18}$, the lower bound of $p_{1}^{M}$ in the hypothesis and 23 the coefficient of $M$ in (5.12). This represents a trade off between direct computation for the small range for $M$ and the probability distribution of the "large enough" n-th partial quotients of the continued fraction expansion to check the approximation property. (See Proposition 5.8.) In our case, "large enough" means greater than or equal to 15 .

### 5.3 Find a Proper Expression

Now, our interest is to find a proper expression of $\frac{\log p_{1}}{\log p_{2}}$. In computation there are some restrictions to represent irrational numbers. Hence we need to check the required accuracy before computing. The following remarks and proposition tell us the relation between the convergents of an irrational number and the convergents of a close rational number.

Remark F For given 2 primes $p_{1}, p_{2}$ with $2 \leq p_{1}<p_{2}<e^{8}$, let $\xi=\frac{\log p_{1}}{\log p_{2}}$. Then $\xi$ is irrational number. Let the continued fraction expansion of $\xi$ be given by

$$
\xi=\left[a_{0}, a_{1}, a_{2}, \cdots\right]
$$

and let $\frac{m_{k}}{M_{k}}$ be the $k$-th convergent of $\xi$ for $k=0,1,2 \ldots$.
Let $x, y$ satisfy (5.2) and be expressed by (5.3).

1. By Proposition 5.2 and Proposition 5.7, $M_{k}$ is bounded. So, we need to find all the convergents $\frac{m_{k}}{M_{k}}$ of $\xi$ up to $M_{k}<\mathcal{B}=2^{18}$. In this case we only need to consider the continued fraction expansion of $\xi$ up to the $k$-th step where

$$
\begin{equation*}
k \leq-1+\frac{\log (\sqrt{5} \mathcal{B}+1)}{\log \left(\frac{1+\sqrt{5}}{2}\right)} \tag{5.13}
\end{equation*}
$$

de Weger [45] showed this using the fact that if $\frac{p_{n}}{q_{n}}$ is the $n$-th convergent of a real number, then $q_{n}$ is at least the $(n+1)$-th Fibonacci number.
2. Therefore, for finding $k$-th convergents $\frac{m_{k}}{M_{k}}$ up to $M_{k}<\mathcal{B}=2^{18}$ in (5.13), it suffices to compute the continued fraction expansion up to the 26 -th partial quotient.
3. For computing, it suffices to find a rational number $\theta$ such that for every $n$ up to 26 the $n$-th convergent of $\xi$ is exactly the same as that of $\theta$.

The following theorem tells us the required accuracy in order to apply the continued fraction algorithm while the denominator of the $k$-th convergent is less than $\mathcal{B}=2^{18}$.

Theorem 5.2. Let $\xi=\frac{\log p_{1}}{\log p_{2}}$ and $\theta$ be a rational number with $|\xi-\theta|<\epsilon$ where $\epsilon=2^{-39}$. Then every convergent $\frac{p_{n}}{q_{n}}$ of $\xi$ with $20 \leq q_{n}<2^{18}$ is a convergent of $\theta$.

Proof. Let $\frac{p_{n}}{q_{n}}$ be a convergent of $\xi$ and $20 \leq q_{n}<2^{18}$. Since $p_{1}^{M} \geq 2^{18}$, we see by Proposition 5.4 and Proposition 5.7

$$
\begin{equation*}
\left|\theta-\frac{p_{n}}{q_{n}}\right| \leq|\theta-\xi|+\left|\xi-\frac{p_{n}}{q_{n}}\right| \leq \epsilon+\frac{1}{8 q_{n}^{2}}<\frac{1}{2 q_{n}^{2}} \tag{5.14}
\end{equation*}
$$

Therefore, $\frac{p_{n}}{q_{n}}$ is also a convergent of $\theta$.

## Remark G

1. Therefore, for given $\xi=\frac{\log p_{1}}{\log p_{2}}$, if we represent $\xi$ by a rational number $\theta$ with $|\xi-\theta|<2^{-39}$ then any convergent $\frac{m_{k}}{M_{k}}$ of $\xi$ with $k \leq 26$ and $M_{k} \geq 20$ is also a convergent of $\theta$.
2. Note that if we have two rational numbers $\theta_{1}, \theta_{2}$ such that

$$
\theta_{1}<\xi<\theta_{2}
$$

and the continued fraction expansions of $\theta_{1}$ and $\theta_{2}$ are the same up to the $k$-th partial quotient then $\xi$ also has the same continued fraction expansion up to $k$-th partial quotient.
3. When we use Maple, we shall find the continued fraction expansion of $\xi$ up to the 30 -th partial quotient that satisfies the above two conditions we mentioned in this Remark in order to guarantee the accuracy of our computations.

### 5.4 Criteria for Solution

We have already reduced the number of calculations in Section 5.2. For a given prime pair ( $p_{1}, p_{2}$ ), we only need to check 26 candidates pairs ( $M, m$ ) in the whole "medium" range of $20 \leq \max \{a, b\}<\mathcal{B}=2^{18}$. But, in computation the most time and memory consuming part is exponentiation. So, reducing the number of exponentiations is one of the critical parts for feasibility.

In our question, for given two prime numbers $p, q$, we need to compute exponentiations $p^{a}, q^{b}$ where $a, b$ are huge numbers almost up to $\mathcal{B}=2^{18}$. In this section, we shall discuss the nice criteria for deciding to calculate exponentiation. And this is the answer to the question we mentioned in Remark E.

Proposition 5.8. Let $x, y$ be expressed by (5.3) and $M=\max \{a, b\}$ and $m=$ $\min \{a, b\}$. And suppose that $p_{1}^{M} \geq 2^{18}$. If $(x, y)$ is a solution of (5.2) then there is a positive integer $r$ with $0 \leq r \leq 26$ such that

1. $\frac{m}{M}$ is the $r$-th convergent of $\frac{\log p_{1}}{\log p_{2}}$.
2. The $(r+1)$-th partial quotient $a_{r+1}$ of the continued fraction expansion of $\frac{\log p_{1}}{\log p_{2}}$ is greater than or equal to 15 .

Proof. By (5.12) of Proposition 5.7 we see

$$
\begin{equation*}
\left|\frac{\log p_{1}}{\log p_{2}}-\frac{m}{M}\right|<\frac{1}{17 M^{2}} . \tag{5.15}
\end{equation*}
$$

And, by Proposition 5.5,

$$
\begin{equation*}
\frac{1}{\left(a_{r+1}+2\right) M_{r}^{2}}<\left|\frac{\log p_{1}}{\log p_{2}}-\frac{m_{r}}{M_{r}}\right|<\frac{1}{a_{r+1} M_{r}^{2}} . \tag{5.16}
\end{equation*}
$$

By (5.15) and (5.16) we see that $a_{r+1} \geq 15$.

### 5.5 Some Remarks on the Program

### 5.5.1 The Small Range

In the execution of our program we treat all prime pairs $\left(p_{1}, p_{2}\right)$ with $2 \leq p_{1}<p_{2}<$ $e^{8}$. For given $p_{1}, p_{2}$, the aim is to find $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ such that

1. $x=p^{a}, y=p^{b}$ where $p, q \in\left\{p_{1}, p_{2}\right\}, p \neq q$ and
2. $0<x-y<\sqrt{y}$.

We note that $0 \leq a, b<20$ cover the "small" range for $1 \leq \max \{a, b\}<20$. For each pair $\left(p_{1}, p_{2}\right)$ the solutions $x, y$ with $a, b$ in this range are detected by direct checking for all possible pairs $x, y$ with $1<y<x<2 y$. We generate all positive integers $p^{a}, q^{b}$ where $p, q \in\left\{p_{1}, p_{2}\right\}, p \neq q$ with $a, b<20$ and check whether

$$
\left|p^{a}-q^{b}\right|<\left(\min \left\{p^{a}, q^{b}\right\}\right)^{\frac{1}{2}}
$$

If we find $p^{a}, q^{b}$ that satisfy the above inequality and $a>1$ or $b>1$ then write $p_{1}, p_{2}, a, b, \max \left\{p^{a}, q^{b}\right\}, \min \left\{p^{a}, q^{b}\right\}$ in Table 1. Hence in Table 1 we have all solutions $x, y \in \mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ with $\operatorname{gcd}(x, y)=1$ that satisfy $0<x-y<\sqrt{y}$ except $\{x, y\}=\left\{p_{1}, p_{2}\right\}$.

After checking all the range for small $M$ we go "medium" range for $M$.

### 5.5.2 The Medium Range

We call the range of exponents $20 \leq \max \{a, b\}<2^{18}$ "medium". We searched $x, y$ that satisfy (5.2) and the associated the maximum exponents $M$ are in "medium" by the strategy from Diophantine Approximations.
We review the algorithm that has been used for finding solutions $x, y$ for given $p_{1}, p_{2}$.
Given two prime numbers $p_{1}, p_{2}$ with $2 \leq p_{1}<e^{8}$.
Let $\xi:=\frac{\log p_{1}}{\log p_{2}}$.
Call continued fraction expansion of $\xi$ up to the 30 -th partial quotient and we get

$$
\theta=\left[a_{0}, a_{1}, \ldots, a_{30}\right]
$$

We note that for required accuracy it is enough to find the continued fraction up to the 30 -th partial quotient. The error between $\frac{\log p_{1}}{\log p_{2}}$ and computational expressed number so that

$$
\left[a_{0}, a_{1}, \ldots, a_{28}\right]<\xi<\left[a_{0}, a_{1}, \ldots, a_{29}\right]
$$

And so $\theta$ is a proper expression of $\xi$. Let

$$
\begin{equation*}
\frac{m_{k}}{M_{k}}=\left[a_{0}, a_{1}, \ldots, a_{k}\right] \tag{5.17}
\end{equation*}
$$

for $k=1, \ldots, 30$.
Apply Proposition 5.2, we are interested in the case the denominator of the $k$-th convergent (5.17) is less than $\mathcal{B}=2^{18}$. We have reduced level with

$$
\text { reducedLevel }=\max _{0 \leq k \leq 26}\left\{k \mid \text { the k-th denominator } M_{k}<2^{18}\right\} .
$$

For $i$ from 0 to reducedLevel do
If the $i$-th partial quotient is such that $a_{i+1} \geq 15$.
Then, we set $\frac{m_{i}}{M_{i}}=\left[a_{0}, a_{1}, \ldots, a_{i}\right]$.
Check the inequality (5.2) whether

$$
\begin{equation*}
\left|p_{1}^{M_{i}}-p_{2}^{m_{i}}\right|<\left(\min \left\{p_{1}^{M_{i}}, p_{2}^{m_{i}}\right\}\right)^{\frac{1}{2}} \tag{5.18}
\end{equation*}
$$

If (5.18) is true
then we add $p_{1}, p_{2}, p_{1}^{M_{i}}, p_{2}^{m_{i}}$ to the Table I.
else $i:=i+1$.
Else $i:=i+1$.

### 5.5.3 Computing Environment

We use the package Maple 10 on grayling server (SunFire V20/40z systems with 2 CPUs and 4GB memory) in University of Waterloo. The total time for computing for the code based on the Appendix B is around 9 days.

### 5.6 Further Research

We may try to find an initial 3 or more primes in Wintner's question with respect to $\sqrt{x}$. In this case we should apply the LLL algorithm [45]. For computational feasibility, we need sharp estimates of linear forms in $n$ logarithms if we are dealing with more than 2 primes.

Finally, we mention a consequence of the abc conjecture. The abc conjecture links the additive and multiplicative structure of the integers.

Conjecture (Oesterlé-Masser)
Let $a, b$, and $c$ be non-zero integers and define

$$
G=G(a, b, c)=\prod_{\substack{p \mid a b c \\ p \text { aprime }}} p
$$

Suppose that $a, b$, and $c$ are co-prime and that

$$
a+b+c=0
$$

For each $\epsilon>0$ there is a $C(\epsilon)>0$ such that

$$
\max \{|a|,|b|,|c|\}<C(\epsilon) \cdot G^{1+\epsilon} .
$$

This conjecture is known as the abc conjecture.

Remark For $S$ and for any $n_{i} \in \mathcal{N}(S)$ we note

$$
\left(n_{i+1}-n_{i}\right)+n_{i}=n_{i+1} .
$$

We observe that Theorem 1.4 an immediate consequence of abc conjecture when we take $\theta=\frac{1}{1+\epsilon}$.

## Appendix A

## Table I

In the following table we list the prime pairs $\left(p_{1}, p_{2}\right)$ with $2 \leq p_{1}<p_{2}<e^{8}$ for which there is a co-prime pair of integers $x, y$ from $\mathcal{N}\left(\left\{p_{1}, p_{2}\right\}\right)$ with $0<x-y<\sqrt{y}$. Note that $x=\max \left\{p_{1}^{a}, p_{2}^{b}\right\}$ and $y=\min \left\{p_{1}^{a}, p_{2}^{b}\right\}$. We also list ALL such integers $x$ and $y$ and the associated powers $a$ and $b$ of $p_{1}$ and $p_{2}$ respectively for which $\{x, y\} \neq\left\{p_{1}, p_{2}\right\}$ and $0<x-y<\sqrt{y}$ EXCEPT $x=p_{2}, y=p_{1}$.
We should mention that all the solutions are found in the "small" range for $M$.

| $p_{1}$ | $p_{2}$ | $a$ | $b$ | $x$ | $y$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 3 | 2 | 1 | 4 | 3 |
| 2 | 3 | 3 | 2 | 9 | 8 |
| 2 | 3 | 5 | 3 | 32 | 27 |
| 2 | 3 | 8 | 5 | 256 | 243 |
| 2 | 5 | 2 | 1 | 5 | 4 |
| 2 | 5 | 7 | 3 | 128 | 125 |
| 2 | 7 | 3 | 1 | 8 | 7 |
| 2 | 11 | 7 | 2 | 128 | 121 |
| 2 | 13 | 4 | 1 | 16 | 13 |
| 2 | 17 | 4 | 1 | 17 | 16 |
| 2 | 19 | 4 | 1 | 19 | 16 |
| 2 | 23 | 9 | 2 | 529 | 512 |
| 2 | 29 | 5 | 1 | 32 | 29 |
| 2 | 31 | 5 | 1 | 32 | 31 |
| 2 | 37 | 5 | 1 | 37 | 32 |
| 2 | 59 | 6 | 1 | 64 | 59 |
| 2 | 61 | 6 | 1 | 64 | 61 |
| 2 | 67 | 6 | 1 | 67 | 64 |
| 2 | 71 | 6 | 1 | 71 | 64 |
| 2 | 127 | 7 | 1 | 128 | 127 |
| 2 | 131 | 7 | 1 | 131 | 128 |
| 2 | 137 | 7 | 1 | 137 | 128 |
| 2 | 139 | 7 | 1 | 139 | 128 |
| 2 | 181 | 15 | 2 | 32768 | 32761 |
| 2 | 241 | 8 | 1 | 256 | 241 |


| 2 | 251 | 8 | 1 | 256 | 251 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 257 | 8 | 1 | 257 | 256 |
| 2 | 263 | 8 | 1 | 263 | 256 |
| 2 | 269 | 8 | 1 | 269 | 256 |
| 2 | 271 | 8 | 1 | 271 | 256 |
| 2 | 491 | 9 | 1 | 512 | 491 |
| 2 | 499 | 9 | 1 | 512 | 499 |
| 2 | 503 | 9 | 1 | 512 | 503 |
| 2 | 509 | 9 | 1 | 512 | 509 |
| 2 | 521 | 9 | 1 | 521 | 512 |
| 2 | 523 | 9 | 1 | 523 | 512 |
| 2 | 997 | 10 | 1 | 1024 | 997 |
| 2 | 1009 | 10 | 1 | 1024 | 1009 |
| 2 | 1013 | 10 | 1 | 1024 | 1013 |
| 2 | 1019 | 10 | 1 | 1024 | 1019 |
| 2 | 1021 | 10 | 1 | 1024 | 1021 |
| 2 | 1031 | 10 | 1 | 1031 | 1024 |
| 2 | 1033 | 10 | 1 | 1033 | 1024 |
| 2 | 1039 | 10 | 1 | 1039 | 1024 |
| 2 | 1049 | 10 | 1 | 1049 | 1024 |
| 2 | 1051 | 10 | 1 | 1051 | 1024 |
| 2 | 2011 | 11 | 1 | 2048 | 2011 |
| 2 | 2017 | 11 | 1 | 2048 | 2017 |
| 2 | 2027 | 11 | 1 | 2048 | 2027 |
| 2 | 2029 | 11 | 1 | 2048 | 2029 |
| 2 | 2039 | 11 | 1 | 2048 | 2039 |
| 2 | 2053 | 11 | 1 | 2053 | 2048 |
| 2 | 2063 | 11 | 1 | 2063 | 2048 |
| 2 | 2069 | 11 | 1 | 2069 | 2048 |
| 2 | 2081 | 11 | 1 | 2081 | 2048 |
| 2 | 2083 | 11 | 1 | 2083 | 2048 |
| 2 | 2087 | 11 | 1 | 2087 | 2048 |
| 2 | 2089 | 11 | 1 | 2089 | 2048 |
| 3 | 5 | 3 | 2 | 27 | 25 |
| 3 | 7 | 2 | 1 | 9 | 7 |
| 3 | 11 | 2 | 1 | 11 | 9 |
| 3 | 13 | 7 | 3 | 2197 | 2187 |
| 3 | 23 | 3 | 1 | 27 | 23 |
| 3 | 29 | 3 | 1 | 29 | 27 |


| 3 | 31 | 3 | 1 | 31 | 27 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 47 | 7 | 2 | 2209 | 2187 |
| 3 | 73 | 4 | 1 | 81 | 73 |
| 3 | 79 | 4 | 1 | 81 | 79 |
| 3 | 83 | 4 | 1 | 83 | 81 |
| 3 | 89 | 4 | 1 | 89 | 81 |
| 3 | 229 | 5 | 1 | 243 | 229 |
| 3 | 233 | 5 | 1 | 243 | 233 |
| 3 | 239 | 5 | 1 | 243 | 239 |
| 3 | 241 | 5 | 1 | 243 | 241 |
| 3 | 251 | 5 | 1 | 251 | 243 |
| 3 | 257 | 5 | 1 | 257 | 243 |
| 3 | 421 | 11 | 2 | 177241 | 177147 |
| 3 | 709 | 6 | 1 | 729 | 709 |
| 3 | 719 | 6 | 1 | 729 | 719 |
| 3 | 727 | 6 | 1 | 729 | 727 |
| 3 | 733 | 6 | 1 | 733 | 729 |
| 3 | 739 | 6 | 1 | 739 | 729 |
| 3 | 743 | 6 | 1 | 743 | 729 |
| 3 | 751 | 6 | 1 | 751 | 729 |
| 3 | 2141 | 7 | 1 | 2187 | 2141 |
| 3 | 2143 | 7 | 1 | 2187 | 2143 |
| 3 | 2153 | 7 | 1 | 2187 | 2153 |
| 3 | 2161 | 7 | 1 | 2187 | 2161 |
| 3 | 2179 | 7 | 1 | 2187 | 2179 |
| 3 | 2203 | 7 | 1 | 2203 | 2187 |
| 3 | 2207 | 7 | 1 | 2207 | 2187 |
| 3 | 2213 | 7 | 1 | 2213 | 2187 |
| 3 | 2221 | 7 | 1 | 2221 | 2187 |
| 5 | 11 | 3 | 2 | 125 | 121 |
| 5 | 23 | 2 | 1 | 25 | 23 |
| 5 | 29 | 2 | 1 | 29 | 25 |
| 5 | 127 | 3 | 1 | 127 | 125 |
| 5 | 131 | 3 | 1 | 131 | 125 |
| 5 | 601 | 4 | 1 | 625 | 601 |
| 5 | 607 | 4 | 1 | 625 | 607 |
| 5 | 613 | 4 | 1 | 625 | 613 |
| 5 | 617 | 4 | 1 | 625 | 617 |
| 5 | 619 | 4 | 1 | 625 | 619 |


| 5 | 631 | 4 | 1 | 631 | 625 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 5 | 641 | 4 | 1 | 641 | 625 |
| 5 | 643 | 4 | 1 | 643 | 625 |
| 5 | 647 | 4 | 1 | 647 | 625 |
| 7 | 19 | 3 | 2 | 361 | 343 |
| 7 | 43 | 2 | 1 | 49 | 43 |
| 7 | 47 | 2 | 1 | 49 | 47 |
| 7 | 53 | 2 | 1 | 53 | 49 |
| 7 | 331 | 3 | 1 | 343 | 331 |
| 7 | 337 | 3 | 1 | 343 | 337 |
| 7 | 347 | 3 | 1 | 347 | 343 |
| 7 | 349 | 3 | 1 | 349 | 343 |
| 7 | 353 | 3 | 1 | 353 | 343 |
| 7 | 359 | 3 | 1 | 359 | 343 |
| 7 | 907 | 7 | 2 | 823543 | 822649 |
| 7 | 2357 | 4 | 1 | 2401 | 2357 |
| 7 | 2371 | 4 | 1 | 2401 | 2371 |
| 7 | 2377 | 4 | 1 | 2401 | 2377 |
| 7 | 2381 | 4 | 1 | 2401 | 2381 |
| 7 | 2383 | 4 | 1 | 2401 | 2383 |
| 7 | 2389 | 4 | 1 | 2401 | 2389 |
| 7 | 2393 | 4 | 1 | 2401 | 2393 |
| 7 | 2399 | 4 | 1 | 2401 | 2399 |
| 7 | 2411 | 4 | 1 | 2411 | 2401 |
| 7 | 2417 | 4 | 1 | 2417 | 2401 |
| 7 | 2423 | 4 | 1 | 2423 | 2401 |
| 7 | 2437 | 4 | 1 | 2437 | 2401 |
| 7 | 2441 | 4 | 1 | 2441 | 2401 |
| 7 | 2447 | 4 | 1 | 2447 | 2401 |
| 11 | 113 | 2 | 1 | 121 | 113 |
| 11 | 127 | 2 | 1 | 127 | 121 |
| 11 | 131 | 2 | 1 | 131 | 121 |
| 11 | 401 | 5 | 2 | 161051 | 160801 |
| 11 | 1297 | 3 | 1 | 1331 | 1297 |
| 11 | 1301 | 3 | 1 | 1331 | 1301 |
| 11 | 1303 | 3 | 1 | 1331 | 1303 |
| 11 | 1307 | 3 | 1 | 1331 | 1307 |
| 11 | 1319 | 3 | 1 | 1331 | 1319 |
| 11 | 1321 | 3 | 1 | 1331 | 1321 |


| 11 | 1327 | 3 | 1 | 1331 | 1327 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 11 | 1361 | 3 | 1 | 1361 | 1331 |
| 11 | 1367 | 3 | 1 | 1367 | 1331 |
| 13 | 47 | 3 | 2 | 2209 | 2197 |
| 13 | 89 | 7 | 4 | 62748517 | 62742241 |
| 13 | 157 | 2 | 1 | 169 | 157 |
| 13 | 163 | 2 | 1 | 169 | 163 |
| 13 | 167 | 2 | 1 | 169 | 167 |
| 13 | 173 | 2 | 1 | 173 | 169 |
| 13 | 179 | 2 | 1 | 179 | 169 |
| 13 | 181 | 2 | 1 | 181 | 169 |
| 13 | 2153 | 3 | 1 | 2197 | 2153 |
| 13 | 2161 | 3 | 1 | 2197 | 2161 |
| 13 | 2179 | 3 | 1 | 2197 | 2179 |
| 13 | 2203 | 3 | 1 | 2203 | 2197 |
| 13 | 2207 | 3 | 1 | 2207 | 2197 |
| 13 | 2213 | 3 | 1 | 2213 | 2197 |
| 13 | 2221 | 3 | 1 | 2221 | 2197 |
| 13 | 2237 | 3 | 1 | 2237 | 2197 |
| 13 | 2239 | 3 | 1 | 2239 | 2197 |
| 13 | 2243 | 3 | 1 | 2243 | 2197 |
| 17 | 277 | 2 | 1 | 289 | 277 |
| 17 | 281 | 2 | 1 | 289 | 281 |
| 17 | 283 | 2 | 1 | 289 | 283 |
| 17 | 293 | 2 | 1 | 293 | 289 |
| 19 | 83 | 3 | 2 | 6889 | 6859 |
| 19 | 347 | 2 | 1 | 361 | 347 |
| 19 | 349 | 2 | 1 | 361 | 349 |
| 19 | 353 | 2 | 1 | 361 | 353 |
| 19 | 359 | 2 | 1 | 361 | 359 |
| 19 | 367 | 2 | 1 | 367 | 361 |
| 19 | 373 | 2 | 1 | 373 | 361 |
| 19 | 379 | 2 | 1 | 379 | 361 |
| 23 | 509 | 2 | 1 | 529 | 509 |
| 23 | 521 | 2 | 1 | 529 | 521 |
| 23 | 523 | 2 | 1 | 529 | 523 |
| 23 | 541 | 2 | 1 | 541 | 529 |
| 23 | 547 | 2 | 1 | 547 | 529 |
| 29 | 821 | 2 | 1 | 841 | 821 |


| 29 | 823 | 2 | 1 | 841 | 823 |
| ---: | ---: | ---: | :--- | ---: | ---: |
| 29 | 827 | 2 | 1 | 841 | 827 |
| 29 | 829 | 2 | 1 | 841 | 829 |
| 29 | 839 | 2 | 1 | 841 | 839 |
| 29 | 853 | 2 | 1 | 853 | 841 |
| 29 | 857 | 2 | 1 | 857 | 841 |
| 29 | 859 | 2 | 1 | 859 | 841 |
| 29 | 863 | 2 | 1 | 863 | 841 |
| 31 | 173 | 3 | 2 | 29929 | 29791 |
| 31 | 937 | 2 | 1 | 961 | 937 |
| 31 | 941 | 2 | 1 | 961 | 941 |
| 31 | 947 | 2 | 1 | 961 | 947 |
| 31 | 953 | 2 | 1 | 961 | 953 |
| 31 | 967 | 2 | 1 | 967 | 961 |
| 31 | 971 | 2 | 1 | 971 | 961 |
| 31 | 977 | 2 | 1 | 977 | 961 |
| 31 | 983 | 2 | 1 | 983 | 961 |
| 31 | 991 | 2 | 1 | 991 | 961 |
| 37 | 1361 | 2 | 1 | 1369 | 1361 |
| 37 | 1367 | 2 | 1 | 1369 | 1367 |
| 37 | 1373 | 2 | 1 | 1373 | 1369 |
| 37 | 1381 | 2 | 1 | 1381 | 1369 |
| 37 | 1399 | 2 | 1 | 1399 | 1369 |
| 41 | 263 | 3 | 2 | 69169 | 68921 |
| 41 | 1657 | 2 | 1 | 1681 | 1657 |
| 41 | 1663 | 2 | 1 | 1681 | 1663 |
| 41 | 1667 | 2 | 1 | 1681 | 1667 |
| 41 | 1669 | 2 | 1 | 1681 | 1669 |
| 41 | 1693 | 2 | 1 | 1693 | 1681 |
| 41 | 1697 | 2 | 1 | 1697 | 1681 |
| 41 | 1699 | 2 | 1 | 1699 | 1681 |
| 41 | 1709 | 2 | 1 | 1709 | 1681 |
| 41 | 1721 | 2 | 1 | 1721 | 1681 |
| 43 | 1811 | 2 | 1 | 1849 | 1811 |
| 43 | 1823 | 2 | 1 | 1849 | 1823 |
| 43 | 1831 | 2 | 1 | 1849 | 1831 |
| 43 | 1847 | 2 | 1 | 1849 | 1847 |
| 43 | 1861 | 2 | 1 | 1861 | 1849 |
| 43 | 1867 | 2 | 1 | 1867 | 1849 |


| 43 | 1871 | 2 | 1 | 1871 | 1849 |
| ---: | :--- | :--- | :--- | ---: | ---: |
| 43 | 1873 | 2 | 1 | 1873 | 1849 |
| 43 | 1877 | 2 | 1 | 1877 | 1849 |
| 43 | 1879 | 2 | 1 | 1879 | 1849 |
| 43 | 1889 | 2 | 1 | 1889 | 1849 |
| 47 | 2179 | 2 | 1 | 2209 | 2179 |
| 47 | 2203 | 2 | 1 | 2209 | 2203 |
| 47 | 2207 | 2 | 1 | 2209 | 2207 |
| 47 | 2213 | 2 | 1 | 2213 | 2209 |
| 47 | 2221 | 2 | 1 | 2221 | 2209 |
| 47 | 2237 | 2 | 1 | 2237 | 2209 |
| 47 | 2239 | 2 | 1 | 2239 | 2209 |
| 47 | 2243 | 2 | 1 | 2243 | 2209 |
| 47 | 2251 | 2 | 1 | 2251 | 2209 |
| 53 | 2767 | 2 | 1 | 2809 | 2767 |
| 53 | 2777 | 2 | 1 | 2809 | 2777 |
| 53 | 2789 | 2 | 1 | 2809 | 2789 |
| 53 | 2791 | 2 | 1 | 2809 | 2791 |
| 53 | 2797 | 2 | 1 | 2809 | 2797 |
| 53 | 2801 | 2 | 1 | 2809 | 2801 |
| 53 | 2803 | 2 | 1 | 2809 | 2803 |
| 53 | 2819 | 2 | 1 | 2819 | 2809 |
| 53 | 2833 | 2 | 1 | 2833 | 2809 |
| 53 | 2837 | 2 | 1 | 2837 | 2809 |
| 53 | 2843 | 2 | 1 | 2843 | 2809 |
| 53 | 2851 | 2 | 1 | 2851 | 2809 |
| 53 | 2857 | 2 | 1 | 2857 | 2809 |
| 53 | 2861 | 2 | 1 | 2861 | 2809 |
| 113 | 1201 | 3 | 2 | 1442897 | 1442401 |
| 131 | 1499 | 3 | 2 | 2248091 | 2247001 |
| 163 | 2081 | 3 | 2 | 4330747 | 4330561 |

Appendix B1

## Maple Code

The following code is based on the Maple Code we used in our computation specially for the "Medium" range for $M$.

```
> PRIME_1 := given;
> PRIME_2 := given;
> with(numtheory);
> generalLevel := 30;
> veryLarge := 2^(18);
> enoughLarge := 15;
> outputFilefp:= fopen("tabel1.txt", WRITE, TEXT);
> fclose(outputFilefp);
> runFilefp:= fopen("runningReport.txt", WRITE, TEXT);
> fclose(runFilefp);
> p1 := PRIME_1;
> p2 := PRIME_2;
> x := log (p1)/ log (p2);
> BOUND := 0;
> reducedLevel := 0;
```

```
> cf := cfrac(x, generalLevel, 'quotients');
> print(cf);
> for BB from 1 to generalLevel do # BB
> BOUND := nthdenom(cf, BB);
> if (BOUND > veryLarge ) #BOUND
then
> printf("This BOUND is too BIG = %d > veryLarge = %d \n",
> BOUND, 2^(18) );
> break; #then
> else reducedLevel := reducedLevel + 1;
> end if; #BOUND
> end do; # BB
> printf("Reduced Level is %d \n", reducedLevel );
> for i from 1 to reducedLevel by 1 do #from nthLevel to reduced
> step by very Large #
> #### NEW PART CRITERIA
> Criteria := cf[i+1] - enoughLarge;
> if (signum(Criteria) > -1)
> then
> printf("%d + 1 the partial quotient %d is
> bigger than 14 ", i, cf[i+1] );
> kk:=p1^(nthdenom(cf, i));
> printf("\n\n p1^nthdemum = %d^(%d) \n = kk = %d \n",p1,
```

```
> nthdenom(cf, i), kk);
> tt:=p2^(nthnumer(cf, i));
> printf("\n\n p2^nthnumer = %d^(%d) \n = tt = %d \n", p2,
> nthnumer(cf, i), tt);
> LL := abs ( kk - tt );
> printf("\n\n LL = abs(kk - tt) \n = %d \n", LL);
> RR := sqrt( min(kk, tt ) );
> printf("\n\n RR = sqrt ( min(kk, tt ) ) \n = %g \n", RR);
> printf("\n\n LL - RR %g \n", LL-RR);
> if ( signum(LL-RR) < 0)
> then
> ouputFilefp:= fopen("tabel1.txt", APPEND, TEXT);
> fprintf(outputFilefp, "p1 = %d a = %d p2 = %d b = %d ",
> p1,nthdenom(cf, i), p2, nthnumer(cf, i));
> fprintf(outputFilefp, " abs(%d - %d) = abs(%d) = %d ", kk, tt,
> abs(kk-tt), LL);
> fprintf(outputFilefp, " sqrt(%d) = %g \n ", min(kk,tt), RR);
> fclose(ouputFilefp);
> end if; # signum(LL - RR) < 0
> end if; #criteria
> end do; #i reducedLevel for n-th denum nth numer
```

> runFilefp:= fopen("runningReport.txt", APPEND, TEXT); \#betterthan > binary
> fprintf(runFilefp, "We've done check prime pair (\%d \%d) \n", p1, > p 2 );
> fclose(runFilefp);

## Appendix B2

## Running Sample

We attach a sample running result for the Maple Code in Appendix B with special the case $p_{1}=43$ and $p_{2}=1013$.

$$
\text { PRIME_1 }:=43
$$

$$
\text { PRIME_2 }:=1013
$$

[GIgcd, bigomega, cfrac, cfracpol, cyclotomic, divisors, factorEQ, factorset, fermat, imagunit, index, integral_basis, invcfrac, invphi, issqrfree, jacobi, kronecker, $\lambda$,
legendre, mcombine, mersenne, migcdex, minkowski, mipolys, mlog, mobius, mroot, msqrt, nearestp, nthconver, nthdenom, nthnumer, nthpow, order, pdexpand, $\phi, \pi$, pprimroot, primroot, quadres, rootsunity, safeprime, $\sigma$, sq2factor, sum2sqr, $\tau$, thue]

$$
\begin{aligned}
& \text { generalLevel }:=30 \\
& \text { veryLarge }:=262144 \\
& \text { enoughLarge }:=15 \\
& \text { outputFilefp }:=0 \\
& \text { runFilefp }:=0
\end{aligned}
$$

$$
\begin{gathered}
p 1:=43 \\
p 2:=1013 \\
x:=\frac{\ln (43)}{\ln (1013)} \\
\text { BOUND }:=0
\end{gathered}
$$

reducedLevel $:=0$
cf $:=[0,1,1,5,3,1,94,3,10,4,1,10,5,3,3,2,2,83,1,8,19,1,1$, $3,3,2,1,24,2,4,4$,
...]
$[0,1,1,5,3,1,94,3,10,4,1,10,5,3,3,2,2,83,1,8,19,1,1,3,3,2,1,24,2,4,4, \ldots]$

$$
\begin{aligned}
& \text { BOUND }:=1 \\
& \text { BOUND }:=2 \\
& \text { BOUND }:=11 \\
& \text { BOUND }:=35 \\
& \text { BOUND }:=46
\end{aligned}
$$

$$
B O U N D:=4359
$$

$$
B O U N D:=13123
$$

$$
B O U N D:=135589
$$

$$
B O U N D:=555479
$$

```
This BOUND is too BIG = 555479 > veryLarge = 262144
Reduced Level is 8
```

                    Criteria := -14
    Criteria \(:=-14\)
    Criteria \(:=-10\)
    Criteria \(:=-12\)
    Criteria \(:=-14\)
    Criteria :=79
    $6+1$ the partial quotient 94 is bigger than 14

$$
\text { p1^nthdemum }=43^{\wedge}(4359)
$$

= $\mathrm{kk}=$
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