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Abstract

Flash Analog-to-Digital Converters (ADCs), targeting optical communication stan-

dards, have been reported in SiGe BiCMOS technology. CMOS implementation of such

designs faces two challenges. The first is to achieve a high sampling speed, given the lower

gain-bandwidth (lower ft) of CMOS technology. The second challenge is to handle the wide

bandwidth of the input signal with a certain accuracy. Although the first problem can be

relaxed by using the time-interleaved architecture, the second problem remains as a main

obstacle to CMOS implementation. As a result, the feasibility of the CMOS implementa-

tion of ADCs for such applications, or other wide band applications, depends primarily on

achieving a very small input capacitance (large bandwidth) at the desired accuracy.

In the flash architecture, the input capacitance is traded off for the achievable accu-

racy. This tradeoff becomes tighter with technology scaling. An effective way to ease this

tradeoff is to use resistive offset averaging. This permits the use of smaller area transistors,

leading to a reduction in the ADC input capacitance. In addition, interpolation can be

used to decrease the input capacitance of flash ADCs. In an interpolating architecture, the

number of ADC input preamplifiers is reduced significantly, and a resistor network inter-

polates the missing zero-crossings needed for an N-bit conversion. The resistive network

also averages out the preamplifiers offsets. Consequently, an interpolating network works

also as an averaging network.

The resistor network used for averaging or interpolation causes a systematic non-

linearity at the ADC transfer characteristics edges. The common solution to this prob-

lem is to extend the preamplifiers array beyond the input signal voltage range by using

dummy preamplifiers. However, this demands a corresponding extension of the flash ADC

reference-voltage resistor ladder. Since the voltage headroom of the reference ladder is con-

sidered to be a main bottleneck in the implementation of flash ADCs in deep-submicron

technologies with reduced supply voltage, extending the reference voltage beyond the input

voltage range is highly undesirable.

The principal objective of this thesis is to develop a new circuit technique to enhance
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the bandwidth-accuracy product of flash ADCs. Thus, first, a rigorous analysis of flash

ADC architectures accuracy-bandwidth tradeoff is presented. It is demonstrated that the

interpolating architecture achieves a superior accuracy compared to that of a full flash

architecture for the same input capacitance, and hence would lead to a higher bandwidth-

accuracy product, especially in deep-submicron technologies that use low power supplies.

Also, the gain obtained, when interpolation is employed, is quantified. In addition, the lim-

itations of a previous claim, which suggests that an interpolating architecture is equivalent

to an averaging full flash architecture that trades off accuracy for the input capacitance,

is presented. Secondly, a termination technique for the averaging/interpolation network

of flash ADC preamplifiers is devised. The proposed technique maintains the linearity

of the ADC at the transfer characteristics edges and cancels out the over-range voltage,

consumed by the dummy preamplifiers. This makes flash ADCs more amenable for integra-

tion in deep-submicron CMOS technologies. In addition, the elimination of this over-range

voltage allows a larger least-significant bit. As a result, a higher input referred offset is

tolerated, and a significant reductions in the ADC input capacitance and power dissipa-

tion are achieved at the same accuracy. Unlike a previous solution, the proposed technique

does not introduce negative transconductance at flash ADC preamplifiers array edges. As

a result, the offset averaging technique can be used efficiently.

To prove the resulting saving in the ADC input capacitance and power dissipation that

is attained by the proposed termination technique, a 6-bit 1.6-GS/s flash ADC test chip

is designed and implemented in 0.13-µm CMOS technology. The ADC consumes 180 mW

from a 1.5-V supply and achieves a Signal-to-Noise-plus-Distortion Ratio (SNDR) of 34.5

dB and 30 dB at 50-MHz and 1450-MHz input signal frequency, respectively. The measured

peak Integral-Non-Linearity (INL) and Differential-Non-Linearity (DNL) are 0.42 LSB and

0.49 LSB, respectively.
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Chapter 1

Introduction

The implementation of narrowband wireless communication receivers has undergone a rev-

olutionary change, as many of the receiver functions were moved to the digital domain [1].

This change is driven by the continuous favouring of modern CMOS technologies to digital

circuitry, and the well-known robustness of digital circuitry against temperature, supply,

and process variations. Also, moving many of the receiver functions to the digital domain

and using Digital-Signal-Processing (DSP) techniques allowed the compensation of many

of the channel impairments, and made many new applications possible. A key factor to the

success of these systems has been the advance of large dynamic range low-power sigma-

delta Analog-to-Digital Converters (ADCs) that can convert the information of the analog

real-world to digital bits for further processing. On the other hand, the rapidly growing

multimedia applications and the ever increasing demand for higher data rates over wireless

channels has led to the evolution of new Ultra-Wide-Band (UWB) wireless standards that

require moderate resolution ADCs, but a wide bandwidth. For these standards, only the

flash ADC architecture provides the required accuracy at the target analog bandwidth [2].

Optical communication systems can also benefit from the capabilities of DSP. It has

been suggested [3] [4] that electronic equalization can be employed to compensate for fibre

impairments, especially polarization mode dispersion so as to replace the bulky and expen-

sive optical compensation techniques by a digital equalizer at the receiver. This requires

the insertion of a high speed ADC in the receiver chain. Since flash ADCs represent the
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architecture of choice for applications that require high speed and low to moderate reso-

lution, they have been considered to implement such an ADC. This has resulted in a few

recent successful implementation in SiGe BiCMOS technology [5, 6, 7]. However, a low

cost CMOS implementation of such designs presents two challenges. The first is to achieve

a high sampling speed given the lower gain-bandwidth (lower ft) of CMOS technology.

The second is to handle the large bandwidth of the input signal with a certain accu-

racy. Although the first problem can be solved by using the time-interleaved architecture

[8, 9, 10, 11], the second problem remains as a main obstacle to CMOS implementation.

Thus, the feasibility of a CMOS implementation of ADCs for optical communication, or

other wireless wide-band applications, depends mainly on achieving a very small input

capacitance (large bandwidth) at the desired accuracy.

The full-flash architecture requires 2N -1 preamplifiers/comparators at its input to re-

solve N-bits. The static offset of these preamplifiers is what limits the ADC accuracy

[12]. However, the preamplifiers’ static offset can not be improved without increasing their

input capacitance [13]. Thus, the exponential number of required preamplifiers for flash

architecture, combined with the input-capacitance-accuracy tradeoff, results in a relatively

large input capacitance for the full-flash architecture. This large input capacitance reduces

the ADC bandwidth, limiting the highest input signal frequency. One way to alleviate this

problem and to increase the operating speed, is to use a resistive averaging network to

suppress the preamplifiers offset [14]. This allows smaller area transistors, and therefore,

a reduction in the ADC input capacitance at the same accuracy.

The input capacitance of the flash architecture can be also reduced by using interpo-

lation, where the number of ADC input preamplifiers is reduced and a resistor network

interpolates the missing zero-crossings needed for N-bit conversion. Since the resistive

network also averages out the preamplifiers offsets, an interpolating network works also

as an averaging network. However, in [15], it has been claimed that the input referred

offset value, and thus, the accuracy of the ADC is determined by the aggregate gate area

of the input preamplifiers FETs. Therefore, the usage of interpolation to reduce the input

capacitance would lead to an increase in the input referred offset of the ADC, compared
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to that of a full flash architecture. This would outweigh the benefit of using interpolation

and render the interpolating architecture equivalent to an averaging full flash architecture

that trades accuracy for the input capacitance.

The principal drawback of resistive averaging or interpolation is that it shifts the zero-

crossing-point of the ADC preamplifiers array from their ideal position. This results in

systematic non-linearity especially at ADC transfer characteristics edges. To mitigate this

non-linearity, the preamplifier array and the ADC reference-voltage resistor ladder are

extended beyond the input signal voltage range using dummy preamplifiers [16, 17, 18].

However, the voltage headroom of the reference ladder represents a main bottleneck to

the implementation of flash ADCs in deep-submicron technologies with a reduced supply

voltage [19]. Therefore extending the reference ladder beyond the input signal range makes

flash ADC less amenable for integration in deep submicron technologies. Moreover, this ex-

tension limits the available voltage range for the input signal. In [20] a techniques to reduce

the over-range penalty was proposed. However, the reference-voltage ladder still consumes

more voltage headroom than that required for the input signal. The triple-cross connection

method proposed in [21] eliminates the over-range voltage of the reference ladder. However,

this method introduces negative transconductance at the preamplifiers array edges, reduc-

ing the effective transconductance, gain, and gain-bandwidth. Also, this method results

in a relatively large residual mean Integral-Non-Linearity (INL) value, unless pre-distorted

reference voltages are used.

1.1 Thesis Contributions

The objective of this thesis is to devise a circuit technique to maximize the bandwidth-

accuracy product of flash ADCs, which is crucial for many wide-band wireless and wire-line

applications. This is achieved through the following contributions.

• An expression that captures the input-capacitance-accuracy tradeoff of flash ADCs

is derived. It is shown that this tradeoff becomes tighter with technology scaling,

and hence efficient handling of this tradeoff is essential. Based on that expression, a
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rigorous analysis of flash ADC architectures as spatial filters is conducted. The anal-

ysis proves that for a given input capacitance, an interpolating architecture achieves

a better accuracy, compared to that of an averaging full-flash architecture. Thus,

the interpolating architecture can achieve a superior bandwidth-accuracy product,

especially in deep submicron technologies that use low power supplies. Circuit level

simulations are used to verify the results. Moreover, the gain obtained when using

interpolation is formulated and the fundamental reason for the superiority of the

interpolating architecture is presented. The limitations of the previous claim, which

suggests the equivalence between interpolating architecture and full-flash averag-

ing architecture regarding their input-capacitance-accuracy tradeoff, is also demon-

strated (Chapter 3).

• A technique for terminating the averaging network of flash ADC preamplifiers is de-

vised. The proposed technique eliminates the over-range voltage headroom consumed

by flash ADC dummy preamplifiers while maintaining the ADC linearity. Hence, a

larger value for the ADC Least-Significant-Bit (LSB) is permitted, and the matching

requirements of the preamplifiers arrays are relaxed. Thus, a significant reduction

in the ADC input capacitance and power dissipation is achieved at the same accu-

racy. Eliminating the over-range voltage also makes flash ADCs more adapted for

integration in deep-submicron technologies. The proposed technique overcomes the

shortcomings of the triple cross-connection method (Chapter 4).

• A 6-bit 1.6-GS/s flash ADC test chip is designed and fabricated in 0.13-µm CMOS

technology. The ADC incorporates the proposed termination technique and takes

into account the conclusions of the analysis presented. For this chip, the elimination

of over-range voltage leads to a 20% saving in the ADC input capacitance at the

same accuracy, and approximately a 33% reduction in the analog front-end power

consumption. The measured Signal-to-Noise-plus-Distortion Ratio (SNDR) is 34.5

dB at 50-MHz and 30 dB at a 1450-MHz input signal frequency. The measured peak

Integral-Non-Linearity (INL) and Differential-Non-Linearity (DNL) are 0.42 LSB and
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0.49 LSB, respectively. The total power consumed by the ADC is 180 mW, and hence

it achieves a figure-of merit of 2.6pJ/conv (Chapter 5 and Chapter 6).

1.2 Thesis Organization

After this introductory chapter, Chapter 2 of this thesis discusses high-speed ADC architec-

tures. This includes the flash architecture and its variants, in addition to the subranging,

the two-step, and the pipelined architecture. In Chapter 3, the accuracy-bandwidth trade-

off of flash ADCs is analyzed. Chapter 4 reviews previous resistive averaging termination

techniques and introduces the proposed termination technique. The design approach of the

test chip using the proposed technique is presented in Chapter 5, along with the complete

circuit and block level design details. Chapter 6 introduces the testing setup, reports the

measurement results, and compares the chip performance to the state-of-the-art ADCs.

Finally, Chapter 7 provides thesis conclusions and suggestions for further research.



Chapter 2

High-Speed Analog-to-Digital

Converters

Due to the wide range of ADCs applications, many architectures have been used for ADCs

implementation. These architectures can be roughly divided into three categories: low-

speed high-resolution, medium-speed medium-resolution, and high-speed low-resolution.

In this chapter only high speed ADCs architectures, suitable for the GHz range, are pre-

sented, and their performance tradeoffs are highlighted. This chapter starts with a brief

review of the main ADCs performance metrics, and a discussion of the comparators, since

they represent the core circuit of ADC architectures. Then, high-speed analog-to-digital

conversion architectures are presented with emphasis on the different one-step flash archi-

tectures. The chapter closes with a discussion of the ADCs figures-of-merit and the effect

of technology scaling.

2.1 Analog-to-Digital Converters’ Performance Met-

rics

As shown in Fig. 2.1, analog to digital conversion is the process of sampling and quantizing

the analog input signal into a discrete signal that can take only a finite set of amplitudes.

Therefore, there is a range of valid input voltage values that produce the same output.

6
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Figure 2.1: Analog-to-digital conversion.

This ambiguity generates what is known as quantization noise. The range of the input

voltages that generates the same output represents the ADC LSB and is given by

LSB =
VFS

2N
, (2.1)

where VFS is the full-scale voltage and N is the number of bits. ADCs, like all other

analog-mixed circuits, need some performance metrics to characterize their performance.

These performance metrics are described in the following subsections.

2.1.1 DC Specifications

Differential Non-Linearity

In an ideal ADC, the reference transition voltages, where output value changes, are equally

spaced by one LSB along the input voltage axis. However, due to circuit non-idealities,

these transition voltages deviate from their ideal values, and therefore, the steps sizes

between the transition voltages do not equal one LSB in practical ADCs. DNL measures

the variation in the step size, compared to the ideal step size. Mathematically,

DNL(j) =
Vref(j) − Vref(j−1)

LSB
− 1, (2.2)

where DNL(j) is the differential non-linearity at output code j, and Vref(j) is the reference

voltage corresponding to code j. According to the mathematical definition of the DNL, if
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the maximum DNL error is less than one LSB, then the ADC does not have missing codes.

It is also worth noting that the DNL directly affects the quantization noise of the ADC.

Integral Non-Linearity

INL is the deviation of the ADC transfer characteristics from a straight line drawn

passing through its end pints. Sometimes another definition for the INL is used, where the

INL is measured by comparing the ADC transfer characteristics to the best-fit straight line

such that the maximum difference (or the mean squared error) is minimized. The INL is

expressed as

INL(j) =
Vref(j) − Vref(j)Ideal

LSB
, (2.3)

where INL(j) is the integral non-linearity at output code j, Vref(j)−Ideal is the ideal reference

voltage at code j, and Vref(j) is the actual reference voltage at code j. Also, INL can be

expressed in terms of the DNL as follows:

INL(j) =

j∑
i=1

DNL(i). (2.4)

The INL for the entire ADC is defined as the maximum magnitude of the INL(j) val-

ues. Since the INL determines the curvature of the transfer characteristics, it represents

the actual non-linearity of the ADC, and gives an indication of the harmonic distortion

introduced by the ADC. A sufficient but not necessary condition of ADC monotonicity is

to have the maximum INL deviation less than or equal to 0.5 LSB. Both INL and DNL

used to be measured with a slowly increasing ramp input signals. However, a method for

measuring the INL and the DNL at the full ADC speed was presented in [22] and adopted

afterwards by the industry. The method presented in [22] represents a better way for INL

and DNL measurements, since all the high speed effects that can affect the INL and the

DNL are considered.
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2.1.2 Dynamic Specifications

Signal-to-Noise plus Distortion Ratio

SNDR is the most important specification of the ADC, because it includes errors due

to non-linearity, thermal noise, quantization noise, and sampling time jitter. Ideally, this

SNDR follows [23]:

SNDRdB = 6.02N + 1.76. (2.5)

Effective Number of Bits

Since practical ADCs have an SNDR less than that predicted by (2.5), they do not

provide the expected accuracy. The ENOB of a certain ADC gives the number of bits of

an ideal ADC that would have the same SNDR as that of the ADC under test. In other

words, any N-bit ADC with a certain ENOB is equivalent to another ideal ADC with a

number of bits equal to ENOB. By definition, ENOB is given by

ENOB =
SNDRdB − 1.76

6.02
. (2.6)

Spurious-Free Dynamic Range

Due to the ADC nonlinearity, when a pure sinusoidal signal is applied to the ADC input,

the resulting output spectrum contains the fundamental in addition to its harmonics. The

ratio of the fundamental to the largest distortion component defines the Spurious-Free

Dynamic Range (SFDR) of the ADC. The SFDR is an important parameter, when the

spectral purity of the ADC is of concern. Since the SFDR depends on ADC distortion, it

can be related to INL by [24]

SFDRdB = −20 log(|INL|2−N + 2−1.5N). (2.7)
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The Effective Resolution Bandwidth

In an ideal ADC, the maximum input signal frequency that can be applied to its in-

put without SNDR degradation is equal to half the maximum sampling frequency of the

ADC. However, in an actual ADC, the input signal frequency might be less than that due

to the finite bandwidth of its building components. The Effective Resolution Bandwidth

(ERBW) is used to define the maximum input frequency at which the output signal SNDR

drops by 3 dB or 1
2

LSB. During the determination of the ERBW of a system, a fixed

sampling frequency is used.

2.2 Comparators

The comparator represents a main building block of all the analog-to-digital architectures,

and its performance parameters such as the input referred offset and power dissipation

directly affect the whole ADC accuracy and power consumption. In a typical ADC, the

operation of the comparator is synchronized with the sampling clock, and the comparison

phase is followed by a latch phase to hold the result of the comparison for a half clock cycle

to allow acquisition by the next stage.

The input referred offset of a comparator originates from two different sources. The first

source is the threshold voltage mismatch and current factor, β, mismatch of the differential

pair used in the comparison. This type of error is referred to as static offset and is given

by [25]1

σ2
static =

1

W.L
[A2

V t +
A2

β

4
V 2

ov], (2.8)

where AV t is is the mismatch coefficient for the FET threshold voltage, Aβ is the mismatch

in β, Vov is the transistor overdrive voltage , and W and L are the width and length of

the preamplifier input differential pair transistors, respectively. The second source is the

1The threshold voltage mismatch is the main contributer to the first source of error, unless the transistor
is biased at a large overdrive voltage.



Chapter 2. High Speed Analog-to-Digital Converters 11

OutpOutn

Clk

Latch

Vb

Inp

Compare

Vth1, β1 Vth2, β2

I1 I2

t t

t

Inn

Figure 2.2: Offset generation mechanisms in a typical comparator.

parasitic capacitance mismatch of the output nodes of the comparator. As a result of this

mismatch, different voltage step values would couple to the output nodes at the start of

the latch phase, creating offset, as illustrated in Fig. 2.2 [24]. This error is known as the

dynamic offset. For a typical high-speed latched comparator, the dynamic offset is much

larger than the static one, and dominates the total comparator offset.

At the end of the latch phase, the output nodes of the comparator reache the supply

rails. This large output swing results in a kick-back effect to the input nodes of the

comparator. It is important to lower this kick-back for the comparators used in ADCs,

because glitches resulting from the kick-back effect can disturb the operation of the ADC.

In addition to the input offset and the kick-back effect, the metastability performance of

the comparator latch is a main performance metric for the comparators used in ADCs.

This is discussed later in Subsection 5.2.1.

Offset Cancellation Techniques

Different techniques have been developed to sample the comparator offset, and subse-

quently, canceling its effect [26]. In Fig. 2.3(a) the Input-Offset-Storage (IOS) technique

is depicted. During φ1, the amplifier is connected in the unity gain mode, and the offset

value is stored on the sampling capacitor. Then during φ2, the feedback connection is
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disconnected and the offset is added to the input voltage, eliminating the offset effect. It

is important to note that only the static offset of the amplifier is sampled, whereas the

dynamic offset of the latch remains. The residual input referred offset for IOS is [2] [27]

Vres =
(Cs + Cp)

Cs

Voffset

1 + A
+

∆Q

Cs

+
Vlatch

A
, (2.9)

where A is the gain of the amplifier, Voffset is the input referred offset of the amplifier, Vlatch

is the latch offset, ∆Q is the charge injection due to feedback switch, Cs is the sampling

capacitor, and Cp is the parasitic capacitance at the input of the the amplifier. Rather

than using a sampling capacitor at the input of the amplifier, the offset can be sampled

at the amplifier output as shown in Fig. 2.3 (b). In the Output-Offset-Storage technique

(OOS) the input is shorted and the amplified offset is stored so that its effect is canceled

during comparison. The residual offset for OOS is expressed as

Vres =
∆Q

ACs

+
Vlatch

A
(2.10)

Although the comparison of (2.9) to (2.10) shows that the OOS leads to a less residual

offset, this is not necessarily the case. The reason is that in the OOS, the amplifier is

operated in an open-loop. Therefore, the comparator is implemented with small gain A

to guarantee operation in the active region under the process variations. For the IOS, a

much larger gain A can be used. Nonetheless, this results in slower operation, if a large

gain single stage is used. In practical designs, cascaded stages that exploit IOS and OOS

are used (Fig. 2.3(c)). This allows the implementation of a large overall gain to suppress

the latch dynamic offset with a less speed penalty. Flash ADCs that incorporates IOS and

OOS have been reported in [2] [28].

2.3 The Flash Analog-to-Digital Converters

Typically, high speed ADCs are used in radar applications, hard disk drive read channels,

and Gb/s communication systems. In these applications, a resolution of only 6 to 8 bits is

required. Therefore, high-speed low-resolution architectures can be used for these ADCs.

The full-flash requires 2N−1 comparators to achieve a N-bit resolution, and therefore it
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Figure 2.3: Offset cancellation techniques:(a) input offset storage, (b) output offset storage,

and (C) multistage offset cancelation.
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is prone to a large input capacitance. Therefore, variants of the full-flash architecture

have been used to mitigate these drawbacks. In the following subsections, the full-flash ar-

chitecture and its variations are presented, along with the tradeoffs involved in their design.

The Full-Flash Architecture

A block diagram of the full-flash architecture is shown in Fig. 2.4. The input signal,

Vin, is compared to multiple reference voltages, generated by a reference ladder. Any

comparator connected to a resistor string node, where Vref(j) is less than Vin, produces a

‘1’, whereas those connected to nodes with Vref(j), greater than Vin, produces ‘0’. This

output code is commonly referred to as a thermometer code. The thermometer code is fed

to an encoder that generates the binary digital output. For an N-bit ADC, the number of

comparators and preamplifiers is 2N−1. The large number of preamplifiers, connected to

the input, results in a large input capacitance, reducing the bandwidth of the ADC.

The flash ADC, in principle, does not need a sample-and-hold circuit at its input.

However, using a sample-and-hold circuit greatly improves the dynamic behaviour and

reduces errors due to [24]:

• skew in clock delivery to a large number of comparators

• limited input bandwidth prior to latch regeneration

• signal dependent dynamic nonlinearity

As shown in Fig. 2.4, the preamplifiers’ inputs are connected to both the input signal

and the reference ladder. Hence, the preamplifier input transistor gate-source parasitic

capacitance, Cgs, couples the input to the reference ladder. Since the reference ladder is

responsible for producing the equidistant reference voltage, the coupling must be mini-

mized. For properly decoupled Vref+ and Vref−, the maximum feedthrough occurs at the

mid node of the reference ladder. The value of the feedthrough depends on the value of

the resistor string resistance according to [29]
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Figure 2.4: The full-flash architecture.

vfeedthrough

vin

=
π

4
fsigRC, (2.11)

where R is the total resistor ladder resistance, C is the total coupling capacitance of the

input preamplifiers, and fsig is the input signal frequency. Hence, to reduce feedthrough, R

needs to be as small as possible. However, this results in an increase in the power dissipa-

tion. In practical implementations, the reference ladder resistor values are in the range of

tens of Ohms. Therefore, the reference ladder is usually implemented using a metal layer

[30].
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At high-speed operation, comparators used for comparing the input voltage to refer-

ence voltages suffer from a relatively large dynamic offset due to the capacitive coupling

between their outputs and the clock signal. This dynamic offset leads to a large input

referred offset. To mitigate this input referred offset, preamplifiers are used at the inputs

of comparators. Although the large input referred dynamic offset of the comparator is

reduced by the insertion of the preamplifier, the static offset of the preamplifier remains.

This, nevertheless, yields an improvement, since the comparator dynamic offsets are much

higher than the preamplifiers static offset.

The input referred offset voltage degrades the performance of the ADC substantially,

since it appears as an additional voltage, added to the resistor string reference voltages.

Since both DNL and INL are functions of the reference voltages, the input referred offset

degrades both the DNL and INL leading to an increase in the quantization noise and

the ADC distortion. The total RMS input referred offset of the preamplifier/comparator

structure can be described by

σ2
os = σ2

pa +
σ2

comp

A2
pa

, (2.12)

where σos is the resultant RMS input referred offset voltage, σpa is the preamplifier RMS

offset voltage, σcomp is the comparator RMS offset and Apa is the preamplifier gain. The

static offset of the preamplifiers arises from the finite matching between the transistors of

the differential structures and is given by (2.8). An efficient way to reduce the preampli-

fiers offset is to use averaging as discussed in the next subsection. Practically, flash ADCs

preamplification stage is designed to provide enough gain to almost eliminate the com-

parators contribution to the input referred offset, and hence static offset of preamplifiers

dominates the total input referred offset [12] [2].

Averaging

The technique of offset reduction using averaging was first introduced by Kattmann

and Barrow [14]. Accordingly, resistors were added between the preamplifiers outputs as

depicted in Fig. 2.5 to average out error sources and, hence reduce the effect of offset.
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Although averaging reduces the input referred offset, averaging degrades the INL at the

edges of the resistor ladder, and thus, requires over-range amplifiers to maintain linearity

at the edges of the conversion range. The effect of averaging on offset reduction, along

with the edge effect, are discussed in details in Chapter 3.
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Figure 2.5: Averaging the output of preamplifiers.

2.3.1 The Interpolating Flash Architecture

Interpolation is used to reduce the input capacitance of flash ADCs. Fig. 2.6 shows an in-

terpolating architecture with a ×4 interpolation factor. The number of input preamplifiers

is significantly reduced by a factor equal to the interpolation factor. To restore the number

of zero-crossings needed for the N-bit conversion, a resistor voltage divider interpolates the
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outputs of the preamplifiers to generate the missing zero-crossing.

Vin

Reference ladder

Preamplifiers

To comparators

 Vrefn

 Vrefp

Interpolated 1

Interpolated 2

Interpolated 3

Figure 2.6: The interpolating architecture. Interpolation factor = 4.

Interpolation sets a lower limit on the linearity of the preamplifiers. Correct zero cross-

ing interpolation requires the linear range of the preamplifiers to extend to the zero-crossing

of the transfer characteristics of the adjacent preamplifier. This is illustrated in Fig. 2.7.

The main drawback of interpolation, is the different delays experienced by signals trav-

eling to different comparators. This is due to the different impedances, seen by the com-
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Figure 2.7: Preamplifiers’ transfer characteristics and interpolated transfer characteristics

for two cases: (a)preamplifier’s linear range does not extend to the zero-crossing of the

neighbouring preamplifier, and (b)preamplifier’s linear range extends to the zero-crossing

neighbouring of the other pre-amplifier.

parators, looking back into the resistive string. This delay variation becomes effective when

a large interpolation ration is used or at high sampling speeds. Different ways to equalize

this delay have been suggested in [31] and [32].
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2.3.2 Capacitive Interpolation and Capacitive Generation of Ref-

erence Voltages

In the capacitive interpolation technique, capacitors, rather than resistors, are applied to

interpolate the required zero-crossing for the flash ADC, as shown in Fig. 2.8. It is typically

used in conjunction with IOS comparators such that the same capacitors that samples the

offset are also used to create the potential divider needed for interpolation. In [33, 34, 35],

capacitive interpolation technique, combined with a resistive reference voltage ladder was

utilized to implement subranging ADCs2. In [2], capacitive interpolation is used to build a

1.2 GS/s flash ADC. Also, the resistive reference ladder is replaced by a capacitor voltage

divider (C1 and C2 in Fig. 2.8) to save the power consumed by the resistive ladder. The

incorporation of capacitive interpolation in the flash architecture has the advantage of

eliminating the need for over-range amplifiers. However, capacitive interpolation requires

non-overlapping multi-phase clocks. This limits the maximum sampling speed that can be

achieved, and thus the maximum sampling speed reported in [2] is less than that allowed

by the technology for a resistive interpolating architecture.

2.3.3 The Folding Architecture

Although interpolation reduces the number of input preamplifiers, the number of compara-

tors remains as 2N − 1. This number of comparators can be reduced through the use of

the folding architecture. The basic idea of folding is to fold the input signal into a smaller

range, as shown in Fig. 2.9, such that each comparator is used more than once throughout

the input range. The number of folds is equal to the folding factor (FF ).

When folding was first introduced, a single folding circuit was used to implement the

transfer characteristics in Fig. 2.9, and then the output signal from the folding circuit was

applied to the comparators to determine where the input lies within the fold. A separate

circuit determines which fold the input lies in. This circuit is responsible for generating the

Most-Significant-Bits (MSBs). However, this arrangement had a severe disadvantage, since

practically all the folder transfer characteristics exhibit rounding at the edges, limiting the

2Subranging ADC architecture is explained in Section 2.5.
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Figure 2.8: Capacitive interpolation.
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Vin

Vout

Folding 
(FF=4)

Figure 2.9: The folder transfer characteristics.

useful range of the the folder. To overcome this problem, the folding architecture was

modified. The modified architecture utilizes several folders instead of just one (Fig. 2.10),

and only the zero-crossing points of the folder output voltages are utilized. Therefore, the

performance is not affected by the rounding at the edges or the non-linearity of the transfer

characteristics. The architecture of Fig. 2.10 is called offset parallel folding [12].

A folding circuit can be easily implemented as in Fig. 2.11. It is built of several am-

plifiers connected in parallel, where half of the amplifiers have a reversed polarity in an

alternating fashion. It can be inferred from the circuit, that only one amplifier should be

working in its linear region for any input so as not to lower the folder gain. Therefore,

folding imposes limitations on the maximum linear range of the constituting amplifiers.

This limits the value of transistors overdrive voltage (VGS − VT ), and can lead to large

transistors, and therefore a large input capacitance [36]. Since, for any input signal value

to the circuit of Fig. 2.11, three differential pairs would be saturated, one of the load re-

sistors would carry a DC current of Iss, and the other resistor would carry a DC current of

2.Iss. These different currents would shield the real signal current of the fourth differential

pair performing reference comparison. Therefore, in practical implementation, an extra

differential pair is added, when the number of folding differential pairs is even. This sets

the output common mode voltage of the output nodes at the same value.

The folded signal at the output of the folder crosses the comparator threshold FF times,
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Figure 2.10: The folding architecture, folding factor = 4.

when the input is allowed to change through its full range. In other words, the folder out-

put signal frequency is FF times the input frequency. In the absence of a sample and hold

circuit, the increased frequency of the folder outputs sets a limit to the maximum input

frequency. However, if a sample and hold circuit is used the maximum input frequency is

set by the settling time of the folding circuit.

In the folding architecture of Fig. 2.10, the number of folders is 2N

FF
, and each folder is

built of a number of amplifiers equal to the folding factor. Hence, the number of pream-

plifiers at the input of the ADC is the same as those in the case of the full-flash ADC.

If it is required to reduce both the number of comparators and preamplifiers, a folding-

interpolating architecture is adopted, as presented in the next subsection.
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Figure 2.11: A CMOS folding circuit.

2.3.4 The Folding-Interpolating Architecture

The large number of preamplifiers and comparators needed for implementing the full-flash

architecture limits its use to a 6-bit resolution [37]. For high speed applications requiring

higher resolution (8 bit to 12 bit), the folding-interpolating architecture is successfully used

[29, 31, 38, 39]. Fig. 2.12 presents the folding-interpolating architecture. It consists of

an L-bit coarse ADC that determines which fold the input signal lies in, and an M-bit

fine ADC that resolves the position of the input signal within the fold. The total ADC

resolution is

N = L + M. (2.13)

The coarse ADC must have a number of bits that can represent all the folds that is

FF = 2L. (2.14)

Then, the number of folders is

NFB =
2M

FITPL

, (2.15)
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Figure 2.12: The folding interpolating architecture.

where FITPL is the interpolation factor. To avoid using large interpolating and folding

factors, cascaded stages of interpolation and folding are usually utilized (Fig. 2.13). In

short, interpolation and folding are used to reduce the complexity of the flash ADC, and

therefore, its power dissipation and area. However, since folders have a relatively large

settling delay, they limit high speed operation.
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2.3.5 Calibration of Flash ADCs

Although calibration has been widely employed in medium-speed ADCs such as pipelined

ADCs to mitigate the error of its building blocks, calibration has not been heavily applied

to high-speed flash ADCs. Recently though, with the growing trend to use digital cali-

bration to correct for the errors of analog circuits, many flash ADCs that use calibration

have been reported [40, 41, 42]. Contrary to the offset cancelation techniques in Section

2.2 that deal mainly with the static offset, calibration can be used to correct for both the

static offset and the latch dynamic offset.

Calibration techniques are categorized as either; foreground or background techniques.

In the foreground technique, normal operation is interrupted to start a calibration cycle.
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Many video and communication standards define standby time that would allow foreground

calibration. Otherwise, foreground calibration can be carried once at power up. However,

any temperature or supply variation that occurs during normal operation can render the

measured error (and consequently the calibrating signal) during initial calibration invalid
3. Various comparator foreground calibration techniques are shown in Fig. 2.14. In Fig.

2.14(a), the comparator offset is corrected by applying a digitally controlled current to

the input of the differential pair [39]. During calibration, an on-chip calibrating input

signal is applied to the input of the ADC, and a control unit determines the calibrating

currents values based on the detected ADC digital output. The calibration technique in

Fig. 2.14(b) applies calibration currents to the output nodes instead of the input nodes

[40], whereas the in Fig. 2.14(c), the output nodes capacitances are changed to correct for

the latch dynamic offset [41].

The background calibration techniques do not interrupt the normal operation, and are

assigned a periodic time slot of the system clock. In Fig. 2.15, the background calibration

technique of [42] is shown. In this method, the input of the preamplifier is shorted during

calibration such that the output of the comparator depends solely on its offset. The deci-

sion made by the comparator is used by a control unit to adjust the input voltage to an

auxiliary differential pair, connected to the comparator outputs. The current produced by

the differential pair balances the offset eliminating its effect.

To avoid the the sampling speed reduction due to the calibration time slot, in some

implementations, background calibration is used, along with time-interleaving more than

one ADC as for the case of the pipelined ADC in [43, 44] and the subranging ADC in

[42]. Since background calibration works continuously, it is more robust to temperature

and supply variation, compared to foreground calibration.

It is noteworthy that optimizing the ADC linearity and dynamic performance prior

to introducing calibration is essential to maintain a small realizable dynamic calibration

range and to simplify the calibration circuitry [39]. Hence, calibration techniques do not

3Recall that static voltage mismatch depends on the DC operating point.
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eliminate the need for averaging or preamplification as a means to reduce the input referred

offset.

2.4 The Two-Step Analog-to-Digital Converters

The two-step architecture breaks the exponential dependence of the area, power, and input

capacitance of the flash ADC on the target resolution. The block diagram of the two-step

ADC architecture is illustrated in Fig. 2.16 for a target resolution of L+M bits. The

number of required comparators is 2L + 2M − 2, compared to 2L+M − 1 in the case of

the full-flash architecture. In the two-step architecture, the input signal is applied to a

coarse ADC that generates an estimate of the input value (the L MSBs). Subsequently, the

residue resulting from subtracting the original input and the coarse estimate is applied to

a fine ADC that determines the M least-significant-bits. Although the coarse ADC needs

to be designed to L bits accuracy only4, the sample-and-hold circuit, the subtractor, and

the Digital-to-Analog Converter (DAC) must achieve an L+M bits accuracy [23] [27]. The

4This is assuming that a 1-bit range overlap is applied to allow digital correction [37] [23].
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fine ADC can be preceded by an amplifier to relax it accuracy requirements. Otherwise,

the fine ADC must be designed to the same accuracy level of the whole system as well.

Since the two-step architecture is typically used for resolutions above 8-bits, the resulting

speed-accuracy tradeoff for the high accuracy blocks leads to a long settling time. Hence,

the reduced hardware and the better power efficiency of the two-step ADC, compared to

that of the flash ADC, comes at the expense of lower achievable sampling speed.

2.5 The Two-step Subranging Analog-to-Digital Con-

verters

The subranging architecture is a two-step architecture with no explicit subtractor. In this

architecture, the full-input signal range is divided into subranges. Based on the input

signal value, the Coarse ADC produces the MSBs that determines the subrange, where

the signal lies. A DAC uses the generated MSBs to deliver reference voltages within the

selected subrange to the fine ADC. A resistor ladder DAC is commonly used to implement

the subranging technique, as shown in Fig. 2.17. The DAC and fine ADC should have the

same accuracy as that of the whole subranging ADC. This limits the highest attainable

sampling speed as for the architecture of Section 2.4. A state-of-the-art sampling speed of

160 MS/s at a resolution of 10-bits has been reported in 90-nm technology [45].
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2.6 Pipelined Analog-to-Digital Converters

The pipelined architecture extends the two-step architecture to a multistage architecture,

where each stage resolves a few bits of the final digital word (Fig. 2.18). The sample-and-

hold operation preceding stages allows each stage to process a different sample simultane-

ously. Hence, the throughput of the ADC is limited by that of one stage. However, the

cascaded stages result in a large latency5. A major advantage over flash architecture is

that pipelined ADCs power dissipation and area grows linearly with the number of bits

(rather than exponentially, as in the flash architecture). However, the op-amps used to

implement the interstage gain suffers form a tight gain-bandwidth tradeoff, limiting the

maximum sampling speed. Also, the op-amp consumes a large amount of power to allow

high speed operation [37]. Nonetheless, in the approach of Comparator-Based-Switched-

Capacitor Circuits (CBSC) introduced in [46], the op-amp is replaced with a comparator

and a current source resulting in a power saving. One year later, an even more power

5Pipelined ADCs are avoided in applications that do not tolerate latency, such as ADCs used in control
systems with a feedback loop.
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Figure 2.18: Conceptual block diagram of pipelined ADC.

efficient technique have been developed, where a zero-crossing detector replaces the com-

parator [47].

Typically, pipelined ADCs are used for medium resolutions (8-14bits) high speed appli-

cations. At the 14-bit resolution level, a 224-mW pipelined ADC with a 100-MS/s sample

rate has been reported in the 0.13-µm CMOS technology [48], and at 8-bits and 10-bits

of resolution, sampling speeds as high as 200 MS/s have been achieved [47] [49]. Also,

pipelined ADCs with low resolutions (5-6 bits) and sampling speeds exceeding 500 MS/s

have been demonstrated [50] [51].

2.7 Analog-to-Digital Converters Figures of Merit

Figures-Of-Merit (FsOM) are devised such that the key performance metrics of the de-

sign are combined to arrive at a single number that can be used for comparing different

realizations. The most widely used FsOM for ADCs are
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FOM1 =
Power

2ENOB@DC .2.ERBW
, (2.16)

FOM2 =
Power

2ENOB@DC .fs

, (2.17)

and

FOM3 =
Power

2ENOB@fin .2.fin

, (2.18)

where fs is the sampling speed, and fin is the input analog signal frequency. Although these

FsOM capture the power-speed tradeoff, they do not correctly handle the power-resolution

tradeoff, since they assume that increasing the resolution by 1-bit is equivalent to doubling

the power dissipation [52]. In thermal-noise limited ADCs 6, reducing the noise level by

6 dB requires increasing the capacitances level by 4 times7. As a result, the transconduc-

tance of the amplifiers and power have to be raised with the same factor to maintain the

same gain-bandwidth, and hence, the same operating speed. Mismatch-limited ADCs8 can

require even more power for an extra bit of resolution. For instance, in flash ADCs, one

extra bit of resolution needs two times the number of comparators. These comparators

need to exhibit double the precision, and therefore their transistors may be sized to 4 times

larger resulting in a net increase in the power dissipation of 8 times. Therefore, the FsOM

of (2.16) (2.17), and (2.18) should not be used to compare ADCs with different resolutions.

The effect of technology scaling on the power, sampling-speed, and accuracy of flash

ADCs has been studied by Uttenhove and Steyaert in [30] and it was shown that these

three performance measures can be related as follows:

Power

Speed× Accuracy
≈ Cox

A2
V t

, (2.19)

where Cox is the gate capacitance per unit area. In (2.19), the gain-bandwidth product

is used as a measure for the sampling speed, whereas the accuracy is represented by the

6ADCs with more than 8 bits of resolution.
7Thermal noise is proportional to KT

C .
8ADCs with resolution of 6 bits and less.
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ratio of the static offset to the LSB. The technology parameter AV t is proportional to the

gate oxide thickness, tox, and the gate capacitance per unit area is inversely proportional

to tox. Hence, with technology scaling, (2.19) predicts a reduction in FOM2. However,

the work in [25] predicted that for technologies with a feature size less than 0.35µm, the

improvement in the FOM2 is mitigated with the reduction in the supply voltage. Also, for

future nano-technologies, Uttenhove and Steyaert expected that β mismatch will dominate

the offset, resulting in an increase in the value of FOM2 [30]. However, the reported values

of FOM1 and FOM2 in the literature indicate continuous improvement in the ADCs FsOM,

as shown in Fig. 2.19 and Fig. 2.20.
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Chapter 3

Flash ADC Design for a Wide

Bandwidth

The objective of this chapter is to compare the full-flash averaging architecture to the

interpolating architecture regarding their input capacitance and accuracy. The Chap-

ter presents an analysis that proves that an interpolating architecture has a superior

bandwidth-accuracy performance. The results of the analysis are verified with circuit

simulations, and the principal reason for the superiority of the interpolating architecture

is presented.

3.1 The Bandwidth-Accuracy Tradeoff of Flash ADCs

The bandwidth of high speed flash ADCs is mainly determined by the track-and-hold (T/H)

circuit at its input [24] [12] [53]. Thus, the input capacitance of the ADC preamplifiers

array that loads the T/H circuit should be reduced for wide band applications. The input

referred static offset RMS value of the flash ADC preamplifiers can be approximated as

[13]1

σoffset ≈ AV t√
W.L

. (3.1)

1The threshold voltage mismatch is the dominant source of offset. Therefore β mismatch is ignored.

36
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Eq. (3.1) reveals that to reduce the offset of the preamplifiers, the area of the FET transis-

tors needs to be increased. This would increase the input capacitance of the preamplifiers,

and hence would result in a reduction of the input signal bandwidth. Therefore, the offset-

area tradeoff leads to a bandwidth-accuracy tradeoff.

The averaging technique [14] can ease this bandwidth-accuracy tradeoff. In this tech-

nique, adjacent preamplifiers outputs are connected with resistors. This averages out the

random zero-crossing shift due to preamplifier’s offset voltage, so that smaller transistors

can be used. The amount of offset reduction, ξ, obtained by averaging, is defined as

ξ =
σoffset

σ′offset

, (3.2)

where σoffset and σ′offset are the preamplifier input referred offset RMS values before and

after averaging, respectively. The value of ξ depends on the ratio of the averaging resistor

value, R1, to the preamplifier output resistance, R0. Decreasing R1

R0
leads to a greater re-

duction in the RMS value of the offset voltage. However, the zero-crossing points of the

preamplifiers at the array edges are pulled by the averaging resistors towards the array

(inwards). As a result, an increase in the mean values of INL(j) at the two edges of the

array is obtained (Fig. 3.1). Hence, resistive averaging causes a reduction in the random

zero-crossings error of the preamplifiers, but produce a systematic zero-crossings error for

the edge preamplifiers. In [38], the two ends of the averaging network were cross-connected.

Although, cross-connection terminates the averaging resistor network, it does not solve the

edge problem [15], because practically the clipped preamplifiers on one end of the array

shifts the zero-crossings points of the edge preamplifiers at the other end outwards more

than needed to restore the ideal zero-crossings positions. This can result in an INL error

that is even higher than that of the case of abrupt termination (no cross-connection), es-

pecially for deep sub-micron designs [53].

The conventional solution to the edge problem is to add dummy preamplifiers at the

two edges of the preamplifiers array beyond the input signal range, in addition to, cross-

connecting the ends of the extended averaging network, as signified in Fig. 3.2 [16, 17, 18].

The number of dummy preamplifiers, needed at each edge of the preamplifiers array of a
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Figure 3.1: Preamplifiers array edge problem: (a) transfer characteristics of preamplifiers,
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full-flash architecture, is approximately equal to half WLin that is to be defined later in

(3.10). The role of the dummy preamplifiers is to balance the shift in zero-crossing points

of the edge preamplifiers (correct the mean values of INL(j) at the array edges), and to

contribute to the offset averaging of the edge preamplifiers such that the RMS value of

INL at the array edges is equal to that at the centre. However, the over-range dummies

reduce the available voltage headroom for the input signal, as shown in Fig. 3.2. The loss

in the voltage headroom due to the dummies is expressed as

η =
Vsig

Vsig−max

, (3.3)

where Vsig is the available voltage headroom for the input signal, and Vsig−max represents

the signal voltage headroom plus the over-range voltage. The number of needed dum-
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mies, and consequently, the over-range voltage headroom, depends on R1

R0
. The higher the

amount of offset reduction, the lower the value of η. In a previous design, the over-range

voltage is about 28% of the Vsig [16].

Based on (3.1)-(3.3), a measure for the accuracy of an ADC that uses averaging is

derived as follows:

(
σ′offset

∆
)2 ≈ A2

V t

W.L

22N

V 2
DD

1

η2α2ξ2
, (3.4)

where ∆ represents the ADC LSB and α accounts for the voltage headroom consumed to

ensure the proper biasing of the preamplifier, connected to the lowest reference voltage

value, and that of the biasing circuit of the reference ladder, as shown in Fig. 3.3. The

input capacitance of such an ADC is given by

Cin ≈ 2

3
CoxWL

1

ρm
(2N − 1), (3.5)

In (3.5), m represents the interpolation factor and is equal to one if no interpolation is used,

and ρ is the number of preamplifiers within the signal range, divided by the total number of
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preamplifiers, including the dummies. Hence, the numerical value of ρ is equal to that of η.

Eq.(3.4) and (3.5) are combined together, yielding a representation of the bandwidth-

accuracy tradeoff of flash ADCs

κ ≡ Cin(
σ′offset

∆
)2 ≈ (

A2
V tCox

V 2
DD

)(
2

3

22N(2N − 1)

η2ρα2(ξ2m)
). (3.6)

For many applications, minimizing the input capacitance at the same target accuracy

(minimizing κ) is a main design objective. An example of such application is flash ADCs

designed for wide band communication systems, where a large input bandwidth (and hence,

a small Cin), in addition to a certain accuracy, are dictated by the system specifications.

Eq. (3.6) reveals that the higher the value of η, the lower the input capacitance at the same

accuracy. This fact is exploited in Chapter 4 of this thesis to reduce κ as the averaging

network is terminated without consuming the over-range voltage, and hence Vsig is equal

to Vsig−max.
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The effect of technology scaling on κ can be studied by plotting (
A2

V tCox

V 2
DD

) for different

CMOS technologies (Fig. 3.4). Typical values for AV t, tox and VDD can be found in [54].

The remaining parameters in the RHS of (3.6) are technology independent2. Fig. 3.4

shows that for technologies with a minimum feature size less than 0.5 µm, κ increases with

technology scaling. The reason behind this is that the continuous reduction in the supply

voltage of technologies beyond 0.5 µm almost cancels out the expected improvement due

to the enhancement of the matching properties of the FET transistor as both AV t and VDD

scale nearly with the same factor. Since the accuracy depends on the ratio of the offset to

the LSB, approximately the same FET area is needed in different submicron technologies to

2The parameter α has a slight dependence on technology, but this can be ignored for simplicity.
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achieve a certain accuracy. Thus, the increase in the value of Cox, with scaling, would lead

to a net increase in κ. Hence, as technology scales, a tighter bandwidth-accuracy tradeoff is

obtained, and optimizing the technology-independent terms in (3.6) becomes crucial. The

fact that technology scaling does not favour a higher bandwidth-accuracy product might

also may explain why the ERBWs for the reported ADCs have not increased significantly

in submicron technologies below 0.35-µm technology as shown in Fig. 3.5, even though

different architecture enhancements have been devised. The simple analysis that led to

(3.6) corrects the misconception in [12] that improved matching properties of future tech-

nologies would allow a larger bandwidth.

Pan and Abidi predicted that the spread in the offset is defined by the total aggregate

gate area of the preamplifiers array [15]. Therefore, an interpolating architecture and a

full-flash architecture with the same aggregate gate area (and hence same Cin) would yield

the same offset spread. That is they would have the same κ. Hence, according to this

claim, the expected drop in κ due to using interpolation (m > 1) is counterbalanced by a

drop in the ξ2 value. After discussing time-interleaved flash ADCs in the next subsection,

we show in Section 3.2 that the interpolating architecture can increase the (mξ2) product,

reducing κ for the practical values of R1

R0
in deep-submicron technologies.

3.1.1 Time-Interleaving of Flash ADCs

Time-interleaving technique increases the effective sampling rate of an ADC system by a

factor of K by operating K low-speed ADCs in a parallel fashion. Relaxing the sampling

speed of individual ADCs results in considerable reduction in their power dissipation, and

yields an overall power efficient ADC system. In a time-interleaved architecture, the ADCs

are preceded by T/H circuits [24] [23]. For low-resolution high speed applications, these

T/H circuits are implemented as a pass gate transistor switch that samples the signal and

holds it on a capacitor [21]. The time-interleaved ADCs represent the load to the T/H

circuits.

At any instant, only half of the K interleaved ADCs are in the track mode3, and hence

3Time-interleaved ADCs are driven by 50% duty cycles with different uniformly spaced phases.
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their track-and-hold circuits sampling switches are ON and K/2 ADC load the input signal

[24]. Neglecting the parasitic capacitance of the other sampling switches in the OFF mode,

the total input capacitance, seen by the input signal, is K/2 times larger than the input

capacitance of an individual ADC [55]. The pole, caused by the total input capacitance

and the terminated line impedance, in addition to the pole of the T/H circuit, would limit

the whole system bandwidth [10]. Hence, the bandwidth of the resulting interleaved ADC

would be less than the one that could have been obtained by one of its ADCs. High sam-

pling speed interleaved flash ADCs have been reported but with ERBW much less than

the Nyquist frequency [10]. A special case, when K equals 2. Hence, only one ADC loads

the input signal at a time and the bandwidth is preserved [21].

Thus, it can be inferred that the time-interleaved architecture inherently suffers from

a large input capacitance and that minimizing κ for flash ADCs, designed as a building

block for a time-interleaved architecture, is essential to maintain the bandwidth.

3.2 Analysis of the Interpolating Architecture

Different expressions describing the expected improvement in INL and DNL, due to aver-

aging, have been derived in [14, 38] and [56]. All these expressions are based on simple

circuit analysis techniques. Nevertheless, the work of Pan and Abidi in [15] represents a

rigorous mathematical analysis for the averaging network of the full-flash architecture as

a spatial filter. However, Pan and Abidi use reasoning to predict the equivalence of aver-

aging and interpolation. In this section, we use the same analytical approach to analyze

the averaging-interpolating architecture in order to compare the results to those of the full

flash case assumed in [15]. It is shown that the prediction of [15] is a special case, at an

unpractical value for R1

R0
, and in general, interpolation can lower the value of κ.

3.2.1 The ×2 Interpolating Architecture

The preamplifiers array and the resistor averaging network of an interpolating architecture

with ×2 interpolation (m = 2) are modeled, as shown in Fig. 3.6(a). The averaging

network is considered as a spatial filter, which is subjected to a current stimulus from
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the transconductance of the preamplifiers. Two types of inputs are considered: ioffset[n],

which represents the random input offset current 4 due to mismatch, and isig[n] which is

the signal current due to the ADC input voltage. The current iout[n] flowing through R0

is the filter output. The impulse response of the spatial filter is obtained by applying a

unit impulse current (in space domain), iin, at a node n and finding the resulting output

currents (Fig. 3.6(b))

iin = (1 +
R0

R1

)iout[n]− R0

2R1

(iout[n + 2] + iout[n− 2]). (3.7)

From (3.7), a relation between the input current and the output current is formulated in

the Z-domain. By applying the inverse Z transform, the impulse response is derived as

follows (a complete analysis is presented in Appendix A):

h[n] =
h[0]

2
r−|n|(1 + (−1)n), (3.8)

where

r = e
1
2
cosh−1(1+

R1
R0

)
. (3.9)

In [15], it was shown that only the preamplifiers operating in their linear region would

introduce stimuli to the filter. This, also, agrees with the work in [38], where it is assumed

that only preamplifiers, operating in their linear range of operation, contribute to averag-

ing. Therefore, the stimuli isig[n] would take the shape shown in Fig. 3.7. To simplify

the analysis, the input stimuli may be assumed rectangular in shape with a width WLin.

Knowing that the linear range of an amplifier is approximately equal to 2
√

2(VGS − VT ),

WLin =
2
√

2(VGS − VT )

∆
, (3.10)

where WLin represents the number of filter nodes (taps) within the linear range of the

preamplifier. Since the concern in this thesis is the input referred offset voltage, it is

pivotal to relate it to the random offset current shown in Fig. 3.6(a). Both ioffset and the

input referred offset voltage, voffset, are random quantities. Therefore, they are represented

by their RMS values

4This is the current corresponding to the input referred offset voltage.
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Figure 3.6: (a) The array of preamplifiers and averaging network of a ×2 interpolating

architecture modeled as a spatial filter. (b) Impulse response calculation.

σoffset =
σioffset

gm[0]
, (3.11)

where gm[0] is the transconductance of the preamplifier at the edge of the thermometer

code (node n = 0). The assumption of rectangular current stimulus implies that all the

preamplifiers, operating in their linear region, have a transconductance equal to gm[0].

Based on (3.11), the reduction in the input referred offset, associated with averaging, is
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expressed in terms of the offset current and the preamplifiers transconductance as [15]

ξ =
σoffset

σ′offset

=
g′m[0]/gm[0]

σi′offset/σioffset

, (3.12)

where g′m[0] represents the apparent preamplifier transconductance in the presence of the

averaging resistors (R1), whereas σi′offset is the RMS value of the offset current after

averaging.

The impulse response of (3.8) is convolved with the assumed rectangular current stimulus

to yield

g′m[0] =
∞∑
−∞

gm[n]h[0− n] = gm[0]

(WLin−1)

2∑

−WLin−1

2

h[n]. (3.13)

Similarly, convolution can be used to express the resulting offset current in terms of

the input offset current as

σi′offset =
√

¯i′2offset = σioffset

√√√√√√
(Wn−1)

2∑

− (Wn−1)
2

h2[n], (3.14)

where Wn is the width of the offset current stimulus. Wn is equal to WLin, if the offset

currents, due to the saturated preamplifiers tail current, are small enough, compared to

that of the differential pair and can be neglected. Otherwise, if these offset currents have a

considerable value and are assumed to be equal to the contribution from the preamplifiers

working in their linear range of operation, then Wn extends to the whole preamplifiers array.

Utilizing geometric series rules and (3.8) to evaluate the summations of (3.13) and (3.14)

and substituting the result in (3.12), ξ×2ITPL for a ×2 averaging-interpolating structure is

obtained as follows:

ξ×2ITPL =
(1 + r−2(1− 2r−(WLin−1)/2))/(1− r−2)√

(1 + r−4(1− 2r−(Wn−1)))/(1− r−4)
. (3.15)
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Figure 3.7: Current stimulus due to the input signal to the spatial filter formed of the

interpolating network.

For the case of a full-flash architecture built with preamplifiers having a linear range

equal to WLin and whose consecutive preamplifiers outputs are connected by resistors equal

to R1 [15],

ξFlash =
(1 + l−2(1− 2l−(WLin−1)))/(1− l−2)√
(1 + l−4(1− 2l−2(Wn−1)))/(1− l−4)

, (3.16)

where

l = e
1
2
cosh−1(1+

R1
2R0

)
. (3.17)

Fig. 3.8 provides a comparison of ξFlash and ξ×2ITPL for WLin=17 under the two differ-

ent assumptions for Wn
5. In the case Wn is assumed equal to WLin, more offset averaging

is encountered for the lower values of R1
R0

. As R1
R0

approaches zero, ξFlash tends to
√

WLin,

and ξ×2ITPL tends to
√

WLin/2. The fact that ξ tends to these value agrees with (3.1),

5The conclusions that follow are independent of the value WLin.
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because having R1
R0

=0 is equivalent to shorting all the preamplifiers to a single amplifier,

and the offset can be directly obtained from (3.1). On the other hand, if the offset stimulus

is assumed to extend throughout the preamplifiers array, a value for R1

R0
exits below which

the reduction in g′m
gm

ratio is faster than the offset current averaging, leading to a drop in

ξ. Nonetheless, in both cases, Fig. 3.8 shows that ξ×2ITPL is less than ξFlash for any value

of R1

R0
. This is expected, since, for an interpolating architecture, fewer preamplifiers falls

within the linear range of each preamplifier. In addition, a larger resistance 2R1 than that

of the full-flash case connects the outputs of consecutive preamplifiers. It is important to

note that the assumption that consecutive amplifiers are connected by a resistor of value

2R1 for the case of the ×2 interpolating architecture, and R1 for the case of the full-flash,

keeps the value of η in (3.6) almost the same for both architectures. In other words,

both the full-flash architecture and the interpolating architecture would consume almost

the same over-range voltage, needed for dummy preamplifiers to balance the zero-crossing

shift of the edge preamplifiers.

The results of circuit-level simulations, conducted in 0.13-µm CMOS technology, are

shown in Fig. 3.8. In these simulations, a full-flash preamplifier array is designed such that

each preamplifier linear range extends through approximately 17 preamplifiers. The RMS

value of the input referred offset is obtained from 400 Monte-Carlo runs for different values

of R1. The reciprocals of these values are multiplied by the input referred offset of a single

isolated preamplifier to yield ξFlash. Afterwards, half of the preamplifiers are removed to

produce a ×2 interpolating architecture6 as in Fig. 3.7, and the simulations are repeated

to evaluate ξ×2ITPL.

The (mξ2) product is plotted in Fig. 3.9. Although ξ2 is less for the interpolation case,

the product mξ2 is higher for an interpolating architecture for any value of R1

R0
, when Wn

is taken equal to WLin except at R1

R0
= 0. If Wn is assumed to be equal to the spatial

width of the entire array, WT , then there exists a non-zero value for R1
R0

that renders the

interpolating architecture and the full-flash architecture equivalent (point A in Fig. 3.9).

Nonetheless, in both cases, this occurs at a very low value for R1

R0
. In deep-submicron

6The ×2 interpolating architecture preamplifiers are the same size as that used for the full flash case.



50

10
−2

10
−1

10
01

1.5

2

2.5

3

3.5

4

4.5

5

5.5

R1

R0

ξ

 

 

Wn = WLin (Flash)
Wn = WLin (×2ITPL)

Wn = WT =63 (Flash)
Wn = WT = 63 (×2ITPL)
Simulations (Flash)
Simulations (×2ITPL)

ξFlash

ξ×2ITPL

Figure 3.8: Offset reduction ratios ξFlash and ξ×2ITPL vs. R1

R0
for WLin = 17.



Chapter 3. Flash ADC Design for Wide Bandwidth 51

10
−2

10
−1

10
02

4

6

8

10

12

14

16

18

R1

R0

m
.ξ

2

 

 

Wn = WLin (Flash)
Wn = WLin (×2ITPL)
Wn = WT = 63 (Flash)
Wn = WT = 63 (×2ITPL)

A

2.ξ2

×2ITPL

1.ξ2

Flash

Figure 3.9: mξ2
Flash and mξ2

×2ITPL vs. R1

R0
for WLin = 17. m = 1 for a full-flash architecture

and m = 2 for a ×2 interpolating architecture.

technologies, the available voltage headroom is limited. Therefore, it is highly undesirable

to use a low value for R1

R0
, because this would result in a larger over-range voltage for the

dummy preamplifiers. In addition, reducing R1

R0
to a very low value does not improve the

accuracy because the resulting large over-range voltage limits the input signal headroom,

leading to a smaller LSB. If the LSB value is decreased, the input referred offset becomes

more comparable to it. This outweighs the benefit of increased averaging. Therefore, there

is an optimum value for R1

R0
. The full-flash ADC presented in [16] uses an optimum value

for R1

R0
equal to 0.1.

The percentage reduction in κ, due to ×2 interpolation (∆κ), is shown in Fig. 3.10 for

different values of WLin. For R1

R0
=0.1, a ×2 interpolating architecture provides the same

accuracy as that of the full flash but with a 17% lower input capacitance if WLin=17.

Whereas the reduction in Cin would be more than 25%, if WLin=33. Note that for a given
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accuracy, a ×2 interpolating architecture can not reduce the input capacitance by 50% as

might be expected when the number of preamplifiers is reduced by 1/2. However, a further

reduction in Cin (at the same accuracy) can be attained, if a higher interpolation factor

architecture is adopted.

The fundamental reason that makes an interpolating architecture achieve a superior

speed-accuracy product over the that of full-flash architecture can be explained with the

aid of Fig. 3.11. It is assumed that a ×4 interpolating architecture is constructed by

lumping together the gate area of every four of the full-flash architecture preamplifiers to

a single node. Thus, both structures would have the same input capacitance. While the

interaction between the consecutive preamplifiers in the full-flash architecture is limited

by the value of R1, the interpolating architecture has every 4 of the full-flash preamplifiers

connected with a short-circuit, maximizing the offset current cancellation among these

preamplifiers. Hence, an interpolating architecture is similar to a full-flash architecture

but with a short-circuit connecting some of its preamplifiers. As a result, an interpolating

architecture, with the same input capacitance of a full-flash architecture, would have a

better accuracy. This also explains why ∆κ in Fig. 3.10 drops as R1 tends to zero; that is,

at the same input capacitance, the accuracy of the full-flash architecture tends to that of

an interpolating architecture as R1 tends to a short circuit. Therefore, it is concluded that

for a given input capacitance, a higher accuracy is achieved with the total allowed gate

area budget lumped into a smaller number of amplifiers, because this allows the maximum

averaging of gate oxide non-idealities that cause the threshold mismatch. While in the

case of the gate area is distributed over a large number of preamplifiers, the averaging level

drops and becomes limited by the value of the averaging resistor.

It should be noted that the work in [56] has reached a similar conclusion, that is,

reducing the number of input preamplifiers leads to a higher accuracy at the same input

capacitance. However, the conclusion was reached by using an impractical assumption.

As it assumed that all preamplifiers are perfectly linear such that the offset averaging

is not limited by the linear range of the amplifiers. As a result, the quantitative results,

presented in [56] on which the final conclusion was based, are not valid for actual amplifiers
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Figure 3.10: Percentage improvement in accuracy-bandwidth tradeoff due to ×2 interpo-
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: (a) WLin=17, and (b) WLin=33.
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Figure 3.11: Lumping full-flash architecture preamplifiers to form an interpolating archi-

tecture.

with a limited linear range. This may explain why no attempt has been made to verify

these quantitative results with circuit level simulations, as carried out in the work of this

thesis. Also, the work in [56] ignores fixing the required over-range voltage when comparing

different interpolation ratios, which add another major source of error to the quantitiave

results. Nonetheless, the final conclusion of [56] remains correct.

3.2.2 Architectures with a Higher Interpolation Factor

In the previous subsection, an analysis for a ×2 interpolating architecture has been con-

ducted. The extension of this analysis to the case of ×m is straightforward. In this case,

the preamplifiers outputs are connected by mR1 resistors and the number of preamplifiers

contributing to averaging drops by a factor of m compared to the full flash case. Hence,
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ξ×m−ITPL =
(1 + l̀−2(1− 2l̀−(WLin−1)/m))/(1− l̀−2)√
(1 + l̀−4(1− 2l̀−2(Wn−1)/m))/(1− l̀−4)

, (3.18)

where

l̀ = e
1
2
cosh−1(1+

mR1
2R0

)
. (3.19)

Fig. 3.12 plots the ∆κ for a ×4 interpolating architecture. As expected, the percentage

reduction in κ is higher for a ×4 interpolating architecture than a ×2 architecture. At
R1

R0
= 0.1, the reduction in the input capacitance is approximately 30%, if WLin=17, and

more than 40% for WLin=33, at the same accuracy.

In literature, a single stage with an interpolation factor greater than 4 has not been

reported (except in [57]) to avoid the drawback of interpolation discussed in Subsection

2.3.1. However, the benefit of applying higher interpolation factors (fewer input pream-

plifiers, and hence, higher accuracy at same input capacitance) can be partially exploited

through cascading as in [56] and [2], where 6-bit ADCs are implemented using an array of

nine preamplifiers at the input whose output is interpolated to 65 zero-crossings through

a cascade of three consecutive ×2 interpolating stages.

3.3 Preamplifiers Effective Gain in an Interpolating

Architecture

The role of preamplifiers in flash ADCs is to introduce a certain voltage gain before the

comparators to reduce the input referred offset. Therefore, it is necessary to study the

effective gain of the preamplifiers in an interpolating network and how this gain compares

to the full-flash case. The effective gain of the preamplifiers in a full-flash or an interpolating

array is expressed as

Aeff = g′mR0, (3.20)
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where g′m is given by

g′m = gm

(WLin−1)

2∑

−WLin−1

2

I[n], (3.21)

where gm is the transconductance of an isolated preamplifier, and I[n] is the impulse re-

sponse of the corresponding network. As explained in Subsection 3.2.1, for an interpolating

preamplifiers array, fewer preamplifiers falls within the linear range of each preamplifier,

and a larger resistance connects consecutive preamplifiers than that of the full-flash archi-

tecture. Therefore, they would have different I[n].

In Fig. 3.13, the effective gain of the preamplifiers, normalized to the intrinsic gain

of the preamplifier (A = gmR0) for a full-flash preamplifiers array, is plotted as a func-

tion of R1

R0
for different WLin. The effective gain increases for a higher WLin, since more

preamplifiers contribute to the effective gain. However, the effective gain drops for the

lower values of R1

R0
, because for these values, the impulse response of the resistive network

extends beyond the linear range of the preamplifier, and hence, saturated preamplifiers

(with zero transconductance) interact with the preamplifier under investigation, lowering

its effective gain. The reduction in the effective gain of the preamplifiers with a lower R1

R0

represents another reason to avoid using low values of R1

R0
.

The plot of Fig. 3.13 is followed to arrive at the effective gain of an interpolating ar-

chitecture. Point A in Fig. 3.13 represents the normalized effective gain of a preamplifier

in a full-flash array with 16 preamplifiers falling within its linear range and with output

resistance R0 equal to 10 times the averaging resistor R1. For the case of a ×2 interpolating

network only eight preamplifiers would be within the linear range of the amplifier (Arrow

1), and the resistance, connecting the consecutive amplifiers would be doubled (Arrow 2).

Consequently, the effective gain of the preamplifier would be represented by point B that

has a 6% lower gain than point A.

The reduction in the effective gain of the preamplifiers due to interpolation is plotted in

Fig. 3.14 as a function of R1

R0
for the case of×2 and×4 interpolation assuming a preamplifier

with a linear range that extends to 32 preamplifiers when used in a full-flash resistive
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network. According to Fig. 3.14, the reduction in the effective gain, due to interpolation

remains below 5% for the practical values of R1

R0
more than 0.1. Therefore, it can be

concluded that the improved accuracy at a given Cin, for the interpolating architecture,

comes at the expense of a very small reduction in the effective gain of the preamplification

stage.



Chapter 4

Coping with the Lower Supply

Voltages in Deep-Submicron

Technologies

In this chapter, the problem of averaging network termination is addressed. After surveying

previous termination methods, a new termination technique is proposed that eliminates

the over-range voltage consumed by the dummy preamplifiers.

4.1 Previous Solutions

The loss of the signal swing due to the over-range preamplifiers makes averaging technique

less suitable for low-voltage designs [30] or ultra deep submicron technologies that have a

low nominal supply voltage. Thus, different solutions have been presented to reduce this

voltage over-range penalty.

4.1.1 Reducing the Over-Range Voltage Headroom by Altering

Averaging Resistors Value

The work in [58] and the expanded version in [56] model the preamplifiers as a controlled

voltage source with three components ((Vref(j)− Vin)A + Voffset) and an output resistance

60
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R0 as in Fig. 4.1(a). Since the preamplifier is assumed to be linear, the superposition

principle applies and one component is considered at a time. To study the problem of

averaging network termination, the AVref(j) component is considered, and the model of

Fig. 4.1(a) reduces to that shown in Fig. 4.1(b). By using the loop current analysis,

A∆Vref = (Iz − Iz+1)R0 + IzR1 + (Iz − Iz−1)R0. (4.1)

For an infinite array, the network is symmetric and all the Iz±j currents are equal.

Hence, the current Iz is given as

Iz =
A∆Vref

R1

. (4.2)

Thus, the problem of averaging termination turns to the problem of forcing the loop

current of the preamplifiers at the array edges to the current of (4.2). Fig. 4.1(c) shows

the edge of a finite preamplifiers array. The last averaging resistor value is altered to RT .

The value of RT that sets the loop currents to Iz is derived as follows

A∆Vref = (I1 − I2)R0 + I1RT + I1R0. (4.3)

From (4.2),

IzR1 = (I1 − I2)R0 + I1RT + I1R0. (4.4)

Therefore, for I1 and I2 to be equal to Iz, RT must equal R1 −R0. In other words, al-

tering the value of the last averaging resistor (the averaging resistor connecting the dummy

preamplifier) to R1 − R0 terminates the network. It has been shown that if R0 is greater

than R1 but less than 3R1, then two dummy preamplifiers at each edge of the preampli-

fier array would terminate the network. The averaging resistors connecting these dummy

preamplifiers would be equal to (3
2
R1− 1

2
R0) for the one, directly following the last in-range

preamplifier and a short circuit for the second dummy preamplifier. For higher values of

R0, more dummy preamplifiers are needed. According to this technique of [56], the number

of dummy preamplifiers, required at each of the array edges to terminate the averaging

network, is

p = dR0

R1

e. (4.5)
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Figure 4.1: (a) The model of the averaging network and preamplifiers for an infinite array,

(b) equal subcircuit currents flowing in the case of an infinite array, and (c) the model for

a finite array.
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So, altering the value of the averaging resistors at the array edges, reduces the number of

dummies needed to correct for the deviation in zero-crossing points of preamplifiers con-

nected to reference voltages within the input signal range .

The chip reported in [58] had 9 preamplifiers at its input in addition to 2 dummy

preamplifiers. Therefore the chip consumes 2
9

(more than 20%) over-range voltage, and

a supply of 1.95V is used for the analog part of the ADC in 0.18-µm CMOS technology.

Thus, the supply voltage is still higher than the technology nominal supply voltage.

4.1.2 Over-Range Voltage Headroom Elimination by Triple Cross-

Connection

An alternative solution to the problem of averaging network termination is to use triple

cross-connection technique [21]. The main idea of this work is to balance the currents

of the edge preamplifiers (the small black dots in Fig. 4.2) that cause zero-crossing shift

with that of an interface amplifier (large black dot) connected to an in-range reference

voltage (Vref(4) in Fig. 4.2). As shown in Fig. 4.2, the interface amplifier must have a

negative transconductance with respect to the regular preamplifiers to cancel out the ef-

fect of the edge preamplifiers. Therefore in [21], the outputs of the interface amplifier are

cross-connected to the outputs of the regular preamplifiers as denoted in Fig. 4.3(a). Also

pre-distorted reference voltages, generated by digitally controlled current sources, have

been used to further reduce the residual INL deviation.

This method reduced the peak mean value of the INL from 5 LSB for abrupt termi-

nation to 0.3 LSB according to simulations reported in [21]. The triple cross-connection

technique does not need an over-range voltage. However, the pre-distorted reference ladder

increases the design complexity. In [53], the pre-distorted reference ladder was eliminated

and triple cross-connection and an interface amplifier were used (Fig. 4.3(b)). Neverthe-

less, the resulting peak mean value of INL, obtained by simulation, was dropped from 4.5

LSB, in the case of abrupt termination to 0.5 LSB only. This value is relatively high, since

random variations would still add to it to yield the total INL error value. The proposed
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Figure 4.3: (a) Terminating the averaging network using an interface amplifier and pre-

distorted reference ladder, and (b) terminating the averaging network using an interface

amplifier only.



66

termination technique in this thesis (Section 4.2) would lead to much smaller residual INL

deviation as described in Subsection 5.1.3, where the INL is dropped from 4.13 LSB for

abrupt termination to 0.15 LSB.

A major drawback of the triple cross-connection method is that it introduces negative

transconductance at the preamplifiers array edges. As a result, the effective transconduc-

tance, gain, and gain-bandwidth of the preamplifiers at the array edges are lowered. To

alleviate this effect, the zero-reference point, used for interface amplifier in [53], is chosen to

be 3-steps away from the end of the reference ladder. Nonetheless, this limits the amount

of residual INL reduction that can be achieved. Also, the interface amplifier needed for

the triple cross-connection method, should have a larger linear range than that of the

regular amplifier. Therefore, it becomes harder to match the interface amplifier to the reg-

ular amplifier and maintain the same performance across the process and supply variations.

The termination technique proposed in this thesis is a modification to that of [58] which

was presented in Subsection 4.1.1 . The technique does not consume over-range voltage

headroom nor introduce negative transconductance and therefore, providing an efficient

solution to the problem of the averaging network termination.

4.2 The Proposed Termination Technique

The concept of the proposed termination circuit is introduced in Subsection 4.2.1, and the

details of the circuit implementation are presented in Subsection 4.2.2.

4.2.1 Concept

In Fig. 4.4, only one edge of the preamplifiers array is shown, and it is assumed that D

number of dummy preamplifiers per edge are used to eliminate the edge problem. The

number of needed dummy preamplifiers is reduced by altering the value of the averaging

resistors at the edge, as suggested in [56] (Fig. 4.5(a)). The output voltage of the dummy
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Figure 4.4: Averaging network termination using dummy preamplifiers.

amplifier in Fig. 4.5(a) is described as (Fig. 4.5(b))

Vdummy = [gm[Vin − (Vref(2N−1) + d4)] + Ix]R0, (4.6)

where Vref(2N−1) is the maximum in-range reference voltage, Ix is the differential current

flowing through the termination resistors RT ,and d is an integer less than D. To eliminate

the over-range reference voltage (Vref(2N−1) + d4), the interface amplifier of Fig. 4.6(a)

together with the in-range reference voltage (Vref(2N−1)−d4) are used instead. Therefore,

as shown in Fig. 4.6(b), the output voltage of the interface amplifier is given by

Vinterface = [gm[Vin − Vref(2N−1)]

+gm[(Vref(2N−1) − d4)− Vref(2N−1)] + Ix]R0

Vinterface = [gm[Vin − (Vref(2N−1) + d4)] + Ix]R0, (4.7)

So, Vinterface is equal to Vdummy in (4.6), and an interface amplifier with the connectivity

in Fig. 4.6 can replace the structure in Fig. 4.5.
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Figure 4.5: The Termination technique of [22]. (a) Actual circuit. (b) Simplified model.

Unlike the work in [53] and [21], the output of the interface amplifier, Vinterface, does

not decrease with the increase in Vin; that is, the proposed interface amplifier does not add

a negative transconductance. The interface amplifier principle of operation is to shift its

zero-crossing point by adding a constant voltage to its output.

4.2.2 Circuit Level Implementation

Typically, flash ADC preamplifiers are implemented as a simple differential pair with re-

sistive loads (Fig. 4.7) [30] [56]. The interface amplifier, used in this thesis, is shown in

Fig. 4.8. It consists of two differential pairs representing the two transconductors of the

interface amplifier model of Fig. 4.6(b). Two load current sources are used to supply extra



Chapter 4. Coping With The Lower Supply Voltages In Deep Submicron Technologies 69

)12( −Nref
V

sigV

1R

1R

∆−
−

dV Nref )12(

+   -     +   -

inV

TR

TR

(a)

IX

TR

1R1R

IX+Iin

Iin

][ )12( −− Nrefinm VVg

][ )12( −− Nrefinm VVg

][ )12()12( −− −∆− NN refrefm VdVg
0R 0R0R0R

(b)

Figure 4.6: The proposed termination scheme: (a) actual circuit, and (b) simplified model.

bias current needed by the differential pairs, keeping the value of the currents flowing in

the resistors R0 equal to that of the regular preamplifier of Fig. 4.7.

The interface amplifier should have the same output impedance, gain, Gain-Bandwidth

(GBW), and output common mode voltage as those of the array preamplifiers. Therefore,

(W/L) of the input differential pair and the tail current sources of the interface amplifier

are set equal to those of the preamplifiers. As a result, both the preamplifiers and the inter-

face amplifier would have equal transconductance (gm). The current sources connected in

parallel to the load resistors R0 are designed to have a much larger output impedance than

the load resistor R0. Hence, both circuits would have almost the same output impedance

R0 and gain (gmR0). Assuming that the load capacitance is dominated by the input capac-
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itance of the next stage, the two circuits would have approximately equal bandwidth. The

DC current flowing through R0 in both circuits is I, so the output common mode voltage

of both circuits is equal to (VDD − IR0).

Typically, the input referred RMS offset value of the interface amplifier of Fig. 4.8

would be
√

2 times the offset value of the regular preamplifier, if they are designed to have

the same input capacitance. That is because, for the interface amplifier, two differential

pairs contribute to the input referred random offset, or, in other words, the two differential

pairs of the interface amplifier are not perfectly matched causing a higher input referred

offset. This would degrade the input referred offset at the preamplifiers array edges. To

avoid this degradation, in the actual implementation, the interface amplifier differential

pairs are sized such that

(Winterface)

(Linterface)
=

(
√

2Wpreamp)

(
√

2Lpreamp)
. (4.8)

Hence, the interface amplifier would have the same RMS offset as the regular pream-

plifier but double its input capacitance1. That is to say, sizing the interface amplifier

according to (4.8) would match the interface amplifier two differential pairs to the required

accuracy level.

The circuits shown in Fig. 4.7 and Fig. 4.8 assumed single ended input signal for

simplicity. In actual implementation, all the circuits are fully differential, as demonstrated

in the next chapter.

1The interface amplifier used in the triple cross-connection method also has a larger input capacitance
than that of the regular preamplifiers [21].



Chapter 5

A 6-bit 1.6-GS/s Low Power

Broadband Flash ADC Converter in

0.13-µm CMOS Technology

This chapter details the implementation of a 6-bit 1.6-GS/s low Power broadband flash

ADC converter that incorporates the proposed termination technique in Section 4.2. The

ADC is implemented in a 0.13-µm 8-metal single-poly CMOS technology.

5.1 The Analog Front End

A block diagram of the ADC analog-front end is illustrated in Fig. 5.1. In order to maxi-

mize the bandwidth of the flash ADCs preamplification stage, it is commonly realized by

employing low gain amplifiers. A cascade of two to four stages of these low-gain amplifiers

is usually needed to suppress the relatively large dynamic offset of the comparators [21]

[56] [2]. In this design, four preamplification stages are chosen and a ×2 averaging inter-

polating network connects the consecutive stages. The preamplification stage is designed

such that the total input referred offset RMS value is less than 1/4 LSB, as required for

6-bits of resolution. The preamplification stage is preceded by an open-loop T/H circuit

to enhance the dynamic performance of the ADC. The circuit design details of the main

building blocks are introduced in the following subsections.
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5.1.1 The Track-and-Hold Circuit

The Track-and-Hold (T/H) circuit consists of an NMOS sampling switch and a 153-fF

MIM capacitor (Fig. 5.2). The input voltage range of the flash ADC is set to 0.84 Vp-p

differential, and the common mode voltage of the input signal is set to 0.27 V to lower

the T/H sampling switch resistance. A source follower buffer, following the T/H circuit, is

used to shift the input common mode voltage to 0.88 V, and consumes 10 mA.

For a target resolution of 6-bits, and assuming a first order sampling circuit, and that

the error due to incomplete settling of the sampling circuit is kept less than 10% of the

LSB, then the time constant of the sampling circuit is related to the acquisition time by

(1−
1
26

10
) < (1− e

Ta
τtrack ), (5.1)

where τtrack is the time constant of the sampling circuit, and Ta is the acquisition time.

Therefore, τtrack has to be greater than 33 ps, for Ta equal to 218.75 ps1. Detailed analysis

of the source follower circuit leads to a second order transfer function [23]. Therefore, the

obtained value for τtrack is used only to provide an initial guess for the required bandwidth

for the entire T/H circuit. The T/H circuit bandwidth, obtained from simulations, is 7

GHz2.

In the circuit of Fig. 5.2, the main sources of distortion are:

• the sampling switch nonlinear resistance

• the signal-dependent charge injection at switch opening

• the signal-dependent sampling instant

• the source follower nonlinearity

1This value for Ta assumes that each of the sampling clock rise and fall times consumes 15% of the
period.

2This the small signal 3-dB bandwidth. The actual input signal is a large signal and would experience
a smaller bandwidth.
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Figure 5.2: The T/H circuit.

• the signal-dependent input capacitance of the source follower.

To suppress the charge injected when the sampling switch is turned OFF, a dummy

switch, driven by the complement of the clock, is connected to the hold capacitor. Simu-

lations are used to size the dummy switch such that the charge injected by the sampling

switch is absorbed by the dummy switch [59]. Also, to reduce the source follower non-

linearity, a replica source follower is adopted to bias the N-well of the source follower

main PMOS transistor [21]. This configuration improves the linearity of the source fol-

lower, because the configuration eliminates the threshold voltage modulation due to the

signal dependent source-well voltage without having the output drive the large non linear

well-substrate capacitance. The replica source follower transistors are 1
20

the size of the

corresponding transistors of the main source follower3. The nonlinearity arising from the

source follower input capacitance variation with the input signal is reduced by inserting

3The selection of the replica source follower size is a tradeoff between achieving low power dissipation
and maintaining good matching between the main and replica circuits.
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the MIM capacitor. Since the MIM capacitor has a fixed value that does not vary with the

input signal, the total input capacitance, seen by the sampling switch, varies with a lower

percentage in the presence of the MIM capacitor.

The T/H nonlinearity adds to the quantizer noise, deteriorating the overall ADC output

SNDR according to 4

SNDR =
1

1
SDRT

+ 1
SNRQ

, (5.2)

where SDRT is the T/H circuit signal-to-distortion ratio and SNRQ is the signal-to-

quantization-noise ratio of the quantizer. Eq. (5.2) is plotted in Fig. 5.3 for a 6-bit

quantizer where it can be concluded that a T/H circuit with an SDR above 50 dB is re-

quired so as not to limit the performance of the 6-bit quantizer. Therefore, the T/H circuit

of this work is designed for an SDR higher than 50 dB.

Fig. 5.4 displays the input signal of frequency 706.25 MHz, and the sampled signal at

the source follower output node in the time domain when the T/H circuit is clocked at 1.6

GS/s. The spectrum of the sampled signal is shown in Fig. 5.5. The pseudo differential

source follower buffer achieves a 3rd Harmonic Distortion (HD3) of -53 dBc. The simula-

tion is carried out with the transistor nominal model, and therefore, it does not take into

account the transistors mismatch that would lead to a second order harmonic.

5.1.2 The Reference Ladder

The reference voltages of the flash ADC are generated by an 80-Ω serpentine structure

of Metal 3. The low resistance of the resistor ladder reduces the reference ladder signal

feedthrough problem.

4Eq. (5.2) assumes an ideal (linear) quantizer; that is, to say it has a zero INL and a zero DNL and
does not contribute distortion.
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5.1.3 Preamplification Stages

The Preamplifiers

The first stage preamplifiers (PREAMP1) are difference differential amplifiers (Fig. 5.6)

that compares the differential input to the generated differential reference voltages. The

input common mode range of PREAMP1 extends from 0.6 V to 1.19 V for the nominal

transistor process parameters. Simulations indicate that Vref+ and Vref− remain within

the input common mode range of PREAMP1 for all the process corners.

Monte Carlo simulations are used to estimate the input referred static offset of the

preamplifier. In this simulation, the input voltage to the preamplifier is increased gradually

in a DC sweep simulation, and the input voltage value at the output zero-crossing is

recorded for each Monte Carlo run . Fig. 5.7 shows the resulting histogram. The standard

deviation of the input referred offset is 4 mV. If AV t is used to calculate the offset, then
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σoffset ≈ AV t√
W.L

=
√

2
5.36mV.µm√

18.08µm.0.25µm
= 3.56mV. (5.3)

Thus, the transistor threshold voltage mismatch dominates the total offset voltage for the

designed preamplifier.

The fully differential interface amplifier for terminating the averaging network is given

in Fig. 5.8. The sizing of the interface amplifier follows the discussion presented in Sub-

section 4.2.2. The interface amplifier and the whole preamplification stage is biased by the

bias circuit of Fig. 5.9. An off-chip resistor controls the bias circuit for testing purposes.

Fig. 5.10 shows the preamplifiers of the second, third and fourth stages that are simple dif-

ferential amplifiers with resistive loads. The current consumed by each of the preamplifiers

at each stage is half that of the preceding stage.

Averaging and Interpolation
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Table 5.1: Voltage gain, 3-dB bandwidth, input referred offset, and offset reduction factor

of each preamplifiers stage.

Voltage gain (A) 3-dB bandwidth in
GHz

Input referred offset
RMS value without
averaging (σ) in
mV

Offset reduction
ratio due to
averaging (ξ)

First stage 2.7 3.7 4 1.6
Second stage 3.2 6.1 6.51 1.6
Third stage 2.9 7.7 11.92 2
Fourth stage 2.9 5.2 15.37 –

For each stage, the value of the averaging resistors R1 is selected to be 1.5 times larger

than the value of the preamplifier load resistance R0. For the first stage RT is set to

(R1−R0) [56]. Table 5.1 lists the voltage gain, 3-dB bandwidth, input referred offset RMS

value, and the offset reduction ratio for each of the four stages. The total input capacitance

of the preamplification stage is 380 fF, and the total input referred offset RMS value due

to the four preamplifiers stages and the digital back end comparators is equal to

σ′offset−total =

√
σ2

1

ξ2
1

+
σ2

2

ξ2
2 .A

2
1

+
σ2

3

ξ2
3 .

∏i=2
i=1 A2

i

+
σ2

4∏i=3
i=1 A2

i

+
σ2

comp∏i=4
i=1 A2

i

= 3.1 mVrms, (5.4)

where σi and Ai are the input referred RMS offset and the voltage gain of the ith pream-

plifiers array, respectively, σcomp is the dynamic offset of the comparators, and ξi is the

offset reduction ratio due to offset averaging of the ith preamplifiers array. This value for

the total input referred offset represents 0.24 LSB.

Simulations results, shown in Fig. 5.11, indicate that the proposed termination tech-

nique limits the maximum mean value of INL to 0.15 LSB (compared to 4.13 LSB in the

case of abrupt termination). So, the over-range voltage is eliminated without deteriorating

the linearity of the ADC. The results in Fig. 5.11 are obtained by recording the input

voltage value at the zero crossing of the preamplifiers of the fourth stage, subtracting the

ideal values from them, and then normalizing the result with respect to the ADC LSB.
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The resulting distortion due to this INL deviation can be estimated from

SFDR = −20. log(|INL|2−N + 2−1.5N). (5.5)

Therefore, for an ideal signal applied to a 6-bit quantizer with a 0.15 LSB INL, the

SFDR of the output signal is 47.3 dB. Thus, the highest resulting distortion component

is 10 dB below the quantization noise power for a 6-bit quantizer. To check the ADC

output SNDR for the case the T/H of Subsection 5.1.1 is used, a quantizer model is built

in MATLAB with an INL of 0.15 LSB and the sampled signal plotted in Fig. 5.4 is applied

to it. The output SNDR obtained from the model is 37.3 dB. Hence, this INL deviation

has a minor effect on the performance.
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Figure 5.11: INL profile obtained from simulation when using the proposed technique.

The ratio of the input signal range (0.84 V) to VDD is 56%, a value higher than that

of [21], [53], and [16]. This shows that the available voltage range is fully assigned to the

input signal. For this design, the reference voltage ladder needs to extend along the 9

preamplifiers of the first stage, while the technique proposed in [56] requires the reference

ladder to extend along 11 preamplifiers (the 9 preamplifiers processing the input signal + 2

dummy preamplifiers) . Therefore, the increase in η due to over-range voltage elimination

is (11
9
). The LSB, as well as the target σ′offset−total, are increased by the same value keeping

the ADC accuracy unaltered. It follows from (3.1) and (5.4) that the input capacitance of

each of the preamplifiers arrays is reduced by a factor of ( 9
11

)2. Hence, a 33% reduction in
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the input capacitance of the second, third, and fourth preamplifiers arrays is achieved. For

the first stage, the interface amplifier has double the input capacitance of the preampli-

fiers. Hence, the net reduction in input capacitance of the first stage, due to the proposed

technique, is 20% compared with that of the averaging termination technique of [56]. Since

each preamplifier array represents the load of the preceding array, lowering the input ca-

pacitance of the preamplification stages results in an increase in the GBW of these stages

at the same power dissipation5. In other words, the target GBW can be obtained with less

power. Thus, the proposed technique not only reduces the ADC input capacitance, but

also reduces the power consumption of the analog front end by approximately 33%.

5.2 The Digital Back End

A block diagram for the digital back end is provided in Fig. 5.12. The output of the last

preamplification stage is fed to an array of low kick-back latched comparators [2], followed

by two arrays of CMOS latches [60]. Cascading latches provides a power efficient way to

reduce the metastability errors [28] [61, 62, 63], as explained later in Subsection 5.2.1.

A 3-input AND gate is used to transform the thermometer code to 1-of-N code that

selects one word of a pre-charged Gray ROM encoder and the output digital stream is

down-sampled by a factor of 8 to allow acquisition by the logic analyzer. The divide by 8

clock is generated on-chip to avoid sampling uncertainty due to the supply bounce.

The two main source of errors in the digital back end are metastability and the sparkles

(bubbles) in the thermometer code. These two sources of errors are addressed in the design

of the digital back end as illustrated in the following subsections.

5This is achieved by reducing the value of W and L with the same ratio, keeping (W/L) the same.
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5.2.1 Comparators and Latches

The latched comparator used in implementing the ADC is shown in Fig. 5.13. When CLK

is high (reset phase), both output nodes are pulled to ground, resetting the comparator

differential output voltage. The reset transistors (Mr) are sized such that over-drive recov-

ery is completed at the SLOW-SLOW process corner. At the same time, the differential

pair at the input amplifies the input signal through the diode connected loads. Since the

output node DC potential is around VDD/2, the use of a single transistor to short the out-

put nodes during reset is avoided, as, in this case, the body effect leads to a considerable

increase in threshold voltage of the reset transistor. This increases the reset time constant.

Sizing the transistor up does not reduce the reset time constant, because the reduction in

the transistor resistance is accompanied by a rise in the parasitic capacitance at the output

node.

During the regeneration phase, the output nodes are released, and the latch cross-

coupled transistors amplify the imbalance, created at the comparator output nodes in

the preceding phase with a large regenerative gain. The regeneration time constant is a

primary design parameter for latched comparators, because it determines the metastability

probability according to [24]
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PE =
VL

AVi

e
−Treg

τreg , (5.6)

where VL is the output logic level, A is the gain during reset phase, and Vi is the input

signal voltage. Treg is the regeneration period and is equal to 218.75 ps for a 1.6 GS/s

clock with rise and fall times occupying 30% of the clock period. τreg is the regeneration

time constant, and is given by

τreg =
routCout

Areg − 1
≈ routCout

Areg

=
routCout

Gmrout

=
1

Gm/Cout

, (5.7)

where rout is the output resistance of the comparator, Cout is the capacitance at the output

node, and Gm is the transconductance of regeneration and is equal to the transconductance

of the cross coupled transistor (Mc). If Cout is dominated by the gate capacitance of

transistor Mc, then

τreg ≈ 1

µnVov/L2
, (5.8)

where µn is the mobility of electrons, L is the transistor channel length, and Vov is the

overdrive voltage of transistor Mc. Eq. (5.7) shows that the GBW of the regeneration sets

the value of the regeneration time-constant. To maximize the GBW, the cross-coupled

transistors channel length is set to the minimum feature size. The overdrive voltage of

transistors Mc may be increased to improve the gain bandwidth, but power dissipation

increases quadratically with the overdrive voltage. On the other hand when cascading n

identical number of latches, the regeneration gain becomes

Areg(n) =
n∏

j=1

Aje
jTreg
τreg = Ane

Treg
τreg/n . (5.9)

Hence, if τreg is to be reduced by a factor of n, n latches can be cascaded, and the

power dissipation is increased by n times (linear increase). Achieving the same regenera-

tion time constant by using a single stage would lead to an approximately n2 increase in

power. Thus, cascading latches is considered a power-efficient way for achieving a target

metastability performance.
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Figure 5.14: The CMOS latch

In this work, the latched comparator is followed by two CMOS latch stages (Fig. 5.14).

The GBW of the regeneration loop for each CMOS latch is 11 GHz at the SLOW-SLOW

process corner, and that of the latched comparator of Fig. 5.13 is 12 GHz. Therefore PE

of less than 2× 10−20 is attained.

In addition to the metastability performance, the dynamic offset of the latched com-

parator is of a prime concern in flash ADC design, since this dynamic offset dictates the

gain of the preamplification stage6. Fig. 5.15 shows the histogram of the input referred

offset, resulting from 400 Monte Carlo transient simulations. In these simulation runs, a

slow time domain ramp signal is applied to the input of the comparator, in addition to

the clock signal. Then the input voltage that causes the output to cross zero (the offset)

is recorded for each run. The estimated input referred offset of the latched comparator is

30 mVrms.

6The offsets of the CMOS latches get divided by the large regeneration gain of the latched comparator.
Therefore, CMOS latches offsets do not affect the overall performance.
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Figure 5.15: Input referred offset of first stage comparator.
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5.2.2 The Digital Logic

The output bits from the last stage latches represents a thermometer code. Ideally, this

code should have a group of logic one’s followed by a group of zero’s. However, practically,

sparkles (bubbles) may arise in this code. In general, the main sources of these sparkles

are the lack of a front-end sample-and-hold circuit [37], or the propagation delay variation

through the preamplifiers due to their limited bandwidth. In addition, having a total in-

put referred offset greater than 0.5 LSB can switch the order of two adjacent thresholds,

causing a bubble in the thermometer code [16]. In this work a front end T/H circuit is

used, also preamplification is attained by using low gain stages to maximize their band-

width. Hence, the first two sources of errors are eliminated. Since, the standard deviation

of the total input referred offset is 0.24 LSB for the designed ADC, there remains a small

probability that the offset becomes greater than 0.5 LSB. Thus, a 3-input NAND gate is

used for first order bubble error suppression. The 3-input AND gate is implemented as

shown in Fig. 5.16. It is formed of a clocked 3-input NAND gate, followed by a clocked

inverter [30]. When CLk is high, the NAND gate is transparent, and the internal node Z is

evaluated. At the same time, the output of the inverter is discharged to zero. This allows

the ROM (Fig. 5.17) to pre-charge its output node because all the ROM pull-down devices

would be OFF in this case. During the next half clock cycle (CLK low), the output of the

clocked inverter goes high, only if node Z evaluated to zero, and one ROM word is selected.

The output of the ROM is held by the True-Single-Phase-Clocked (TSPC) flip-flop of

Fig. 5.18 for a whole clock period. This allows down-sampling of the data by the divide-

by-8 clock. A timing diagram, summarizing the operation of the digital back end, is given

in Fig. 5.19.

The Clock Circuitry

The high speed differential sinusoidal clock, applied to the ADC, is shaped to almost

a square wave, by using the clock driver formed of a cascade of CMOS inverters. The

input clock signal amplitude is 0.4 V and is terminated on-chip with two polysilicon 50 Ω

resistors. The width of the resistors is dictated by the RMS current handling capability
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Figure 5.16: Clocked 3-input AND gate to generate ROM address.

of polysilicon. The clock driver is sized such that the CLK and CLK drive an estimated

total capacitive loads of 0.3 pF and 0.25 pF, respectively, at 1.6 GS/s for all the process

corners. In addition, the CLK signal is applied to a clock divider formed of three flip flops

similar to that of Fig. 5.18. The clock divider provides the needed clock signal for down

sampling the output data and is buffered to be able to drive the logic analyzer in state

mode operation for testing.
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Measurements

The designed ADC was fabricated in 0.13-µm 8-metal single-poly CMOS technology. A

microphotograph of the chip is shown in Fig. 6.2. The analog front end is surrounded by a

guard ring, connected to the analog ground to isolate it from the digital noise. The active

area of the design occupies an area of 0.42 mm2. On-chip 0.12-nF and 0.4-nF capacitors

are added to decouple the analog and digital supplies, respectively. The decoupling capaci-

tors are implemented as thin oxide NFET-in-Nwell MOS capacitors. To reduce the supply

bounce even further, nine pads were assigned for the digital supply rails (VDD and VSS)

and six pads were used for the analog supply rails (VDDA and VSSA). Thus the series wire

bonding inductance is reduced significantly.

6.1 Testing Setup

The chip was mounted on an FR-4 PCB and directly wire-bonded to the board for testing

(Fig. 6.2). The PCB is coated with a 0.01 mil layer of gold to allow the gold wire bonds to

adhere to the board surface with a high reliability. For the best high-speed performance,

a 4-layer PCB is chosen where the two outer planes are assigned for routing and the two

inner planes are dedicated to the ground and power supply. Each of the inner planes is

split to three separate planes for the analog, digital, and input clock sections of the chip.

Ferrite beads are used to connect these planes electrically, and to prevent digital and clock

94
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Figure 6.2: Chip mounted on PCB for testing.

noise from corrupting the analog signals1. The PCB traces widthes of the input analog

signal, input clock signal, the output bits, and output clock signal are sized such that a 50

Ω characteristic impedance is maintained.

Fig. 6.3 depicts the complete setup for testing. The input analog signal to the ADC is

generated by a signal generator, and fed to a phase splitter to create a differential signal.

Two bias-T’s adds the proper common mode voltage to the input signal. Since the signal

generator has a limited harmonic distortion of -30 dBc which is less than that needed to

1Ferrite beads present a zero resistance for DC voltages and a high resistance for high frequency signals.
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test a 6-bit ADC, a lowpass2 filter is used to attenuate the harmonics of the generated

signal. The input signal is supplied to the PCB through SMA connectors and terminated

on-chip using 50 Ω poly resistors. A similar signal path is utilized for the high-speed clock

signal, but with no filtering. The measured jitter of the clock signal generator is 0.43 psrms

when running at 1.6 GS/s3. The signal generators for the input signal and clock are phase

locked to allow coherent sampling of the input signal. The output bits and the divide-by-8

clock are driven off-chip by 50 Ω buffers and their DC component is decoupled using bias-

T’s. The output signals are properly terminated with 50 Ω-BNC-feedthrough terminators.

Finally, a BNC-to-probe-tip adapter connects the output signal to a logic analyzer. The

captured bits are then transferred to a PC to be analyzed.

6.2 Measurement Results

The dynamic performance of the ADC is evaluated by coherent sampling. This technique

eliminates the need for windowing when FFT is performed. The spectrum of the recon-

structed output signal from the ADC for 50 MHz, 800 MHz, and 1.45 GHz input signal

frequencies are shown in Fig. 6.4, and Fig. 6.5, and Fig. 6.6, respectively. The harmonics

of the ADC output signal fundamental folds back to a frequency below half the sampling

rate.

FOM1 =
Power

2ENOB@DC .2.ERBW
= 2.6pJ/conv (6.1)

The ADC non-linearity is measured by the histogram method (code density test) [22]

at 1.6 GS/s. Fig. 6.7 shows the measured INL and differential non-linearity (DNL) values,

along with the simulation results for the mean values. The maximum INL and DNL devi-

ations are found to be 0.42 LSB and 0.49 LSB, respectively. The dynamic performance of

2A bandpass filter is usually used in ADC testing, since it can filter the wide band noise and subhar-
monics too. However, based on signal generator data sheet [64] phase noise profile, it is estimated that
the integrated noise over a bandwidth of 1.5 GHz remains below -53 dBc. Therefore, low pass filters were
used instead of the more expensive tunable bandpass filters.

3This value is better than that required to test the 6-bit ADC with an input analog signal at 1.5 GHz.
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Figure 6.4: Measured signal spectrum for an input frequency of 50.04 MHz sampled at 1.6

GS/s. FFT, performed with 8192 samples.
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Figure 6.5: Measured signal spectrum for an input frequency of 800.04 MHz sampled at

1.6 GS/s. FFT, performed with 8192 samples.
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Figure 6.6: Measured signal spectrum for an input frequency of 1450.008 MHz sampled at

1.6 GS/s. FFT, performed with 8192 samples.

the ADC at 1.6 GS/s is denoted in Fig. 6.8. The ADC achieves an SNDR of 34.5 dB at

50-MHz input signal. The effective resolution bandwidth (ERBW) is equal to 800 MHz.

However, the SNDR remains higher than 30 dB, until an input signal frequency of 1450

MHz. An SNDR of 30 dB at an input frequency of 1.45 GHz has not been reported in

CMOS before for a single channel ADC that does not use calibration to the best of the

author knowledge. The entire ADC operates from a 1.5-V supply. The analog portion

of the ADC consumes 81 mA, whereas the digital circuitry consumes 35.8 mA. The total

power dissipation of the ADC, including the reference ladder, is 180 mW.

Based on the measurements, the ADC different FsOM can be evaluated as follows:

FOM1 =
Power

2ENOB@DC .2.ERBW
= 2.6pJ/conv (6.2)
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Figure 6.7: Measured INL and DNL at 1.6 GS/s.

and

FOM2 =
Power

2ENOB@DC .fs

= 2.6pJ/conv. (6.3)

A summary of the ADC performance is given in Table 6.1.

Fig. 6.9 shows the input signal frequency at 5 effective number of bits (ENOB) versus

sampling frequency for previously reported 6-bit flash ADCs and the ADC of this work.

Fig. 6.10 and Fig. 6.11 plot FOM1 and FOM2 of these ADCs. The ADC reported in

[53] has a higher sampling speed of 2 GS/s only because it utilizes time-interleaving. Nev-

ertheless, it has a smaller bandwidth and a worse figure-of-merit than that of this work.

Compared to the work in [2] that uses the same technology, the designed ADC achieves

a wider bandwidth, and a higher sampling speed at nearly the same FOM2. Hence, the

designed ADC provides similar power saving to that offered by the capacitive interpola-



Chapter 6. Measurements 103

Table 6.1: ADC performance summary.

Analog Input 0.84 Vp-p Differential

Input Capacitance 380 fF

Resolution 6 bits

INL @ fin= 50 MHz <0.42

DNL @ fin= 50 MHz <0.49

ENOB @ DC 5.44 bits

ERBW 800 MHz

SNDR @ fin=50 MHz / 1.45 GHz 34.5 dB / 30 dB

Power Dissipation 180 mW

FOM1/FOM2 2.6 pJ/conv/2.6 pJ/conv

Conversion Rate 1.6 GS/s

Supply Voltage 1.5 V

Test Chip Area 0.42 mm2

Technology 0.13-µm CMOS technology
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Figure 6.8: Measured SNDR and SFDR at 1.6 GS/s.

tion and capacitive reference voltage generation of [2], but at the same time, the sampling

speed is not limited by the constraint of generating and using two non-overlapping clock

phases. Also, the ADC of this work achieves a wider bandwidth than that reported in [56]

at a lower FOM1 and FOM2, while operating at the same sampling speed. Therefore, it

is concluded that the designed ADC achieves a superior dynamic performance combined

with a low power dissipation.

A complete comparison of the ADC of this thesis with previously reported 6-bit ADCs

of flash, pipelined, and successive approximation (SAR) architectures is listed in Table. 6.2.

The ADC of [63] which time interleaves 8 SAR ADCs achieves the lowest FOM among all

ADCs for two main reasons. First it employs successive approximation architecture which

is one of the most power efficient ADC architectures. Second it exploits time-interleaving
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which is a power efficient way to increase the effective sampling speed. However, the

sampling speed and bandwidth of [63] remains much less than that of other ADCs in the

table or that can be attained using 90-nm CMOS technology. Also, it is hard to achieve

higher sampling speed by further time-interleaving more SAR ADCs, because clock skew,

gain mismatch, and offset mismatch among interleaved ADC would again limit the dynamic

performance. Therefore, such technique remains useful to applications that require low

power dissipation and low dynamic performance. Although the pipelined ADC of [51] uses

a power efficient architecture and time interleaving, its sampling speed, bandwidth and

FsOM is inferior to the ADC of this work.
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Figure 6.9: The input signal frequency at 5 ENOB vs. sampling frequency for previously

reported 6-bit flash ADCs and this work.
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Table 6.2: 6-bit ADCs comparison

Author/Year Architecture Technology Sampling

rate

(MHz)

ENOB ERBW

(MHz)

Power

(mW)

FOM1/FOM2

(pJ/conv)

Draxelmayr [63]

(ISSCC04)

Interleaved SAR 90 nm 600 5.35 300 10 0.4/0.4

Shen [51]

(JSSC07)

Interleaved pipelined 0.18 µm 800 5.35 460 105 2.8/3.22

Jiang [21]

(ISSCC03)

Interleaved flash 0.18 µm 2000 5.7 550 310 5.4/3

Choi [16]

(JSSC01)

Flash 0.35 µm 1300 5.1 650 545 12.1/12.1

Geelen [18]

(ISSCC01)

Flash 0.35 µm 900 5.65 450 300 6.6/6.6

Koen [30]

(JSSC03)

Flash 0.25 µm 1300 5.5 500 600 13.2/10.2

Scholten [56]

(JSSCC02)

Flash 0.18 µm 1600 5.7 560 340 5.8/4

Christoph [2]

(JSSC05)

Flash 0.13 µm 1200 5.7 700 160 2.2/2.56

This work Flash 0.13 µm 1600 5.44 800 180 2.6/2.6
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Figure 6.10: Figure-of-merit (FOM1) for previously reported 6-bit ADCs and this work.
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Conclusions

The world’s rising need for multimedia applications and the increasing demand for larger

communication bandwidth require the continuous development and expansion of commu-

nication receivers. Most contemporary receiver architectures incorporate an ADC to trans-

form received information to the digital format. Therefore, extending the ADCs bandwidth

is essential so as not to limit the overall performance. In addition to communication sys-

tems, maximizing the ADC bandwidth is a requirement for other applications such as

digital oscilloscopes.

Although the flash ADC architecture achieves the highest sampling speed in a given

technology, the exponential dependence of its input capacitance on the target resolution,

combined with the offset-gate area tradeoff of preamplifiers differential pair, result in a

relatively large input capacitance. Moreover, the limited supply voltage offered by future

technologies will outweigh the accuracy improvement due to the superior MOS matching

properties. Therefore, optimizing the bandwidth-accuracy tradeoff of the flash ADC and

minimizing its input capacitance is crucial to advance its state-of-the-art. Averaging and

interpolation are effective ways to reduce this input capacitance. However, the over-range

voltage, required to terminate the resistor averaging and interpolating networks, reduce

the efficiency of these techniques rendering them less adaptable to integration in deep sub-

micron technologies.

109
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In this work, the input capacitance-accuracy tradeoff of the flash architecture is an-

alyzed. It is shown that for a given input capacitance, the lower the number of input

preamplifiers, the higher the achieved accuracy. That is because having few number of

preamplifiers would allow a larger gate area for each preamplifier, and hence better aver-

aging of gate oxide non-idealities causing mismatch. As a result, a higher matching level

is attained. However, if the number of preamplifiers is increased, the gate area assigned to

each preamplifier drops, and the averaging become limited by the value of the averaging

resistors. Consequently, interpolating the required zero-crossings from a low number of

input preamplifiers leads to a higher accuracy. An efficient way to reduce the number of

input preamplifiers is to use cascaded interpolation. As a result, the drawbacks of employ-

ing a large interpolation ratio to a single preamplifiers stage are avoided.

In addition, this work presents a new termination technique for the averaging and

interpolating networks of flash ADCs that cancel out the over-range voltage headroom

consumed by the flash ADC reference ladder. The proposed technique is based on using

an interface amplifiers that connects to the in-range reference ladder voltage taps, but has

a shifted zero-crossing point. With no consumed over-range voltage, a larger value for

the ADC LSB is permitted, and the matching requirements of the preamplifiers arrays

are relaxed. Therefore, a reduction in the ADC input capacitance and power dissipation

is achieved. Also, eliminating the over-range voltage makes flash ADCs more amenable

for integration in deep-submicron technologies. Compared to the method of triple cross-

connection [53], the technique of this thesis results in a lower mean INL value, and hence

better ADC linearity. Also, the newly developed technique considers the RMS value of

offset and maintains this value constant across the preamplifiers array.

The performance improvement that can be attained due to the proposed termination

technique is demonstrated through the design of a 6-bit 1.6-GS/s flash ADC in 0.13-µm

CMOS technology. The elimination of the over-range voltage results in a 20% reduction in

the input capacitance and about 33% savings in the power dissipation of the analog-front

end. As a result, the reported ADC of this work achieves almost the same FOM2 as the

low power design of [2] that uses capacitive interpolation, but the ADC sampling speed is
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not limited by the need to operate by using non-overlapping clocks. Therefore, the ADC

runs at a 33% higher sampling frequency with the same technology. Furthermore, the

ADC achieves a wide bandwidth of 1.45 GHz with SNDR greater than 30 dB. By using the

proposed termination technique, the maximum mean value of INL is maintained at a low

value of 0.15 LSB (compared to 4.13 LSB in the case of abrupt termination). Therefore,

the over-range voltage is eliminated without deteriorating the linearity of the ADC.

Future work

There is a growing trend to use calibration to correct for the errors of high speed ADCs.

In [40] and [41], foreground calibration is directly applied to reduce the comparators offset

and no preamplifiers are used to implement 4-bit flash ADCs . However for higher res-

olutions, flash ADC would employ a large number of comparators. Therefore, for 6-bits

and higher resolutions (as the case of the work of this thesis), the ADC is preceded by an

interpolating analog front end to reduce the number of amplifiers, loading the sample-and-

hold circuit, and to reduce the comparator input referred offset. In this case, calibration

is applied to the preamplifiers [39]. The reported technique in this thesis can be combined

with foreground calibration1 to further improve the performance.

Since the implemented chip in the work, described in this thesis, achieves a wide band-

width, a direct extension of this work is to time-interleave a number of the designed ADC

to realize a much faster ADC. This needs to be preceded by a study of the optimum number

of ADC that can be interleaved before clock skew, gain mismatch, and offset mismatch,

among the interleaved ADCs, deteriorate the performance and outweigh the benefit of

time-interleaving. However, designing a clock generator and a clock distribution circuit for

such an ADC system to drive the ADCs remains a challenging task.

1Using background calibration would limit the sampling speed.



Appendix A

The Impulse Response of a ×2

Interpolating Network Treated as a

Spatial Filter

In this appendix, the impulse response of a ×2 interpolating network, treated as a spatial

filter, is derived. The network is shown in Fig. 3.6 (b) with an impulsive input in the space

domain. Applying KCL to the filter nodes yields

iin = iout(n) +
R0

2R1

((iout(n) − iout(n + 2)) +
R0

2R1

(iout(n) − iout(n − 2)). (A.1)

By re-arranging (A.1)

iin = (1 +
R0

R1

)iout(n)− R0

2R1

(iout(n + 2) + iout(n− 2)). (A.2)

In the Z-domain,

H(Z) =
Iout(Z)

Iin(Z)
=

1

((1 + R0

R1
)− R0

2R1
(Z2 + Z−2))

. (A.3)

Let

λ =
R0

R1

. (A.4)
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To expand H(Z) to lower order terms using partial fraction expansion, the poles of H(Z)

need to be calculated as follows:

(1 + λ)− λ

2
(ζ2 +

1

ζ2
) = 0, (A.5)

eln(ζ2) + e− ln(ζ2)

2
=

1

λ
(1 + λ), (A.6)

cosh(ln(ζ2)) = (1 +
1

λ
), (A.7)

ln(ζ2) = | cosh−1(1 +
1

λ
)|. (A.8)

A modulus is added because cosh(x) = cosh(−x). From (A.8)

ζ = ±e|
1
2

cosh−1(1+ 1
λ
)|, (A.9)

ζ = ±r±1, (A.10)

where

r = e
1
2
(cosh−1(1+ 1

λ
)). (A.11)

Eq.(A.9) gives the four poles of the transfer function in (A.3). Therefore, H(Z) is

described as

H(Z) =
A

Z − r
+

B

Z + r
+

C

Z + 1/r
+

D

Z − 1/r
, (A.12)

where A, B, C, and D1 are constants. To obtain the value of these constants, (A.12) and

(A.3) are equated and solved for the four constants. This results in

A = −B = −r(−1 + r2)

2(1 + r2)
(A.13)

C = −D = − (−1 + r2)

2r(1 + r2)
.

1The constant D is not to be mistaken for the number of dummies D in Subsection 4.2.1.
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The stability of H(Z) implies that the four terms of H(Z) have a common region of

convergence. Therefore, the first two terms must represent a left-sided sequence so that

their region of convergence extends inwards, whereas the last two terms must represent a

right-sided sequence so that their region of convergence extends outwards.

By using inverse Z transform tables and knowing the region of convergence of each

term, the inverse Z transform of H(Z) is obtained

h[n] = −Arn−1u[−(n− 1)− 1]−B(−r)n−1u[−(n− 1)− 1]

+ C(
−1

r
)n−1u[n− 1] + D(

1

r
)n−1u[n− 1] (A.14)

Since A = −B = Cr2 = −Dr2, (A.14) is re-written as

h[n] =
−Ar−|n|

r
(1 + (−1)n). (A.15)

Therefore,

h[n] =
h[0]

2
r−|n|(1 + (−1)n). (A.16)

Eq. (A.16) represents the impulse response of the spatial filter of Fig.3.6 (b).
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