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Abstract

In order to understand how does the intense laser interact with matter we first of all
study the ionization process. In this highly nonlinear region the conventional perturba-
tion theory will fail to predict the experimental results. Alternative theories have been
proposed in the past few decades. The fundamental difficulty in these new approaches
is when laser field becomes so intense such that it is comparable to the Coulomb field
at where the ground state electron mainly concentrate, we have to treat the laser field
and the Coulomb field on an equal footing. The analytical solution that can describe the
propagation of electron in both the laser field and the Coulomb field has not been found;
therefore, in these new theories the ionization process is either divided temporarily into
laser period and Coulomb period or spatially into laser field domain and Coulomb field

domain. The propagation of electron in the full Hamiltonian is avoided.

In this thesis we study the intense field ionization process through both the analytical
and numerical methods. For the analytical study we start with the intense field many-
body S-matrix theory (IMST) [5] and integrate the direct electron term (it is the first term
of the expansion in IMST) using saddle point method in the asymptotic region where
the Keldysh parameter y < 1. In addition, The tunneling ionization and multi-photon

ionization as two different ionization regions are discussed.

We also study the ionization of one dimensional hydrogen atom and HJ ion. Through
numerically solving the time dependent Schrodinger equation (TDSE), we investigate
the effects of laser pulse length, intensity and carrier envelope phase (CEP) on the photo-
electron spectra. This study will help us understanding the dynamics of electron during
ionization process. Moreover, the spectra calculation through numerical integration of
direct electron term is carried out. Comparing the spectra with TDSE spectra allow us
to test the validity of strong field approximation (SFA). In the case of HJ ion we focus
on the internuclear separation dependency of the photoelectron spectra. The polarization
effect is discussed and some comparisons with H atom are carried out.
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Chapter 1

Introduction

1.1 Light-Matter interaction

The development of physics sometimes can be summarized according to the attainability
of one particular physical parameter. The intensity of light is one such example. Be-
fore the invention of laser, the intensity is low so that perturbation theory is sufficient
to describe its interaction with matter. Based on this theory, conventional spectroscopy
has long been used to study the material structure because weak field will drive tran-
sitions between atomic/molecular states without much distortion of the material itself.
The well-known photo-electric effect is observed only if photon energy is above the
ionization threshold, and the effect is independent of light intensity. However after the
laser is invented it is possible to achieve higher intensities. Nonlinear optical effects
were discovered so that electrons can absorb more than one photon during the transition.
New phenomena such as second harmonic generation and Raman scattering emerged and
found very important applications. Recently scientists have endeavored to compress the
laser pulse length to the order of femtoseconds thus generating light with unprecedented
high intensity. When these pulses interact with atoms or molecules many new phenom-
ena will appear. Even with photon energy much smaller than the ionization threshold it
is possible to ionize the atom/molecule by absorption of a large number of photons, mak-
ing a direct transition from a bounded state to the continuum. Above threshold ionization
(ATT) discovered in 1979 by Agostini [29], demonstrated that it is possible for the atom



to absorb more photons than the minimum required for ionization. The photo-electron
spectra show distinct peaks separated by exactly one photon energy. Another example
is the high harmonic generation (HHG), the emission of photon observed at frequencies
that are high multiples of the laser frequency. The spectrum can even reach the extreme
ultra-violate (XUV) region. Most importantly, as the pulse length gets shorter, the mo-
tion of the electron is not due to the accumulation of many cycles of the electric field
but is controlled by a few cycle of oscillations. Consequently the dynamics is sensitive
to the carrier-envelope phase (CEP) [36]. This implies that for ultra-short and intense
laser pulses, it is possible to control the electron dynamics by shaping the pulse, and use
this well-controlled electron to image the atom and molecule or to probe the parent ion
dynamics [16, 26].

The size of atom is on the order of the Bohr radius g, and the classical orbiting

. The atomic electric field

2
atom*

period of the valence electron can be defined as wg,, =

_e 1
4rgg aé ’

[T o

Eom = with the corresponding field intensity 1, %ceoE For a hydrogen
atom the electron will go around the core 3 x 10'° times in one second. E,,,, is equal to
5.4x10'"'V/m or one atomic unit (a.u. see Appendix A). L, is equal to 3.5 x 10'°W/cm?
or 5.45 a.u. For a laser pulse in the infrared region the wave length is about 900 nm.
The pulse length can be so short that it only contains a few cycles of the electric field
oscillation. The intensity of the laser pulse will be so high such that at the peak of the
laser pulse, the electric field strength is comparable to the atomic electric field strength.
At this intensity, the electron will be easily set free and then driven by the external electric
filed oscillating in the vicinity of the parent ion (usually smaller than laser wave length).
Inelastic collision with the ion may occur and the electron will either recombine with
the core generating high harmonic radiation, or it will knock out another electron. The
subsequent dynamics could be very complicated and it is important to understand how

the electron become ionized at the first place.

1.2 Classification of ionization

Ionization from the conventional point of view is divided into two regimes: tunneling ion-
ization and multiphoton ionization. If the photon energy is much smaller than the ioniza-

tion potential and the peak electric field strength of laser approaching the atomic electric

2



field strength then the electron will have significant probability of tunneling through the
potential barrier. Keldysh [20] defined a parameter to characterize this region as the ratio
of the laser frequency w, to the tunneling frequency w;:
wr, wy, le
==Y F 1.1
Y= E; (1.1)

Ey
\2I,
E) is the maximum electric field of the laser. The atomic units are used (see Appendix

[
20,

E2 . . . . .
where U, = ﬁ is the pondermotive potential or the time-averaged quiver energy of a

where the w, =

[17]. Here wy is the laser frequency, I, is the ionization potential and

A). vy can also be expressed as:

free-electron in the laser field [8]. When 7y is much less than unity then the ionization
will be mainly due to tunneling. This tunneling ionization is based on a static point of
view of the system. In this case the energy of electron does not change significantly
from the ground state energy but the energy level is broadened (i.e. it becomes a quasi-
static state), so that the electron has finite probability to tunnel through the potential
barrier set up by the Coulomb potential and the electric field of laser. After tunneling
the electron will appear in the continuum with zero kinetic energy and thereafter will be
accelerated by the external electric field of the laser. When Keldysh parameter is greater
than one, the laser frequency is comparable to the electron orbiting frequency and the
electron couples to the continuum through multi-photon absorption. ATI spectrum can
be viewed as a signature of this process. The oscillating electric field drives the bounded
electron and creates a train of outgoing electron pulses; these pulses will interfere with
each other and form the ATT spectrum. Attempts have been made to find a more precise
definition of these two ionization channels [15, 17, 37]. In the transition region where
the Keldysh parameter is close to one, the tunneling and multi-photon ionization both

have contributions.



Figure 1.1: The applying electric field is so strong such that the Coulomb potential is
greatly distorted. The resultant potential forms a barrier with finite width for the ground
state electron to tunnel through. Note the energy level of electron is assumed to be
unchanged after the external field is applied.

Figure 1.2: The electron will be kicked into continuum by the laser field. Once it appears
in the continuum its propagation will be dominated by the laser field because the free
electron wave function extends to a larger area in space where the Coulomb field is
negligible compare with the intense laser field.



1.3 Theoretical approaches to the intense field ioniza-

tion.

As the laser intensity increases, conventional perturbation theory becomes inappropri-
ate to address the ionization problem because there are large numbers of atomic states
coupled in the process. One commonly-used formula to calculate ionization probabil-
ity is derived by Ammosov, Delone, and Krainov (ADK) [1], based on the tunneling
theory of Landau and Lifshitz, Smirnov, and Chibisov, Perelomov, Popov, and Terentev
[30, 33, 25]. The idea is to view the external field as a static electric field, so that the
bounded electron sees a potential barrier with finite width. Thus the electron will have
some probability to tunneling through that potential barrier (Figure 1.1). The calculation
starts from the time independent Schrédinger equation for a hydrogen atom in a static
electric field, and the exponential decay factor inside the barrier is found by the WKB
approximation (see Appendix B). To account for the time variation of the laser field, the
ionization rate is averaged over time without considering the interference of the transi-
tion amplitude [30]. For a complex atom the many-electron effect is taken into account
by introducing an effective quantum number [1]; a more pedagogical derivation is given
in recent paper [6]. This formula is proven to be useful to interpret experimental results
[2, 37]. Note that in the region close to the atomic core the wave function is assumed
to be the atomic wave function, and within the barrier the Coulomb potential is treated
as small quantity in order to evaluate the WKB integral. The leading term will give rise
to the tunneling exponential factor while the first order term will give rise to the pre-
exponential coefficient. Thus space is actually divided into a region dominated by the
Coulomb field and a region dominated by the laser field.

A more general approach was given in 1964 by Keldysh [20]. He proposed the strong
field approximation (SFA) which assumes that initially the electron is in the ground state
of the atomic field; at later times the laser field will pump the electron into the continuum
and then drives this electron oscillating in space with the atomic field neglected (Figure
1.2). The ATI spectrum can be explained very well by this theory in the case of short-
range potential. But as we will see in Chapter 3 for a long-range potential, The SFA
does not work very well. However, the strong field approximation is the only practical

approach besides exact numerical integration of the Schrodinger equation. One of our



goals in this thesis is to examine this approximation by comparing it with exact numerical

calculations for a one-dimensional model with long range potential.

Under high laser intensity, a semi-classical three step model has been used to describe
the electron dynamics and was extensively verified [10, 27]. The model assumes that
initially the electron appears in the continuum at time #; with negligible kinetic energy
and subsequentlly be driven away by the electric field. When the electric field changes
direction the electron will then be pulled back and recollide with the parent ion. The
recollision process will give rise to high harmonic generation and double ionization [32].
We have not considered these problems in this thesis. The importance of the first two
steps is obvious. The ADK ionization rate has been used to weigh the interaction time

and propagates the classical electron in time results a photoelectron spectrum [9].

The ADK formula has been generalized to diatomic molecules [38]. This general-
ization includes expanding the initial molecular wave function in a linear combination
of one-center spherical harmonics and summing the ADK ionization rate for each har-
monics to give the total ionization rate. This method takes into account the symmetry of

molecular orbital and explains some espect of the ionization suppression.

Becker and Faisal introduced the intense field many-body S-matrix theory [12]. They
used the language of scattering matrix to incorporate Keldysh’s original postulate into a
modified expansion of the transition matrix. In this theory the SFA corresponds to a
truncation of the infinite series. A more detailed discussion of this general formalism is

discussed in the next chapter.

1.4 Our purpose and questions remaining

Since a complete analytical solution of the Schrodinger equation with the presence of
both atomic potential and laser field has not been found, we have to either work with the
atomic wave functions or Volkov wave function as basis (see Chapter 2 and Appendix C).
Conventional perturbation theory takes the atomic basis as reference states because the
laser interaction is assumed to be weak compared to the Coulomb field. However when
the laser field is strong, the number of atomic states involved in the the ionization process

becomes very large, and perturbation theory fails to explain the experimental results. Our

6



purpose is to study the non-perturbative theories proposed in the past few decades. We
will especially focus on the intense field many-body scattering matrix theory [5], and
derive an ADK-type formula using the SFA. Through a simple one-dimensional model
we study various phenomena in the intense field ionization process. Also the validity of
the strong field approximation will be tested.

1.5 Organization of the thesis

In Chapter 2 we will first introduce the intense field many-body scattering matrix theory
and describe the direct electron term. We then use the saddle point method to integrate
this term. In the tunneling region we obtain a compact formula for total ionization rate.
In Chapter 3, one-dimensional models for the H atom and the HJ ion are introduced and
both numerical solution of the time-dependent Schrédinger (TDSE) and SFA calculations
are carried out. In Chapter 4, we present the conclusion of this thesis.



Chapter 2
Theory

A widely used theoretical approach to calculate intense field ionization rate is the scatter-
ing matrix formalism. This intense field many body S-matrix theory (IMST) was intro-
duced by Becker and Faisal [5] which provides a systematic expansion of the transition
amplitude in a series involving various interactions of the system. We will concentrate
on the first term of this series, the direct electron term, to show that it is possible to de-
rive an ADK-type tunneling ionization rate formula. When the pondermotive potential
U, is very large compare to the photoelectron energy, the saddle point approximation
can be applied in the asymptotic region. We will see that the Keldysh parameter appears
naturelly when we carry out the integration analytically. We show that the saddle point

approximation has a close connection to the adiabatic approximation.

2.1 Single active electron in laser field (SAE)

The strong field ionization process for an atom or molecule can be well described by
assuming one active electron experiencing an effective potential V, formed by the nucleus
and other electrons [24, 5]. In the presence of EM fields, the Schrodinger equation can

be written as

0 1
h—¥ =
: ot 2m,

[13 + eA(7, t)]2 Y+ V(DY — ed, (7, 1), 2.1)



where the charge of the electron is —e (e > 0), and P = —ihV is the linear momentum
operator for the electron. X(F‘, 1), @, (7, 1) are the vector and scalar potentials from which

the electric and magnetic field can be obtained as [18]:

- 0 >
E=-Vd, - —A 2.2
L% (2.2)

B=VxA. (2.3)

As is well known, these potentials are not unique. Any gauge transformation with the

following form will not affect the physical observables E and B:

0
D) (7, 1) = (7, 1) — a—tx(f, ) (2.4)

-

AR 1) = AR 1)+ V@ 1) (2.5)

where y(7, 1) is an arbitrary differentiable real function. The corresponding wave func-

tions are related by a phase factor [7]:
’_ . X
Y = ‘I’exp[—zeﬁ]. (2.6)

Therefore it is possible to choose a specific gauge such that V - A = 0. This is defined
as the Coulomb gauge. In free space where no sources are present, the scalar potential

@, = 0 and the vector potential satisfies the wave equation [18]:

VA-—A=0
or
Hence equation (2.1) can be rewritten as:
. a 1 D e - N N €2 2,5
ih—%¥ = P+ —AF ) - P+ A“(Z D |Y + V,(PY. 2.7
ot 2m, m, 2m,

When the laser wave length is much larger than the size of the system and the intensity
of laser is not so strong such that the photo-electron speed is much less than the speed of
light, we can introduce the dipole approximation and assume the field is uniform across

the spatial extent of interest:

-

AR 1) ~ A). (2.8)



The A? term inside the square bracket of eq.(2.7) then becomes a function of time only.

It can be eliminated through the transformation:

ie? ("
P = ‘I’exp( f Azdt) (2.9)

2
2m?

After the transformation, equation (2.7) becomes:

¥+ V(AP (2.10)

8 1 A e - A
h—P = PP+ —A@)- P
or [2 Sl

This is referred as the velocity gauge (VG). The laser field is described by vector potential

and couples to the wave function through the momentum operator. Another commonly-
used gauge is called the length gauge (LG). It can be achieved through the gauge trans-
formation (2.4). by choosing x(7,t) = —F- A(t) and define

pl = exp(%?~ 2 @2.11)

We then obtain

6 1 A -
ih—¥! = [—PZ +ei- E(r)
2m,

In the length gauge, the laser field couples to the wave function through the position

¥t V(PP (2.12)

operator.

For a free electron with momentum g = 7ik in an EM field, the Schrédinger equation
is given by eq.(2.10) in the velocity gauge or eq.(2.12) in the length gauge with V, = 0.
The corresponding solutions are [7] called the Volkov solutions. The solution to eq.(2.10)
is [7]

- k2 - ! -
¥ = exp (ik O ihjt) exp (—ik . f dt’A(t’)) , (2.13)
yielding the solution in Coulomb gauge
- l ! -
¥ = k-7 - dt' [P+ eA()]?], 2.14
¢ = exp(i r)exp( 2mehf (7 + eA( )]) (2.14)

from which the solution in the length gauge is obtained from (2.11)

t
P = exp [i(l?- 7+ fff(t))] exp|— ! f dr'[p+ eff(t')]2 . (2.15)
k h 2m,h
Derivation of these solutions using Kramers-Henneberger transformation is given in Ap-

pendix C.
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2.2 S-matrix expansion

In this section we follow Becker and Faisal [5] to derive an expansion of the transition
amplitude for ionization. From now on we shall use atomic units in whiche = 1, m, = 1,
h = 1 and the Bohr radius ay = 1 (see Appendix A). The Hamiltonian for the single

active electron can be written as

H=T+V,+ V. (2.16)
Where 7' = —%Vz is the kinetic energy operator and V; is the electron-laser interaction
given by
‘A/L = A_) p

in the velocity gauge of eq. (2.10) or

>

N
L:7'E

in the length gauge of eq. (2.12). Therefore the Hamiltonian can be partitioned in two

different ways. In one way we have
H=H,+V, (2.17)

where H, = T + V, is the Hamiltonian of the atom or molecule in the absence of the

laser. Another way is to write
H=H, +V, (2.18)

where A; = T + V, is the Hamiltonian of a free electron in the presence of the laser.
Initially the system is in the bound state ¢;(r) governed by H,:

.0 N
la_¢i(t) = Hu¢i(0). (2.19)
t
After ionization the system will be described by the state ¢ ((¢) of H;:
.0 A
i) = B () (2.20)
In the presence of the laser, the wave function can be split into two parts
() = ¢; + V'(2). (2.21)

11



Using the partition equation (2.17) and substituting equations (2.19) and (2.21) into the

time dependent Schrodinger equation

a5
IEIP = H\P,
we obtain:
0 N N
(i——-H)Y (@) = V,.:(¢). (2.22)

ot

The above differential equation can be transformed into an integral equation by introduc-
ing the Green’s function

(i% -G, 1) =6(—1) (2.23)

and considering the right hand side as a source term, yielding

Iy

¥Y'(1) = f dr' G(t, t')VL(t')gbi(t') (2.24)

I

where the laser is turned on between #; and f;. The Green’s function can be expanded

using the partition of Hamiltonian in equation (2.18).

Iy

G@t,t) =G, 1)+ f dr’G(t,t)\V,G{", 1) (2.25)
t
where
. a 2 ’ ’
(15 —-H)G(t,')=6(—-1). (2.26)

We can substitute equation (2.25) into equation (2.24) and obtain
ty
Y@ = f di' G (t, 0 )Vi(t)pi(?)

I

Iy

Iy
+ f dr’ f dr' G (t,tWV.G({", YV ()pi(t). (2.27)
t

t

12



The Green’s function G, (¢, f) can be written in the proper state of representation:

G(t,1') = —iO(t - 1) Z AGNUHS] (2.28)
k
where () is the Volkov solution for H;:

. d v y v
lgtlﬂk(t) = HL‘/’k(t)-

Here the Heaviside function ®(¢ — ¢) appears because of causality. It can be verified
directly that equation (2.28) satisfies equation (2.26). We define the transition amplitude
as:

(S = Dypi = Wrepl¥(tp) — dilty))
= (W rpI¥' (1)) (2.29)

where /((t;) 1s one of the Volkov states in the expansion (2.28). We can combine equa-
tions (2.27)-(2.29) to obtain:

Iy

S -Dp = —ifdt’(l/ff(t')lVL(I')|¢i(t')> (2.30)

tr tr
+ f dt” f dt' (Y (EV.GE £ )Vi()lgi(t)).

The first term on right hand side is exactly the SFA matrix term proposed by Keldysh
[20]. It is recognized as the direct electron term. Figure 2.1 illustrates the physical
meaning of this term. The difference between the SFA and conventional perturbation
theory, is that in conventional perturbation theory we constantly take the atomic states
as reference states but in SFA we switch the reference states, to the Volkov states after
ionization. This approximation is good for short range potentials [3, 14]. However in
the case of long range potential such as the Coulomb potential the approximation can
become inadequate when most of the time the electron will be confined in the region
where the Coulomb field is still not negligible and it is necessary to take the second

term of equation (2.30) into account. Further expansion of this term can be obtained

13



Figure 2.1: Initially the electron is in the atomic ground state. At some later time the
laser field pumps the electron to an unbound state and then drives the electron oscillating
back and forth. After the electron becomes free, it is assumed that the electron will not
interact with the core again and the Coulomb potential is neglected. The population in

the atomic excited states is neglected.

if we employ equation (2.27) again. Alternatively we can expand the Green’s function
according to the partition of the Hamiltonian in equation (2.17).
Iy
G(t,1') = G,(t, 1) + f dt"G(t, V()G 1)
fi
This time the Green’s function G,(¢,¢’) is given by
(ia% - Ifla) G, (t,1)=6(—1).

The second term in equation (2.30) can be interpreted in terms of the re-scattering effects

[5] but we do not study them in this thesis.

2.3 Analytical integration of the direct electron term

In the SFA, the transition amplitude (S — 1)s; is approximated by the first term of eq.
(2.30). We shall use the length gauge and identify ¢ /() with the Volkov state eq. (2.17),

14



which in atomic unit is given by
t
V(R0 = PFHADIT =5 [Tk )Pdr

The interaction Hamiltonian is:

_ AA()

Vi) =7-E@) = -7 -

2.31)

(2.32)

The initial wave function is assumed to be the atomic or molecular ground state ¢,:

¢i(0) = py(Pe™

(2.33)

where I, is the ionization potential of the system. The transition amplitude becomes:

Iy

S - = —i f dt f d*Fexp |—ik + A®) - F| 7+ E0)e’ V(P

I

where
1 t
S =5 f [k + A()Pdt’ + L.
Recognizing

N
aat i[/?+fT(t')]~7 _ —l% . ?e—i[l?+ﬁ(y)].7 — ZE’(Z,I) X ?e—i[l?+X(,/)].?

and integrating by parts, we obtain [28]

Ly
(S = DI = [3(E 4 Ane ] +1 [ dr 3R+ Aps 0>

1

where

S'(t) = %(1}’+ A +1,,
and

@®:ff%%%m

15

(2.34)

(2.35)

(2.36)

(2.37)



is the Fourier transform of the ground state wave function. For a ground state hydrogen
atom [28]

N QL) 1
bo(k + A1) = Vo 57 (2.38)
and the integral can be written as:
@[[_Letsm e f dteism} (2.39)
Ve |15 ] T T

In order to integrate the above formula we extend the time variable to the complex plane.
At high laser intensity the exponent is a rapidly varying function of ¢ and the major
contributions to eq.(2.39) comes from the vicinity of the saddle points located at S’(t;) =
0. In the case of the Coulomb potential the integrand is not analytic at the saddle points;
however by deviating the contour slightly from the saddle points we can still integrate
using the saddle point method [28]. First of all let us take a look at the global topological
structure of the integrand of (2.39) for the hydrogen atom in the complex time plane (see
Figure 2.2). Along the real time axis, the integrand is a rapid oscillating function (see
Figure 2.3). However after we deform the integration path to the upper complex plane the
integrand only peaks at the saddle points, so that the integral in (2.39) can be expresses

ty
eiS (1) f eiS (1) f eiS (r) f eiS (1)
i | dt =i dt +1 dt +1 dt (2.40)
f S/(t) a—b S,(t) b—c S’(t) c—d Sl(t)

t;

as.

where a, b, ¢, d are the points in the complex time plane shown in Figure 2.5. The
contributions to the integral are mostly concentrated at the saddle points for the new
integration path b — c. Note the laser period is 126 a.u. (labeled by a in Figure 2.3 and
Figure 2.4). We can see from the Figure 2.4 that major contributions are located around
the peaks of the electric field. The integrals @ — b and ¢ — d will cancel the the surface
term in the eq. (2.39) [28]. The new integration path is deviated slightly from the original
path because at the saddle points the integrand is not analytic and we should leave the
singularities outside the contour (Figure 2.5). Following [28] we obtain the following

formula:
iS(ts)

e
S"(1y)

(S = 3 ep 1) = @L)F (2.41)
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The saddle points in eq. (2.41) can be found by solving:

|
S0+ Ay +1,=0, (2.42)
A(t) = A, sin(wyt,) (2.43)
so that the electric field of the laser is given by ﬁ(t) = —%X(t) = Eo cos wyt where
Ay = —(%. Denote the components of the momentum K of the photoelectron parallel and

perpendicular to the laser polarization by kj and k, , respectively. Recall that the Keldysh

parameter is given by y = /% and define another parameter by 8 = —8_ In the case
of tunneling ionization, three conditions should be satisfied [20]:
y<1 (2.44)
<1 (2.45)
2
— «x1 (2.46)

21,

corresponding to the physical situation of low frequency excitation and slow photoelec-

trons. We then obtain approximate solution of equation (2.43) :

sin(wity) = =B +iV2y (2.47)
2
cos(wity) = 1 + 9% — ’% + i\/E,By (2.48)
1
f= P eiva s LB iy (2.49)
wy, wy, 6 wy, wr,
Substituting the above results into S (#;) and S’(z,) and keeping the leading order, we
obtain
o ALK
S”(t) = + (2.50)
B
U,[ 1 1542 42
S(t) = === =28V = i(——By + —7) (2.51)
wy, 3 4 3
The ionization probability density is given by:
IS — D3 A )l (2.52)
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Figure 2.2: The global structure of the real (upper diagram) and imaginary parts (lower
diagram) of the integrand in complex time plane. The Ey, = 0.073, w; = 0.05 and k = 0,
I,=05
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Figure 2.3: The real (upper diagram) and imaginary parts (lower diagram) of the inte-
grand along the real time axis. The Ey = 0.073, w;, = 0.05and k =0, I, = 0.5
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Figure 2.4: The real (upper diagram) and imaginary parts (lower diagram) of the inte-
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graph corresponds to the path of » — ¢ which gives the main contribution of transition

amplitude.
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Figure 2.5: In the complex time plane the original integration path is deformed so that

the new contour passes through the vicinities of the saddle points. Cauchy’s integral

theorem implies that the integral will have the same value for the path #; — 7, and the

patht; > b — ¢ — t;.

Neglecting the interference between saddle points, the total ionization rate is given by
lS (ty)

r= Z f 21,3~ s (2.53)

After some algebra we obtain an ADK-type tunneling ionization formula:

3

20, el

r= gy | G2 o (2.54)
) Eo

where () is a constant related to the laser pulse length. The exponential factor is common

to the tunneling of both long range and short range potentials. This factor can be consid-
ered as a character of tunneling ionization (see Appendix B). The pre-factor depends on
some inverse power of the electric field strength. The power for short range potential is
different from the power for long range potential. Here we only give the formula for the
Coulomb potential.
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2.4 The origin of the tunneling ionization

The direct electron term does not contain information of the potential barrier shape ex-
plicitly. However as we can see from last section, integrating the direct electron term in
the asymptotic region will lead to a tunneling ionization formula. This is because the
initial state y; contains information of V, implicitly. The Volkov state and the interaction
Hamiltonian depend on the external electric field. When the inner product of eq. (2.29)
is formed, the information of the potential barrier will be recovered; hence an ionization
rate with the correct exponential factor is obtained. In SFA the ionization process is di-
vided into two stages. In the first stage, the Coulomb field is dominant so that we can
neglect the laser field. In the second stage the Coulomb field is neglected as the laser
field dominates the ionized state. In ADK theory the space is divided into three regions.
In the close core region, the laser field is neglected. In the far core region, the Coulomb
field is negligible [17]. It is interesting to notice that both theories have to make this
artificial division, but one in time and the other in space. The reason for this is because
SFA is intrinsically a time-dependent theory so the ionization process is followed in time,
while the ADK theory is a time-independent theory so the ionization process is described
in space. When the electron tunnels through the potential barrier, its probability current
flows from the close core region to the far core region, which corresponds to a transition
from initial state ¢; to the continuous spectrum. In addition, tunneling ionization requires

the Keldysh parameter y < 1. This is actually the same criterion for the adiabatic ap-
(¥l G HI¥n)

Em—En

proximation in ADK theory, < 1 [See Appendix D]. When the laser frequency
is much smaller than the characteristic frequency of electron, the electron will have suf-
ficient time to follow the change of the laser field. Eq. (2.48) shows that at the saddle
point ¢, cos(wt,) is approximately equals to one. This correspond to the electric field
maximum, which implies the tunneling ionization will mostly happened near the peak of

the electric field.
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2.5 The origin of the ATI peaks

Assume the laser pulse is infinitely long and given by

-

=3 = g E
E@) = Eycosw;t and A(f) = ——2 sin w; 1. (2.55)
wr,

The classical action given by eq. (2.34) can be integrated exactly:

K> kK-E@® U
SO=—-|=+1,+U,|t+ ()——psin2th (2.56)
2 w% wr,

Substituting this equation into eq. (2.35), we obtain

+00

~ o> o il 2
(S = D§* = [0+ A O] 7+ f ar (el =) (2.57)
where ,
Q) = 5'(0) (zgeiS(t)—i(%+Ip+Up)t
has a period of 7' = 3772 Hence we can expand €(7) in a Fourier series expansion
Q) = Y Ly(Bye ™ (2.58)

Using the above relation and evaluating the time integral in eq. (2.57), we obtain [39]

(S - 1)J§fA = 2711'2 (5(%2 +1,+U, - nwL) L,(K) (2.59)
The delta function enforces the conservation of energy, and the photoelectron spectrum
will show a series of peaks. All the peaks are separated by exactly one photon energy.
We can interpret these peaks as arising from the electron absorbing more photons than
necessary to conquer the potential barrier and then entering the continuum with excess
energy. This is a generalization of Einstein’s photon electron energy formula for the

photoelectric effect.
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Chapter 3

The 1-D model

In numerical simulation of intense field ionization, the amount of space-time grids in-
volved in the ionization process is huge. The number of atomic or molecular states in-
volved in the ionization process is also huge. As a result, ab initio simulation is extremely
computational intensive. So we simplify the calculation by reducing the dimensionality
of the system [19, 35, 13]. In the case of linearly polarized laser focusing on a hydrogen
atom, excitation is most effective along the direction of the laser polarization, and the
one dimensional model should describe the physics reasonably well. Most importantly,
using this simple model we will be able to test some of the fundamental assumptions

employed in theories proposed in the past few decades.

In this Chapter we will consider a one-dimensional model atom and a molecular ion
with the nuclei being clamped. This is the first step towards understanding the intense
laser pulse interaction with matter. Before we give a mathematical form of the model we
should first of all have some ideas about the range of physical parameters that will be of
interest in the calculation. The laser intensity will be around 10'* W/cm?, the wavelength
is about 900 nm and the pulse length is around 20 fs. The ionization potential for our
one-dimensional ground state atom is 18 eV (about 0.7 atomic unit). The wave length is
about 900 times larger than the size of the model atom. The kinetic energy of the electron
after laser pulse interaction can reach 80 eV so that the electron wave function span will
be approximately within 100 nm. The root mean square deviation of the wave function

will be approximately 10 nm; thus most of the electron probability is concentrated within
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Figure 3.1: Electron wave function after 4-cycle laser interaction. The horizontal axis is

is the space coordinate in atomic unit.

a narrow region close to the core (See Figure 3.1).

3.1 Time-dependent Schrodinger equation

The time evolution of the electron in one-dimension is described by the time-dependent

Schrédinger equation
.0 A
zE‘I’(x, 1) = H(x,H)¥Y(x, 1) (3.1)
where the total Hamiltonian is
H(x,0) =T + Vy(x) + Vi(x, 1), (3.2)

and the kinetic energy operator is

1 &

The binding potential V,(x) is a function of coordinate only. We can study several dif-

ferent forms of the binding potential so that the correlations with the photo-electron
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Figure 3.2: Laser pulses with the square envelope. Ey = 0.075 and ¢ = 7 (left panel)
¢ = 0 (right panel).

Figure 3.3: Laser pulses with the sine-square envelope. Ey = 0.075 and ¢ = 7 (left
panel) ¢ = O (right panel).
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spectrum may be revealed. We will specifically work in the length gauge so that the

interaction Hamiltonian takes the form
Vi(x, 1) = xE(0). (3.4)
where E(?) is the electric field of the laser pulse represented by
E(t) = Eof(t) sin(wit + ). (3.5)

f(?) is the envelope function. We use two different envelope functions in our study. The

first one is a square pulse envelope (see Figure 3.2):
1, if 0<t<T,
1) =
F { 0, otherwise
and the second one is a sine-square pulse envelope (see Figure 3.3):
.2, Wy .
sin“ (1), it 0<t<T
f= ? 7
0, otherwise.

¢ in eq. (3.5) is known as the carrier envelope phase (CEP). This CEP is an important
parameter for the dynamics of ultrashort laser pulse ionization of atom. We study the time
evolution of the wave packets by the split operator method using fast Fourier transform

where we express the wave function in terms of the evolution operator as
Y(x,1) = U(0,1)¥(x,0). (3.6)
We discretize the time variable and propagate the wave function according to
W(x,1 + Ar) ~ exp [—iT At|exp | =i (Vu(x) + Vi(x.0) Ar] W(x, 1) (3.7)

The time evolution becomes computable after the splitting of the non-commuting po-
tential and kinetic energy operators. We can perform the potential propagation in coor-
dinate representation and the kinetic energy propagation in momentum representation,
the conversion between these two representations being carried out by the fast Fourier
transform. After the end of the wave function propagation, we project it onto a positive

energy continuum state of the atom or molecule:
|7+ Vu@]ge) = epe(). € >0 (38)
and the photoelectron spectrum is obtained from

P(e) = (e (x, 1) (3.9)
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Figure 3.4: A schematic diagram for the one dimensional atom. The nucleus is clamped

at the origin; therefore, we only have one degree of freedom.

3.2 One-Dimension model atom and photoelectron spec-

trum

The intense laser pulse ionization of an one-dimensional model atom is first studied by
Eberly and Javanainen [11]. A schematic diagram of the model is shown in Figure 3.4.

The model atom has a potential given by:

1

NiFo)

This soft-core potential has a Coulomb tail and it is analytic at the origin. According

V.(x) = — (3.10)

to [19] it is realistic in the sense that it has a Rydberg series structure and it preserves
parity. By using standard finite difference method [34] we solve the eigenvalue problem
of eq. (3.8). The first 8192 states of the atomic system are obtained. They are non-
degenerate and almost complete in the sense that the probability for the photoelectron to
obtain energy greater than 9 a.u. is negligible. We plot the energy of the first 150 states
in Figure 3.5. The ground state energy is —0.67 a.u. The first 57 states are bounded states
and the rest are positive energy scattering states which we used in eq.(3.9) to obtain the

photoelectron spectrum.

Before going to detailed analysis, let us take a look at the general features of the
photo-electron spectrum (PES). A typical ATI spectrum is shown in Figure 3.7. The
horizontal axis labels the atomic scattering states by their energy eigenvalues. When
an electron is kicked into the continuum it will have some probability to occupy one of

these scattering states. In Figure 3.7 the spectrum is cut off at the photoelectron energy
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Figure 3.5: We plot the first 150 eigenstates of the atomic potential (3.10). The bound
states have discrete energy levels. The continuous states have positive energy levels and
are sufficiently close to each other so that they can be used as bases for photoelectron

spectra.

X (au)

Figure 3.6: Eigenfunctions for the three lowest bound states and a typical continuum

state (n=300). As we can see the parity alternates as n increases.
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Figure 3.7: A 4-cycle laser with square pulse envelope interact with 1-D atom. The
frequency is 0.05 a.u. and the laser intensity is 0.073 a.u. € is the eigenvalue for the

continuous states i.e. the energy.

of 1.7 a.u. which can be understood as the maximum energy an electron can acquire
from this strong field ionization. Intuitively, this cutoff will depend on field intensity,
laser frequency and the ionization potential of the atom. There is a semi-classical model
which provides an explanation to this spectrum [31]. The idea is that at some time after
the laser is turned on, the electron tunnels out the potential barrier and appears in the
continuum with approximately zero kinetic energy. The freed electron then is driven by
the intense laser field. Depends on the moment when electron appears in the continuum
we may see some electrons be driven away from the nuclear core and never come back.
These electrons are called direct electrons which give rise to the direct electron term of
the transition amplitude. Calculation shows that they will have maximum kinetic energy
2U, where U, is the pondermotive energy U, = %. Another significant feature of the
electron spectrum is its comb-like structure. The peaks are separated by exactly one
photon energy. This indicates that the electron can absorb more photons than the mini-
mum required to conquer the potential barrier. Actually this comb structure is due to an

interference of the transition amplitudes at different moment of release of photoelectron.
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3.3 Dependence of ionization on physical parameters

The problems we are interested in strong field physics can be briefly categorized as three
types. The first type is to have a well known and controllable laser pulse focus on an
atomic or molecular system so that through detecting the light emission or the kinetic
energies of the photoelectron and/or residue ions, we can obtain information of the sys-
tem itself. The other type of question is to use atoms whose properties are known as
probes of the laser pulses so that we can obtain information of the pulse characteristics
including pulse shape, intensity, frequency and carrier-envelope phase. The last type of
question is to use a well controlled laser pulse to induce electron dynamics of a sys-
tem so as to control the molecular dynamics of the parent ions. In order to realize the
above goals we should understand how the physical parameters affect the photoelectron

spectrum.

3.3.1 Dependence on pulse length and pulse shape

From the Fourier transform relations, the shorter the pulse length the broader the laser
spectrum will be. As we can see from Figure 3.8 and Figure 3.9, the peaks of a four
cycle laser ionization spectrum are broader than those of eight cycle laser ionization
spectrum for the same laser intensity. The outline of the spectrum changes very little but
its magnitude increases for the longer pulse as expected. It is a result of accumulation of

transition amplitude from different cycles.

The photoelectron spectra for the square envelope pulses have sharper lines compared
with those of sine-square envelope pulses. We also observe that as we increase pulse
length, the higher energy region of photoelectron spectrum is suppressed relative to the
lower energy region as shown in Figure 3.10 with a comparison of Figure 3.11. This is
due to the fact that as we increase the pulse length, the electron wave function will be
spread out more instead of mostly concentrated in the core region (Figure 3.1), reducing
the probability of electron re-scattering with the core. Thus the spectrum in the high

energy region is suppressed.
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Figure 3.8: Spectrum for a 4 cycle sine-square envelope laser pulse interacting with a
1-D atom. Ey = 0.073 a.u, w;, = 0.05 a.u. and ¢ = 7§r
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Figure 3.9: Spectrum for an 8 cycle sine-square envelope laser pulse interacting with a
1-D atom. Ey = 0.073 a.u, w; = 0.05 a.u. and ¢ = 7.
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Figure 3.10: Spectrum for a 4 cycle square envelope laser pulse interacting with a 1-D
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Figure 3.12: The total ionization probability versus field strength E, plotted in semi-log
scale (vertical axis is in log scale). The blue dots are from numerical calculation for a
sine-square envelope laser pulse. The red line is calculated by an ADK-type formula.
We choose the pre-exponential factor to be £ 2

3.3.2 Dependence on intensity

As we increase the laser intensity the total ionization rate will also increase. In the
tunneling region the ionization rate is given by eq.(2.54). However for the 1-D model
atom the pre-exponential factor may be different from the 3-D hydrogen atom. We plot
the total ionization rate from TDSE calculation and fit the data to obtain a pre-exponential
factor (see Figure 3.12). The matching between TDSE and ADK-type calculation implies
the tunneling behavior of the system. As we further decrease the laser intensity, the
Keldysh parameter becomes greater than one so that multiphoton ionization dominates,

and the ADK formula will not be applicable.

The semi-log plot of the photoelectron spectrum will show a clear cutoff at 2U, [40].
This cutoff is well explained by a semi-classical model, which assumes that the electron
tunnels out at the maximum of electric field with zero kinetic energy. Subsequently it
is driven by the laser field as a free electron [9]. Since U, is proportional to the laser
intensity we observe that the cutoff shifts to the higher energy region as we increase E
(see Figure 3.13 - Figure 3.15).
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Figure 3.13: A semi-log plot of PES of a 4-cycle sine-square envelope laser pulse ion-
ization of the atom. Ey = 0.068 a.u. ¢ = 5 and wy = 0.05 a.u.
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Figure 3.15: A semi-log plot of PES of a 4-cycle sine-square envelope laser pulse ion-

ization of the atom. Ey = 0.1 a.u. ¢ = § and w; = 0.05 a.u.

3.3.3 Dependence on CEP

We compared the spectra for different CEPs in Figure 3.16-3.19. We can see that from
Figure 3.16-3.17 for a sine-square envelope pulse, the high energy part of the spectrum
for the ¢ = 5 case is enhanced compare to the ¢ = 0 case. This enhancement is stronger
at the higher intensity, which means that at high intensity the spectrum becomes more

sensitive to CEP.

In the case of square-envelope pulse we find that the spectrum is extremely sensitive

Figure 3.16: The PES for a 4-cycle sine-square envelope laser pulse ionization of the

atom. Ey = 0.06 a.u. ¢ = 7 (left panel) and ¢ = 0 (right panel).
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Figure 3.17: The PES for a 4-cycle sine-square envelope laser pulse ionization of the
atom. Ey = 0.08 a.u. ¢ = 7 (left panel) and ¢ = 0 (right panel).
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Figure 3.18: The PES for a 4-cycle square envelope laser pulse ionization of the atom.
Ep =0.07 a.u. and ¢ = 7.

37



1. 60E-05

1. 40E-05

1, 20E-05

1. 00E-05

8. 00E-06

6. 00E-06

M e

0: 00E+00 L/\{ % MM}LMJM MMMM

€

—2. 00E-06

Figure 3.19: The PES for a 4-cycle square envelope laser pulse ionization of the atom.
Ey=0.07 a.u. and ¢ = 0.

to CEP. As we can see in Figure 3.18, for ¢ = 7, the photoelectrons mostly appear in
the low energy region with regular ATI structure. When we switch to ¢ = 0 as shown
in Figure 3.19, the photoelectron spectrum becomes irregular and extends to the high

energy region. The higher energy peaks are not separated by a single photon energy.

From the above observation we conclude that in order to make the spectrum sensitive
to the CEP, two conditions should be met. First of all the laser intensity must be high so
that ionization is in the tunneling region. Secondly the pulse should be very short so that
the spectrum is an accumulation of photoelectrons for only a few cycles. It also appears

that the square envelope is more effective than a sine-square envelope pulse.
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3.4 Comparison between SFA and TDSE Calculation

The transition amplitude introduced by Keldysh in 1965 [20] corresponds to the direct
electron term in the intense field many-body S-matrix theory [5]. It is possible to give a
physical interpretation to this term. Initially the electron is at its ground state. At some
time ¢’ it is kicked into continuum by the laser field, and from then on, it is driven only
by the laser field and assumed not to feel the core potential again (see Figure 1.2). This
is an approximation called the strong field approximation (SFA). The gauge invariance
is destroyed under the SFA. Even though several papers [21, 22, 4] have been done to
resolve the gauge dependence problem, there is still no rule to tell us what gauge we
should choose. The length gauge is generally used in the case of atoms and diatomic
molecules; however, there is still no satisfactory explanation why the length gauge works
better [4].

To test the validity of SFA, we will make a comparison of SFA calculations in the
length gauge with TDSE calculations of the one dimensional model. We calculate the

direct electron term of eq. (2.30)
Iy
(S =Dy =i f dr' W (Vi)
ti
by evaluating the integral numerically. The hope is to find out what are the conditions
for SFA to be valid. First of all we will study the case of half cycle laser pulse.

3.4.1 Half cycle laser pulse

Electron dynamics in a half cycle laser pulse is much simpler than many cycle pulses
because there is no accumulation of transition amplitude from different cycles. The pho-
toelectron spectra for the CEP ¢ = 0 and ¢ = 7 obtained from TDSE calculation are
plotted in Figure 3.21 and Figure 3.24 while those obtained from SFA are given in Fig-
ures 3.22, 3.23 and Figure 3.24. In the case of ¢ = 0, the SFA calculation tends to
underestimate the photo-electron energies. As we can see in Figures 3.21 and 3.22 the
TDSE calculation predicts a spectrum extending to about 6 a.u, but SFA spectrum only

extends to 3.5 a.u. However, the SFA calculation is gauge dependent; we add a constant
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Figure 3.20: Half cycle laser pulses with Ey = 0.073 a.u. The CEPs are ¢ = 0 and ¢ = 3

respectively.
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Figure 3.21: The photo-electron spectrum for half cycle laser pulse ionization of atom.
The CEP is ¢ = 0 and E, = 0.073 a.u. The frequency is w; = 0.05 a.u.
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Figure 3.22: SFA calculation of PES of the atom ionized by a half cycle laser pulse with
Ey =0.073 a.u. and ¢ = 0.
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Figure 3.23: SFA calculation of PES of the atom ionized by a half cycle laser pulse with
Ey =0.073 a.u. ¢ = 0. We add a constant vector in the vector potential through the gauge
transformation eq. 2.4. This new spectrum is the spectrum 3.22 shifted to the positive

direction.
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Figure 3.24: The comparison between PES from SFA calculation and TDSE calculation.
It is a half cycle laser pulse with Ey = 0.073 a.u. ¢ = 7.

vector to the vector potential in Volkov state of eq. (C.5). This constant vector potential
will not change the electric field but it will shift the photoelectron spectrum to higher
energies. As shown in Figure 3.23 we can choose this constant vector potential properly
to match the SFA and TDSE calculations. In general we found the condition A(0) = 0
should be used.

When the laser CEP ¢ = 7, the SFA and TDSE spectra will roughly match as shown
in Figure 3.24. Since the model potential is a long range potential, and within the half
cycle duration the electron density is still concentrated in the region close to core, we
do not expect SFA to be a very good approximation. The high energy portion of the
the numerical spectrum has been greatly suppressed in the case of ¢ = 7. Because most
photoelectrons will be ionized at the peak of the electric pulse with certain kinetic energy
E and after ionization the propagation is due to the vector potential A. The electric field
ends at maximum meaning the vector potential ends at zero. Therefore, the mechanical
momentum of electrons reach minimum at the end of the pulse. Hence high energy

photoelectrons are not generated.
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3.4.2 A four-cycle laser pulse

For a square-envelope four cycle laser pulse the situation is very similar to the half cycle
pulse case. The spectrum is very sensitive to the carrier envelope phase. Here we will
only compare the SFA calculation with TDSE calculation for the pulse that has CEP
¢ = 5. As we can see in Figure 3.25 the SFA calculation underestimates the high energy
region of the photo-electron spectrum. When we increase the laser intensity, the spectrum
extends to higher energy region; however, the SFA still underestimates the high energy
region of the spectrum. This is because the high energy region of the spectrum is due
to the Coulomb effects during ionization. SFA calculations neglect the Coulomb effects.
More explicitly, the SFA calculation does not include the polarization and re-scattering
effects.

In the case of sine-square envelope pulse the SFA calculation has two major devia-
tions from the TDSE calculation. First of all, the SFA calculation underestimates the high
energy region of the spectra. Secondly, the low energy regions of the spectra do not show
regular structures (see Figure 3.26 and Figure 3.27). As in the case of the square-envelope
pulse, we only include the direct electron term in the SFA calculation; however, TDSE
calculation includes both direct and re-scattering electrons. The re-scattering electrons
mainly contribute to the high energy region in the spectra so that SFA tends to underes-
timate the high energy region. In addition, the core potential is a long range potential
so the strong field approximation is not expected to be good even in the tunneling re-
gion for such a short pulse. When the laser pulse is very short, the electron density is
mostly concentrated at the region close to core during the interaction period, especially
for the low energy electrons. If we further increase the laser intensity, better agreement is
found in the intermediate energy region. (See Figure 3.28 and Figure 3.29). For a short
range potential we can get very good agreement in both the low and intermediate energy

regions [3].

3.4.3 Short range potential

The tail of long range atomic potential is the main reason for the failure of SFA spec-

trum in the high energy region. In order to demonstrate this idea we modify the atomic
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Figure 3.25: The comparisons between SFA and TDSE calculation of PES for a 4-cycle
square envelope laser pulse with Ey, = 0.073 a.u. (above diagram) and E, = 0.1 a.u.
(below diagram). ¢ = 7.

44



7. O0E-06

&. D0E-06

5. O0E-06

4. O0E-06

h — NN
3. 00E-06 i

2. 00E-06

1. 00E-06

0. OOE+00

—1. O0E-06

Figure 3.26: The comparison between SFA and TDSE calculation of PES for a 4-cycle

sine-square envelope laser pulse with Ey = 0.073 a.u. ¢ = 0.
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Figure 3.27: The comparison between SFA and TDSE calculation of PES for a 4-cycle
sine-square envelope laser pulse with Ey = 0.073 a.u. ¢ = 7.
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Figure 3.28: The comparison between SFA and TDSE calculation of PES for a 4-cycle

sine-square envelope laser pulse with £y = 0.08 a.u. ¢ = 7.
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Figure 3.29: The comparison between SFA and TDSE calculation of PES for a 4-cycle

sine-square envelope laser pulse with £y = 0.1 a.u. ¢ = 7.
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potential as following:
1 exp(—ax?)
—

V1 + x2 V1 + 12

The constant @ can be chosen as 0 or 1, corresponding to a long range or short range po-

tential, respectively. The comparison between the TDSE and the SFA spectra is shown
in Figure 3.30. As we switch from a long range potential to a short range potential, the
high energy region of photo-electron spectrum obtained from the TDSE is significantly
suppressed. This implies that the electron bounded by a short range potential has less
capability of gaining energy than the electron bounded by long range potential. It hap-
pens because the polarizability of the two systems are different. The atom with a long
range potential will have a larger polarizability. Thus electron will be pulled away from
the core before being ionized, and it will gain large amount of energy. However, for the
electron bounded by a short range potential, the polarizability is small. Thus the electron
cloud will be distorted only a little before ionization, and only small amount of energy is
gained, giving rise to the supression of the high energy region of the spectrum. Later, we
will see that the same reason applies to the molecular ion case.

3.5 The probability current

We also look at the electron probability current during the interaction with the laser
field. Within four cycles the electron will not have time to escape from the region of
calculation. Therefore the total probability in the region should be conserved. We divided
the region into three parts as shown in Figure 3.31. Initially the electron is in the ground
state so that most population is in the core region. After the laser field is turned on,
the population in all three regions will change in time. Because of the conservation of

probability, we have

0

=i 11
atpl J12 (3.11)

where p; is the population in region 1 and j, is the probability current flow through the
boundary 12. Similarly, the rate of change of population in core region is given by

0
——Pcore = J23— ] 3.12
6t’0 J23 — J12 ( )
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Figure 3.31: The space spans from -1024 a.u. to 1024 a.u. We divided the space into
three regions from the left region 1, core region (also region2), region 3. The core region

is 25 a.u. wide.
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We plot the pulse (dark line) in order to take it as reference.
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Figure 3.33: The x-axis is time in atomic unit. The vertical axis is relative current inten-
sity.

We plot the population change as a function of time in Figure 3.32. It is clear that most
ionization occurs at the central peak of the laser pulse. Re-scattering will occur at the
subsequent valley of the pulse. We plot the probability current flow through boundary 12
as a function of time in Figure 3.33. In the region 230 < ¢ < 300, the negative probability
current is an evidence of the re-scattering process. This process is particularly important
for the understanding of high harmonic generation process. We will study this process in
the future.

3.6 Model H; ion

In this section we will study a two-center binding potential given by

‘A/a(X;R) = - 1 - 1 .
UG8 e -5y

This potential can be viewed as a 1-D HJ ion with two nuclei being clamped. The model

(3.13)

is shown schematically in Figure 3.34. The parameter ¢ is added because we want to have
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Figure 3.34: A schematic diagram for the HJ ion. The nucleus is clamped at ig; there-

fore, we only have one degree of freedom.
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Figure 3.35: We plot the first 150 eigenstates of the potential (3.13). Similar to the atomic
case, the bound states have discrete energy levels. The continuous states have positive
energy levels and are sufficiently close to each other so that they can be used as bases for

photoelectron spectra.
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Figure 3.36: Above diagram shows the variation of ground state energy as a function of

internuclear separation. We do not include the nuclear repulsion term in the Hamiltonian.
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Figure 3.37: PES of 4 cycle sine-square envelope pulse ionization of molecular ion.
Ey=0.073, w, =0.05,¢ =0,R=2and g = 0.7.

the flexibility to adjust the ionization potential such that the system becomes comparable
to the atomic case. In this thesis ¢ is set equal to one unless stated otherwise. The
eigenstates of the electron can be found by using the same method as in the atomic case
(see Section 3.2). The energies of the first 150 states are plotted in Figure 3.35. They
are non-degenerate and clearly possess the Rydberg series structure. Compared to the
atomic case, we have one more physical parameter to vary — the internuclear separation
R. The ground state energy as a function of R is plotted in Figure 3.36. Note that we
have not included the nuclear repulsion term in the Hamiltonian which would produce a

minimum potential energy at the equilibrium separation Ry = 2 a.u.

3.6.1 Comparison between H atom and HJ ion

The photoelectron spectra for the hydrogen molecular ion obtained from TDSE calcu-
lation are shown in Figures 3.37, 3.38 and 3.39. All of the trends we observed in the
atomic ionization process are also observed in molecular ionization. For instance, as the

pulse length increase the ATI peaks become sharper (compare Figure 3.37 with Figure
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Figure 3.38: PES of 8 cycle sine-square envelope pulse ionization of molecular ion.
Ey=0.073, w, =0.05,¢ =0,R=2and g = 0.7.

—

—

-

—

-

—

-

-

—_

-

-

—

-

—

-

—_

. OOE+00

. O0E-01

. O0E-02

. O0E-03

. DOE-04

. O0E-05

. O0E-06

. O0E-0F

. O0E-08

. O0E-09

. O0E-10

. O0E-11

. O0E-12

. O0E-13

. O0E-14

. O0E-15

2Up cutoff

Figure 3.39: In semi-log scale, PES of 4 cycle sine-square envelope pulse ionization of
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Figure 3.40: Logarithm of total ionization probability versus electric field strength Ej.
wr, = 0.05, ¢ = 0 and R = 4. We take the pre-exponential factor to be E|, °’2 in the ADK
formula.

3.38. Here g = 0.7 is used because at small internuclear separation we want to have
a molecular system that has approximately the same ionization potential as the atomic
system.) There is also a direct-electron cutoff located at 2U,, (see Figure 3.39, and for
the atomic case see Figures 3.13- 3.15). In general, the PES for the molecular ion and for
the atom have very similar features. In fact it is difficult to distinguish them by observing

the spectra alone.

We plot the total ionization rate as a function of the laser field strength and then fit the
TDSE data with ADK formula in Figure 3.40. Since the ADK formula (2.54) (see also
eq. B.15) is derived in three dimensions and our model is one-dimensional with a soft-
core potential, the pre-factor in ADK formula is unknown. We fit the TDSE calculation
by adjusting the exponent of the pre-factor of ADK formula and find E; 52 gives the best

fit. It is clear the ADK formula describes the trend well.
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Figure 3.41: PES of 4 cycle sine-square envelope pulse ionization of molecular ion.
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3.6.2 Dependence on internuclear separation

The PES at R = 6 a.u. is plotted in Figure 3.41 and the total ionization rate as a function
of internuclear separation is plotted in Figure 3.42. Comparing Figure 3.41 with Figure
3.37, we find that the high energy region of the photo-electron spectrum is greatly en-
hanced at the moderate internuclear separation of R = 6 a.u. From Figure 3.42 where we
plot the total ionization rate as a function of separation, we find a maximum also at R = 6
a.u. This does not happen by accident. Similar maximum have been observed by Zuo

and Bandrauk who explained the phenomena in terms of charge-resonance states [41].

Next we will consider the half-cycle laser ionization spectra shown in Figure 3.43
and 3.44. At small internuclear separation, the spectrum has a single broad peak. As we
increase the internuclear separation an interference pattern emerges (See Figure 3.43).
In the extreme case when the internuclear separation is 20 a.u, the ion is acting like two
hydrogen atoms except the outgoing electron flux will interfere in the way similar to a
double slits experiment (See Figure 3.44).
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Figure 3.44: PES of a half cycle laser pulse ionization. The R = 20 for molecular ion.
wr =0.05 ¢ =0 Ey = 0.073. The PES of atom is multiplied by a factor of 2.

In addition, we notice even in the half cycle pulse case, ionization is maximum at
the moderate internuclear separation (near R = 6 a.u.). There are mainly two factors
competing each other and one tends to increase the ionization probability and the other
tends to decrease the ionization probability. In our case we found as we increase the
internuclear separation the ionization potential decreases (see Figure 3.36). This implies
the electron becomes more and more loosely bound. The decreasing of ionization po-
tential is one factor that tends to increase the ionization probability. On the other hand,
as we increase the internuclear separation the central barrier gets taller and wider so that
it impedes the electron tunneling from one core to another (see Figure 3.45). In another
words, the electron will have much less mobility at large internuclear separation. It will
be trapped within one core. As a result, the bounded electron energy is lowered and the
ionization is suppressed. Both factors will contribute to the ionization rate. Only at the

optimal internuclear separation the ionization rate will reach maximum.
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Figure 3.45: The above diagram shows the change of binding potential as internuclear
separation changes. The horizontal lines are the corresponding ground state energy lev-
els.
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Chapter 4
Conclusion

In this thesis, we have studied the ionization processes of the model H atom and molec-
ular HJ ion. By using these models, we demonstrate the dependence of ionization on
various laser parameters. The laser band width will directly affect the width of the ATI
peaks in the photoelectron spectra (PES), and the laser intensity is shown to be related
to the cutoff of the PES. It is also shown that the CEP becomes significant for ionization
by ultrashort laser pulse of only a few cycles. The high energy regions of the PES are

sensitive to the CEP, especially for the laser pulse with a square envelope.

Secondly, we have compared SFA calculations with TDSE calculations by varying
the physical parameters. The long range nature of the Coulomb field is the main reason
for SFA becoming inappropriate. In general, the SFA tends to underestimate the high
energy region of the spectra. We believe there are two effects that mainly contribute
to this deviation. One is the polarization effect and the other is the re-scattering effect.
These two effects are both neglected in the SFA calculation and indeed, are important for
the ionization from a Coulomb potential. We show that if the Coulomb tail is screened
then the spectra from SFA and TDSE calculations will match very well.

The study of the probability current and population variation indicates that most of
the electrons are ionized near the central peak of the short laser pulse and re-scattering
will occur subsequently. This shows that the electron dynamics can be controlled by an
intense short laser pulse.

In the case of H; ion, we show that the total ionization probability reaches maximum
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at internuclear separation R ~ 6 a.u. At this internuclear separation, the high energy
region of PES is also greatly enhanced. One reason for this is that as the internuclear
separation increases, the central barrier will become taller and wider. At this critical
internuclear distance, the central barrier is still low such that electron can tunnel through
from one core to the other. At the same time, the ionization potential has been lowered

so that the ionization probability is enhanced.

We have also studied atomic and molecular ionization by a half cycle laser pulse. For
H, we find that at large internuclear separation, a half cycle laser pulse will generate

electron waves which interfere in a way similar to a double-slit experiment.

In the future, we will study the ionization of H} ion more in detail. We expect to find
a rigorous explanation of the ionization enhancement. The SFA calculation of HJ ion
will also be carried out and compared with the TDSE calculation. The problem of gauge
dependency in SFA calculation particularly interests me because through the study we

gain deep insight of quantum mechanics.
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Appendix A

Atomic units

In order to change SI units to atomic units we should see how much degree of freedom the
system has. This can be achieved by looking at the dimensionless fine structure constant,

e 1

- 4mey hic

Since fine structure constant is not equal to one, we can only set any three constants out
of four equal to one. Conventionally, we set the numerical values of e = 1, 471y = 1 and
h = 1. The mass of electron m, is a fundamental constant so we can also set m, equal to

one. Thus the speed of light is equal to the inverse of fine structure constant:
1
c=—.
a
Consequently, we can obtain the electric permittivity of free space and magnetic perme-

ability of free space.

1

€ = —

07 4n
Uo = 4na’.

Now we have enough information to rewrite the Maxwell’s equations and Schrédinger

equation in atomic units. Simply replace all the constants appear in the equations, we
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obtain the Maxwell’s equations in atomic units:

V x B = 4na?j + o*—E.
metjtal o

The Schrodinger equations (2.10) and (2.12) become, respectively,

0
ot

0

ot 2

1 A d A_
i—P = [EPZ +A®@) - P|Y + V,(PY,

1 A - 1
i—pl = [—PZ +7-E@0)|¥Y + V,(AY.

In the following table we list some fundamental atomic units.

(A.1)
(A.2)

(A.3)

(A4)

(AS)

(A.6)

Atomic unit for mass m, m, 9.109x103'kg
Atomic unit for angular momentum 7 h 1.054x107%*kg - m?/ s
Atomic unit for charge e e 1.602x10°1°C
Atomic unit for length aq h2e? | [Aneym,] ™! 0.592x1070m
Atomic unit for time 7o [4rehaol [¢*] 2.419x107'7s
Atomic unit for energy g e* | [4neyan]™ 4.360x107'187
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Appendix B

Tunneling ionization of hydrogen atom

Consider a hydrogen atom present in a spatial homogeneous static electric field. The

electric field is along positive z direction. We can write the Schrodinger equation for this

system:

1 1
——V?P——+ZE0D)|¥ =¥
2 r

This above equation is separable in parabolic coordinate system:

X = @cow&
y = Vénsing

c= 2
r= €+

The equation B.1 in parabolic coordinates takes the following form:

2
o =

ﬁ(Eﬁ) + 2(77 i )]

E+nloeoe " an oy
1 & 2 ¢E-—n

The wave function can be written as:

WEn.0) = 1O o exptimg) = XL exptimg)
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Substitute the above wave function into equation B.3 we obtained the following equa-

tions:
d* l-m?> 1+¢ E¢ € 3
8_§¢(§)+[ 12 + ¢ —T+§]90(§)—0
0? 1-m?> ¢ En
(9_772)((77) + [—4772 - 5 T )(( ) = (B.5)

If we assume initially the hydrogen atom is at ground state and after applying the electric
field the atom is still in ground state with energy unchanged then we could obtain the
separation constant { = —%. The magnetic quantum number m = 0. Hence the following

equations are obtained:

i 1 E¢& 1
O+ [452 + 55 —- —]90(6)
2 1 1 Ep 1
P X)) + o + e t T Z]X(U) =0 (B.6)

The ground state wave function of hydrogen takes the following form:

Y. ¢) = \/%e " (B.7)

Note that in order to go from equation B.5 to equation B.6 we should assume the Coulomb
field is very strong in the region close to atomic nucleus so that external electric field can
be neglected. Hence we substitute the ground state wave function of hydrogen atom into
B.5 to obtain the constants ¢ and m. The next step will be using WKB approximation
to find the exponential decay factor inside the potential barrier. Here ¢(¢) is bounded
in all space (see Figure B.1), so it can be approximated by hydrogen ground state wave

function. Hence we only need to worry about the wave function y (7).

Within the potential barrier the wave function has the following form:

C 17
wm =~ exp [— f |p|dn] (B.8)
Vipl -

Where p is defined as:

1 1 Ep 1
p=ql—+—t 22 (B.9)
4n 2n 4 4

65



The point 779 is so chosen such that Coulomb field is very strong and external electric
field can be neglected. Hence by matching the boundary condition at this point we can

obtain the pre-factor:

C = o VIp(o)le 2™ (B.10)

. The wave function outside the barrier after tunneling will become:

1 _f" i ]
—exp|i pdn + —n (B.11)
2 [ 3 4

The exponential factor inside curly bracket contains an integration over the potential

xm = {—WVIp(no)le‘5"°eXP[— f ) \pldn
1o

barrier which is approximately from 7, to the right classical turning point n = % This
factor will responsible for the tunneling ionization rate. In order to evaluate this integral
the following approximation is used:

1 2 1 1 |
~—|1-2—En~=+1—-En— —(1-En)2 B.12
Ipl > , nx 3 n 277( n) ( )

Because the electric field is alone positive z direction, we expect the ionized electron
current will flow in the negative z direction and mostly concentrated near the z axis. In
another words, the velocity of the electron in z direction will be much larger than the
velocity perpendicular to z direction. Hence we calculate the total ionization rate by
summing up the probability flux through an imaginary circular plane that perpendicular

to z axis at infinitely far:

27 00
Wion :f d¢f dpp.]z (Blg)
0 0
Where the probability current is given by:
- 1¢%é) d'(m) . dx(np)
s [X(n) L —x(n)*—”] (B.14)
m g dn dn

Substitute B.11 and use hygrogen wave function for ¢(£) we obtain the tunneling ioniza-
tion rate for ground state hydrogen atom:

Wion = 4 2 (B.15)
ion = T €XP 3E .
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Figure B.1: Effective potentials for equation B.6. The wave function ¢(¢) is bounded
so it can be approximated by hydrogen ground state (right). The wave function y(n) is
quasi-static. The probability of tunneling through the potential barrier can be calculated

by WKB approximation.(left)

For an arbitrary atom instead of using ground state wave function, we can use the asymp-
totic form of the general hydrogen wave function to match the boundary condition at
point 170. Single active electron approximation is always assumed in this case and the

many electron effect is taken into account by effective quantum number([1].
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Appendix C

The Volkov state of electron

We start from the Schrodinger equation of a free electron in a spatially homogeneous
electric field in the Coulomb gauge, (eq. (2.1) in a.u. with V,=0)

0 1 S

—¥ = —[-iV + A()]*¥ C.1
i 2[ iV +A(@)] (C.1)
Introduce the Kramers-Henneberger transformation[23]

t

Y =exp [—% fA(T)sz

The new equation becomes the free wave equation

0. 1,
im V= 2Vz,// (C.3)

t

exp[-V - f A(T)dr] . (C.2)

with a plane wave solution. Hence the Volkov solution in the Coulomb gauge is

2

t
g k - = l
¥ = exp [ik - it =i f (A(T) k+ 5Az(r)) dr|, (C.4)

which is the same as eq.(2.14). The Volkov solution in length gauge is given by the gauge
transformation (2.6) with y(7, 1) = —7- A(f):

2 t
W' = exp|i(k+ A1) 7 - i%t —i f (X(r) K+ %A%)) dr (C.5)
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t
Notice the time dependent phase factor exp[—i f %Az(r)dr] give rise to a shift in the total
energy. The time average of the energy shift is called the pondermotive potential. This
potential corresponds to a quivering energy of the electron which will be returned to the

radiation field after the interaction is over.

The canonical momentum of the electron is k. It is invariant during the interaction.
The mechanical momentum is  + X(t). It is the actual momentum that we measure in the
experiment. As we can see the motion of electron in the continuum follows Newton’s

equation of motion.
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Appendix D

Adiabatic approximation

The following equation describes a charged particle in the presence of both atomic po-
tential and electromagnetic radiation

0 1 . .
ZE\P = —EVZ\P + V¥ +7-EQ)Y. (D.1)

We want to reduce the equation to the following form:
1 ~ »
ety = —EVZ‘I” + V¥ + 7 E@)Y (D.2)

Now assume at any instant of time we can find eigenfunctions ¥/, so that they form a
complete and orthogonal basis. Then we can expand the true wave function in terms of

these time-varying basis functions.

Y= a0, exp(—i f en(t')dt'). (D.3)

If we substitute the expansion into the original equation, the following system of differ-
ential equations can be obtained

. . ’ ’ ’ 4 a !’
Cp = — g,, ca(t) exp [l fdt (en(t') — €u(t ))] <le|E|\Pn> D4
Applying the transformation:
’ ’ ’ 8 4 ’
¢y = ¢, exp [ f di' (¥, | =¥, (0 )>]
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0
/l — n_-\P/_\I]l lj
€,(1) = € — K ,,Iatl )
4 7 ’ 4 a 7 ’
P =W exp [— fdt (‘Pnla—tl‘l’n(l ))] ,
the system of differential equations become:

)
== Z ¢, (1) exp [i f dr' (e, (') - e,’,(t’))] (Fol = 1¥). (D.5)

n¥m

The matrix element

0 \I[Ila,ﬂl}]l/
ot €, — €,

It is very small because the change of Hamiltonian in time is slow compare with the
characteristic frequency of the electron oscillation. The first order approximation is ob-
tained by setting c;(?) equal to J,,, where the subscript s labels the initial state of the
wave function and the following solution is obtained.

w19 /I:I gy
c () = fdt’w exp (ifdt"(e,’n - e;))
€

m — €

¢’ = constant.

This solution suggests that if initially the electron is in state s to first order approximation

the system will remain in state s as the Hamiltonian changing in time.

Recall in the SFA approach we have the tunneling condition Z—g V21, < 1. This can
be rewritten as

wr Eatom
21, E,

< 1, (D.7)

where the quantity E,., = (21,)*? is defined to be the characteristic electric field
strength for a bounded electron. We can see from eq. (D.7) that the tunneling con-
dition is actually a simultaneous fulfillment of two conditions. The first condition is
;’Ti < 1, which implies that the adiabatic approximation eq. (D.6). The second condi-
tion is EE—’O’" ~ 1, which implies the external electric field strength is comparable to the

characteristic atomic binding field strength.
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