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Abstract

In recent years, carbon nanotubes (CNTs) have emerged as one of the best field

emitters for a variety of technological applications. The field emitting cathodes have

several advantages over the conventional thermionic cathodes: (i) current density

from field emission would be orders of magnitude greater than in the thermionic

case, (ii) a cold cathode would minimize the need for cooling, and (iii) a field emit-

ting cathode can be miniaturized. In spite of good performance of such cathodes,

the procedure to estimate the device current is not straight forward and the re-

quired insight towards design optimization is not well understood. In addition, the

current in CNT-based thin film devices shows fluctuation. Such fluctuation in field

emission current is not desirable for many biomedical applications such as x-ray

devices.

The CNTs in a thin film undergo complex dynamics during field emission, which

includes processes such as (i) evolution, (ii) electromechanical interaction, (iii) ther-

moelectric heating, (iv) ballistic transport, and (v) electron gas flow. These pro-

cesses are coupled and nonlinear. Therefore, they must be analyzed accurately from

the stability and long-term performance point of view. In this research, we develop

detailed physics-based models of CNTs considering the aspects mentioned above.

The models are integrated in a systematic manner to calculate the device current

by using the Fowler-Nordheim equation. Using the models, we were able to capture

the fluctuations in the field emission current, which have been observed in actual

experiments. A detailed analysis of the results reveals the deflected shapes of the

CNTs in an ensemble and the extent to which the initial state of geometry and

orientation angles affect the device current.

In addtion, investigations on the influence of defects and impurities in CNTs on
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their field emission properties have been carried out. By inclusion of defects and

impurities, the field emission properties of CNTs can be tailored for specific device

applications in future. For stable performance of CNT-based field emission devices,

such as x-ray generators, design optimization studies have been presented. It has

been found that the proposed design minimizes transience in field emission cur-

rent. In this thesis, it has been demonstrated that phonon-assisted control of field

emission current in CNT based thin film is possible. Finally, experimental studies

pertaining to crosstalk phenomenon in a multi-pixel CNT array are presented.
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Chapter 1

Introduction

1.1 Background

Electron sources play an important role in electronic devices. The conventional

mechanism used for electron emission is thermionic in nature. In this case, some

of the electrons that are bound to the cathode material gain sufficient thermal

energy to overcome the binding forces within the cathode and appear as free elec-

trons outside the cathode. As the temperature is further increased, the number

of electrons that are emitted also increases, therefore, showing strong dependence

on the temperature of the cathode material (in addition to its work function).

The energy-band diagram for thermionic emission is shown in Fig. 1.1 . A neces-

sary condition for emission to take place is that the electrons must possess energy

X = EF + Φ, where EF is the Fermi level energy and Φ is the work function of

the cathode material. The thermally emitted current density (Jth) is given by the

Richardson-Dushmann equation,

Jth = AthT
2 exp

(
− Φ

kT

)
, (1.1)
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Figure 1.1: Energy-band diagram for thermionic emission.

where T is the temperature, k is the Boltzmann’s constant and Ath is a constant,

which depends on surface forces, material processes and surface roughness. The

advantage of these hot cathodes is that they work even in environments containing

a large number of gaseous molecules. However, thermionic cathodes in general

have slow response time and they consume high power. Besides, the cathodes have

limited lifetime due to mechanical wear. In addition, the thermionic electrons have

random spatial distribution. As a result, fine focussing of electron beam is very

difficult. This adversely affects the performance of some devices such as x-ray

tubes where a small focal point is necessary to obtain high-resolution image(s).

An alternative mechanism to extract electrons is field emission, in which elec-

trons near the Fermi level can tunnel through the energy barrier and escape to the

vacuum under the influence of a sufficiently high external electric field. The elec-

tron tunneling due to high electric field is shown in Fig. 1.2 [1]. In the figure, the

slope of the potential energy corresponding to the externally applied electric field

is very steep. The electrons inside the cathode see on the boundary an equivalent

potential barrier that has a very small width. Therefore, an electron possessing an
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Figure 1.2: Potential energy diagram illustrating the effect of an external electric

field on the energy barrier for electrons [1].

energy in the vicinity of the Fermi level now has a finite probability of tunneling

through the surface potential barrier and escaping from the cathode.

The physics of field emission from metallic surfaces is well understood. The

current density (J) due to field emission from a metal surface is usually obtained

by using the Fowler-Nordheim (FN) equation [2], which is expressed as

J =
BE2

Φ
exp

(
− CΦ3/2

E

)
, (1.2)

where E is the electric field, and B and C are constants. It is important to note

that field emission current is independent of the temperature of the cathode. There

are several advantages associated with field emission cathodes (also called cold

cathodes).

(i) They have faster response time than the heated filaments (thermionic). As

no heating is required, field emission cathodes start emitting the instant an
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extraction field is applied. They are particularly suitable for applications,

which require instant ’on’;

(ii) They consume less power because they do not require a power supply to heat

the cathode(s). Here it is important to mention that there are issues related

to the efficieny of extraction field. Nevertheless, these cathodes seem more

appropriate for portable applications, which operate on battery power and

where saving every unit of power is important;

(iii) These cathodes have longer life because there is no heating of the source since

the emission current is almost solely controlled by the external field.

However, field emission cathodes require ultra-high vacuum (UHV) ambience for

operation as they are highly affected by the gaseous molecules present during the

field emission.

The key to the high performance of a field emission device is the behavior of

its cathode. In the past, the performance of cathode materials such as Spindt-type

emitters and nanostructured diamonds for field emssion has been studied by Spindt

et al. [3], Gotoh et al. [4], and Zhu [5]. However, the Spindt type emitters suffer

from high manufacturing cost and limited lifetime. Their failure is often caused by

ion bombardment from the residual gas species that blunt the emitter cones [4].

On the other hand, nanostructured diamonds are unstable at high current densi-

ties [5]. Carbon nanotube (CNT), which is an allotrope of carbon, has potential

to be used as cathode material in field emission devices. CNTs can essentially be

thought of as a layer of graphite rolled-up into a cylinder. There are two types of

CNTs: single-walled nanotubes (SWNTs) and multi-walled nanotubes (MWNTs).

SWNTs and MWNTs differ in the arrangement of their graphene cylinders. These

two types of CNTs are shown in Fig. 1.3 [6]. Furthermore, the CNTs in a thin
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(a) (b)

Figure 1.3: (a) Structure of SWNTs. (b) Structure of MWNTs [6].

film/array can be either aligned or random (see Fig. 1.4) [7]. Since their discovery

by Iijima in 1991 [8], extensive research on CNTs has been conducted. Field emis-

sion from CNTs was first reported in 1995 by Rinzler et al. [9], de Heer et al. [10],

and Chernozatonskii et al. [11]. Field emission from CNTs has been studied ex-

tensively since then. With significant improvement in processing techniques, CNTs

are currently among the best field emitters, and their application in field emis-

sion devices, such as field emission displays, gas discharge tubes, nanolithography

systems, electron microscopes, lamps and x-ray tube sources has been successfully

demonstrated [12]-[14]. The remarkable field emission properties of CNTs are at-

tributed to their geometry, high thermal conductivity, and chemical stability, which

will be discussed later in this thesis. In addition, the fact that carbon has very low

sputter coefficients, is advantageous because an electron source is usually bom-

barded by positive ions. Studies have also reported that CNT sources have a high

reduced brightness and their energy spread values are comparable to conventional

field emitters and thermionic emitters [15].
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Figure 1.4: (a) Aligned CNTs. (b) Random CNTs [7].

1.2 Problem Statement

Field emission performance of a single isolated CNT is found to be remarkable, and

as discussed earlier, this is due to structural integrity, high thermal conductivity,

chemical stability and geometry of the CNTs. CNTs can be used as electron sources

either in single or in multiple electron beam devices. In a single electron beam

device, one can use a single CNT to produce an electron beam, whereas a continuous

or a patterned film of CNTs is required to produce several independent electron

beams. However, the situation becomes highly complex for cathodes comprising of

an ensemble of CNTs, where the individual CNTs are not always aligned normal

to the surface of the substrate. Figure 1.5 shows a scanning electron microscope

(SEM) image in which the CNT tips are oriented in random manner. This is

the most common situation, which can evolve from an initially ordered state of

uniformly distributed and vertically oriented CNTs. Such evolution process must
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Figure 1.5: SEM image showing randomly oriented tip of CNTs in a thin film.

 

Ht 
Sp 

Figure 1.6: In an ideal situation, Sp/Ht > 1 for no screening.

be analyzed accurately from the view point of long-term performance of the device.

Interests towards such an analysis and design studies stem from the problem of

precision biomedical x-ray generation.

Till date, some studies have reported experimental observations on CNT thin

films [16]. However, from mathematical, computational and design viewpoints, the

models and characterization methods are available only for vertically aligned CNTs

grown on patterned surface [17], [18]. In a CNT film, the array of CNTs may ideally

be aligned vertically. However, in this case it is desired that the individual CNTs

be evenly separated in such a way that their spacing is greater than their height

to minimize the screening effect (see Fig. 1.6) [1]. If that is not followed, then the

electric field on each CNT is shielded by neighboring CNTs, resulting in restrained
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Figure 1.7: Simulation of equipotential lines of the electrostatic field for varying

distances between neighboring CNTs [19].

field penetration as shown in Fig. 1.7 [19]. On the other hand, if the screening effect

is minimized, then the emission properties as well as the lifetime of cathodes are

adversely affected due to significant reduction in density of CNTs. For the cathodes

with randomly oriented CNTs, the field emission current is produced by two types of

sources: (i) small fraction of CNTs that point towards the current collector (anode)

and (ii) oriented CNTs subjected to electromechanical forces causing reorientation

due to the curved and flexible nature of CNTs. As often inferred [1], the advantage

of the cathodes with randomly oriented CNTs is that always a large number of

CNTs take part in the field emission over a longer period of time. This is unlikely

in the case of cathodes with uniformly aligned CNTs. Due to this reason, thin film

of randomly oriented CNTs will also be considered in the present study.

As mentioned earlier, detailed model and subsequent characterization method

are currently not available for CNT thin films, where the array of CNTs may un-

dergo complex dynamics during the process of charge transport, which includes (i)

evolution, (ii) electromechanical interaction, (iii) thermoelectric heating, and (iv)

ballistic transport. These processes are coupled, nonlinear, and multiphysics in

their nature. In the majority of analytical and design studies, it is usual practice
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to employ the classical FN equation for field emission from metallic surface, with

correction factors, to deal with the CNT tip geometry. The effect of degradation

and fragmentation of CNTs during field emission should be considered and an evo-

lution model should be developed. Also, in order to account for the oriented CNTs

and interaction between themselves, it is necessary to consider the space charge

and the electromechanical forces responsible for realignment. In addition, the cou-

pled electron-phonon transport may produce temperature spikes. The temperature

can significantly influence the electrical conductivity. Therefore, thermodynamics

of electron-phonon interaction should also be included while developing a mathe-

matical model. Some of the related factors are also important from device design

considerations.

In addition to the problems discussed above, different kinds of defects and im-

purities are inevitably introduced in CNTs due to the lack of complete control

over CNT synthesis process. Till date, studies have mainly been carried out on the

types of defects and impurities in CNTs [20]. However, not much is known as to how

these defects affect the field emission properties of CNTs. For a clear understand-

ing, a system level modeling approach incorporating structural defects, vacancies or

charge impurities is missing. This study is important because by intoducing defects

in CNTs, their properties can be tailored for certain applications.

In the conventional approach, a DC bias voltage is applied in order to observe

field emission. It has not been demonstrated so far that phonon-assisted control of

field emission current in CNT-based thin film is possible.

In addition to the problems discussd above, leaking of current from one circuit

to the neighboring circuit (also known as crosstalk) is very common in field emission

devices. In many field emission devices where multiple pixels of CNTs are used,

crosstalk is undesirable. Not much has been reported about crosstalk in multi-pixel
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field emission devices. These investigations led to the setting of research objectives

for this study, which are outlined in the next section.

1.3 Research Objectives

The following objectives are defined for this thesis:

Objective 1: To develop a multiphysics model for characterization of field emis-

sion from CNT thin films.

This objective is the core of this thesis. To achieve this objective, models for the

processes of evolution, re-orientation (self-assembly of CNTs), electromechanical

interaction among the CNTs in the film, and thermodynamics of electron-phonon

interaction are developed. These models are coupled in a systematic manner and

the field emission current is computed. From a system perspective, such a detailed

study proves to be helpful in understanding the reason behind the experimentally

observed fluctuation in the device current, which is undesirable for applications such

as precision x-ray generation biomedical devices. To this end, we show experimental

results and quantitative comparison with simulations confirming the reorientation

and degradation of the CNTs.

Objective 2: To model the effect of defects and impurities on field emission

performance of CNT arrays.

The formulation and results to be obtained for the abovementioned case are

for ideal CNTs, which are without defects. The effect of defects and impurities is

modeled by employing a Green’s function based approach. A two-step approach is

adopted in this case. First, a concept of effective stiffness degradation for CNTs is

introduced, which is due to structural defects. Then, we incorporate the vacancy
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defects and charge impurity effects in our Green’s function based approach. Based

on this procedure, the impact of the defects and impurities on the field emission

current has been computed.

Objective 3: To optimize the design of field emission from a stacked CNT array.

This objective is achieved by introducing two additional gates on the edges of the

cathode substrate. The height of CNT is varied linearly as opposed to the uniform

distribution, which is the general case. The field emission current is simulated for

this configuration and compared with the uniformly distributed case.

Objective 4: To prove/demonstrate that phonon-assisted control of field emission

current in a CNT-based thin film is possible.

To achieve this objective, a novel approach is proposed where a frquency de-

pendent electric field is applied so that mode specific propagation of phonons, in

correspondence with the strained band structure and the dispersion curves, takes

place. This is a first approach of its kind, which gives a clear indication that

phonon-assisted control of field emission current in CNT-based thin film is possi-

ble.

Objective 5: To investigate the crosstalk phenomenon during field emission in a

multi-pixel CNT array.

This objective is achieved by using one CNT source and multiple anodes as

opposed to the traditional multiple CNT sources and multiple gates/anodes. The

effect of increasing the number of directions was analyzed and the optimal distance

between neighboring gates/anodes in order to avoid crosstalk was obtained.

11



1.4 Organization

The remainder of the thesis will be organized as follows. Chapter 2 will provide

a review of synthesis, properties and role of various processes in the degrada-

tion/fragmentation of CNTs. In Chapter 3, a multiphysics model is proposed, which

takes into account the nucleation coupled model for CNT degradation, electro-

mechanical forces, and thermodynamics of electron-phonon interaction. The dis-

placement of the CNT sheet due to flow of electron gas on its surface is modeled

in Chapter 4 with the help of quantum-hydrodynamic formalism, Maxwellian elec-

tromagnetics and mechanics of CNTs. Chapter 5 presents the experimental setup,

computation scheme for solving the model, numerical simulations and their com-

parison with experimental results. Chapter 6 is a conclusion with recommendations

for further studies.

12



Chapter 2

CNT Background

2.1 Introduction

In the previous chapter, the techniques of electron emission were reviewed and

advantages of field emission over conventional thermionic emission were discussed.

It was argued that CNTs are among the best field emitters currently available.

The purpose of this chapter is to provide further justification to the significance

of CNT based field emitters. This chapter is organized as follows. Section 2.2

will discuss different synthesis and purification techniques of CNTs. Section 2.3

discusses the electrical, electronic, mechanical and thermal properties of CNTs. In

Section 2.4, significance of field emission as a characterization tool for CNTs is

illustrated. The role of various physical processes in degradation of CNTs will be

reviewed in Section 2.5. Section 2.6 contains general concluding remarks.
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Figure 2.1: Schematic diagram of arc-discharge technique of producing CNTs.

2.2 Carbon Nanotube Synthesis Techniques

For synthesis of defect-free CNTs of macroscopic lengths in desired quantities, de-

velopment of reliable synthesis techniques are essential. Controlling the chirality of

CNTs for a specific application is very challenging. The state-of-the-art synthesis

techniques produce statistical distributions of chiralities, and hence, electrical prop-

erties [21]. In general, following three techniques are used for synthesizing CNTs:

(i) carbon arc-discharge technique; (ii) laser-ablation technique; and (iii) chemical

vapor deposition (CVD) technique. The three techniques are discussed in detail

below.

2.2.1 Carbon Arc-Discharge Technique

In the carbon arc-discharge technique, two carbon electrodes are kept in a vacuum

chamber. The electrodes are used to generate an arc by DC current. An inert

gas is supplied to the chamber to increase the speed of carbon deposition. After

the stabilization of pressure, the power supply is turned on (about 20V) and the

14



positive electrode is gradually brought closer to the negative electrode to strike the

electric arc. The electrodes become red hot and a plasma forms. The rods are

kept about a millimeter apart upon stabilization of the arc. During this period,

the CNT deposits on the negative electrode. The power supply is cut-off and the

machine is left for cooling once a specific length is reached. Figure 2.1 shows

the schematic diagram of the arc-discharge technique. The two most important

parameters to be taken care of in this method are: (i) the control of arcing current;

and (ii) the optimal selection of inert gas pressure in the chamber [22]. Using arc-

discharge technique, MWNTs were first discovered by Iijima [8] in 1991 when he

saw very thin and long tubes of pure carbon under electron microscope. The growth

of SWNTs for the first time was desmonstrated by Iijima and Ichihashi [23] and

Bethune et al. [24] in 1993 using arc-discharge technique. Arc-discharge technique

produces high quality CNTs. While MWNTs do not need a catalyst for growth,

SWNTs can only be grown in presence of a catalyst. MWNTs can be obtained by

controlling the pressure of inert gas in the discharge chamber and the arcing current.

The by-products are polyhedron shaped multi-layered graphitic particles in case of

MWNTs. Li et al. [25] synthesized SWNTs by modifying the arc-discharge method

and by using FeS as a promoter. As evaluated by scanning electron microscopy,

thermogravimetric analysis, and Raman spectroscopy, the synthesized SWNT fibers

were 80% pure by volume. Later, Paladugu et al. [26] demonstrated that CNTs

can be synthesized by arc-discharge in open air. As their method does not require

a controlled atmosphere, therefore, the cost of production may be reduced.

2.2.2 Laser-Ablation Technique

Intense laser pulses are utilized in the laser-ablation technique to ablate a carbon

target, which in the presence of an inert gas and catalyst forms CNTs. Figure 2.2
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Figure 2.2: Schematic diagram of laser-ablation technique of producing CNTs.

shows the schematic diagram of the laser-ablation technique. An analysis by X-ray

diffraction (XRD) and transmission electron microscopy (TEM) revealed that the

SWNTs produced by Thess et al. [27] using laser-ablation were ropes (or bundles) of

5 to 20 nm diameter and tens to hundreds of micrometers of length. It was found by

Arepalli et al. [28] that individual nanotubes of lengths tens of microns are formed

in the vicinity of the target at the beginning, which subsequently coalesce into

bundles. Based on spectral emission and laser-induced fluorescence measurements,

Scott et al. [29] suggested that the carbon for the formation of CNTs comes from

direct ablation as well as from carbon particles suspended in the reaction zone. In

addition, the confinement of CNTs in the reaction zone within the laser beam leads

to the purification and annealing of CNTs by laser heating. By using high vacuum

laser-ablation, multi-layered MWNTs were grown selectively by Takahashi et al. [30]

by dispersing graphite powder on a Si (100) substrate. In general, the amount

and type of catalysts, laser power and wavelength, temperature, pressure, type of

inert gas present, and the fluid dynamics near the carbon target are some of the

parameters that determine the amount of CNTs produced [31]. The by-products

of SWNTs in case of arc-discharge and laser-ablation techniques are fullerenes,

graphitic polyhedrons with enclosed metal particles, and amorphous carbon [31].
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Figure 2.3: Schematic diagram of CVD technique of producing CNTs.

2.2.3 Chemical Vapor Deposition Technique

In CVD, energy is imparted to hydrocarbons (the commonly used sources are

methane, ethylene, and acetylene) to break them into reactive radical species in

the temperature range of 550-750◦C. These reactive species diffuse down to a

heated and catalyst coated surface where they remain bonded. As a result, CNTs

are formed. Figure 2.3 shows the schematic diagram of the CVD technique. The

commonly used energy sources are electron beam and resistive heating. By cat-

alytic decomposition of acetylene over iron particles at 700◦C, microtubules of up

to 50 µm length of CNTs were synthesized by Yacaman et al. [32]. Vardan and

Xie [33] developed a CVD technique, which used microwave energy for synthesizing

MWNTs. The use of acetylene as the hydrocarbon and cobalt as the catalyst at a

temperature of 700◦C resulted in MWNTs with 26 layers and average diameter of 20

to 30 nm. A sequential combination of radio frequency plasma-enhanced CVD (RF

PECVD) and thermal CVD was used by Park et al. [34] to synthesize CNTs from

acetylene and hydrogen gas mixture on stainless steel plates. Wei et al. [35] used

CVD with gas-phase catalyst delivery to direct the assembly of CNTs in a variety of

predetermined orientations, building them into one-, two-, and three-dimensional
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arrangements. The key parameters that affect the synthesis of CNTs by CVD

include the nature of hydrocarbons, catalysts, and the growth temperature.

2.2.4 Purification

In all the three synthesis techniques mentioned above, the CNTs come with a

number of impurities. The type and amount of impurities depend on the synthesis

technique that was used to produce CNTs. The purity of CNTs can be analyzed

by spectroscopic techniques. For example, Raman spectroscopy is commonly used

for qualitative evaluation of purity of CNTs, while near infrared spectroscopy can

be used for the quantitative assessment. Carbonaceous materials are the most

common impurities observed. The other types of impurities include metals. As

carbonaceous impurities have high oxidation rates, the impurities in the carbon

arc-discharge technique can be purified by oxidation. Generally, two approaches

are followed for purification by oxidation: (i) gas phase oxidation, and (ii) liquid

phase oxidation. Ebbesen et al. [36] used gas phase oxidation for purification of

CNTs. As low yield of purification was observed by them, therefore, liquid phase

oxidation for better homogeneity was tried by Hiura et al. [37]. Xu et al. [38]

developed a process for purification of SWNTs grown by CVD of carbon monoxide

that included sonication, oxidation, and acid washing steps. For MWNTs grown

by CVD, Biro et al. [39] used wet and dry oxidation to remove impurities and

traces of catalysts. Several other techniques have been proposed to purify CNTs.

However, they may change the electrical and mechanical properties of CNTs since

the structural surfaces of CNTs are modified after purification. Therefore, current

research focus is on producing high purity CNTs directly.
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2.3 Properties of Carbon Nanotubes

In general, an overview of their properties is very important because the applica-

tions of CNTs are related to some of their specific properties. For example, CNTs

can be used as hydrogen storage media because they have the ability to elastically

sustain loads at large deflection angles. It enables them to store or absorb consid-

erable energy [40]. It has been theoretically predicted that the properties of a CNT

are sensitively dependent on the tube diameter (d) and chiral angle (θ) [41], [42].

Depending upon these two parameters, a CNT can be either metallic or semicon-

ducting. The diameter and the chiral angle can be obtained by an integer pair

(n,m) using following equations [43]:

d =
a
√
m2 +mn+ n2

π
(2.1)

θ = tan−1

[ √
3n

2m+ n

]
(2.2)

where a is the lattice constant in the graphite sheet. The relation between n and

m defines following three categories of CNTs:

(i) armchair (n = m and chiral angle equal to 30◦);

(ii) zigzag (n = 0 or m = 0 and chiral angle equal to 0◦); and

(iii) chiral (other values of n and m and chiral angles between 0◦ and 30◦) [44].

Fig. 2.4 shows all three categories of CNTs [45]. All armchair nanotubes are metals,

as well as those with n − m = 3j (j being a nonzero integer). All others are

semiconductors, which have the band gap that is inversely related to the diameters

of the nanotubes [46]. MWNTs are either nested CNT shells [47] or have cinnamon

roll like structure [48].
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Figure 2.4: (a) Armchair, (b) zigzag and (c) chiral CNTs [45].

The dielectric responses of the carbon nanotubes are found to be highly anisotropic.

Owing to their nearly one dimensional electronic structure, the electronic transport

in metallic SWNTs and MWNTs occurs ballistically (without scattering) over long

lengths. This enables nanotubes to carry high currents with negligible heating [49].

It was observed through experiments by Wei et al. [50] that MWNTs can carry

high current densities up to 109-1010 A/cm2 and can conduct current without any

measurable change in their resistance or morphology for extended periods of time

at temperature up to 250◦C. This points to the potential of CNTs as intercon-

nects in large-scale integrated nanoelectronic devices. However, gas adsorption and

collisions affect the electrical transport in SWNTs. It was observed that the gas

collisions with the nanotube wall increase thermoelectric power and resistivity [51].

The electrical and electronic properties of nanotubes are affected by distortions

like bending and twisting. Pentagon-heptagon pair is introduced in CNTs by bend-

ing, which results in metal-metal and semiconductor-metal nanoscale junctions that
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can be used for nano-switches [52]. The effect of bending becomes important when

bending angles are more than 45◦. At this stage, kinks appear in the structure

of the tube, resulting in the reduction in conductivity of CNTs [53]. However,

the presence of a metal nanowire inside the nanotube greatly suppresses the tube-

buckling instability. In this case, increased tube diameter leads to an increase in

the bending strength [54]. A band gap opens upon twisting, which turns metallic

CNTs to semiconducting. CNT structures collapse when twisted above a certain

angle [55]. Also, superconductivity in SWNTs has been observed but only at low

temperatures [56]. Doping of CNTs provide various possibilities for controlling

their physical properties. Doped CNTs can find applications in nanoelectronics,

spintronics, field emission, nonlinear optics, and chemical sensors [57].

Mechanically, CNTs are currently the strongest known fibers because the carbon-

carbon bond observed in graphite is one of the strongest in nature. Elastic prop-

erties of CNTs can be obtained from experiment by assuming them as structural

members. The Young’s modulus (a measure of stiffness) of individual MWNTs

was first determined by Treacy et al. [58]. They estimated the Young’s modulus of

isolated CNTs by measuring the amplitude of their intrinsic thermal vibrations in

TEM. The average value of Young’s modulus was found to be 1800 GPa. Atomic

force microscopy (AFM) was used by Wong et al. [40] to determine the mechanical

properties of MWNTs by pinning them at one end to molybdenum disulfide sur-

faces. The average value of Young’s modulus was found to be 1280 GPa. Falvo et

al. [59] observed that MWNTs can be bent repeatedly through large angles with-

out undergoing catastrophic failures by using the tip of an atomic force microscope.

All these studies suggest that multilayered CNTs are very strong in nature and are

remarkably flexible and resistant to fracture when subjected to large strain. Later,

Gaillard et al. [60] showed that the Young’s modulus can be measured in individual
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CVD grown MWNTs by electrostatically driving it into resonance. The bending

modulus was found relatively more sensitive to wall defects than the nanotube di-

ameter. However, a comparison of these studies indicates that the values of the

mechanical parameters are quite confusing. For instance, a study by Lourie and

Wagner [61] reported the Young’s modulus of SWNTs as 2800-3600 GPa and that of

MWNTs as 1700-2400 GPa; whereas studies by Yu et al. [62] reported the Young’s

modulus of SWNTs between 320-1470 GPa and that of MWNTs between 270-950

GPa. The reason behind different numerical values is that some researchers use the

total occupied cross sectional area for defining the Young’s modulus, while others

use the much smaller van der Waals area. Because of their low density (1.3 g/cm3),

materials made of nanotubes are lighter. At the same time, they are more durable.

As CNTs have very high aspect ratio, CNT structures are susceptible to structural

instability. However, SWNTs have better defined shapes of cylinder than MWNTs,

and hence, have less possibilities of structure defects. Therefore, SWNT is preferred

over MWNT for carrying out research and for developing applications.

It is extremely challenging to measure the tensile strength of CNTs. Yu et

al. [63] found the tensile strength of SWNT bundles in the range of 13 to 52 GPa,

whereas the value was in the range of 11 to 63 GPa for MWNTs. In case of MWNTs,

it was observed that only the outermost layer breaks during the tensile load testing

process. Wong et al. measured the bending strength of large-diameter MWNTs.

According to them, bending strength is the strain determined at the initial buckling

point because the stiffness drops significantly at this point. The average value of

bending strength determined by them was 14.2 ± 8.0 GPa, while the maximum

value was 28.5 GPa. A compressive strength of 100-150 GPa and a compressive

strain of 5% was found by Lourie et al. [65] as a result of compressive loading of

MWNTs. It was also observed that the fracture strength and the elastic limit of
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nanotubes depend on their chirality [66], [67].

It was found that temperature plays a key role in the strength of CNTs because

motion of dislocations is thermally activated. CNTs are brittle at low tempera-

ture, irrespective of their diameter and helicity. However, CNTs exhibit flexibility

at room temperature due to their high strength and the distortion capability of

hexagonal network for relaxing stress [68]. At high temperature, spontaneous for-

mation of double pentagon-heptagon (or 5/7) pairs were observed in strained CNTs.

It was found that such defects depend on the chirality of CNTs and are energet-

ically favored in defect-free armchair nanotubes when the tensile strain is greater

than 5%. These defects constitute the onset of the possible plastic deformation of

CNTs [69]. It is important to mention here that the high strength and high stiffness

properties of an individual SWNT does not necessarily imply that CNT structures

will have the same properties [47].

CNTs show good load transfer characteristics with metal matrix composites.

Efficient load transfer between a matrix and CNTs plays a key role in the me-

chanical properties of composites and can lead to the development of many super-

strong nanocomposites. However, poor load transfer behavior of CNTs in tension

compared to compression was observed because only the outermost nanotubes are

loaded in tension due to weak interlayer bonding [68]. In another study, MWNTs

were used as reinforcing phase in a polyacrylonitrile (PAN) fiber matrix to produce

a PAN-derived carbon/MWNT composite fiber. Significant mechanical property in-

creases were recorded for the composite fibers compared with the samples with no

MWNT reinforcement: break strength +31%, initial modulus +36%, yield strength

+46%, energy to yield +80%, and energy to break +83% [70]. Also, the mechanical

properties of CNTs and their polymer nanocomposites have been reviewed exten-

sively by Miyagawa et al. [71]. Viscoelasticity in carbon nanotube composites was
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studied by Suhr et al. [72]. Based on the direct shear testing, they concluded that

nanotube fillers offer great improvement in damping without sacrificing mechanical

properties and structural integrity.

The specific heat and thermal conductivity of CNTs are dominated by phonons

as the electronic contribution is negligible due to low density of free charge carri-

ers [73]. The experiments by Yi et al. [74] revealed linear dependence of the specific

heat of MWNTs on the temperature over the entire temperature interval (10 to

300K). The specific heat of SWNT bundles was measured by Lasjaunias et al. [76]

down to a temperature of 0.1K. The presence of sublinear temperature dependence

of specific heat, dominant below 1K, was observed. This dependence could not be

understood and warrants further investigation into the thermal properties of CNTs.

For measuring thermal conductivities of CNTs to isotopic and other atomic defects,

the domination of phonons leads to unusual sensitivity of the experiments [77]. Kim

et al. [78] determined that at room temperature, the thermal conductivity for an

individual MWNT (> 3000 W/mK) is greater than that of graphite (2000 W/mK).

It was observed by Zhang et al. [79] that the value of heat conductivity of zigzag

nanotube is maximum, while the chiral nanotube has a minimum value. They

also found that the thermal conductivity of SWNTs depends on their length, ra-

dius, temperature, and chirality. Therefore, nanoscale devices with different heat

conductivities can be made with nanotubes of different chirality.

2.4 CNT Characterization using Field Emission

In general, field emission is studied with an ultimate goal of realizing a device.

Advances in the growth techniques of CNT thin films have also taken place in or-

der to have a better control of the film morphology for enhanced field emission
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properties. Though it has been investigated rarely, field emission has a huge po-

tential as a characterization method. First, it offers the possibility of simultaneous

determination of the electronic and structural properties of individual nanotubes.

While the electronic density of states (DOS) can be measured by field emission

electron energy distribution (FEED), the exact structure of the tube cap can be

determined by field ionization microscopy (FIM) [80]. Second, the temperature

dependence of the electrical and thermal conductivities of CNTs can be measured

using field emission. This is due to the fact that field emission permits controlled

Joule heating of individual emitters and estimation of the resistance of CNT [81].

Third, the mechanical properties of individual MWNTs can be studied within an

assembly of emitters because field emission allows direct observation of the mechan-

ical vibration resonances of CNTs. The tensile loading created by the applied field

permits the tuning of these resonances, which can be observed by changes in the

field emission pattern or current [82]. Finally, field emission enables the estimation

of the growth rate during synthesis of CNTs using CVD [83]. In order to achieve

this goal, a field emission microscope (FEM) is integrated with a CVD reactor and

growth is followed by watching the spots (using FEM) corresponding to emitting

CNTs and by measuring the field emitted current [84]. This information can be

useful in controlling the length of CNTs.

2.5 Role of Various Physical Processes in the Degra-

dation of CNT Field Emitters

In CNT thin films, spikes in the current have been observed experimentally. These

can be attributed to change in gap between the CNT tip and the anode plate
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Figure 2.5: CNTs were peeled off at very high bias and deposited on the anode.

either due to elongation of CNTs under high bias voltage or due to degrada-

tion/fragmentation of CNTs. Several studies have reported experimental obser-

vations in favour of considerable degradation and failure of CNT cathodes. These

studies can be divided into two categories: (i) studies related to degradation of

single nanotube emitter [85]-[90] and (ii) studies related to degradation of CNT

thin films [91]-[96]. Dean et al. [86] found gradual decrease of field enhancement

of single walled carbon nanotubes (SWNTs) due to evaporation when large field

emitted current (300 nA to 2 µA) was extracted. It was observed by Lim et al. [96]

that CNTs are susceptible to damage by exposure to gases such as oxygen and

nitrogen during field emission. Wei et al. [87] observed that after field emission

over 30 minutes at field emission currents between 50 and 120 nA, the length of

CNTs became shorter by 10%. Occasional spikes in the current-voltage curves were

observed by Chung et al. [89] when the voltage was increased. Avouris et al. [90]

found that the CNTs break down when subjected to high bias for a long period of

time. Usually, the breakdown process involves stepwise increases in the resistance.

In the experiments performed by the us, peeling of the film from the substrate was

observed at high bias (see Fig. 2.5). Some of the physics are known but the overall

phenomenon out of such complex system is difficult to explain and quantify and

requires further investigation.
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Figure 2.6: Series of TEM images showing the structural damage of a CNT by

splitting effect during field emission [88].

There are several causes of CNT failures:

(i) In case of multi walled carbon nanotubes (MWNTs), the CNTs undergo layer-

by-layer splitting and stripping during field emission (see Figs. 2.6, 2.7) [88].

The complete removal of the shells are most likely the reason for the spikes

in the current voltage curves [89];

(ii) At high emitted currents CNTs are resistively heated. Thermal effect can

sublime a CNT causing cathode-initiated vacuum breakdown [97]. Also, in

case of thin films grown using chemical vapor deposition (CVD), fewer cat-

alytic metals such as nickel, cobalt, and iron are observed as impurities in

CNT thin films. These metal particles melt and evaporate by high emission

currents, and abruptly surge the emission current. This results in vacuum

breakdown followed by the failure of the CNT film [96];
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Figure 2.7: Series of TEM images showing the structural damage of a CNT by

stripping effect during field emission [88].

(iii) Gas exposure induces chemisorption and physisorption of gas molecules on

the surface of CNTs. In the low-voltage regime, the gas adsorbates remain on

the surface of the emitters. On the other hand, in high-voltage regime, large

emission currents resistively anneal the tips of the CNTs, and the strong elec-

tric field on the locally heated tips promotes the desorption of gas adsorbates

from the tip surface. Adsorption of materials with high electronegativity hin-

ders the electron emission by intensifying the local potential barriers. Surface

morphology can be changed by erosion of the cap of the CNT as the gases

desorb reactively from the surface of the CNTs [98];

(iv) CVD-grown CNTs tend to show more defects in the wall as their radius

increases. Possibly, there are rearrangements of atomic structures (for ex-

ample, vacancy migration) resulting in the reduction of length of CNTs [87].
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In addition, the presence of defects may act as a centre for nucleation for

voltage-induced oxidation, resulting in electrical breakdown [89];

(v) As the CNTs grow perpendicular to the substrate, the contact area of CNTs

with the substrate is very small. This is weak point in CNT films grown on

planar substrates, and CNTs may fail mechanically at applied fields due to

tensile loading [93]. Overall, small nanotube diameters and lengths are an

advantage from the stability point of view.

Although the mode of degradation and failure of single nanotube emitters can

either be abrupt or gradual, degradation of a thin film emitter with CNT cluster

is mostly gradual. The gradual degradation occurs either during initial current-

voltage measurement [94] or during measurements at constant applied voltage over

a long period of time [95]. Nevertheless, it can be concluded that the gradual

degradation of thin films occurs due to the failure of individual emitters.

2.6 Conclusion

In a very short duration, carbon nanotubes appear to be the frontrunner that

has the potential to dominate the future research. However, there remain chal-

lenges that need to be addressed before the full potential of CNTs for biomedical

applications can be realized. For example, there is a lack of detailed understand-

ing of growth mechanism of CNTs. As a result, an efficient growth approach to

structurally perfect nanotubes at large scales is currently not available. Secondly,

it is difficult to grow defect-free nanotubes continuously to macroscopic lengths.

Thirdly, control over nanotubes growth on surfaces is required in order to obtain

large-scale ordered nanowire structures. Finally, controlling the chirality of SWNTs
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by any existing growth method is very difficult. Also, properties of CNTs were re-

viewed in this chapter. Even though the properties of CNTs have been studied

extensively in recent years, only tip of the iceberg has been addressed. A database

of properties of CNTs as a function of concentration and type of defects, chemical

environment, temperature, chemical environment, etc. should be established to

reap their maximum benefits.
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Chapter 3

Modeling the Evolution,

Electromechanical Forces and

Electron-Phonon Interaction

3.1 Introduction

As discussed earlier, the current density (J) due to field emission from a metal-

lic surface is usually obtained by using the Fowler-Nordheim equation [2]. In the

CNT thin film problem, under the influence of sufficiently high voltage at ultra-high

vacuum, the electrons emitted from the CNTs (mainly from the CNT tip region

and emitted parallel to the axis of the tubes) reach the anode. Unlike the metallic

emitters, here, the surface of the cathode is not smooth. The cathode consists of

CNTs (often in curved shapes) with certain spacings. In addition, certain amount

of impurities and carbon clusters may be present within the otherwise empty spaces

in the film. Moreover, the CNTs undergo re-orientation due to electromechanical
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interactions with the neighbouring CNTs during field emission. Analysis of these

processes requires determination of the current density by considering the CNT en-

semble geometry, their dynamic orientations and the variation in the electric field

during electronic transport. In this chapter, the process of evolution, reorienta-

tion (self-assembly of CNTs), electromechanical interactions among the CNTs in

the film and thermodynamics of electron-phonon interaction are analyzed, and a

multiphysics model is developed. This chapter is organized as follows. Section 3.2

illustrates the coupling of models and computational scheme to calculate the de-

vice current. Section 3.3 discusses the idealization of the CNT thin film using few

simplifications for the development of the multiphysics model. In Section 3.4, a nu-

cleation coupled model for degradation of CNTs during field emission is proposed.

Effects of CNT geometry and orientation is discussed in Section 3.5. Section 3.6

illustrates the approach to calculate electric field for estimation of current density.

Electromechanical force calculations are described in Section 3.7. The dynamics of

CNTs will be derived in Section 3.8. In Section 3.9, thermodynamics of electron-

phonon interaction will be discussed. Section 3.10 contains concluding remarks.

3.2 Coupling of Models and Computational Scheme

A key characteristics is the device current, and in what follows we focus on the

systematic integration of all the models at the computational level to calculate

the device current. At a given time, the evolved concentration of carbon clusters

due to the process of degradation and CNT fragmentation is obtained from the

nucleation coupled model. This information is then used in a time-incremental

manner to describe the evolved state of the CNTs in the cells. At each time step,

the net electromechanical force is computed using the momentum balance equation
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Figure 3.1: Computational flowchart for calculating the device current.

and equation for electron gas flow. Subsequently, the orientation angle of each

CNT tip is obtained. Thereafter, we compute the electric field at the tip of CNTs

at each time step. Finally, the current density and device current are calculated

by employing Eq. (1.2). The computational flow chart for calculating the device

current is shown in Fig. 3.1.

3.3 Idealization of the Thin Film

The CNT thin film is idealized in our mathematical model by using the following

simplifications [99].

(i) CNTs are grown on a substrate to form a thin film. They are treated as

aggregate while deriving the nucleation coupled model for degradation phe-

nomenologically;

(ii) The film is discretized into a number of representative volume element (cell),

in which a number of CNTs can be in oriented forms along with an estimated
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amount of carbon clusters. This is schematically shown in Fig. 3.2. The

carbon clusters are assumed to be in the form of carbon chains and networks

(monomers and polymers);

(iii) Each of the CNTs with hexagonal arrangement of carbon atoms (shown in

Fig. 3.3(a)) are treated as effectively one-dimensional (1D) elastic members

and discretized by nodes and segments along its axis as shown in Fig. 3.3(b).

Deformation of this 1D representation is the combined effect of the orienta-

tions of the segments within the cell and fluctuation of the sheet of carbon

atoms in the CNTs and hence the resulting state of atomic arrangements (due

to electron flow).

The surface electron density can be decomposed into a steady (unstrained) part

and a fluctuating part. Therefore,

ñ = ñ0 + ñ1 , (3.1)
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Figure 3.3: Schematic drawing showing (a) hexagonal arrangement of carbon atoms

in CNT and (b) idealization of CNT as a one-dimensional elastic member.

35



where the the steady part ñ0 is the surface electron density corresponding to the

Fermi level energy in the unstrained CNT, and it can be approximated as in [100]

ñ0 =
kT

πb2∆
, (3.2)

where b is the interatomic distance and ∆ is the overlap integral (≈ 2eV for carbon).

In Eq. (3.1), the fluctuating part ñ1 is inhomogeneous along the length of the

CNTs. Actually, ñ1 should be coupled nonlinearly with the deformation and the

electromagnetic field, which will be illustrated later in this thesis.

As discussed earlier, the displacement can be due to electromechanical forces

and due to the fluctuation of the CNT sheet due to electron flow in the CNT.

Therefore, the total displacement (utotal) can be expressed as

utotal = u(1) + u(2) , (3.3)

where u(1) and u(2) are the displacement vectors due to electromechanical forces

and fluctuation of the CNT sheet, respectively. The elements of displacement vector

in the coordinate system (x′, z′) can be written as

u(1) =

 u
(1)
x′

u
(1)
z′

 , u(2) =

 u
(2)
x′

u
(2)
z′

 , (3.4)

where ux′ is the lateral displacement and uz′ is the longitudinal displacement.

3.4 Nucleation Coupled Model for Degradation

of CNTs

Let NT be the total number of carbon atoms (in CNTs and in cluster form) in a cell

(see Fig. 3.2). The volume of a cell is given by Vcell = ∆Ad, where ∆A is the cell
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surface interfacing the anode and d is distance between the inner surfaces of cathode

substrate and the anode. Let N be the number of CNTs in the cell, and NCNT be

the total number of carbon atoms present in the CNTs. We assume that during

field emission some CNTs are decomposed and form clusters. Such degradation and

fragmentation of CNTs can be treated as the reverse process of CVD or a similar

growth process used for producing the CNTs on a substrate. Hence,

NT = NNCNT +Ncluster , (3.5)

where Ncluster is the total number of carbon atoms in the clusters in a cell at time

t and is given by

Ncluster = Vcell

∫ t

0

dn1(t) , (3.6)

where n1 is the concentration of carbon cluster in the cell. By combining Eqs. (3.5)

and (3.6), one has [101]

N =
1

NCNT

[
NT − Vcell

∫ t

0

dn1(t)

]
. (3.7)

The number of carbon atoms in a CNT is proportional to its length. Let the length

of a CNT be a function of time, denoted as L(t). Therefore, one can write

NCNT = NringL(t) , (3.8)

where Nring is the number of carbon atoms per unit length of a CNT and can be

determined from the geometry of the hexagonal arrangement of carbon atoms in

the CNT. By combining Eqs. (3.7) and (3.8), one can write

N =
1

NringL(t)

[
NT − Vcell

∫ t

0

dn1(t)

]
. (3.9)

In order to determine n1(t) phenomenologically, we need to know the nature of

evolution of the aggregate in the cell. From the physical point of view, one may
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expect the rate of formation of the carbon clusters from CNTs to be a function

of thermodynamic quantities, such as temperature (T ), the relative distances (rij)

between the carbon atoms in the CNTs, the relative distances between the clusters

and a set of parameters (p∗) describing the critical cluster geometry. The relative

distance rij between carbon atoms in CNTs is a function of the electromechanical

forces. Modeling of this effect is discussed in Sec. 3.5. On the other hand, the rel-

ative distances between the clusters influence in homogenizing the thermodynamic

energy, that is, the decreasing distances between the clusters (hence increasing den-

sities of clusters) slow down the rate of degradation and fragmentation of CNTs

and lead to a saturation in the concentration of clusters in a cell. Thus, one can

write
dn1

dt
= f(T, rij, p

∗) . (3.10)

To proceed further, we introduce a nucleation coupled model [102, 103], which was

originally proposed to simulate aerosol formation. Here, we modify the original

model by assuming the degradation as a reverse process of growth and model the

phenomena of CNT degradation [104]. The nucleation theory has been used for the

growth of CNTs [105] and other nano-particles [106, 107] also. With this model

the relative distance function is replaced by a collision frequency function (βij)

describing the frequency of collision between the i-mers and j-mers, with

βij =

(
3vj
4π

)1/6
√

6kT

ρp

(
1

i
+

1

j

)(
i1/3 + j1/3

)2

, (3.11)

and the set of parameters describing the critical cluster geometry by

p∗ = {vj sj g∗ d∗p} , (3.12)

where vj is the j-mer volume, sj is the surface area of j-mer, g∗ is the normalized

critical cluster size, d∗p is the critical cluster diameter and ρp is the particle mass
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density. In this thesis, we have considered i = 1 and j = 1 for numerical simulations,

that is, only monomer type clusters are considered. The detailed form of Eq. (3.10)

is given by four nonlinear ordinary differential equations:

dNkin

dt
= Jkin , (3.13)

dS

dt
= −JkinSg

∗

n1

− (S − 1)
B1An
2v1

, (3.14)

dM1

dt
= Jkind

∗
p + (S − 1)B1Nkin , (3.15)

dAn
dt

=
JkinSg

∗2/3s1

n1

+
2πB1S(S − 1)M1

n1

, (3.16)

where Nkin is the kinetic normalization constant, Jkin is the kinetic nucleation rate,

S is the saturation ratio, An is the total surface area of the stable carbon cluster

and M1 is the moment of cluster size distribution. The quantities involved are

expressed as

S =
n1

ns
, M1 =

∫ dmax
p

d∗p

(
n(dp, t)dp

)
d(dp) , (3.17)

Nkin =
n1

S
exp(Θ) , Jkin =

βijn
2
1

12S

√
Θ

2π
exp

(
Θ− 4Θ3

27(lnS)2

)
, (3.18)

g∗ =

(
2

3

Θ

lnS

)3

, d∗p =
4σv1

kT lnS
, B1 = 2nsv1

√
kT

2πm1

, (3.19)

where ns is the equilibrium saturation concentration of carbon cluster, dmax
p is the

maximum diameter of the clusters, n(dp, t) is the cluster size distribution function,

dp is the cluster diameter, m1 is the mass of the monomer, and Θ is the dimensionless

surface tension given by

Θ =
σs1

kT
, (3.20)

where σ is the surface tension. Our main intention in this context is to find n1

using Eq. (3.13). However, during the growth of clusters, the change in the particle

size (distribution) with time is governed by the saturation ratio (ratio of atomic
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concentration to the concentration at saturation). Therefore, Eq. (3.14) is required.

In growth related kinetics, the growth is measured by the moment of cluster size

distribution [108]. M1 in Eqs. (3.15) and (3.16) tells us about the distribution of

the cluster size over time. That is, at different locations in the cell, different size of

clusters can form and that also affects the equilibrium to occur. During growth of

the clusters, a critical sized nucleus is a cluster of size such that its rate of growth

is equal to its rate of decay. An indicates the area of the stable carbon cluster.

To know the area of the cluster, An is required. So, based on the established

growth kinetic theory, we need to include all the four equations. For instance in

Eq. (3.16) for dAn/dt, the first term on the right hand side of the equation describes

an increase/decrease in the surface area due to newly formed stable cluster and

the second term denotes an increase in area of the existing stable cluster. In the

expression for moment M1(t) in Eq. (3.17), the cluster size distribution in the

cell is assumed to be Gaussian, however, random distribution can be incorporated.

Eqs. (3.13)-(3.16) form a set of four nonlinear coupled ordinary differential equations

in n1(t), S(t), M1(t) and An(t). This system of equations is solved with the help of

a finite difference scheme as discussed in Appendix A. Finally, the average number

of CNTs in a cell, and hence the average height distribution with a known number

of CNTs in the ensemble are obtained with the help of Eq. (3.7), where the reduced

length L(t) is determined using geometric properties of the individual CNTs as

formulated next.

3.5 CNT Geometry and Orientation

It has been discussed earlier that the geometry and orientation of the tip of the

CNTs are important factors in the overall field emission performance of the film
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and must be considered in the model.

As an initial condition, let L(0) = h at t = 0, and let h0 be the average height

of the CNT region as shown in Fig. 3.2. This average height h0 is approximately

equal to the height of the CNTs that are aligned vertically. If ∆h is the decrease

in the length of a CNT (aligned vertically or oriented as a segment) over a time

interval ∆t due to degradation and fragmentation, and if dt is the diameter of the

CNT, then the surface area of the CNT decreased is πdt∆h. By using the geometry

of the CNT, the decreased surface area can be expressed as

πdt∆h = Vcelln1(t)

[
s(s− a1)(s− a2)(s− a3)

]1/2

, (3.21)

where Vcell is the volume of the cell as introduced in Sec. 3.4, a1, a2, a3 are the

lattice constants, and s = 1
2
(a1 + a2 + a3) (see Fig. 3.3(a)). The chiral vector for

the CNT is expressed as
−→
C h = n~a1 +m~a2 , (3.22)

where n and m are integers (n ≥ |m| ≥ 0) and the pair (n,m) defines the chirality

of the CNT. The following properties hold: ~a1.~a1 = a2
1, ~a2.~a2 = a2

2, and 2~a1.~a2 =

a2
1 + a2

2− a2
3. With the help of these properties the circumference and the diameter

of the CNT can be expressed as, respectively [109],

|
−→
C h| =

√
n2a2

1 +m2a2
2 + nm(a2

1 + a2
2 − a2

3) , dt =
|
−→
C h|
π

, (3.23)

Let us now introduce the rate of degradation of the CNT or simply the burning rate

as vburn = lim
∆t→0

∆h/∆t. By dividing both side of Eq. (3.21) by ∆t and by passing

on the limit, one has

πdtvburn = Vcell
dn1(t)

dt

[
s(s− a1)(s− a2)(s− a3)

]1/2

, (3.24)
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Figure 3.4: CNT array configuration.

By combining Eqs. (3.23) and (3.24), the burning rate is finally obtained as [110]

vburn = Vcell
dn1(t)

dt

[
s(s− a1)(s− a2)(s− a3)

n2a2
1 +m2a2

2 + nm(a2
1 + a2

2 − a2
3)

]1/2

. (3.25)

In Fig. 3.4 we show a schematic drawing of the CNTs almost vertically aligned,

that is along the direction of the electric field E(x, y). This electric field E(x, y) is

assumed to be due to the applied bias voltage. However, there will be an additional

but small amount of electric field due to several localized phenomena (e.g., electron

flow in curved CNTs, field emission from the CNT tip etc.). Effectively, we assume

that the distribution of the field parallel to z-axis is of periodic nature (as shown in

Fig. 3.4) when the CNT tips are vertically oriented. Only a cross-sectional view in

the xz plane is shown in Fig. 3.4 because only an array of CNTs across x-direction

will be considered in the model for simplicity. Thus, in this study, we shall restrict

our attention to a two-dimensional problem, and out-of-plane motion of the CNTs

will not be incorporated in the model.
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3.6 Electric Field

In the absence of electronic transport within a CNT and field emission from its tip,

the background electric field is simply E0 = −V0/d, where V0 = Vd−Vs is the applied

bias voltage, Vs is the constant source potential on the substrate side, Vd is the drain

potential on the anode side and d is the clearance between the electrodes. The total

electrostatic energy consists of a linear drop due to the uniform background electric

field and the potential energy due to the charges on the CNTs. Therefore, the total

electrostatic energy can be expressed as

V(x, z) = −eVs − e(Vd − Vs)
z

d
+
∑
j

G(i, j)(ñj − n) , (3.26)

where e is the positive electronic charge, G(i, j) is the Green’s function [111] with

i indicating the ring position, ñj describing the electron density at node position j

on the ring and (n,m) representing the chirality parameters. In the present case,

while computing the Green’s function, we also consider the nodal charges of the

neighboring CNTs. This essentially introduces non-local contributions due to the

CNT distribution in the film. We compute the total electric field E(z) = −∇V(z)/e,

numerically. The effective electric field component for field emission calculation in

Eq. (1.2) is expressed as

Ez = −1

e

dV(z)

dz
. (3.27)

Computation is performed at every time step, followed by update of the geometry

of the CNTs. As a result, the charge distribution among the CNTs also changes

and such a change affects Eq. (5.1). The field emission current (Icell) from the anode

surface corresponding to an elemental volume Vcell of the film is then obtained as

Icell = Acell

N∑
j=1

Jj , (3.28)
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where Acell is the anode surface area and N is the number of CNTs in the volume

element. The total current is obtained by summing the cell-wise current (Icell).

The above formulation takes into account the effect of CNT tip orientations, and

one can perform statistical analysis of the device current for randomly distributed

and randomly oriented CNTs. However, due to the deformation of the CNTs un-

der electromechanical forces, the evolution process requires a much more detailed

treatment. In order to account for the changing orientations and deformation, we

first estimate the effects of electromechanical forces as discussed next.

3.7 Electromechanical Forces

For each CNT, the angle of orientation θ(t) is dependent on the electromechanical

forces. Such dependence is geometrically nonlinear and it is not practical to solve

the problem exactly, especially in the present situation where a large number of

CNTs are to be dealt with. However, it is possible to solve the problem in time-

dependent manner with an incremental update scheme. In this section we derive

the components of the electromechanical forces acting on a generally oriented CNT

segment.

From the studies reported in published literature and based on the discussions

so far, it is reasonable to expect that the major contribution is due to (i) the

Lorentz force under electron gas flow in CNTs (a hydrodynamic formalism), (ii) the

ponderomotive force acting on the CNTs, (iii) the electrostatic force (background

charge in the cell) and (iv) the van der Waals force against bending and shearing

of MWNT.
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3.7.1 Lorentz Force

Within the quantum-hydrodynamic formalism, one generally assumes the flow of

electron gas along the cylindrical sheet of CNTs. The associated electron density

distribution is related to the energy states along the length of the CNTs including

the tip region. What is important for the present modeling is that the CNTs

experience Lorentz force under the influence of the bias electric field as the electrons

flow from the cathode substrate to the tip of a CNT. The Lorentz force is expressed

as

~fl = e(ñ0 + ñ1) ~E ≈ eñ0
~E , (3.29)

where e is the electronic charge. The components of the Lorentz force acting along

z and x directions can now be written as, respectively,

flz = πdteñ0Ez , flx = πdteñ0Ex ≈ 0 . (3.30)

3.7.2 Ponderomotive Force

Ponderomotive force, which acts on free charges on the surface of CNTs under

oscillatory high field, tends to straighten the bent CNTs in the Z-direction. Fur-

thermore, the ponderomotive forces induced by the applied electric field stretch

every CNT [112]. In order to estimate the components of the ponderomotive force

(fpx , fpz) acting on the tip region (see ref. [113]), the following approximations are

used:

fpz ≈
q2

2meω2
Ez
∂Ez
∂z

, fpx ≈ 0 , (3.31)

where q = (πdten̂)ds is the total charge on an elemental segment ds of a CNT, me

is the mass of an electron, ω = 2π/τ with τ is the relaxation frequency and fpz is
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the Z component of the ponderomotive force. X component of the ponderomotive

force fpx is assumed to be negligible.

3.7.3 Electrostatic Force

In order to calculate the electrostatic force, the interaction among two neighboring

CNTs is considered. For such calculation, let us consider a segment ds1 on a CNT

(denoted 1) and another segment ds2 on its neighboring CNT (denoted 2). These

are parts of the representative 1D member idealized as shown in Fig. 3.3(b). The

charges associated with these two segments can be expressed as

q1 = eñ0πd
(1)
t ds1 , q2 = eñ0πd

(2)
t ds2 , (3.32)

where d
(1)
t and d

(2)
t are diameters of two neighbouring CNTs (1) and (2). The

electrostatic force on the segment ds1 by the segment ds2 is

1

4πεε0

q1q2

r2
12

,

where ε is the effective permittivity of the aggregate of CNTs and carbon clusters,

ε0 is the permittivity of free space, and r12 is the effective distance between the

centroids of ds1 and ds2. The electrostatic force on the segment ds1 due to charge

in the entire segment (s2) of the neighboring CNT (see Fig. 3.5) can be written as

1

4πεε0

∫ s2

0

1

r2
12

(
eñ0πd

(1)
t ds1eñ0πd

(2)
t

)
ds2 .

The electrostatic force per unit length on s1 due to s2 is then

fc =
1

4πεε0

∫ s2

0

(πeñ0)2d
(1)
t d

(2)
t

r2
12

ds2 . (3.33)

The differential of the force dfc acts along the line joining the centroids of the

segments ds1 and ds2 as shown in Fig. 3.5. Therefore, the components of the total
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electrostatic force per unit length of CNT (1) in X and Z directions can be written

as, respectively,

fcx =

∫
dfc cosφ =

1

4πεε0

∫ s2

0

(πeñ0)2d
(1)
t d

(2)
t

r2
12

cosφ ds2

≡ 1

4πεε0

h0/∆s2∑
j=1

(πeñ0)2d
(1)
t d

(2)
t

r2
12

cosφ ∆s2 , (3.34)

fcz =

∫
dfc sinφ =

1

4πεε0

∫ s2

0

(πen̂0)2d
(1)
t d

(2)
t

r2
12

sinφ ds2

≡ 1

4πεε0

h0/∆s2∑
j=1

(πeñ0)2d
(1)
t d

(2)
t

r2
12

sinφ ∆s2 , (3.35)

where φ is the angle the force vector dfc makes with the X-axis. For numerical

computation of the above integrals, we compute the angle φ = φ(sk1, s
j
2) and r12 =

r12(sk1, s
j
2) at each of the centroids of the segments between the nodes k + 1 and k,

where the length of the segments are assumed to be uniform and denoted as ∆s1

for CNT (1) and ∆s2 for CNT (2). As shown in Fig. 3.5, the distance r12 between

the centroids of the segments ds1 and ds2 is obtained as

r12 =

[
(d1 − lx2 + lx1)

2 + (lz1 − lz2)2

]1/2

, (3.36)

where d1 is the spacing between the CNTs at the cathode substrate, lx1 and lx2 are

the deflections along X-axis, and lz1 and lz2 are the deflections along Z-axis. The

angle of projection φ is expressed as

φ = tan−1

(
lz1 − lz2

d1 − lx2 + lx1

)
. (3.37)

The deflections lx1 , lz1 , lx2 , and lz2 are defined as, respectively,

lx1 =

∫ s1

0

ds1 sin θ1 ≡
∑
j

∆s1 sin θj1 (3.38)
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Figure 3.5: Schematic description of neighboring CNT pair interaction for calcula-

tion of electrostatic force.

lz1 =

∫ s1

0

ds1 cos θ1 ≡
∑
j

∆s1 cos θj1 (3.39)

lx2 =

∫ s2

0

ds2 sin θ2 ≡
∑
j

∆s2 sin θj2 (3.40)

lz2 =

∫ s2

0

ds2 cos θ2 ≡
∑
j

∆s2 cos θj2 . (3.41)

Note that the total electrostatic force on a particular CNT is to be obtained by

summing up all the binary contributions within the cell, that is by summing up

Eqs. (3.34) and (3.35) over the upper integer number of the quantity N − 1, where

N is the number of CNTs in the cell as discussed in Sec. 3.4.

3.7.4 The van der Waals Force

Next, we consider the van der Waals effect. The van der Waals force plays an

important role not only in the interaction of the CNTs with the substrate, but also

48



in the interaction between the walls of MWNTs and CNT bundles. Due to the

overall effect of forces and flexibility of the CNTs (here assumed to be elastic 1D

members), the cylindrical symmetry of CNTs is destroyed, leading to their axial

and radial deformations. The change in cylindrical symmetry may significantly

affect the properties of CNTs [114, 115]. Here we estimate the van der Waals forces

due to the interaction between two concentric walls of the MWCNTs.

Let us assume that the lateral and the longitudinal displacements of a CNT

be ux′ and uz′ , respectively. We use updated Lagrangian approach with local co-

ordinate system for this description [similar to (X ′, Z ′) system shown in Fig. 3.4],

where the longitudinal axis coincides with Z ′ and the lateral axis coincides with

X ′. Such a description is consistent with the incremental procedure to update the

CNT orientations in the cells as adopted in the computational scheme. Also, due

to the large length-to-diameter ratio (L(t)/dt), let the kinematics of the CNTs,

which are idealized in this work as 1D elastic members, be governed by that of an

Euler-Bernoulli beam. Therefore, the kinematics can be written as

u
(m)
z′ = u

(m)
z′0 − r

(m)∂u
(m)
x′

∂z′
, (3.42)

where the superscript (m) indicates the mth wall of the MWNT with r(m) as its

radius and uz′0 is the longitudinal displacement of the center of the cylindrical cross-

section. Under tension, bending moment and lateral shear force, the elongation of

one wall relative to its neighboring wall is

∆
(m)
z′ = u

(m+1)
z′ −u(m)

z′ = r(m+1)∂u
(m+1)
x′

∂z′
− r(m)∂u

(m)
x′

∂z′
≈ (r(m+1)− r(m))

∂∆x′

∂s
, (3.43)

where we assume u
(m)
x′ = u

(m+1)
x′ = ∆x′ as the lateral displacement as some function

of tensile force or compression buckling or pressure in the thin film device. The
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lateral shear stress (τ
(m)
vs ) due to the van der Waals effect can now be written as

τ (m)
vs = Cvs

∆
(m)
z

∆x

, (3.44)

where Cvs is the van der Waals coefficient. Hence, the shear force per unit length

can be obtained by integrating Eq. (3.44) over the individual wall circumferences

and then by summing up for all the neighboring pair interactions, that is,

fvs =
∑
m

∫ 2π

0

Cvs
∆

(m)
z′

∆x′
reff dψ =

∑
m

∫ 2π

0

Cvs
(r(m+1) − r(m))

∂∆x′
∂s

∆x′

(
r(m+1) + r(m)

2

)
dψ

⇒ fvs =
∑
m

πCvs[(r
(m+1))2 − (r(m))2]

1

∆x′

∂∆x′

∂s
. (3.45)

The components of van der Waals force in the cell coordinate system (X ′, Z ′) is

then obtained as

fvsz = fvs sin θ(t) , fvsx = fvs cos θ(t) . (3.46)

3.8 Dynamics of CNTs

The force components derived in the previous section are employed in the expression

of work done on the ensemble of CNTs and formulate an energy conservation law

(see e.g., ref. [116]). Under the assumption of small strain and small curvature, the

longitudinal strain εzz (including thermal strain) and stress σzz can be written as,

respectively,

εzz =
∂u

(m)
z′0

∂z′
− r(m)∂

2u
(m)
x′

∂z′2
+ α∆T (z′) , σzz = E ′εzz , (3.47)

whereE ′ is the effective modulus of elasticity of CNTs under consideration, ∆T (z′) =

T (z′)−T0 is the difference between the absolute temperature (T ) during field emis-

sion and a reference temperature (T0), and α is the effective coefficient of thermal
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expansion (longitudinal). The longitudinal strain and stress from Eq. (3.47) are em-

ployed in the strain energy expression. Subsequently, the kinetic energy is expressed

in terms of the velocities u̇x′ and u̇z′ . Next, by applying Hamilton’s principle, we

obtain the governing equations in (ux′ , uz′) for each CNT, which can be expressed

as, respectively,

E ′A2
∂4ux′

∂z′4
+ ρA0üx′ − ρA2

∂2üx′

∂z′2
− fx′ = 0 , (3.48)

− E ′A0
∂2uz′0
∂z′2

− E ′A0α

2

∂∆T (z′)

∂z′
+ ρA0üz′0 − fz′ = 0 , (3.49)

where A2 is the second moment of cross-sectional area about Z-axis, A0 is the

effective cross-sectional area, and ρ is the mass per unit length of CNT. We assume

fixed boundary conditions (u = 0) at the substrate-CNT interface (z = 0) and

forced boundary conditions at the CNT tip (z = h(t)).

3.9 Thermodynamics of Electron-Phonon Inter-

action

During field emission, an electron flowing from the cathode substrate towards the

anode along the CNT surface acquires energy and escapes from the tip region to-

wards the anode by crossing the Fermi energy level. Thus, the thermodynamic

process is similar to the thermionic emission, except that the temperature for

thermionic emission is much higher than the temperature for field emission from

CNTs. The energy lost in the replacement of the emitted electron is likely to create

intense temperature gradient in the emitter [117]. For a metallic cone tip with hemi-

spherical cap having ≈ 0.3µm or smaller diameter, an empirical estimate of energy

loss per emitted electron from the tip was reported to be W = Φ+β1kT (see [118]),
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where β1 is a constant or an empirical function of temperature. On the other hand,

due to particular atomic arrangement at the tip and the rolled graphene sheet in

a CNT, the electrical potential across the CNT tip and hence the field emission

characteristics are different than those due a metallic surface. Experimental stud-

ies using free-standing CNT shows that the temperature distribution is broadened

as its length decreases [119] and most of the energy provided by the electric field to

each electron is converted into phonons within the nanotube. This correlates well

with the observations reported in [119] that the electron mean-free path is shorter

than the Umklapp scattering mean-free path for inter-phonon scattering. Thus, a

diffusive thermal transport model in the ballistic regime appears suitable to analyze

the temperature rise in the CNTs. In the ballistic regime, the heat flux carried away

by the phonons can be obtained by integrating the non-equilibrium phonon distri-

bution associated with several photon modes [120]. Further simplification of this

integral based on the analogy with the Landauer formula for ballistic conduction of

electron leads to an approximate thermal conductance quantum kQ = πk2T/(6h̄),

where h̄ = h/2π is the Dirac’s constant. We employ this temperature dependent

thermal conductance to derive the thermal transport model, which is discussed

next. The heat flux in a CNT segment is first written as

dQ = I2ρcπd
2
t

4L
dz′ , (3.50)

where I is the current, ρc is the electrical resistivity, and L is the length of the

CNT. The current I and electrical resistivity ρc are expressed as

I = πdte ˙̃n , ρc ≈
Ez′le

e ˙̃n
, (3.51)

where le is the electron mean-free path. Next, the Fourier heat conduction can be

expressed as

qF = −kQ∇T , (3.52)
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where kQ is the thermal conductance quantum and is approximated as

kQ =
πk2T

6h̄
, (3.53)

By considering the Fourier heat conduction and thermal radiation from the surface

of CNT, the energy rate balance equation can be written as

dQ− πd2
t

4
dqF − πdtσSB(T 4 − T 4

0 )dz′ = βin
∂T

∂t
dz′ , (3.54)

where σSB is the Stefan-Boltzmann constant and βin is a constant. Here the emissiv-

ity is assumed to be unity. At the substrate-CNT interface (z′ = 0), the boundary

condition T = T0 is applied and at the tip we assign a reported estimate of the

power dissipated by phonons exiting the CNT tip to conductive flux, i.e., q = at

z′ = L, where M ≈ 0.1875kTd2
t/h̄a1c and c ≈ 1.5 × 104 m/s is the in-plane speed

of sound in graphite [45]. We assume a1=a2=a3.

Equation (3.54) is discretized in T (z′) using a 4-point finite differencing scheme

over each segment 0 ≤ z′ ≤ L. Note that in the developed model, the temperature

distribution, the electron density, the displacement, and the electric field Ez′ are

strongly coupled. This means that all the respective governing equations are to be

solved simultaneously. Based on Eq. (3.27), we first compute Ez′ at the nodes, and

then solve in (ñ, uz′ , ux′ , T ). This is done at each time step ti+1 = ti + ∆t and the

state of each CNT is updated. The angle of orientation θ between the nodes j + 1

and j at the two ends of a CNT segment of length ∆sj is expressed as

θ(t) = tan−1

(
(xj+1 + uj+1

x )− (xj + ujx)

(zj+1 + uj+1
z )− (zj + ujz)

)
, (3.55)

 ujx

ujz

 = [Γ(θ(t−∆t)j)]

 ujx′

ujz′

 , (3.56)

where Γ is the usual coordinate transformation matrix. Field emission current at

each time step is calculated based on Eq. (3.28).
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3.10 Conclusion

In this chapter, a multiphysics model has been proposed, which incorporates degra-

dation, electrodynamic, mechanical, and thermodynamical phenomena during field

emission. In particular, it is shown how the electric field, the electronic transport,

the mechanical deformation of the CNTs, and the heat conduction in the CNTs

due to ballistic phonon scattering are interrelated. The next chapter focusses on

modeling the deformation of the CNT sheet due to electron gas flow on its surface.
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Chapter 4

Modeling the Deformation due to

Electron Gas Flow

4.1 Introduction

In the previous chapter, models for degradation, reorientations, electromechani-

cal interactions among the CNTs in the film, and thermodynamics of electron-

phonon interaction were developed. The objective of this chapter is by extending

the model developed in Chapter 3 to include the deformation due to fluctuation of

the CNT sheet under electron flow. This is done by developing a hydrodynamic

model with mechanical coupling, which assumes a thin layer of electron gas at the

surface of CNTs. The remainder of the chapter is organized as follows: a quantum-

hydrodynamic model under realistic assumptions is developed in Section 4.2. In

Section 4.3, the coupling between the quantum fluctuationand the electromagnetic

field is modeled using Maxwell’s equations. Governing equations for displacement

due to fluctuation of CNT sheet are derived in Section 4.4. In Section 4.5, solution
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methodology using Fourier transforms for obtaining dispersion relation is described.

The chapter ends with concluding remarks in Section 4.6.

4.2 Quantum-Hydrodynamic Formalism

In this study, the following assumptions have been made for the quantum-hydrodynamic

formalism [121]:

(i) CNTs are deformed due to electrodynamic forces, thus changing the atomic

coordinates leading to change in energy band structure;

(ii) The valence electrons flow as uniformly distributed electron gas over the cylin-

drical surface; and

(iii) An electromagnetic wave propagates along the CNT axis and perturbs the

homogeneous electron gas density.

The hydrodynamic model for electron density on the CNT surface in (z′, θ0, r)

coordinate system can be described by the continuity equation

∂ñ

∂t
+ ñ0

(
∂u̇

(2)
z′

∂z′
+

1

r

∂u̇
(2)
θ0

∂θ0

+
∂u̇

(2)
r

∂r

)
= 0 (4.1)

and the momentum conservation equation

∂2u
(2)
z′

∂t2
= − e

me

Ez′ −
α2

ñ0

∂ñ1

∂z′
+
β2

ñ0

∂3ñ1

∂z′3
+
β2

ñ0

∂

∂z′

(
∂2ñ1

∂r2

)
+
β2

ñ0

1

r

∂

∂z′

(
∂ñ1

∂r

)

+
β2

ñ0

1

r2

∂

∂z′

(
∂2ñ1

∂θ2
0

)
+
flz′

me

+
fpz′

me

, (4.2)

∂2u
(2)
r

∂t2
= − e

me

Er−
α2

ñ0

∂ñ1

∂r
+
β2

ñ0

∂3ñ1

∂r3
+
β2

ñ0

1

r

∂2ñ1

∂r2
−β2

ñ0

1

r2

∂ñ1

∂r
−β2

ñ0

2

r3

∂2ñ1

∂θ2
0

+
β2

ñ0

1

r2

∂

∂r

(
∂2ñ1

∂θ2
0

)
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+
β2

ñ0

∂

∂r

(
∂2ñ1

∂z′2

)
+
flr
me

+
fpr
me

, (4.3)

∂2u
(2)
θ0

∂t2
= − e

me

Eθ0 −
1

r

α2

ñ0

∂ñ1

∂θ0

+
β2

ñ0

1

r

∂

∂θ0

(
∂2ñ1

∂r2

)
+
β2

ñ0

1

r2

∂

∂θ0

(
∂ñ1

∂r

)
+
β2

ñ0

1

r3

∂3ñ1

∂θ3
0

+
β2

ñ0

1

r

∂

∂θ0

(
∂2ñ1

∂z′2

)
+
flθ0
me

+
fpθ0
me

, (4.4)

where me is the mass of the electron, α2 is the speed of propagation of density dis-

turbances, β2 is the single electron excitation in the electron gas, fl is the Lorentz

force, fp is the ponderomotive force, and Ez′ , Eθ0 and Er are the axial, circumfer-

ential and out-of-plane components of the electromagnetic field, respectively. The

speed of propagation of density disturbances (α2) is expressed in terms of the Fermi

velocity (vF ) as [122]

α2 =
v2
F

2
, (4.5)

The Fermi velocity is given by

vF = (2πñ0a
2
B)1/2vB , (4.6)

where aB and vB are Bohr radius and Bohr velocity, respectively. The single electron

excitation in the electron gas (β2) is expressed as

β2 =
(aBvB)2

4
, (4.7)

In the present problem, it is assumed that the total fluctuation is the combined

effect of the deformation of the CNT sheet and temperature fluctuation. Effect of

temperature on ñ is not directly taken into consideration. Instead, thermodynamics

of electron-phonon is modeled separately in a decoupled manner through quantum

thermal conductance (see Section 3.8). Under this condition, ñ0 in this case is

expressed as

ñ0 =
kT0

πb2∆
, (4.8)
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Next, the differential of Eq. (4.1) with respect to time can be written as

∂2ñ

∂t2
+ ñ0

[
∂

∂z′

(
∂2u

(2)
z′

∂t2

)
+

1

r

∂

∂θ0

(
∂2u

(2)
θ0

∂t2

)
+

∂

∂r

(
∂2u

(2)
r

∂t2

)]
= 0 (4.9)

As ñ = ñ0 + ñ1 and ∂ñ0/∂t = 0, one can write

∂2ñ1

∂t2
+ ñ0

[
∂

∂z′

(
∂2u

(2)
z′

∂t2

)
+

1

r

∂

∂θ0

(
∂2u

(2)
θ0

∂t2

)
+

∂

∂r

(
∂2u

(2)
r

∂t2

)]
= 0 (4.10)

By substituting Eq. (4.2)-(4.4) in Eq. (4.10), we get

∂2ñ1

∂t2
+ ñ0

[
∂

∂z′

(
− e

me

Ez′ −
α2

ñ0

∂ñ1

∂z′
+
β2

ñ0

∂3ñ1

∂z′3
+
β2

ñ0

∂

∂z′

(
∂2ñ1

∂r2

)
+
β2

ñ0

1

r

∂

∂z′

(
∂ñ1

∂r

)

+
β2

ñ0

1

r2

∂

∂z′

(
∂2ñ1

∂θ2
0

)
+
flz′

me

+
fpz′

me

)
+

1

r

∂

∂θ0

(
− e

me

Eθ0−
1

r

α2

ñ0

∂ñ1

∂θ0

+
β2

ñ0

1

r

∂

∂θ0

(
∂2ñ1

∂r2

)

+
β2

ñ0

1

r2

∂

∂θ0

(
∂ñ1

∂r

)
+
β2

ñ0

1

r3

∂3ñ1

∂θ3
0

+
β2

ñ0

1

r

∂

∂θ0

(
∂2ñ1

∂z′2

)
+
flθ0
me

+
fpθ0
me

)
+

∂

∂r

(
− e

me

Er

−α2

ñ0

∂ñ1

∂r
+
β2

ñ0

∂3ñ1

∂r3
+
β2

ñ0

1

r

∂2ñ1

∂r2
− β2

ñ0

1

r2

∂ñ1

∂r
− β2

ñ0

2

r3

∂2ñ1

∂θ2
0

+
β2

ñ0

1

r2

∂

∂r

(
∂2ñ1

∂θ2
0

)

+
β2

ñ0

∂

∂r

(
∂2ñ1

∂z′2

)
+
flr
me

+
fpr
me

)]
= 0 (4.11)

When interpreted physically, the terms ∂ñ1/∂r, ∂
2ñ1/∂r

2, ∂3ñ1/∂r
3, ∂

∂r

(
∂2ñ1/∂θ

2
0

)
and ∂

∂r

(
∂2ñ1/∂z

′2) are equal to zero. Therefore, Eq. (4.11) is reduced to

∂2ñ1

∂t2
− eñ0

me

∂Ez′

∂z′
− α2

∂2ñ1

∂z′2
+ β2

∂4ñ1

∂z′4
+
β2

r2

∂2

∂z′2

(
∂2ñ1

∂θ2
0

)
+
n0

me

∂flz′

∂z′
− eñ0

me

1

r

∂Eθ0
∂θ0

−α2

r2

∂2ñ1

∂θ2
0

+
β2

r4

∂4ñ1

∂θ4
0

+
β2

r2

∂2

∂θ2
0

(
∂2ñ1

∂z′2

)
+
n0

me

1

r

∂flθ0
∂θ0

−en0

me

∂Er
∂r

+
n0

me

∂flr
∂r

+
n0

me

∂fpr
∂r

= 0

(4.12)

The coupling between the quantum fluctuation and the electromagnetic field is

modeled next.
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4.3 Maxwellian Electromagnetics

In order to introduce coupling between the quantum fluctuation and the electromag-

netic field, we consider the Maxwell’s equations in general form, which is combined

to the following form:

∇2E − µσ∂E
∂t
− µε∂

2E

∂t2
= µ

∂J

∂t
, (4.13)

where µ, σ, ε, and J are permeability, conductivity, permittivity, and current den-

sity, respectively. In this study, magnetic field fluctuation is neglected for simplicity.

In the present case, the current density in the CNT sheet is given by

J = eñ
∂u

(2)
z′

∂t
, (4.14)

Therefore, by simplifying Eq. (4.13) further, one can obtain the equations in (z′, θ0, r)

coordinate system as

∂2Ez′(r)

∂z′2
+

1

r2

∂2Ez′(r)

∂θ2
0

+
1

r

∂

∂r

(
r
∂Ez′(r)

∂r

)
− µσ∂Ez

′(r)

∂t
− µε∂

2Ez′(r)

∂t2
=

µ
∂

∂t

(
eñ
∂u

(2)
z′

∂t

)
, (4.15)

∂2Eθ0(r)

∂z′2
+

1

r2

∂2Eθ0(r)

∂θ2
0

+
1

r

∂

∂r

(
r
∂Eθ0(r)

∂r

)
−µσ∂Eθ0(r)

∂t
−µε∂

2Eθ0(r)

∂t2
= 0 , (4.16)

∂2Er(r)

∂z′2
+

1

r2

∂2Er(r)

∂θ2
0

+
1

r

∂

∂r

(
r
∂Er(r)

∂r

)
− µσ∂Er(r)

∂t
− µε∂

2Er(r)

∂t2
= 0 , (4.17)

Next, we employ the concepts of structural mechanics to model the displacement

due to fluctuation of CNT sheet.
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Figure 4.1: Analytical model for tension of a CNT.

4.4 Displacement due to Fluctuation of the CNT

Sheet

In order to obtain the governing equations for displacement, we consider a CNT

subjected to a longitudinal tensile loading. Torsion loadings on CNTs have not

been considered in this study. Fig. 4.1 represents an analytical model for tension

of a CNT with bond lengths a, b, b, and three bond angles α, β, β resulting from

a bond elongation ∆a and two bond angle variances ∆α and ∆β. By considering

the equilibrium of the CNT structure, the relationship between stress and the bond

stretch and bond angle variation can be determined as described next.

In the tensile response model, for axial equilibrium, the stretch force can be

expressed as

fsin(α/2) = 2β3De(1− e−β3∆b)e−β3∆b , (4.18)

where the right hand side of the above equation is obtained from differentiation of

the modified Morse potential defined by Xiao et al. [123]. In Eq. (4.18), De and

β3 are parameters calibrated by Belytschko et al. [67] with the Brenner potential.
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The value of De and β3 are 0.6031 nN.nm and 26.25 nm−1, respectively. Therefore,

f =
2β3De(1− e−β3∆b)e−β3∆b

sin(α/2)
, (4.19)

The axial stress (σz′z′), the circumferential stress (σθ0θ0), and the shear stress (τθ0z′)

in the CNT can be defined as, respectively,

σz′z′ =
f

thb(1 + cos(α/2))
, (4.20)

σθ0θ0 =
fθ0θ0

thb(1 + cos(α/2))
=

f sin β

thb sin(α/2)(1 + cos(α/2))
, (4.21)

τθ0z′ =
f

tha(1 + cos(α/2))
, (4.22)

where th is the thickness of CNT. After substituting the value of f from Eq. (4.19)

and using the first order approximation, the three stresses can be expressed as

σz′z′ =
2β2

3De

thb sin(α/2)(1 + cos(α/2))
∆b , (4.23)

σθ0θ0 =
2β2

3De sin β

thb sin2(α/2)(1 + cos(α/2))
∆b . (4.24)

τθ0z′ =
2β2

3De

tha sin(α/2)(1 + cos(α/2))
∆a , (4.25)

Arranging Eqs. (4.23)-(4.25) in the matrix form, one can write
σz′z′

σθ0θ0

τθ0z′

 =


0

2β2
3De

thb sin(α/2)(1+cos(α/2))
0

0
2β2

3De sinβ

thb sin2(α/2)(1+cos(α/2))
0

2β2
3De

tha sin(α/2)(1+cos(α/2))
0 0




∆a

∆b

∆α

 , (4.26)

Next, the strains of CNTs can be calculated as, respectively,

εz′z′ =
∆b sin(α/2)

b sin(α/2)
+

cos(α/2)∆α

2 sin(α/2)
, (4.27)

εθ0θ0 =
∆b cos(α/2)

a+ b cos(α/2)
− b sin(α/2)∆α

2(a+ b cos(α/2))
, (4.28)
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γθ0z′ =
c∆β + ∆b sin(α/2)

a(1 + cos(α/2))
+

(∆a+ ∆b) cos(α/2)

2b sin(α/2)
, (4.29)

where εz′z′ is axial strain, εθ0θ0 is circumferential strain and γθ0z′ is shear strain. By

expressing Eqs. (4.27)-(4.29) in matrix form, one can write
εz′z′

εθ0θ0

γθ0z′

 =


0 1

b
cot(α/2)

2

0 cos(α/2)
a+b cos(α/2)

− b sin(α/2)
2(a+b cos(α/2))

cot(α/2)
2b

cot(α/2)
2b

+ sin(α/2)
a(1+cos(α/2))

− c sin(α/2) cos(π/2n1)
2a(1+cos(α/2)) sinβ




∆a

∆b

∆α

 ,

(4.30)

The relationship between the stresses and respective strains is given by

σz′z′ = c11εz′z′ + c12εθ0θ0 + c13γθ0z′ , (4.31)

σθ0θ0 = c21εz′z′ + c22εθ0θ0 + c23γθ0z′ , (4.32)

τθ0z′ = c31εz′z′ + c32εθ0θ0 + c33γθ0z′ , (4.33)

where the terms c11 to c33 are parameters, whose values depend on De, β, th, b and

α. Rearranging Eqs. (4.31)-(4.33) into matrix form, one can write
σz′z′

σθ0θ0

τθ0z′

 =


c11 c12 c13

c21 c22 c23

c31 c32 c33



εz′z′

εθ0θ0

γθ0z′

 , (4.34)

From Eqs. (4.26), (4.30) and (4.34), we get
0

2β2
3De

thb sin(α/2)(1+cos(α/2))
0

0
2β2

3De sinβ

thb sin2(α/2)(1+cos(α/2))
0

2β2
3De

tha sin(α/2)(1+cos(α/2))
0 0

 =


c11 c12 c13

c21 c22 c23

c31 c32 c33




0 1
b

cot(α/2)
2

0 cos(α/2)
a+b cos(α/2)

− b sin(α/2)
2(a+b cos(α/2))

cot(α/2)
2b

cot(α/2)
2b

+ sin(α/2)
a(1+cos(α/2))

− c sin(α/2) cos(π/2n1)
2a(1+cos(α/2)) sinβ

 , (4.35)
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Now, comparing term by term of both the sides in Eq. (4.35), one can write

c11 =
2β2

3De sin(α/2)

th(1 + cos(α/2))
(4.36)

c12 =
2β2

3De cos(α/2)(a+ b cos(α/2))

thb sin(α/2)(1 + cos(α/2))
(4.37)

c13 = 0 (4.38)

c21 =
2β2

3De sin β

th(1 + cos(α/2))
(4.39)

c22 =
2β2

3De sin β cos(α/2)(a+ b cos(α/2))

thb sin2(α/2)(1 + cos(α/2))
(4.40)

c23 = 0 (4.41)

c31 = −2β2
3De cos(α/2)(a+ b cos(α/2))

tha(1 + cos(α/2))

b sin(α/2)

cot(α/2)(a+ b cos(α/2))(
2c sin2(α/2) cos(π/2n1)

a cos2(α/2) sin β(1 + cos(α/2))
+

1

sin(α/2)
+

2b sin(α/2)

a cos(α/2)(1 + cos(α/2))

)

+
4β2

3bcDe sin(α/2) cos(π/2n1)

tha2 cot(α/2) cos(α/2) sin β(1 + cos(α/2))2
(4.42)

c32 = −2β2
3De cos(α/2)(a+ b cos(α/2))

tha(1 + cos(α/2))

(
2c sin2(α/2) cos(π/2n1)

a cos2(α/2) sin β(1 + cos(α/2))
+

1

sin(α/2)

+
2b sin(α/2)

a cos(α/2)(1 + cos(α/2))

)
(4.43)

c33 =
4β2

3bDe

tha cos(α/2)(1 + cos(α/2))
(4.44)

The details of all the derivations are presented in Appendix B. Next, the relationship

between the strains and displacements can be defined as

εz′z′ =
∂u

(2)
z′

∂z′
(4.45)

εθ0θ0 =
u

(2)
r

r
+

1

r

∂u
(2)
θ0

∂θ0

(4.46)
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γθ0z′ =
1

r

∂u
(2)
z′

∂θ0

+
∂u

(2)
θ0

∂z′
(4.47)

From Eqs. (4.31)-(4.33) and Eqs. (4.45)-(4.47), the relationship between stresses

and displacements can be expressed as, respectively,

σz′z′ = c11
∂u

(2)
z′

∂z′
+ c12

(
u

(2)
r

r
+

1

r

∂u
(2)
θ0

∂θ0

)
+ c13

(
1

r

∂u
(2)
z′

∂θ0

+
∂u

(2)
θ0

∂z′

)
(4.48)

σθ0θ0 = c21
∂u

(2)
z′

∂z′
+ c22

(
u

(2)
r

r
+

1

r

∂u
(2)
θ0

∂θ0

)
+ c23

(
1

r

∂u
(2)
z′

∂θ0

+
∂u

(2)
θ0

∂z′

)
(4.49)

τθ0z′ = c31
∂u

(2)
z′

∂z′
+ c32

(
u

(2)
r

r
+

1

r

∂u
(2)
θ0

∂θ0

)
+ c33

(
1

r

∂u
(2)
z′

∂θ0

+
∂u

(2)
θ0

∂z′

)
(4.50)

Now, we consider the equilibrium equations in cylindrical coordinates, which can

be expressed as

1

r

∂σθ0θ0
∂θ0

+
∂τθ0z′

∂z′
+ eñ0Eθ0 =

∂2u
(2)
θ0

∂t2
, (4.51)

∂σrr
∂r

+
σrr − σθ0θ0

r
+ eñ0Er =

∂2u
(2)
r

∂t2
, (4.52)

∂σz′z′

∂z′
+

1

r

∂τθ0z′

∂θ0

+ eñ0Ez′ =
∂2u

(2)
z′

∂t2
, (4.53)

where σrr is out-of-plane stress and it is expressed as

σrr = − 2k3

3
√

3a2

∂2u
(2)
r

∂s2
(1 + 2 cos(ᾱ/2))2 , (4.54)

The steps for derivation of σrr are outlined in Appendix C. From Eqs. (4.48)-(4.50)

and Eqs. (4.51)-(4.53), the displacement equations are obtained as, respectively,
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+ eñ0Er =

∂2u
(2)
r

∂t2
, (4.56)

c11
∂2u

(2)
z′

∂z′2
+ c12

1

r

∂u
(2)
r

∂z′
+ c12

1

r

∂

∂z′

(
∂u

(2)
θ0

∂θ0

)
+ c13

1

r

∂

∂z′

(
∂u

(2)
z′

∂θ0

)
+ c13

∂2u
(2)
θ0

∂z′2

+c31
1

r

∂

∂θ0

(
∂u

(2)
z′

∂z′

)
+ c32

1

r2

∂u
(2)
r

∂θ0

+ c32
1

r2

∂2u
(2)
θ0

∂θ2
0

+ c33
1

r2

∂2u
(2)
z′

∂θ2
0

+ c33
1

r

∂

∂θ0

(
∂u

(2)
θ0

∂z′

)
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The solution methodology using field approximation is described next.

4.5 Field Approximation

In the theoretical model of the electron-phonon interaction, we have eight partial

differential equations. By using space-time Fourier transforms, the variables Ez′(r),

Eθ0(r), Er(r), ñ1, u
(2)
z′ , u

(2)
θ0

, u
(2)
r and T can be expanded as, respectively,

Ez′(r) =
∑
k

Ẽz′k(r)ej(mkθ0+qkz
′−ωkt) (4.58)
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∑
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(r)ej(mkθ0+qkz

′−ωkt) (4.59)
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∑
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′−ωkt) (4.60)

ñ1 =
∑
k

˜̃n1k
ej(mkθ0+qkz

′−ωkt) (4.61)
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∑
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ũ(2)
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ej(mkθ0+qkz

′−ωkt) (4.64)

T =
∑
k

T̃ke
j(mkθ0+qkz

′−ωkt) (4.65)

where mk and qk are radial and axial wave numbers, respectively, and ωk is the

frequency of the electromagnetic wave. By neglecting nonlinear terms in the gov-

erning equations and by substituting Fourier transformations into these equations,

we get the dispersion equation, which is expressed as
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where the terms ˜̃Ez′k , ˜̃Eθ0k
and ˜̃Erk are defined as
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Ẽθ0k

Jmk
(r)

(4.68)
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and Jmk
is the Bessel solution of the first kind and is expressed as
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The steps for deriving the Bessel form are detailed in Appendix D. The non-zero

terms in the matrix in Eq. (4.66) are
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ñ0 − 1

)
,

a27 =
eñ0
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)2

− c22
1

R2
+ ω2

k,

a45 = −c22
1

R2
jmk − c23

1

R
jqk,

a47 = eñ0Jmk
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Eq. (4.66) represents the dispersion relation in generic form. Using this equation,

it possible to study various special cases such as electrostatic condition (ωk = 0)

and degeneracy of phonons (mk = 0, qk = 0).

4.6 Conclusion

In this chapter, a modeling approach for deformation of CNT sheet due to elec-

tron gas flow on its surface was proposed. The model incorporated a quantum-

hydrodynamic formalism, Maxwellian electromagnetics, displacement, and thermo-

dynamics of electron-phonon interaction, which resulted in eight partial differential

equations. By applying Fourier transform from time domain to frequency domain,

and by substituting them into the eight governing equations, dispersion relation

is obtained. Results pertaining to the models developed in chapters 3 and 4 are

presented in the next chapter.
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Chapter 5

Results and Discussions

5.1 Introduction

This chapter is intended to demonstrate how the multiphysics model developed

in chapters 3 and 4 can be employed to evaluate the field emission properties of

CNTs in a thin film. The simulation results in this study have been obtained

using MATLAB. Actual experiments have been performed in a vacuum chamber

under a diode configuration to compare the theoretical results. The remainder of

this chapter is organized as follows: experimental setup is explained in Section 5.2.

Numerical simulations and experimental results for degradation of CNT thin films

are presented in Section 5.3. Estimation of current-voltage characteristics and its

comparison with experimental results is shown in Section 5.4. In Section 5.5, field

emission current histories are presented, while results related to stress and temper-

ature are described in Section 5.6. Sensitivity analysis of the parameters affecting

the device current is illustrated in Section 5.7. Section 5.8 shows the influence of

defects and impurities in CNTs on their field emission performance. Results related
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to design optimization studies are presented in Section 5.9. Field emission current

history for applied AC voltage is described in Section 5.10. In Section 5.11, results

of crosstalk phenomenon in a multi-pixel CNT array are explained. Section 5.12

consists of concluding remarks.

5.2 Experimental Setup

The MWNT films used for this study were realized by plasma-enhanced hot filament

chemical vapor deposition (PECVD) at NanoLab Inc. Acetylene (C2H2) gas was

used as the carbon source for the growth of CNTs and ammonia (NH3) gas was used

for both catalysis and dilution. Nickel (Ni) was used as a catalyst. In this process,

the intensity of plasma was found to be critical in determining the aspect ratios

of CNTs and their range of both site and height distributions within a given film.

As the plasma intensity was increased, two structural changes were observed: (i)

decrease in average tube diameters, and (ii) significant increase in tube lengths. The

experimental details for the growth of the films have been described elsewhere [124],

the only difference is the substrates. The influence of substrate materials on the field

emission stability of CNT thin films has been investigated by us [125]. CNT films

grown on a metallic (stainless steel) and a non-metallic (quartz) substrate were

taken. The stability was analyzed by measuring the change in emission current

over a period of time (5 hour in the present study) at a constant applied voltage.

The applied voltages were selected such that the initial current was similar for

the two films. The current fluctuation behavior was analyzed by fitting Gaussian

function in the distribution of field emission current in 5 hour (see Fig. 5.1). The

probability distribution can be represented by the half-peak width. The values of

mean, standard deviation and half-peak width for the two films are summarized
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Figure 5.1: Probability distribution of emission current fitted with Gaussian func-

tion.

in Table 5.1. The preliminary results of this study reveal that the morphology of

the film and emitting site density are more dominant than the substrate material.

However, the interaction between CNTs and substrate material requires detailed

investigation, which is an open area of research.

For detailed analysis, the film was grown on a copper-chromium (Cu-Cr) sub-

strate. The area of the film was 1 cm2. The density of the film amounted to 109

CNTs/cm2. The field emission current was measured under a diode configuration.

The measurements were carried out at a distance of approximately 150µm between

the MWNT film cathode and the anode. The emission current values were recorded

using a data acquisition (DAQ) card connected to a computer. The diode config-

uration was put inside a vacuum chamber mounted on an ion pump. The vacuum

level was maintained at approximately 10−8 Torr to remove the gaseous molecules

in the vacuum chamber. The schematic diagram of the experimental system is
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Table 5.1: Constant current requirements for the four anodes.

Type of substrate Mean Standard deviation Half-peak width

Stainless steel 16.867 1.395 3.285

Quartz 16.902 2.402 5.656

CNT film 

Anode

Substrate

UHV

Insulator 

DAQ

Ion pump 

Figure 5.2: Schematic diagram of the experimental system.

 
 
 

 

(a) 

(b) 

Figure 5.3: Close up showing the CNTs mounted on the holder.
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Figure 5.4: Front view of the gate holder (left) and circuit assembly before putting

into the chamber.

Figure 5.5: The complete experimental setup.
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shown in Fig. 5.2. Some of the snapshots of the actual experimental setup are

shown in Figs. 5.3-5.5. The details of the design of vacuum chamber is discussed

in Appendix E [126].

5.3 Degradation of the CNT Thin Films

We have assumed that at t = 0, the diode contains minimal amount of carbon clus-

ters. The CNTs degrade over time (due to both fragmentation and self-assembly)

and the carbon cluster concentration in each cell also changes (mostly increases) ac-

cordingly. Based on this assumption, the initial conditions were set as n1(0) = 100,

S(0) = 5000, M1(0) = 2.12 × 10−16, An(0) = 0, and T = T0 = 303K. Figure 5.6

shows the n1(t) history over a small time interval of 160s. Such evolution indicates

that the carbon cluster concentration increases exponentially at the beginning and

tends to a steady state afterward at ≈ 93s, indicating a saturation. Therefore,

Fig. 5.6 indicates the time that the degradation process takes to reach a satura-

tion (S(0) = 5000) in the present analysis. Assuming that saturation has taken

place within the computational cell, and assuming that this is the case for all the

cells encompassing the entire volume between the cathode substrate and the anode,

one can estimate Ncluster = 5000 × (0.04993)2 × 14 × 10−6. Here, the film area is

49.93 mm2 (as stated earlier) and the cathode to anode gap is assumed to be 14µm

(a less conservative estimate since the free space above the CNT film is excluded).

From Fig. 5.7, we obtain the effective area projected on anode for degradation pro-

cess to be approximately 10−3 times the total film area. Multipying this factor to

the number of clusters above, we estimate Ncluster ≈ 3.495 × 10−10. The clusters

assumed to be formed in this way are partly deposited on the cathode and partly

pulled up ballistically and deposited on the anode. Results are discussed next.
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Figure 5.6: Variation of carbon cluster concentration over time. Initial condition:

S(0) = 5000, T = 303K, M1(0) = 2.12× 10−16, An(0) = 0.
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Figure 5.7: CNT tip distribution showing the area coverage under the anode. The

shown area is approximately 5.08µm × 5.08µm.

Our experiments have revealed that degradation of CNTs into clusters is indeed

one of the important processes that takes place during field emission. Interestingly,

dark spots on the originally polished surface of the anode were found after 10 hour

of field emission from a vertically aligned CNTs. The spots were visible by naked

eye. Fig. 5.8 shows an optical image of these spots. The spot diameters were found

to be in the range of 0.4mm to 0.7mm. The thin film substrate is made of Cu-Cr

alloy. In order to find out if there is any degradation of CNTs with any trace of

exposed metal substrate and any trace of carbon clusters on the anode, we perform

energy-dispersive x-ray spectroscopy (EDS) on the film and on the anode surface.

The EDS results in Fig. 5.9 shown for one of the sample substrates after 10 hour

of field emission indicates that the carbon clusters and the CNTs at various places

were pulled up and the substrate was exposed. Along with nickel (Ni) impurities,

which are present due to catalytic processing of CNTs, the spectral peaks of the

Cr can be clearly seen in Fig. 5.9. On the other hand, traces of carbon cluster is

observed on the anode surface (as shown in Fig. 5.8). EDS results reveal that the

76



Figure 5.8: Dark spots on the anode after field emission showing the traces of

clusters ejected from the CNT tips. Largest spot diameter ≈ 0.7 mm.

anode surface contains carbon as indicated by the spectral peaks in Fig. 5.10. We

quantify the possible nature of degradation process as follows. With the area of the

anode exposed to x-rays corresponding to ≈ 100µm diameter spot containing 45.04

At% amorphous carbon, we get Ncluster ≈ 3.353 × 10−9. Comparing this estimate

with the previously simulated value of 3.495 × 10−10 from the degradation model,

it is reasonable to assume that the reorientation of the CNT tips actually activate

or deactivate the degradation process differently in different cells and at different

times. As a result, one may observe a much slower degradation in the ensemble.

However, at present, it is not possible to observe the occurance of the spots on the

anode in a time-resolved manner.

The results analyzed above establish the fact that the degradation of CNTs is an

important process. Influence of such degradation, along with the electro-mechanical
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(a)

(b)

Figure 5.9: EDS results showing the exposed substrate surface made of Cr and Cu

after the field emission. Energy spectrum shown in (b) corresponds to the region

marked in (a).

78



(a)

(b)

Figure 5.10: EDS results showing the deposited carbon clusters on the anode after

field emission. Energy spectrum shown in (b) corresponds to the region marked in

(a). Optical image of the spots are shown in Fig. 5.8.
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Table 5.2: Trace of particles and their concentrations obtained from EDS measure-

ments.

Emitter region Element Wt% At%

Cathode C K 87.20 96.25

O K 0.84 0.70

CrK 11.96 3.05

NiK 0.00 0.00

CuK 0.00 0.00

Anode C K 32.47 45.84

O K 29.11 30.86

MgK 1.11 0.77

AlK 31.14 19.57

ClK 6.18 2.96

forces are expected to play significant role on the device current. However, a more

detailed investigation on the physical mechanism of cluster formation and CNT

fragmentation may be necessary, which is an open area of research.

5.4 Current-Voltage Characteristics

In the present study (as is common with most of the field emission studies), the FN

equation has been used to calculate the current density. In such a semi-empirical

calculation, the work function Φ [127] for the CNTs must be known accurately

under a range of conditions for which the device-level simulations are being carried

out. For CNTs, the field emission electrons originate from several excited energy
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Table 5.3: Summary of work function values for CNTs.

Type of CNT Φ (eV ) Method

SWNT 4.8 Ultraviolet photoelectron spectroscopy [130]

MWNT 4.3 Ultraviolet photoelectron spectroscopy [131]

MWNT 7.3±0.5 Field emission electronic energy distribution [132]

SWNT 5.05 Photoelectron emission [133]

MWNT 4.95 Photoelectron emission [133]

SWNT 1.1 Experiments [134]

MWNT 1.4 Experiments [134]

MWNT 0.2-1.0 Numerical approximation [135]
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Figure 5.11: Comparision of simulated I-V curve with experiments without electron-

phonon coupling and without heat transport at various tip deflections.
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states (non metallic electronic states) [128]-[129]. Therefore, the work function for

CNTs is usually not well identified and is more complicated to compute than for

metals. Several methodologies for calculating the work function for CNTs have

been proposed in literature. On the experimental side, ultraviolet photoelectron

spectroscopy (UPS) was used by Suzuki et al. [130] to calculate the work function

for SWNTs. They reported a work function value of 4.8 eV for SWNTs. By using

UPS, Ago et al. [131] measured the work function for MWNTs as 4.3 eV. Fransen et

al. [132] used the field emission electronic energy distribution (FEED) to investigate

the work function for an individual MWNT that was mounted on a tungsten tip.

From their experiments, the work function was found to be 7.3±0.5 eV. Photoelec-

tron emission (PEE) was used by Shiraishi et al. [133] to measure the work function

for SWNTs and MWNTs. They measured the work function for SWNTs to be 5.05

eV and for MWNTs to be 4.95 eV. Experimental estimates of work function for

CNTs were carried out also by Sinitsyn et al. [134]. They investigated two types

of CNTs: (i) 0.8-1.1 nm diameter SWNTs twisted into ropes of 10 nm diameter,

and (ii) 10 nm diameter MWNTs twisted into 30-100 nm diameter ropes. The

work functions for SWNTs and MWNTs were estimated to be 1.1 eV and 1.4 eV,

respectively. Obraztsov et al. [135] reported the work function for MWNTs grown

by CVD to be in the range 0.2-1.0 eV. These work function values are much smaller

than the work function values of metals (≈ 3.6− 5.4eV ), silicon(≈ 3.30− 4.30eV ),

and graphite(≈ 4.6 − 5.4eV ). The calculated values of work function of CNTs by

different techniques is summarized in Table 5.3. The wide range of work functions

in different studies indicates that there are possibly other important effects (such

as electromechanical interactions and strain) which also depend on the method of

sample preparation and different experimental techniques used in those studies. In

the present study, a representative value Φ = 2.2eV was taken. The constants B
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Figure 5.12: Comparision of simulated I-V curve with experiments with electron-

phonon coupling and heat transport.

and C in Eq. (1.2) were taken as (1.4×10−6)× exp((9.8929)×Φ−1/2) and 6.5×107,

respectively [136].

The simulated current-voltage (I-V) characteristics of a film sample for a gap

d = 34.7µm is compared with the experimental measurement in Fig. 5.11 when the

electron-phonon coupling and thermal transport is not considered. The average

height, the average radius, and the average spacing between neighboring CNTs in

the film sample are taken as h0 = 12µm, dt = 3.92nm, and d1 = 2µm. The two

simulated curves in the figure correspond to the cases where the bounds of the tip

deflection are small in one case and large in the other case. The output current

is low for the case with high average deflection, which is physically consistent.

However, there is a deviation of the simulated current from the experimental curve

in the voltage range of 400V to 600V. Next, we include these effects and present the
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Figure 5.13: Field emission current histories for various initial average tip deflec-

tions h/m′ and under bias voltage V0 = 500V .

I-V results (see Fig. 5.12). The two simulation curves represent the cases with and

without electron-phonon coupling and heat transport. It is clearly seen from this

figure that the model is able to predict the current more accurately than the model

involving only the reorientation of the CNTs and associated variation in the force

field and without the effects of electron-phonon interaction and thermal transport.

This is the first and preliminary simulation of its kind based on a multiphysics

based modeling approach and the present model predicts the I-V characteristics.

5.5 Field Emission Current History

Here, we report experimental results of field emission current fluctuation and ana-

lyze such behavior based on the proposed model and by comparing the simulations
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Figure 5.14: Field emission current histories for various initial average tip deflec-

tions h/m′ and under bias voltage V0 = 600V .
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Figure 5.15: Field emission current histories for various initial average tip deflec-

tions h/m′ and under bias voltage V0 = 700V .
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Figure 5.16: Current at the CNT tips during 100 s of field emission.
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Figure 5.17: (a) Array of 100 CNTs (non-uniform height distribution with maxi-

mum initial tip deflections of h/20) (b) enlarged view of the region near the pulled

up CNT (marked as ‘A’ and deflected horizontally ≈ 2µm). The Initial shape is

shown by dashed line and the deflected shapes at t = 100s are shown in solid line.
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Figure 5.18: Comparison of tip orientation angles θ(t) at t = 0 and t = 100 s.

with the experimental data. Figures 5.13-5.15 show the simulated effects of the

largely deflected CNT tips in the film (higher h/m′ values) and the effects of in-

creasing bias voltages on the field emission current histories. Figure 5.16 shows the

tip current distribution at t = 100s for an array of 100 CNTs [137]. By comparing

the curves in these figures, the following two important observations can be drawn:

(i) for a constant bias voltage, as the initial average deflections/angle of the CNTs

are increased from h/25 to h/20, the average current reduces. With further increase

in the initial state of deflection/angle (e.g., h/15), the electrodynamic interaction

among CNTs and the mechanical deformation produces sudden stretching of the

deflected tips towards the anode (see the CNT tip marked as ‘A’ in Fig. 5.17 and

deflected horizontally ≈ 2µm); (ii) the trends in the current fluctuation for higher

h/m′ in Fig. 5.15 (for high bias) indicate current spikes with an amplitude factor of

≈ 103, whereas in Fig. 5.13 and 5.14 (for low bias voltage) the trend indicates cur-
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Figure 5.19: Variation in the maximum current and the average current due to field

emission under increasing bias electric field.

Figure 5.20: Vertically aligned CNTs before field emission.
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Figure 5.21: Small reorientations and electrodynamic force induced stretching of

CNTs before long duration exposure.

Figure 5.22: Reoriented CNTs after 10 hr of field emission.
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Figure 5.23: Spikes in the field emission current at low bias voltage due to reorien-

tation and pull-up of few CNTs.
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Figure 5.24: Fluctuation of field emission current from a baked sample having

vertically aligned CNTs.
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Figure 5.25: Effect of low bias voltage switching on/off indicating negligible effect

of electrodynamic transients on the field emission at low voltage.

rent spikes with an amplitude factor of ≈ 102. The current spikes are the results of

electrodynamic stretching, causing reorientation of the CNTs. Figure 5.18 shows a

comparison of the distribution of the tip angle θ over an array of 100 CNTs at t = 0

with h/20 and t = 100s under bias voltage V0 = 700V (0.0202 V/nm). Figure 5.18

reveals that after experiencing the electrodynamic stretching, some of the CNTs

with angle +θ may reorient to −θ, whereas some of the already largely deflected

CNTs move further away with increasing |θ| due to Coulombic repulsion. The above

results also justify several experimental observations, which have been reported in

literature from a comparative perspective of using single CNT and then different

types of CNTs in thin films and the effect of their alignments [12], [16], [85]. For

example, Collins and Zettl [16] attribute change in currents to interactions between

neighboring CNTs. Based on the statistical analysis of the simulated data, we plot
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the maximum current and the average current in Fig. 5.19 for various bias voltages.

A linear log(I) vs. V/d behaviour can be observed in Fig. 5.19. However, at higher

bias voltages, the maximum current tends to differ from the average current.

In the field emission experiments, we have exposed several experimental CNT

samples. Fig. 5.20 shows the SEM image of one such sample having vertically

aligned CNTs. In Fig. 5.21, the SEM image of the sample after a short period of

exposure is shown. Fig. 5.22 shows the SEM of the same sample as in Fig. 5.20 but

after 10 hour of field emission. Figures 5.23 and 5.24 represent the current history

as observed experimentally. These experimental results confirm a strong electro-

mechanical interaction among the CNTs along with certain amount of degradations.

Occasional shorting of the electrical circuit were observed for smaller gaps between

the electrodes. Such short circuit condition is the result of pull up of one or more

CNTs under the increased electrodynamic force. Figure 5.24 shows more number of

spikes as the bias voltage is increased to 700V. The current history due to switching

on/off for low bias voltages for a duration of 10 seconds are shown in Fig. 5.25. It

is clear from this figure that at very low bias voltages, the electrodynamic transient

force field on the emission current is negligible. Also, the pattern of current sat-

uration over time changes from (1 − eαt) like shape to e−αt like shape as the bias

voltage is increased from 100V to 300V.

Fig. 5.22 is more interesting in comparison to Figs. 5.21 and 5.20. While

Fig. 5.21 depicts small reorientations and electromechanical force induced stretch-

ing of CNTs for a short-term exposure, Fig. 5.22 clearly shows a combined effect of

reorientations and degradation of few CNTs (pulling up and exposing substrate as

discussed earlier) after 10 hour of field emission. With these experimental results,

the proposed modeling framework and the simulated results regarding CNT tip

deflections in Fig. 5.17 proves to be an important insight towards understanding
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Table 5.4: Maximum tensile stress σzz (GPa) due to electro-mechanical pull-up of

CNTs for various initial tip deflections and background electric field V0/d.

Initial tip deflection 0.0144 V/nm 0.0173 V/nm 0.0202 V/nm

h/25 0.309 0.024 0.403

h/20 0.091 0.975 1.056

h/15 1.223 1.173 1.095

the nature of field emission response. The results in Fig. 5.17 are also in agreement

with previous reported study [138].

5.6 Stress and Temperature

As seen in Figs. 5.13-5.15, since the current spikes can cause high stress and growth

of defects in CNT, we further analyze the stress accumulated in the CNTs based on

Eq. (3.47). It may be noted that the bias electric field (V/d) used in the numerical

simulation is much smaller than those used in the reported literature regarding

degradation and breakdown of a single CNT [93, 136]. Usually, V/d > 1 V/nm

is considered to be high enough to produce defects in the CNTs. Based on the

simulation, the maximum tensile stress attained during 100 s of field emission cor-

responding to Fig. 5.13-5.15 is given in Table 5.4. Data in this table indicate

non-monotonic increase in the stress for increasing h/m′. The highest stress is

observed for h/15 under low bias field of 0.0144 V/nm. For higher bias field, the

stress increases monotonically for increasing h/m′. Corresponding changes in the
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Table 5.5: Strained bandgaps (eV) corresponding to the maximum stress values in

Table 5.4 for various initial tip deflections and background electric field V0/d.

Initial tip deflection 0.0144 V/nm 0.0173 V/nm 0.0202 V/nm

h/25 4.921 4.925 4.920

h/20 4.924 4.912 4.910

h/15 4.908 4.909 4.910
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Figure 5.26: Maximum temperature of the CNT tips during 100 s of field emission.
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Figure 5.27: Variation in the maximum and average temperature due to field emis-

sion under increasing bias electric field.
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bandgap is calculated by assuming the Young’s modulus value of 0.27 TPa and

tightbinding formulation for bandstructure as function of small strain [139]. The

strained bandgap values are tabulated in Table 5.5. Unstrained bandgap is esti-

mated as 4.926 eV. Table 5.5 indicates a maximum deviation of ≈ 15 meV in the

bandgaps among various conditions of bias voltage and maximum stresses.

The maximum stress in all the cases is found to be 1.223 GPa, which is much

smaller than the fracture stress [67] (> 65 GPa). Therefore, it is less likely in the

present case that the CNTs in the film could fail by fracture under the chosen initial

film pattern and bias field. This is confirmed from Fig. 5.23. However, electric

breakdown process is possibly accelerated as the current spikes also give rise to

temperature spikes. At a breakdown temperature Tc (generally > 900 K), one may

expect degradation of CNTs, and hence a proportional decrease in the electron

density at a rate ñωc exp(−∆c/(kTc)), where ωc is the highest frequency in the

spectrum of the temperature spike and ∆c ≈ 3−4 eV (see ref. [119]). In Fig. 5.26, we

plot the maximum tip temperature distribution over an array of 100 CNTs during

field emission at a bias voltage of 700 V over 100 s duration (corresponding to the tip

angle distribution shown in Fig. 5.18). This result indicates a temperature rise up to

≈ 520 K for a bias field of 0.0202 V/nm. This temperature rise was observed at t =

40 s. Based on the statistical analysis of the simulated data, we plot the maximum

temperature and the average temperature for various bias voltages are plotted in

Fig. 5.27. From Fig. 5.27, it can be seen that the average temperature is almost

independent of the bias voltage, whereas the maximum temperature fluctuates by

more than 10 K over the range of bias field.
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5.7 Sensitivity Analysis of Parameters Affecting

Device Current

As described earlier in this thesis, field emission requires UHV environment. How-

ever, as observed by Lim et al. [96], presence of different gases have different effects

when CNTs are used as cathodes. For example, CNTs have been found to be

highly sensitive to the presence of oxygen, which results in oxidative etching and

failure of CNTs. CNTs are also susceptible to damage by the presence of nitrogen.

The presence of hydrogen during field emission enhances the output current but

marginally. However, the presence of water vapor considerably enhances the field

emission properties of CNTs. In addition, the simulation results in this thesis reveal

that following parameters have significant effect on field emission current.

(i) CNT geometry: This study found that change in height, diameter and spacing

between neighboring CNTs affects the field emission current. This is to due

change in distance between CNT tips and anode, sharpening of tips and

change in screening effect. However, the influence of variation in height on

field emission current was found to be most dominant;

(ii) Chirality: During simulations in this thesis, different values of the integer

pair (n,m) were used. The simulation results reveal that the use of arm chair

CNTs appreciably increases the device current;

(iii) Orientation: As evident from simulation plots related to current-voltage and

current-time, the output current decreases when the state of deflection of

CNTs is more. These results are physically consisten because the distance

between the tips of CNTs and the anode increases;
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(iv) Electromechanical forces: The simulation studies reveal that in high voltage

regime, ponderomotive and electrostatic forces become dominant, resulting in

reorientation and more fluctuations in device current. van der Waals forces

have been found to be very weak when the applied voltage is high;

(v) Temperature, surface electron density and electric field: Initially, in this study,

thermodynamics of electron-phonon interaction, fluctation in surface electron

density and electric field were not taken into consideration [99]. As a result,

a shift in simulated I-V characteristics from experiments was observed. In

addition, the simulated results were not able to capture apikes in the current

history. Incorporation of these parameters and the results there in are in

close agreement to experimental studies. This proves that the device current

is highly sensitive to variation in these parameters.

5.8 Influence of Defects and Impurities

In the context of field emission from CNT tips, a simple estimate of defects has

been proposed by introducing a correction factor in the FN equation. However,

it is clear that a more detailed physics based treatment is required for a better

understanding of processes at the device-scale level. The novelty of our present

approach is twofold. Firstly, we employ a concept of effective stiffness degradation

for segments of CNTs, which is due to structural defects, by modifying the chiral

vector in Eq. (3.22). The effective stiffness degradation is modeled by introducing

an effective chiral vector α ~Ch, where 0 < α < 1 describes the extent of structural

defects over the tube circumference at a particular cross-section of a CNT in the

array. Secondly, we incorporate the vacancy defects and charge impurity effects

in our Green’s function based approach. This is done by computing the effective
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Figure 5.28: Cross-sectional average longitudinal strain distribution along the CNT

at t=0.1s.

electric potential energy as [140],

V(x, z) = −eVs − e(Vd − Vs)
z

d
+
∑
j

G(i, j)(ñj − n±ml + δkj) , (5.1)

where ml denotes the charge due to impurity at coordinate l, and δkj denotes the

vacancy at atom position k.

An array of 10 vertically aligned and each 12 µm long CNTs is considered for

the device scale analysis. Defect regions are introduced randomly over the CNT

length with α = 0.2 and positive charge density of ml = 10. Figure 5.28 shows

the decrease in the longitudinal strain due to defects. Contrary to the expected

influence of purely mechanical degradation, this result indicates that the charge

impurity, and hence weaker transport, can lead to a different electromechanical force

field, which ultimately can reduce the strain. However, there could be significant

fluctuations in such strain field due to electron-phonon coupling. The effect of such
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Figure 5.29: Field emission current history for gate voltage of 600V from an array

of 10 CNTs with and without defects.

fluctuations (with defects) can be seen in Fig. 5.29 where we provide the plot of

the field emission current history. The average current also decreases significantly

due to such defects.

5.9 Design Optimization Results

In the proposed design, we introduce two additional gates on the edges of the

cathode substrate. The height of CNTs in arrays was varied between 6 µm to 12

µm. The height of the CNTs is such that a symmetric force field is maintained in

each pixel with respect to the central axis parallel to z-axis (see Fig. 5.30) [141]. As

a result, it is expected that a maximum current density and well-shaped beam can

be produced under DC voltage across the cathode-anode structure. In the present
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Figure 5.30: Contour plots of electric field showing the concentration near the CNT

tips.

design, the anode is assumed to be simply a uniform conducting slab. However, such

an anode can be replaced with a porous thin film along with MEMS-based beam

control mechanism. Figure 5.30 shows the transverse electric field distribution in

the pixel, which directly influences the field emission current.

We simulate the field emission current histories for two different parametric

variations: diameter and spacing between CNTs at the cathode substrate. The

current histories are simulated for a constant bias voltage of 650V. In the first

case, the spacing between neighboring CNTs is kept constant, while the diameter is

varied. The current histories for different values of diameters are shown in Fig. 5.31.

As evident from the figure, the output current is low at large diameter values.

This is due to the fact that current amplification is less with large diameter of

CNTs. In the second case, the diameter is kept constant, while the spacing between
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Figure 5.31: Simulated field emission current histories for varying diameters of

CNTs under a DC voltage of 650V.
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Figure 5.32: Simulated field emission current histories for varying spacing between

neighboring CNTs under a DC voltage of 650V.
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Figure 5.33: Simulated current-voltage characteristics.
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Figure 5.34: Initial and deflected shape of an array of 100 CNTs at t=50s of field

emission.
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neighboring CNTs is varied. Following five values of spacing between neighboring

CNTs have been considered: 1 µm, 2 µm, 3 µm, 4 µm and 5 µm. The current

histories for all these cases are shown in Fig. 5.32. The trends in five curves in

Fig. 5.32 tell us the following: (i) the current in all cases decreases initially and

then becomes constant afterwards. This may be due to realignment of CNTs in

the array when voltage is applied; (ii) as the spacing between neighboring CNTs

increases, the output current increases, which is physically consistent because the

screening effect becomes less pronounced. These results are in agreement with a

previously reported study [19].

Next, we simulate the current-voltage (I-V) characteristics for this arrangement.

The minimum, average, and maximum values of current were computed. The sim-

ulated results are shown in Fig. 5.33. These results give some interesting insights.

For example, as evident from Fig. 5.33, the linear height distribution has stabilized

the I-V response drastically as compared to uniform height reported in the previous

studies. The variation in I-V characteristics for the three cases in this new design

is negligible. This is further confirmed by analyzing the simulated results of CNT

tip deflections in Fig. 5.34, in which there is no significant deflection of CNT tips

after 50 seconds.

5.10 Field Emission Current History for Applied

AC Voltage

In the theoretical model of the electron-phonon interaction, we have eight partial

differential equations, as discussed in Chapter 4. The variables here are T , ñ1, u
(2)
z′ ,

u
(2)
r , u

(2)
θ0 , Ez′ , Er, and Eθ0. By applying Fourier transform from time domain to fre-
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Figure 5.35: Frequencies for zero longitudinal wavenumber and zero radial

wavenumber and for various values of the CNT radius.

quency domain and assuming periodic field distribution in terms of the wavevectors,

and by substituing them into the eight governing equations, we get the dispersion

relation. Fig. 5.35 shows the frequencies for various values of the CNT radius. The

circles show the frequencies (ωk) at which there will be uniform flow of conduction

electrons (i.e., for the zero waveneumebrs: qk = 0, mk = 0). In Fig. 5.35, the dots

indicate the various values of the frequencies at the which the acoustic phonons

and the thermal phonons cease to exist; that is, at these frequencies the coupled

phonon modes are degenerate and the resulting effect is the same as in an ideal

cylindrical CNT with no fluctuation in the CNT sheet.

In this study, we report the first set of experimental results, wherein the field

emission current has been measured for various AC frequencies at 600V of bias

DC voltage across the CNT substrate and the anode. Figure 5.36 shows the field
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Figure 5.36: Field emission current history for applied AC voltage at 600V and 10

Hz. Voltage history is shown by thick solid line.

emission current history (thin lines) and the applied AC voltage history (solid line)

at frequency of 10Hz. The field emission current is obtained for a steady-state

oscillation of voltage with amplitude of 600V. A drop in the resistivity can be seen

at the peak voltage, whereas at the minimum voltage, the field current is fluctuation

dominated. Figure 5.37 shows the variation in the maximum field emission current

obtained for 600V DC voltage as we vary the frequencies. From Fig. 5.37, it is seen

that the field emission current drops by approximately 10 µA as the applied voltage

is changed from 600V DC to 600V AC at 2Hz. However, an amplification of field

emission current at about 40Hz (voltage is kept at 600V) can be seen. Although a

very low frequency as compared to the ballistic transport regime is applied (see the

frequency range in Fig. 5.35), the frequency variation seen in Fig. 5.37 is essentially

an indication that phonon-assisted control of field emission current in CNT film

108



0 10 20 30 40 50 60
40

42

44

46

48

50

52

54

56

58

Frequency (Hz)

F
ie

ld
 E

m
is

si
on

 C
ur

re
nt

 (
µ 

A
)

Figure 5.37: Variation in the field emission current amplitude for various frequencies

of applied AC voltage. Applied AC voltage amplitude is 600V for all frequencies.

device is possible [121].

Hysteresis in CNTs is not new but it has been observed while investigating the

mechanical properties [72]. While performing the experiments, hysteresis in field

emission was observed as the frequency was increased. The experimental results

are shown in Fig. 5.38. Since the data has been acquired at fast speed, therefore,

transient responses are building up as damping is low in the system. After some

time, there is transience built in the system to throw the response off the steady-

state. As we approach resonance frequency from below, the response becomes larger

and multi-valued, which proves the presence of nonlinearity and indicates hardening

nonlinearity. Some preliminary studies on this aspect has been conducted [142].

However, this remarkable property should be characterized in detail in order to

exploit these results for device applications. This includes: (i) determination of
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Figure 5.38: Trends in hysteresis at (a) 1 Hz, (b) 100 Hz, (c) 250 Hz, (d) 500 Hz,

(e) 1000 Hz, and (f) 2000 Hz.
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the nature of nonlinearity, (ii) estimation of the effective nonlinearity constant,

(iii) finding the location of the multi-valued region in current-voltage curve, and

(iv) using these findings to either remove hysteresis or calibrate the ramp rate to

diminish the effect of hysteresis. This will be one of the future research directions.

5.11 Experimental Investigation of the Crosstalk

Phenomenon

In many device applications, multiple pixels of CNTs are used. In such cases, an

additional complexity is the leaking of the current from one pixel to the other

due to crosstalk phenomenon. In this work, a preliminary study on the crosstalk

phenomenon that arises from the combination of using only one CNT source and

multiple anodes as opposed to the traditional multiple CNT sources with multiple

gates/anodes was performed [143]. The schematic diagram of the diode configura-

tion used for this experiment is shown in Fig. 5.39.

For crosstalk experiments, following four distances between anodes were set:

1.37 mm, 2.07 mm, 3.23 mm, and 4.21 mm. The experiments were performed at a

frequency of 1Hz. We started with the experiment where the power was supplied

to one anode, while the rest three anodes were grounded. The distance between

neighboring anodes was set to 1.37 mm. The corresponding current history is shown

in Fig. 5.40. From the figure, it is clearly seen that as the current at the powered

anode increases, the current collected at the grounded anode also increases. It is

inferred from this figure that the current is leaking from one pixel to the neighboring

pixel at a distance of 1.37 mm and there is crosstalk. In the next experiment, the

distance between neighboring anodes was increased. It was observed that as the
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Figure 5.39: The diode configuration inside the vacuum chamber for experiments.

distance between anodes was incresed to 3.23 mm, the current collected at the

grounded anode did not increase when the current at the powered anode increased.

Instead, it oscillated between a maximum and a minimum, which was mainly noise.

It can be concluded that the current at the grounded anode was independent of

the current at the powered anode. Therefore, no crosstalk is observed when the

neighboring anodes were 3.23 mm apart.

Next, two neighboring anodes were turned on and the distance between the an-

odes was set to 3.23 mm. The corresponding current history is shown in Fig. 5.41. A

close analysis of the figure reveals that the current at the grounded anode increases

in steps when the currents at the powered anodes increase. This clearly indicates

that crosstalk phenomenon is prevalent in this case. Therefore, a detailed study

is required to understand the relationship between separation between anodes and

the number of powered and grounded anodes at that point of time.

During the experiments, we observed that the maximum current drawn at dif-

ferent anodes is different when all the anodes are drawing current simultaneously

(as also is the case with Fig. 5.41) although the emitting area was approximately
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Figure 5.40: Current history of two neighboring pixels with three grounded and

one turned on at a distance of 1.37 mm.
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Figure 5.41: Current history of three neighboring pixels with two grounded and the

other two turned on at a distance of 3.23 mm.
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Table 5.6: Maximum current drawn at each anode.

Anode 1 Anode 2 Anode 3 Anode 4

Current (µA) 381.2 791.99 547.18 852.56

Voltage (V) 1623.01 1219.19 1460.12 1158.63

Table 5.7: Constant current requirements for the four anodes.

Anode 1 Anode 2 Anode 3 Anode 4

Current (µA) 381.2 381.2 381.2 381.2

Voltage (V) 1623.01 1070.54 1365.71 991.52
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same. The maximum emission currents and corresponding voltages are shown in

Table 5.6. The difference in emitted current can be attributed to the morphology

of the film, emitting site density, electromechanical interaction of CNTs leading to

reorientation, and degradation of CNTs. In order to maintain a constant current at

all the anodes for stable performance of the multi-pixel array, we selected the min-

imum of the maximum currents from the four anodes, and listed the corresponding

voltages that were required at all the four anodes (see Table 5.7).

5.12 Conclusion

In this chapter, results related to the proposed multiphysics model were presented.

Our analysis shows how the electromechanical interaction among the CNTs influ-

ences the orientation of individual CNTs in an ensemble, and consequently, how

the distribution of CNTs and geometrical factors affect the device current. Using

the developed computational scheme, we were able to capture the transience in the

field emission current, which has been observed in actual experiments. In addition,

we evaluated the influence of defects and impurities in CNTs on the field emission

properties of CNT arrays. Design optimization studies for stable performance of

the CNT-based device were also presented in this research. For the first time, it

was demonstrated by us that phonon-assisted control of field emission current in

a CNT-based thin film is possible. Lastly, experimental studies were conducted to

avoid crosstalk phenomenon during field emission in a multi-pixel CNT array. With

new findings reported in this study, there are few important aspects that require

further attention. They are discussed in the next chapter.
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Chapter 6

Conclusions and Future Work

6.1 Contributions of the Thesis

The scientific contributions of this thesis are listed and summarized below.

1. In this thesis, a multiphysics model of CNT field emission has been devel-

oped. This model integrates the nucleation coupled model of degradation

of CNTs, the electromechanical forces on randomly oriented CNTs, the me-

chanics of CNTs, and the thermodynamics of electron-phonon interaction in

a systematic manner;

2. The published experimental studies indicate that the current history of the

device consists of several spikes. The results of simulation described in this

study reveal that these spikes are due to the degradation and electrodynamic

pull on the CNTs and related coupled phenomena;

3. In addition to capturing the current spikes, the present simulation has also

captured the temperature rise at CNT tips, which is in agreement with the
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experimental findings reported in literature;

4. An approach for determination of field emission properties of CNT arrays

with defects and impurities is developed;

5. A new design for optimization of field emission performance of CNT arrays

has been proposed. This design stabilises the fluctuation in field emission

current, which is highly desirable for many biomedical applications;

6. The results of this study demonstrate that phonon-assisted control of field

emission current in CNT thin films is possible;

7. In this research, preliminary studies related to the crosstalk phenomenon in

a single cathode-multi anode configuration have been conducted. The results

presented here are significant for multi-pixel CNT arrays, where crosstalk

(and the resultant interference/noise) is highly undesirable;

8. For the first time, hysteresis during CNT field emission has been observed

and reported in this study. This property has the potential to be utilized in

developing many future device applications.

6.2 Future Work

The following topics are suggested as a continuation of the current research.

1. A detailed investigation on the physical mechanism of cluster formation and

CNT fragmentation is required, which is an open area of research;
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2. As discussed earlier, the current knowledge about the work function of CNTs

is limited. Detailed studies for their comprehensive understanding is still

awaited;

3. This study (and most of the field emission related studies on CNTs) have

mainly focussed on the interaction between CNTs and emission from tips

of CNTs. Another important issue that needs attention is the interaction

between CNTs and substrates. In particular, it should be determined how the

substrate material affects the electron emission phenomenon and the reasons

behind it;

4. The studies on the crosstalk phenomenon needs to be investigated further.

For instance, in the present study, the voltage was applied in the discrete

mode, i.e., ’on’ and ’off’. It is worthwhile to look into the effect of applying

the voltage in the continuous mode. Also, detailed study of the application

of a range of frequencies is required. Another area of research is to reduce

the size of the pixels to characterize the performance of the array. Lastly, the

performance of single cathode and multiple anode configuration should be

compared with the multiple anode and multiple cathode configuration for op-

timal performance. The incorporation of these factors presents an appealing

scope for future research;

5. Although preliminary experimental observations on hysteresis have been re-

ported in this study, detailed investigations on the charaterization of hystere-

sis from CNT arrays is required;

6. Precision biomedical applications require design of field emission pixels for

spatio-temporally controlled x-ray dosage. In order to achieve this goal, fluc-

tuation in field emission current needs to be minimized. Although one design
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Figure 6.1: Non-uniform distance between the anode surface and the CNT tips

leading to current fluctuation.
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Figure 6.2: Replacement of the flat anode surface with pointed anode may stabilize

the current fluctuation.

optimization study has been presented in this thesis, there are some other

optimization studies, which should be looked into. These include:

(i) Design of anode for stable performance. Anodes in the state-of-the-art

applications are flat surfaces. As it is very difficult to have complete

control over the morphology of CNT thin films, situations such as in

Fig. 6.1 arise that are very common. Under these circumstances, it is

very difficult to maintain uniform distance between CNT tips and the

anode surface, which ultimately results in spikes and fluctuations. One

possible way is to design pointed anodes as shown in Fig. 6.2.

(ii) It will also be interesting to see if coating the thin film with different
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materials can result in the stabilization of the field emission current.

However, this requires expertise in thin film growth and deposition tech-

niques.
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Appendix A

Discretization of the nucleation

coupled model for degradation

With the help of Eqs. (3.17)-(3.19) and by eliminating the kinetic nucleation rate

Nkin, we first rewrite the simplified form of Eqs. (3.13)-(3.16), which are given by,

respectively,

S
dn1

dt
− n1

dS

dt
=
β11n

2
sS

3

12

√
Θ

2π
exp

[
Θ− 4Θ3

27(lnS)2

]
, (A.1)

dS

dt
= − 2β11nsΘS

81
√

2π(lnS)3
exp

[
Θ− 4Θ3

27(ln s)2

]
−
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kT

2πm1

(S − 1)An , (A.2)
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sd
∗
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[
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27(lnS)2

]
+2n2
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2πm1

(S−1) , (A.3)

dAn
dt
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β11n

2
ss1Θ5/2S

27
√

2π(lnS)2
exp

[
Θ− 4Θ3

27(lnS)2

]
+ 4πnsv1

√
kT

2πm1

M1(S − 1) . (A.4)

By eliminating dS/dt from Eq. (A.1) with the help of Eq. (A.2) and by applying a

finite difference formula in time, we get

n1i
− n1i−1

ti − ti−1

≈
β11n

2
1i

12

√
Θ

2π
exp

(
− 4Θ3

27(lnSi−1)2
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− 2β11

81
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Si
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Similarly, Eqs. (A.2)-(A.4) are discretized as, respectively,

Si − Si−1
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2πm1
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(A.8)

By simplifying Eq. (A.5) with the help of Eqs. (A.6)-(A.8), we get a quadratic

polynomial of the form

(b1 − b2 − b3)n1i

2 − n1i
+ n1i−1

= 0 , (A.9)

where

b1 = ∆t
β11

12

√
Θ

2π
exp

(
− 4Θ3

27(lnSi−1)2

)
, (A.10)
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2β11

81

Θ7/2

√
2π

exp
(

Θ− 4Θ3

27(lnSi−1)2

)
Si(lnSi−1)3

, (A.11)

b3 = ∆t
Si − 1

S2
i

Ani

√
kT

2πm1

. (A.12)

Solution of Eq. (A.9) yields two roots (denoted by superscripts (1, 2)):

n
(1,2)
1i

=
1

2(b1 − b2 − b3)
±
√

1− 4n1i−1
(b1 − b2 − b3)

2(b1 − b2 − b3)
. (A.13)

For the first time step, the values of b1, b2 and b3 are obtained by applying the

initial conditions: S(0) = S0, n10 = n0, and An0 = An0. Since the n1i
must be real
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and finite, the following two conditions are imposed: 1−4n1i−1
(b1−b2−b3) ≥ 0 and

(b1 − b2 − b3) 6= 0. Also, it has been assumed that the degradation of CNTs is an

irreversible process, that is, the reformation of CNTs from the carbon cluster does

not take place. Therefore, an additional condition of positivity, that is, n1i
> n1i−1

is introduced while performing the time stepping. Along with the above constraints,

the n1 history in a cell is calculated as follows:

• If n
(1)
1i
> n1i−1

and n
(1)
1i
< n

(2)
1i

, then n1i
= n

(1)
1i

;

• Else if n
(2)
1i
> n1i−1

, then n1i
= n

(2)
1i

;

• Otherwise the value of n1 remains the same as in the previous time step, that

is, n1i
= n1i−1

.

Simplification of Eq. (A.6) results in the following equation:

Si
2 + (c1 + c2 − Si−1)Si − c1 = 0 , (A.14)

where

c1 = ∆tn1i
Ani

√
kT

2πm1

, (A.15)

c2 = ∆t
2β11

81

Θ7/2

√
2π
n1i

exp
(

Θ− 4Θ3

27(lnSi−1)2

)
(lnSi−1)3

. (A.16)

Solution of Eq. (A.14) yields the following two roots:

Si = −1

2
(c1 + c2 − Si−1)± 1

2

√
c1 + c2 − S2

i−1 + 4c1 . (A.17)

For the first time step, c1 and c2 are calculated with the following conditions: n11

from the above calculation, S(0) = S0, and An0 = An0. Realistically, the saturation

ratio S cannot be negative or equal to one. Therefore, Si > 0 yields c1 > 0.
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While solving for An, the Eq. (A.8) is solved with the values of n1 and S from the

above calculations and the initial conditions An0 = An0, M10 = M0. The value of

M10 was calculated by assuming n(dp, t) as a standard normal distribution function.
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Appendix B

Calculation of the parameters c11

to c33


0

2β2
3De

thb sin(α/2)(1+cos(α/2))
0

0
2β2

3De sinβ

thb sin2(α/2)(1+cos(α/2))
0

2β2
3De

tha sin(α/2)(1+cos(α/2))
0 0

 =


c11 c12 c13

c21 c22 c23

c31 c32 c33




0 1
b
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2

0 cos(α/2)
a+b cos(α/2)

− b sin(α/2)
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cot(α/2)
2b

cot(α/2)
2b

+ sin(α/2)
a(1+cos(α/2))

− c sin(α/2) cos(π/2n1)
2a(1+cos(α/2)) sinβ

 , (B.1)
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RHS=

c13 cot(α/2)
2b

c11
b

+ c12 cos(α/2)
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2
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+ c13 sin(α/2)
a(1+cos(α/2))
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c21
b
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c21 cot(α/2)
2
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2b
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(B.2)

Now, comparing term by term of LHS and RHS, we get

c13 cot(α/2)

2b
= 0

Therefore,

c13 = 0 (B.3)

c11

b
+

c12 cos(α/2)
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c13 sin(α/2)

a(1 + cos(α/2))
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2β2
3De
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As c13 = 0, therefore,
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b
+
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3De
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(B.4)

Next,

c11 cot(α/2)

2
− c12b sin(α/2)
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− c13c sin(α/2) cos(π/2n1)

2a sin β(1 + cos(α/2))
= 0

Therefore,
c11 cot(α/2)

2
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c12b sin(α/2)

2(a+ b cos(α/2))

Rearranging both sides, we get

c11 =
c12b sin2(α/2)

cos(α/2)(a+ b cos(α/2))
(B.5)
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Substituting this value in Eq.(76), we get

c12

[
sin2(α/2)

cos(α/2)(a+ b cos(α/2))
+

cos(α/2)

(a+ b cos(α/2))

]
=

2β2
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By further solving this equation, one can write
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Rearranging both sides, one gets
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Now,
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Therefore,
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Now, equating element by element of the 2nd row, we get

c23 cot(α/2)

2b
= 0

Therefore,

c23 = 0 (B.8)

Next,
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b
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As c23 = 0, therefore,
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Next,

c21 cot(α/2)

2
− c22b sin(α/2)
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− c23c sin(α/2) cos(π/2n1)

2a sin β(1 + cos(α/2))
= 0
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By substituting the value of c23, one can write

c21 =
c22b sin2(α/2)

cos(α/2)(a+ b cos(α/2))
(B.10)

Combining both the equations, we get

c22

[
sin2(α/2)

cos(α/2)(a+ b cos(α/2))
+

cos(α/2)

(a+ b cos(α/2))

]
=

2β2
3De sin β

thb sin2(α/2)(1 + cos(α/2))

Further solving this equation, one can write

c22

[
sin2(α/2) + cos2(α/2)

cos(α/2)(a+ b cos(α/2))

]
=

2β2
3De sin β

thb sin2(α/2)(1 + cos(α/2))

Therefore,

c22 =
2β2

3De sin β cos(α/2)(a+ b cos(α/2))

thb sin2(α/2)(1 + cos(α/2))
(B.11)

Substituting the value of c22, we get

c21 =
2β2

3De sin β

th(1 + cos(α/2))
(B.12)

Now, comparing element by element of the third row, we get

c33 cot(α/2)

2b
=

2β2
3De

tha sin(α/2)(1 + cos(α/2))

Therefore,

c33 =
4β2

3bDe

tha cos(α/2)(1 + cos(α/2))
(B.13)

Next,
c31

b
+

c32 cos(α/2)

(a+ b cos(α/2))
+
c33 cot(α/2)

2b
+

c33 sin(α/2)

a(1 + cos(α/2))
= 0

Substituting the value of c33, we get

c31

b
+

c32 cos(α/2)

(a+ b cos(α/2))
+

2β2
3De

tha sin(α/2)(1 + cos(α/2))
+

4β2
3bDe sin(α/2)

tha2 cos(α/2)(1 + cos(α/2))2
= 0

(B.14)
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Now, after comparing the last term of both the sides, one can write

c31 cot(α/2)

2
− c32b sin(α/2)

2(a+ b cos(α/2))
− c33c sin(α/2) cos(π/2n1)

2a sin β(1 + cos(α/2))
= 0

Substituting the value of c33, we get

c31 cot(α/2)

2
− c32b sin(α/2)

2(a+ b cos(α/2))
− 4β2

3bDe

tha cos(α/2)(1 + cos(α/2))

c sin(α/2) cos(π/2n1)

2a sin β(1 + cos(α/2))
= 0

Further solving, we get

c31 − c32
2

cot(α/2)

b sin(α/2)

2(a+ b cos(α/2))
− 2

cot(α/2)

4β2
3bDe

tha cos(α/2)(1 + cos(α/2))

c sin(α/2) cos(π/2n1)

2a sin β(1 + cos(α/2))
= 0

c31 =
c32b sin(α/2)

cot(α/2)(a+ b cos(α/2))
+

4β2
3bcDe sin(α/2) cos(π/2n1)

tha2 cot(α/2) cos(α/2) sin β(1 + cos(α/2))2

(B.15)

Substituting this value in Eq. (B.14), one can write

c32 sin(α/2)

cot(α/2)(a+ b cos(α/2))
+

4β2
3cDe sin(α/2) cos(π/2n1)

tha2 cot(α/2) cos(α/2) sin β(1 + cos(α/2))2
+

c32 cos(α/2)

(a+ b cos(α/2))

+
2β2

3De

tha sin(α/2)(1 + cos(α/2))
+

4β2
3bDe sin(α/2)

tha2 cos(α/2)(1 + cos(α/2))2
= 0

Solving it further,

c32

(
sin2(α/2)

cos(α/2)(a+ b cos(α/2))
+

cos(α/2)

(a+ b cos(α/2))

)
+

4β2
3cDe sin2(α/2) cos(π/2n1)

tha2 cos2(α/2) sin β(1 + cos(α/2))2

+
2β2

3De

tha sin(α/2)(1 + cos(α/2))
+

4β2
3bDe sin(α/2)

tha2 cos(α/2)(1 + cos(α/2))2
= 0

Further simplification leads to

c32

(
sin2(α/2) + cos2(α/2)

cos(α/2)(a+ b cos(α/2))

)
= − 2β2

3De

tha(1 + cos(α/2))

(
2c sin2(α/2) cos(π/2n1)

a cos2(α/2) sin β(1 + cos(α/2))
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+
1

sin(α/2)
+

2b sin(α/2)

a cos(α/2)(1 + cos(α/2))

)
Finally, c32 can be written as

c32 = −2β2
3De cos(α/2)(a+ b cos(α/2))

tha(1 + cos(α/2))

(
2c sin2(α/2) cos(π/2n1)

a cos2(α/2) sin β(1 + cos(α/2))
+

1

sin(α/2)

+
2b sin(α/2)

a cos(α/2)(1 + cos(α/2))

)
(B.16)

By substituting this value of c32, c31 can be expressed as

c31 = −2β2
3De cos(α/2)(a+ b cos(α/2))

tha(1 + cos(α/2))

b sin(α/2)

cot(α/2)(a+ b cos(α/2))(
2c sin2(α/2) cos(π/2n1)

a cos2(α/2) sin β(1 + cos(α/2))
+

1

sin(α/2)
+

2b sin(α/2)

a cos(α/2)(1 + cos(α/2))

)

+
4β2

3bcDe sin(α/2) cos(π/2n1)

tha2 cot(α/2) cos(α/2) sin β(1 + cos(α/2))2
(B.17)
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Appendix C

Derivation of out-of-plane stress

(σrr)

Consider a = b. Then,

sin 30o =
d

a
, cos 30o =

g

a
,

This gives

d =
a

2
, 2g =

√
3a ,

Therefore, area of projection of the resulting pyramidal shape due to the out-of-

plane deformation of the center atom is expressed as

Ar =
1

2
(3d)(2g) =

3
√

3

4
a2 ,

The energy due to transverse stretching is expressed as

U =
1

2
k3(∆ψ)2

where k3 is effective elastic constant and

∆ψ =
du

(2)
r

ds
cos(ᾱ/2) +

du
(2)
r

dz
sin(ᾱ/2) ,
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Figure C.1: Analytical model of a CNT.

In this case, ᾱ is the angle, which the bond makes with respect to θθ direaction in

the θz plane. Taking average of ∆ψ from all the neighboring bonds,

∆ψ =
du

(2)
r

ds

(
1 + 2 cos(ᾱ/2)

)
+
du

(2)
r

dz

(
sin(ᾱ/2)− sin(ᾱ/2)

)
=
du

(2)
r

ds

(
1 + 2 cos(ᾱ/2)

)
,

Therefore,

U =
1

2
k3

[du(2)
r

ds

(
1 + 2 cos(ᾱ/2)

)]2

,

The out-of-plane stress σrr can be expressed as

Arσrr = − ∂U
∂u

(2)
r

Therefore,

σrr = − 2k3

3
√

3a2

∂2u
(2)
r

∂s2
(1 + 2 cos(ᾱ/2))2 , (C.1)
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Appendix D

Converting the electromagnetics

equation into Bessel form

The original equation is

∂2Ez′(r)

∂r2
+

1

r

∂Ez′(r)

∂r
+

1

r2

∂2Ez′(r)

∂θ2
0

+
∂2Ez′(r)

∂z′2
−µσ∂Ez

′(r)

∂t
−µε∂

2Ez′(r)

∂t2
= 0 (D.1)

By substituing the Fourier transforms, one can write

∂2Ẽz′k(r)

∂r2
+

1

r

∂Ẽz′k(r)

∂r
− 1

r2
m2
kẼz′k(r)− q2

kẼz′k(r) + µσjωkẼz′k(r) + µεω2
kẼz′k(r) = 0

(D.2)

Multiplying both sides of Eq. (D.2) by r2, we get

r2
∂2Ẽz′k(r)

∂r2
+ r

∂Ẽz′k(r)

∂r
+
[
r2(µσjωk + µεω2

k − q2
k)−m2

k

]
Ẽz′k(r) = 0 (D.3)

By assuming (µσjωk + µεω2
k − q2

k) = a2, Eq. (D.3) can be rewritten as

r2
∂2Ẽz′k(r)

∂r2
+ r

∂Ez′k(r)

∂r
+ (a2r2 −m2

k)Ẽz′k(r) = 0 (D.4)
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Substituting y = ar in Eq. (D.4), we get

∂2Ẽz′k(r)

∂r2
= a2

∂2Ẽz′k
∂y2

,
∂Ẽz′k(r)

∂r
= a

∂Ẽz′k
∂y

. (D.5)

With the help of Eq. (D.5), Eq. (D.4) can now be converted into the Bessel form

y2
∂2Ẽz′k
∂y2

+ y
∂Ẽz′k
∂y

+ (y2 −m2
k)Ẽz′k = 0 . (D.6)

The Bessel function yields a solution, which is given by

Ẽz′k = ˜̃Ez′kJmk
(r) (D.7)

where Jmk
is expressed as

Jmk
=
∞∑
p=0

(−1)p(y/2)(mk+2p)

p!Γ(mk + p+ 1)
(D.8)

The Bessel solution of second kind is neglected for simplicity in this case.

154



Appendix E

Details of the design of vacuum

chamber

As discussed in chapter 1, field emission experiments require ultra-high vacuum

(UHV) conditions. Successful field emission can only occur in a vacuum where

the emitted electrons can actually reach the anode and avoid colliding with air

particles. Therefore, a vacuum chamber had to be designed to house the CNTs and

the anodes in a vacuum environment. There were several constraints placed on the

chamber design:

1. Vacuum chamber (must reach pressures less than 10-6 Torr);

2. Use UHV compatible materials only (stainless steel, Teflon, OFHC copper);

3. Interchangeable mount for a 10mm x 10mm CNT film;

4. Mechanism to manipulate the CNT-electrode gap (0-500 µm);

5. Allow for a minimum of 5 electrical leads to be fed through into the vacuum;
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Figure E.1: Schematic design of the vacuum chamber.

6. Allow for electrodes and anode target to be insulated from the chamber; and

7. Two ports available for connections to pumps.

Figure E.1 shows the drawing of the vacuum chamber, which was designed fulfilling

the requirements. The following are details regarding each component:

1. Instrumentation feedthrough: An 8 pin feedthrough is used to connect wiring

from the atmosphere side to the vacuum side. The CNT will be connected to

one wire while the electrodes will be connected to a wire each.

2. 1.33” nipple: This fitting is used to attach the instrumentation feedthrough

to the micrometer. The leads of the instrumentation feedthrough are 2” long
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and cannot be cut shorter due to the risk of damaging the ceramic seal. Since

this will not fit inside the body of the micrometer, a standoff was required

and the 1.33” nipple fit the role.

3. Micrometer linear feedthrough: With a resolution of 0.002” (50.8 microns)

and a range of 1” (25.4mm) this micrometer has a hollow tube through which

flexible wires can be passed through.

4. Four way cross: This is similar to a standard stainless steel 2.75”(69.85mm)

four way cross, the only exception being that all the flanges are of the Conflat

design.

5. Micrometer extension: A 0.25” (6.35mm) ground rod was used to extend the

reach of the micrometer. A gate holder was attached to the end of the rod.

6. Gate holder: This machined component was made as an attachment between

the ground rod and the gate.

7. Gate: This component was machined to be the frame onto which the elec-

trodes can be mounted.

8. CNT mount: This is the stainless steel component onto which the CNTs are

deposited. This piece is mounted onto the CNT holder via two screws.

9. CNT holder: A 1” (25.4mm) diameter stainless steel tube was welded onto a

2.75” (69.85mm) double sided Conflat flange.

10. 2.75” nipple: This fitting is used to seal the end of the chamber thereby

enclosing all the inner components. For the second phase of design, this

fitting will be replaced by other components.
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