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Abstract

The provision of safe drinking water requires adequate inactivation of pathogenic organisms.
Common drinking water disinfectiondenologies become decreasingly effective as levels of
additional particulate matter in waters to be treated increases. Therefore, solids removal
processes must always precede drinking water disinfection assuming there is enough
particulate matter to wamé& them, and chemical pteeatment techniques enhance their
efficiency. A treatment plant must be robust or resilient to challenge. With the coming
changes in climate, there will be a heightened need to respond to increased variability
(Cromwellet al., 2007).

Jar tests are performed to simulate-fdale prereatment and particle removal processes.
Operators typically conduct them in an effort to attempt alternative treatment doses and
strategies without altering the performance of thedadlle dinking water treatment plant.
However, information obtained from these tests must be evaluated judiciously, as they
currently focus on reduction of specific water quality parameters (i.e., ultraviolet absorption
at 254 nm and turbidity), and measuring anmdlerstanding the significance of coagulant
dose on floc size. Consideration of aggregate structure has been less explored due mainly to
a lack of appropriate theories to describe the complex random floc structure. Improving the
predictive capacity of énchscale protocols commonly used for optimizing conventional
chemical prereatment in fullscale drinking water treatment plants is required.

Using protocols and raw water from the Mannheim Water Treatment Plant (MWTP) in
Kitchener, Ontario, Canada, ée (12) jar tests were performed throughout this
investigation. The ultraviolet absorption at 254 nm {kiVand turbidity of the supernatant

were evaluated during each jar test to investigate potential relationships between these
parameters and floc ttkng rates and structure. Six (6) jar tests were conducted to generate
aggregates for settling tests. Samples were collected after a period of settling from the
bottom of the jars so that it could be determined whether or not the settling ratessemed/or

of the aggregates that had settled would correspond to the, ldWd turbidity of the
supernatant. The six (6) jar tests were then repeated to characterize the fractal structure of
the flocs by digital image analysis with microscopy. Structuralracteristics were
calculated from samples of aggregates that were collected prior to settling. This was done to
predict particle removal performance (i.e., based on turbidity reduction) by using the floc
structural information of the aggregates generatadng coagulation and flocculation.
Samples of aggregates generated at-sitdle at the MWTP were then collected and
compared to the results of the bersdiale testing. This analysis was conducted to determine
the extent to which benedtale tests tryl simulate fullscale coagulation and flocculation
processes.

At the conditions investigated, either alum or polyaluminum chloride (PACI) coagulation at a

dose of ~ 30 mg/L in conjunction with 0.2 mg/L of cationic polyelectrolyte can achieve the

lowestlevels of U\bs, and turbidity (i.e., 0.02 to 0.05 AU and 0.3 to 1.0 NTU, respectively)

after flocculation and a period of settling. Results from the settling tests indicated that the
il



production of larger and more settleable flocs could not be describdtbdysettling
velocities and floc sizes. Settling velocities were not directly related to eithes, OV
turbidity reductions. Results of the floc characterization tests indicated that measured values
of UVys4 and turbidity of the supernatant were gaiigrinversely proportional to aggregate

Dgo; that is, the residual U), and/or turbidity decreased as the valueDgf increased,
which may have been indicative of flocculent settling. No direct relationship could be
discerned betweeb; (i.e., floc shae) and the UM, and turbidity of the supernatant;
however, the turbidity after flocculation and a period of settling appeared to be inversely
proportional taD; (i.e., porosity). Overall, the results of the experiments have demonstrated
that grain sizalistributions and fractal dimensions might be used to assess and/or predict pre
treatment and/or particle removal performance. Specifically, the relationship bddggeen
values calculated from samples of flocculated water prior to settling ang, &hd tirbidity

values of that water after a period of settling may be a simple tool that can be utilized to
describe and potentially better predict flocculent settling performance. At present, this
appears to be the first such tool of its kind that has beenteelp

Full-scale sampling at the MWTP, however, indicated that the size and structure of
aggregates generated at beschle at the MWTP were clearly not indicative of the size and
structure of those produced at fattale. The aggregates that wereegated at fuliscale

were much smaller and denser than those that were produced in any of the tests (i.e., under
all conditions considered). At the MWTP at present, the only reliable indicator -staid
performance is fulscale data because jar teate not indicative of fulscale performance

(i.e., floc formation). Additional experimentation at the MWTP is required that focuses
primarily on optimizing the benebcale tests utilized to improve fidtale performance
predictability.
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1 INTRODUCTION

Despite advances in the development, protection, and treatment of water supplies, waterborne
disease outbreaks continue to occur in North America. Between 1980 and 0996, 4
outbreaks were reported in the United States with over 500,000 associated cases of
waterborne disease (Colehal., 1999). In Canada, outbreaks of disease have occurred in
cities including North Battleford, Kitchen&Vaterloo and Walkerton within theagt fiteen

(15) years. Triggered by the occurrence of specific organisms, waterborne illness is usually
acute in healthy individuals and is typically characterized by gastrointestinal symptoms. For

the immunocompromised, however, the effects are oftee severe.

Pathogens are diseasausing organisms that have been implicated in many outbreaks of
waterborne disease. They include bacteria (Esgherichia coli O157:H7), viruses (e.g.,
Norovirus) and protozoa (e.@ryptosporidium parvum) (Feachenet al., 1993; Madigaret

al., 2000; Crook, 1998). The provision of safe drinking water requires adequate inactivation
of pathogenic organisms. At present, the most common drinking water disinfection
technologies are conventional chemical oxidation withoraie and/or ozone and UV

irradiation.

Despite proper disinfection of an unfiltered water supply with chlorination, in June 1986
more than 3000 residents of Penticton, British Columbia were impacted by an outbreak of
waterborne giardiasis (Hrudey et &002). Such incidents underscore that pathogens and
other organisms can be partially protected against the action of UV and chemical disinfection
by attachment to or enmeshment in nonviable particles present in water €Sahgd 978;

Hejkal et al., 1979; Boardman and Sproul, 1977; Sproul, 1972 and Gehr et al., 2003). For
this reason, drinking water disinfection is typically preceded by one or more solids removal

processes (e.g., sedimentation, filtration, etc.).

To maximize particle removal, codgtion and flocculation are often employed to encourage

the interaction of small particles to produce larger aggregates or ‘flocs’. These chemical pre
1



treatment methods are often designed and operated based upon information derived from
benchscale protools (i.e., jar tests) that are used to simulate-dodlle treatment
performance. By regularly performing such tests, water treatment operators can assess
alternative treatment strategies without altering plant performance. Additionally-feaieh

tess are used to determine the optimum dose of coagulant which “... in most cases, saves
money and in many cases a lot of morm&y much money, in fact, that the initial cost of the
equipment is often recovered in less than one year. In many plants wheggisestt done,

there is a tendency to dose a little extra ‘just to be sure.” This overdosing can result in on

going, unnecessarily high, coagulant expenses” (Satterfield, 2005).

Although benckscale testing does typically provide a reasonable estifpateoagulant
dosing, it is commonly acknowledged that the associated procedures can often be improved
to better predict fulscale performance. For example, an understanding of the physical
characteristics of flocs formed during water treatment is imporin determining the
efficiency, operation and robustness of the separation processes used to remove them
(Jefferson and Jarvis, 2006). Bersttale protocols currently focus on measuring and
understanding the significance of coagulant dose on floc §lp@sideration of floc structure

has been less explored due mainly to a lack of appropriate theories to describe its complex

random structure.

In the late 1970s, Benoit Mandelbrot of Poland introduced the concept of fractal geometry.
Generally, he daefed a fractal structure as “a fragmented geometric shape that can be
subdivided into parts, each of which is a redusizé copy of the whole.” The development

of this geometric concept has subsequently enabled demonstrations that engineered
aggregatesra fractal (Gorczyca and Ganczarczyk, 2001). Fractal geometry is often used to
characterize wastewater sludge. In the drinking water treatment industry; however, the
practical applications of fractal theory are relatively unexplored. Quantitative rassess

floc structure using particle characterization methods as a technique to improve the predictive

capacity of benciscale tests for optimizing chemical greatment (i.e., coagulation,

2



flocculation, clarification, etc.) during conventional treatmeapresents one possible

application.

1.1 Research Motivation

The Mannheim Drinking Water Treatment Plant (MWTP) is located in the city of Kitchener,
Ontario and provides approximately 22% of the drinking water to the Regional Municipality
of Waterloo (Clarke 2007). The raw water entering the plant is surface water from the
Grand River and is treated in a conventional manner (i.e., coagulation, flocculation,
sedimentation, filtration and disinfection). In addition, ozone is added to control the taste
and odur, oxidize any naturally occurring compounds, and to assist in disinfection. The
primary disinfection processes are ultraviolet (UV) irradiation, followed by chlorination.
Continuous analyzers observe levels of turbidity prior to the water being jsdhaThe
MWTP has a design capacity of 72 MLD (i.e., 19 U.S. MGD) (Clarke, 2007).

Like many conventional plants, the MWTP has not been able to reach its operational capacity
due to a variety of reasons including floc bt on the surface of and withtheir filters.

One possible explanation for this observation is that thdrga¢ément processes are not
optimized to ensure adequate solids removal in the sedimentation basins. Furthermore, data
from bench scale tests have indicated better settlesl wabidities and values of ultraviolet
absorption at 254 nm (UV,) than those being achieved at fstlale. A key limitation of the

bench scale protocols used to make these preliminary assessments is that they do not consider
the structure of the floahat are produced; rather, they focus only on floc size and a settling
period that can often seem arbitrary becausestidle performance can be difficult to
reproduce. The need to achieve low settled watepsiJValues and turbidities while
increasingplant capacity, and the important and frequently overlooked need to improve the
predictive capacity of benetctale protocols for optimizing conventional chemical-pre

treatment provided the motivation for this research.



1.2 Objectives and Scope

The primary goabf this thesis research was to improve the predictive capacity of -bench
scale protocols commonly used for optimizing conventional chemicefgatment in ful
scale drinking water treatment plants. More specifically, the objectives were to:

1. critically evaluate the limitations of traditional berstale tests for evaluating
chemical prereatment performance of coagulation/flocculation/sedimentation
processes;

2. investigate one or more floc characterization technique(s) that might be relevant to
characteding aggregates generated during drinking water treatment;

3. quantify the variability in floc characterization data and assess the accuracy and/or
precision of the floc characterization technique(s); and

4. identify floc characterization techniques that willntdbute to optimizing the
predictive capacity of traditional bensleale tests for evaluating chemical -pre

treatment performance of coagulation/flocculation/sedimentation processes.

The secondary goal of this research was to provide recommendatiorstratedgjies for
further optimizing conventional chemical preatment at the MWTP. More specifically, the
objective was to evaluate the developedtpgatment optimization techniques at the MWTP
and demonstrate opportunities for improvement. The pedaontributions of this work are:

1. a stateof-the-art review of particle characterization techniques relevant to
characterizing aggregates generated during drinking water treatment;

2. demonstration of the limitations of traditional bersdale protocols comonly
used to optimize conventional chemical -mneatment during fulscale drinking
water treatment and articulation of the reasons why data obtained from these tests
must be evaluated judiciously; and

3. development of practical strategies for integratainkey aspects of advanced
particle characterization techniques into common beagcale chemical pre

treatment protocols.



The research contributions of this work are:

1. a stateof-the-art review of particle characterization techniques relevant to
charactezing aggregates generated during drinking water treatment;

2. development and demonstration of essential guidance for determining how to
characterize floc populations in a statistically significant manner;

3. development and validation of techniques to quarhié variability in fractal floc
characterization data; and

4. preliminary development of approaches for integrating advanced particle
characterization techniques with bersttale protocols commonly used to optimize

conventional chemical pieeatment durindull-scale drinking water treatment.

1.3 Research Approach

Twelve (12) jar tests using the MWTP protocol were performed throughout this
investigation. The UY4 and turbidity of the supernatant were evaluated during each jar test

to investigate potential lationships between these parameters and floc settling rates and
structure. Six (6) jar tests were conducted to generate aggregates for settling tests. Three (3)
jar tests were conducted at 5, 15 andQ4sing alum as the primary coagulant and thrge (3

jar tests were conducted at 5, 15 and’@5using PACI as the primary coagulant. Samples
were collected after a period of settling from the bottom of the jars so that it could be
determined whether or not the settling rates and/or sizes of the aggrégdtbad settled

would correspond to the Uy, and turbidity of the supernatant.

The six (6) jar tests were then repeated to characterize the fractal structure of the flocs by
digital image analysis with microscopy. Structural characteristics werealatald from
samples of aggregates that were collected prior to settling. This was done in order to predict
particle removal performance (i.e., based on turbidity reduction) by using the floc structural

information of the aggregates generated during cagiguland flocculation.



All of the tests were conducted at varying temperatures because an original objective of the
study was to evaluate the temperature effects on floc structure and/or settling velocity. It was
decided after the experiments were perfed, however, that the primary focus of this thesis
would be on the general development and application of floc characterization techniques to
water treatment. The initially proposed temperafloe analysis will be presented

elsewhere.

Variability in the characterization data was quantified using commonly utilized statistical
tests. A simple approach for quantifying the uncertainty in floc characterization data was
also developed. Samples of aggregates generated -gcdidl at the MWTP were then
collected and compared to the results of the besele testing. This analysis was conducted

to determine whether or not berstale tests truly simulated fidtale coagulation and

flocculation processes.

1.4 Thesis Organization

A review of relevant larification, coagulation, and flocculation theory, as well as floc
structural characteristics and characterization techniques relevant to this research is presented
in Chapter 2. Chapter 3 provides details regarding the research approach utilized herein.
Experimental results are provided and synthesized in Chapter 4. Overall thesis conclusions

and recommendations are presented in Chapters 5 and 6, respectively.



2 BACKGROUND

2.1 Particles in Natural Systems

Impurities in the natural aquatic environmeain be distinguished as either “dissolved” or
“particulate”. The operational distinction between dissolved and particulate is often made on
the basis of a standard procedure: microfiltration (Gregory, 2006). Essentially, a water
sample is filtered thragh a membrane with a pore size of OiB. Impurities that pass
through the filter are regarded as dissolved and those that are retained by the filter are defined

as particulate.

Particulate material can be categorized further as either “colloidal” wspénded”.
Conventionally, colloids range from 1 to 1000 nm; particles larger than this are classified as
suspended solids. Particles in the colloidal size range are often “unstable”, meaning that
forces of attraction between the particles might causm tio aggregate on contact and form
clusters typically referred to as “aggregates” or “floc”. Particles in the natural environment
often contain both suspended and colloidal material and vary extensively in origin,
concentration and size. Figure 2.1 dépithe difference between suspended material and

colloidal material as aggregates.

140 mirans 140 hicrons

Figure 2.1: Suspended (left) and colloidal (right) material in the natural environment.



The majority of partiles in surface waters: silts, clays and other products of weathering, for
instance, are derived from atmospheric sources (Letterman, 1999). Chemical and biological
processes occur in natural waters and produce particles such as algae and organicoéxudates
aguatic organisms. Agquatic organisms can also include pathogenic microorganisms derived
from municipal and agricultural waste discharge, and can also be described as particulate
matter. Atmospheric sources, chemical and biological processes, andliselségge are the

three principal origins of particles in the natural aquatic environment.

25°C

2.1.1 Particles Derived from Atmospheric Sources

The primary source of rocks, soil and debris found in natural water systems in urban and
agricultural areas is noff during periods of heavy precipitation or snow melt. Resuspension

of previously introduced settled bottom sediments can also occur during these episodes.
Other sources of particles derived from atmospheric sources include stream bank erosion,

construction activity and mining operation (Hroncich, 1999).

Both biological and notiological suspended solids have the potential to be key vectors for
the transport of toxic substances such as heavy metals (e.g., lead, mercury, cadmium, etc.).
Heavy metalsare naturally present in the environment and if regularly ingested, can be a
threat to human health (Metcalf and Eddy, 2003). Limngn exposure to lead, for example,

can cause kidney damage, anemia and nerve damage (Goyer, 1993). Mercury poisoning can
result in insomnia, diarrhea, memory loss and brain damage (Rateliféd., 1996).
Sedimemdassociated heavy metals have the potential to be transported by particles typically
less than 63 um in a water body, both naturally occurring and biologicalthemically
produced (Onglewt al., 1992). Several factors including land use, climate change, flow
conditions, sediment source and availability, redox conditions and water chemistry contribute

to the transport of sedimeassociated metals and other gmuands of concern.



2.1.2 Particles Produced by Chemical and Biological Processes

Organic materials in the natural environment include algae and precipitates of calcium
carbonate (CaCf), manganese dioxide (MnPand goethite (FeOOH). The majority of
organc constituents in natural waters; however, are derived from biological degradation of
plant and animal remains. Collectively, these substances are known as natural organic matter
(NOM); much of which is dissolved. It has been suggested that the chatmsteof
dissolved organic materials in natural systems promote flocculation and influence the
behavior of those flocs (Droppo, 2001). As well, like rocks and soil, these-aK3btiated

flocs can absorb and transport trace quantities of heavy metalselass potentially

pathogenic microbial communities.

2.1.3 Particles Derived from Municipal and Agricultural Waste Discharge

Diseasecausing microorganisms (i.e., pathogens) that are found in surface waters are most
commonly classified as bacteria, proda or viruses. Infectious agents potentially present in
drinking water sources in North American include various toxic straifiSsabkerichia coli,
Cryptosporidium parvum, Giardia lamblia and Hepatitis A virus, to name a few (Feacletm

al., 1983; Madiga et al., 2000; Crook, 1998). The aforementioned organisms are excreted
by human beings or animals who are infected with disease or who are carriers of a particular
infectious disease and can enter water bodies through domestic sewage from wastewater
discharges and most commonly by runoff from various land uses such as animal husbandry
and manure spreading on agricultural lands. In places where wastewater treatment processes
are effectively utilized, most pathogens are contributed by livestock wastesiéMyet al .,

1994). Other sources of pathogenic microorganisms include septic systems, urban runoff,

and waterfowl droppings (Hroncich, 1999).

When discharged into the natural environment, pathogens have the potential to be transported
to drinking wder treatment plant source water intakes. If ingested, bacterial pathogens

typically cause diseases of the gastrointestinal tract, such as diarrhea. Protozoans are of
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particular concern because of resilience to common chemical disinfectants and their
significant impact on immunocompromised individuals, including very young children, the
elderly and persons undergoing treatment for cancer (Lisle and Rose, 1995). Viruses can

also cause diarrheal disease, respiratory illness and gastroenteritis.

The prowsion of safe drinking water requires sufficient inactivation of these pathogens by
processes such as ultraviolet irradiation (UV), ozone, or oxidation with chemicals such as
chlorine. All of these disinfection processes, however, become decreasinghyveftes

levels of particulate matter in waters to be treated increase (&talggl978, Sproul, 1972).

For example, it has been found that pathogens may be partially shielded against the action of
UV, ozone and chlorine by attachment to or enmeshnmenther particles present in the
water. Moreover, organic materials, such as N@&ddociated flocs, may serve as precursors

in the formation of potentially carcinogenic-pyoducts [e.g., trihalomethanes (THMs) and
haloacetic acids] when oxidants are &plto the water (Cohet al., 1999). For these
reasons, particle removal processes must always precede drinking water disinfection

assuming there is enough particulate matter to warrant them.

2.2 Particle Removal Processes

There are a variety of teclyuies employed by utilities and suppliers of drinking water to
remove particles from water. The choice of technique depends upon factors that include the
quality of the water being treated, the cost of the process and the expected quality of the
processedvater. The three most common processes for separating particles from water are
(Bratby, 2006):

1. Dissolved Air Flotation (DAF);

2. Sedimentation; and

3. Filtration.
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DAF is the process by which particles become attached to air bubbles that rise to the water
surfece, thus removing the particles from suspension. Sedimentation, quite simply, is the
deposition by gravity settling of a suspended material. Filtration for-sglidl separation

can be divided into to two broad classes: gravity and deep bed filtratiovhich a
suspension flows through a bed of granular material, and membrane filtration, which is

primarily a size exclusion process by a thin layer of material with pores of a particular size.

Granular media filtration processes are further categorgeittlzer direct or wtine filtration,
or conventional filtration. Direct, or iline filtration refers to filtration preceded by chemical
pretreatment of the water. When sedimentation is employed prior to the filter, the process is

known as conventiohdltration.

Of the available methods for particle removal, sedimentation followed by filtration (i.e.,
conventional filtration) is currently the most commonly practiced particle removal process in
North America due to its ease of operation, costatifeness and high solids removals,
especially microorganisms (i.e., 99% to 99.5% removals) (Cleasby and Logsdon, 1999).
Benchscale protocols commonly used to optimize conventional chemicairgatenent
during fullscale drinking water treatment oft@mcorporate settleability of particles, and
therefore particle removal by sedimentation was the primary focus of this thesis research. A

detailed theoretical discussion of sedimentation is presented in the following section.

2.2.1 Sedimentation

Sedimatation for the improvement of water quality has been practiced for hundreds of years.
The basic theory that water stored undisturbed and then poured or ladled out with little
agitation will improve water quality has been used throughout the developfreotieties
around the world (Gregomt al., 1999). Basic surface water impounding reservoirs are even

thought to have been constructed as early as 600 B.C. (Ellms, 1928).
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As the need for safe, clean drinking water increased during the indagjeako too did
sedimentation technology. Modern sedimentation equipment typically consists of either a
conical, circular or rectangular basin with agitators, pipes and pumps for settled solids
collection (Swamee and Tyagi, 1996). In rectangular tahkeswater to be settled flows
horizontally in one end, and the treated water flows out at the other end. The inlet flow
arrangement must provide a flow distribution that maximizes the opportunity for particles to
settle. In circular tanks, flow is usuaftpm a central feedwell radially outward to peripheral
weirs. The tank floor is occasionally conical to a center sludge well. These types of
sedimentation basins were predominant for many years until the development of inclined
plate settlers in the atl950s (Kapoor and Acrivos, 1995).

Inclined plate settlers (Figure 2.2) were established for drinking water treatment in Sweden
and are now widely used in water treatment plants across North America. The primary
advantage of these systems is that thay be designed and constructed to increase
sedimentation efficiency by increasing the area available for settling and decreasing the
vertical distance that particles must travel (Kapoor and Acrivos, 1995). An additional benefit
of inclined plate settlingis the seHcleaning of the surfaces, and therefore optimal

performance, when the angle of inclination of the plates is more than 50° (Yao, 1973).

I
1.'

I
A

Figure 2.2: Early patent for inclined plate settling (Barham et al., 1956).
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Regardless of which type of sedimentation basin is selected as the preferred alternative for
any particular treatment train, they are all designed and operated to achieve high levels of
particle removal in the shortest amount of tink@r all varieties of sedimentation equipment,
the design equations typically used to describe and model particle settling are generally and
universally based upon two assumptions (Valiolis and List, 1984):

1. Impermeable, spherical particles; and

2. Type 1 seting behavior (Table 2.1), which is the settling of individual, separate

and distinct particles by gravity.

Table 2.1: Particle settling regimes (Gregory et al., 1999).

T Settling of discrete particles in low T I
ype 1 .
concentration. T I I

Settling of particles in low concentration but ¢ v 3333
with coalescence or flocculation. As :

Type 2 : ; @
coalescence occurs, particle masses increase
and particles settle more rapidly. ﬁf %
Hindered, or zone, settling in which particle %o
concentration causes interparticle effects, $g$ %&%

Type 3 which might include flocculation, to the extent
that the rate of settling is a function of solids %M
concentration. %
Compression settling or subsidence develops

Type 4 under the _Iaygrs of zone settling. The rate of
compression is dependant on time and the
force caused by the weight of solids above. @
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The settling velocity of a single, impermeable spherical particle that settles discretely can
readily be predicted according to Stokes’ law, which is based uponealdalance. There
are three forces, gravit¥§), buoyancy ) and dragKq) [kgm/<’], acting upon the particle.
Equating these forces produces:

F,=F,-F, (2.1)

The drag force exerted on a particle can be expressed as a function of the fluid ggensity (

[kg/m®] and the particle’s terminal settling velocity {m/s] (Prandtl and Tietjens, 1957):

_ PViAC,

. (2.2)

I:d
whereA. is the projected crossectional area of the particle fhand Cy is an empirical drag
coefficient. Since gravitational and buoyant forces can beessed agVg and pVg,
respectively, wherg, is the density of the particle [kg?inV is the effective volume of the
particle [n?] andg is the gravitational constant of acceleration finthenEquation 2.1 can

be written as:
vZAC
£—§L1=pwg+@m (2.3)
When rearranged tigolate for settling velocitygquation 2.3 becomes:

2080V (2.4)
CaPA

whereAp is the difference between the particle and fluid densities. In a typical drinking
water treatment plant, fluid flow through a sedimentation tank is laminar; that is, water flows
in paallel layers with no disruption between layers (Swamee and Tyagi, 1996). When this

type of flow is assumed, the empirical drag coefficient for spheres is:

C,=— (Re<<< 1) (2.5



whereR; is the Reynold’s number which can be expressedd/(; 1 being the kinematic
viscosity [nf/s] andd being the particle diameter [m]. Assuming that the particles are
spherical, geometric relationshipg € 70°/3 andA. = 7d%/4) will simplify Equation 2.4 to

Stokes’ law:
gApd®
18u

V=

(2.6)

Equation 2.6 reveals hat the settling velocity of a particle is proportional to the diameter
squared. This relationship is true, but only for objects that are impermeable and spherical. In
most natural and engineered systems, particles are often not characteristic phegimeter
(Droppo et al., 2005). Several investigators have examined the settling velocities of such

particles by including a shape factgyjnto Stokes’ law in the form:

2
y = 98pd”

A8 2.7)

Engineered aggregates (i.e., flocs), however, have been found to tseitlesahat are four

(4) to eight (8) times higher on average than those predicted by Stokes’ law (Jethaison

1996). Several investigators have ascertained that the explanation for Stokes’ law
(Equation 2.6) being irrelevant for engineered flocs hecause aggregate porosity is not
constant (Li and Ganczarczyk, 1989) and because flocculent settling (i.e., Type 2) likely
occurs. Furthermore, the shape factors that are necessary to describe these types of particles
are practically impossible to detama because their physical characteristics are complicated,
often being linked to the mechanics of their formation and disruption resulting from the flow

of water around them. Without methods to determine shape factors in a manner that has
physical signifcance, they essentially become fitting parameters.

Despite the development of simple modeling approaches that rely on fitting parameters for
estimating the flocculent settling velocity of suspended particles (Je and Chang, 2004), at
present there are npractical tools that have been reported to describe and/or predict

flocculent settling as it relates to water quality parameters such as turbidity and ultraviolet
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absorption at 254 nm (U¥,). The ability to predict the settling velocities of engineered
particles would be a considerable contribution to the water treatment industry because
particle settling velocities are widely used in calculations for the design and maintenance of
water treatment processes. Research efforts have mainly focused ng settlilated flocs,

often with controlled primary particle size distributions prior to flocculation, to enhance the
theoretical relationships between settling velocity and particle characteristics. Studies that
validate these concepts for practical amgilan are lacking, both at benshale and full

scale.

Johnsonet al. (1996) investigated aggregates that were generated by coagulation and
flocculation of latex microspheres in paddle mixers and then analyzed #egipsrosity and
settling velocity individually. In engineered systems,-tpeatment processes such as
coagulation and flocculation typically precede sedimentation to produce flocs; which are
formed particles with characteristics that make them moréy likesettle than the particles

that they are comprised of (i.e., primary particles). The structure of the flocs can be altered
and manipulated based on operatontrolled parameters in the coagulation stage, such as

coagulant type and dose, and mixipgad and time.

2.2.2 Coagulation

A primary particle is generally considered to be stable in the natural aquatic environment if it
has a negative charge (Letterman, 1999). Since the majority of particulate matter in surface
waters has a negative charges kept in suspension because it naturally repels particles with
the same charge. Coagulation essentially refers to the destabilization of those particles by the
addition of appropriate additives (i.e., coagulants), as well as the removal of dissolved
organic carbon (DOC). Altering the surface charge of particles increases the probability that
they will aggregate to form flocs. Historically, four (4) mechanisms of particle
destabilization have been recognized:

1. Double Layer Compression;
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2. Surface Chargbleutralization;
3. Interparticle Bridging; and
4. “Sweep” Flocculation.

2.2.2.1 Particle Destabilization Mechanisms

Double layer compression is a phenomenon that has been well studied and is mechanistically
well understood. When a colloid or particle surface is cliaigea suspension, ions of
opposite charge (i.e., counterions) accumulate at the particle surface and are held there
through attractive and electrostatic forces. The compact and fixed region of counterions is
known as the “Stern Layer”. Surrounding tleghe “Diffuse Layer” of ions resulting from
electrostatic attractions of ions of opposite charge to the particle and electrostatic repulsion of
ions of the same charge as the particle (Lyklema, 1978). Together, the two (2) layers form

the “Electrical Daible Layer”.

Because counterions adsorb from the suspension, the potential egigraly 4 particle’s

surface decreases exponentially with increasing distance making paatittde interactions

difficult (Deryagin and Landau, 1941) (Figure 2.3). &jding a suitable electrolyte to the
suspension, ions that are opposite to the charge on the surface of the particle enter the diffuse
layer. If enough of these ions are added, the diffuse layer is compressed, reducing the energy
required to move two (2particles of like surface charge into close contact (Letterman,
1999).

Similar to double layer compression, surface charge neutralization involves reducing the net
surface charge of particles in suspension, therefore decreasing the thickness of the diffus
layer and minimizing the energy required to move particles into contact. This process,
however, is accomplished by the surface adsorption of coagulants that carry the opposite
charge to the net surface charge of the particles. These coagulants higvelly strong
tendency to adsorb surfaces (Licsko, 2004).
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Figure 2.3: The Electrical Double Layer and related potential energy (Letterman, 1999).

Interparticle bridging occurs when segments of polymerspolyelectrolytes, attach to
multiple particle surfaces, effectively linking the particles together (Figure 2.4). Specifically,
when polymer comes into contact with a particle, some of the reactive portion of that
polymer attaches to the particle sugaand other portions extend into the suspension. If a
second particle is able to adsorb the extended portion of the polymer, then an interparticle

bridge will have formed. Bridges can then become entangled with other bridges forming
even larger aggregaéMetcalf and Eddy, 2003).

Particles in Water

Coagulant

Figure 2.4: Example of interparticle bridging.
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“Sweep” flocculation has been separately described as occurring:
a. when patrticles are “swept” out of the water by an amorphous Xigerprecipitate
(Gregory, 2006); and
b. due to an increase in contact opportunities. As amorphous hydroxide precipitation
occurs, there are more patrticles in the suspension, which increases the chance that

particles will aggregate to form flocs (O’Melia, @0.

As evidenced from these recent works, the description of the “sweep” flocculation
mechanism of particle destabilization continues to evolve both quantitatively and
gualitatively. An accurate understanding of coagulation theory is essential foediga,d
optimization and operation of water treatment coagulation processes. It is also crucial for the
selection of a coagulant since it is generally recognized that the each type of coagulant will
each behave in a distinctive manner (Wesolowski and Pald®92; Flynn, 1984).
Regardless of the coagulation mechanism, addition of metal salt coagulants such alum
(Al2(SQOy)3) or polyaluminum chloride (A(OH)ax-2y-ASOy)yCl;) to water at appropriate doses

will likely increase the chances of particle aggregati Adding a polymer will generally
increase the size of the aggregates formed. Descriptions of widely used coagulants are

presented in the following section.

2.2.2.2 Types of Coagulants

The most commonly used coagulants in water treatment arelygidgometal salt (HMS)
coagulants; more specifically, sulfate and chloride salts that contain metal or KE*.

These positively charged ions form such strong bonds with the oxygen atoms of six (6)
surrounding water molecules that the oxydgdragen association in the water molecules is
weakened, and hydrogen atoms are released. This process is known as hydrolysis and the
resulting aluminum and ferric hydroxide species are known as hydrolysis products.
Hydrolysis is often signified as a sequahtieplacement of water molecules by hydroxide

ions and can be represented fot'And F&" as:
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M3 - M(OH)** - M(OH)," — M(OH); — M(OH)4

As hydrolysis proceeds, simple mononuclear products can form complex polynuclear
species, which in turn forms th@morphous hydroxide precipitate that causes “sweep”
flocculation. Hydrolysis products can adsorb, and continue to hydrolyze on many types of
particulate surfaces (Letterman, 1999). The solubility of the metal precipitate is an important
factor in achievag optimal coagulation performance and for minimizing the concentrations

of AI** and F&" in treated water.

Hydroxide precipitates are rapidly formed at higher concentrations *6fad F&" salts
(Sawyeret al., 2003). Figure 2.5 illustrates the effeftpH on the hydrolysis of aluminum
hydroxide (i.e., Al(OHj). Because of the many products that aluminum and iron can form
with hydroxide ions, these metal salts are more soluble at both higher and lower pH values.
At low pH, the dissolution of the mathydroxide precipitate produces the metal ion*{Al

At high pH, the negatively charged, soluble hydrolysis products AlOdte formed.
Coagulation is usually best carried out at the pH of minimum solubility,gpHvhich
increases with decreasitgmperature (i.e., pHmin of Al(Okl¥ 6.3 when the temperature is

25 °C, but increases to 6.8 as the temperature is lowered to 4 °C).

Hydrolysis constantsk() may be defined for each of the stages in the hydrolysis process in
terms of the following equations (Gregory and Duan, 2001):

M3 + H,O o« M(OH)** + H* Ky
M(OH)** + H,0  M(OH)," + H Ka
M(OH)," + H:O » M(OH)s + H' Ks
M(OH)3 + H;O < M(OH)4 + H' Ky
M(OH)s(s) - M** + 30H Ks

Calculation ofK andpK are completed in the following manner, for example:
20



Kz = [M(OH)3][H"] + [M(OH)."] andpKs = -logi oK

[AI(OH) 4]

pC (Concentration)

[AI(OH) "] [AI(OH),"™]
~IALOH, I\ N\

-1 +
. [AI(OH) ;] | \ Al \3] \

2 4 6 pH 8 10 12

Figure 2.5: Solubility of AI(OH); (modified from Sawyer et al., 2003).

Using the pK values, the concentrations of the dissolved hydrolysis products can be
calculated as a function pH, which will provide an indication of the relative importance of

the different species over a range of pH values. For practical purposes, this analysis allows
water treatment operators to determine the optimal operating pH for coagulation. These
calcuations for AP* and F&" have previously been performed (Wesolowski and Palmer,
1994; Flynn, 1984) and the established values continue to be used extensively in the water

treatment industry to determine coagulant dosages adalé.

Hydrolysis prodats (e.g., Al(OH)", Fe(OH)}, etc) are responsible for the particle
destabilization effects by either double layer compression and/or surface charge
neutralization. Surface charge neutralization; however, is believed to be the dominant

mechanism (O’Melia1995) because coagulant adsorption has been found to occur more
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quickly than compression of the diffuse layer (Hahn and Stumm, 1968; Lettetnahn

1973). Notwithstanding, coagulation research efforts have traditionally focused on
understanding theceence and mechanisms of HMS coagulants. They are inexpensive and
robust and therefore, are still the most predominant coagulants used by water treatment plants
(Bratby, 2006).

HMS coagulants used for water treatment can be categorized into two (2tpgoops:

simple metal salts and prehydrolyzed metal salts. The simple HMS coagulants include
aluminum sulfate (alum), ferric sulfate, and ferric chloride. They are sold as dry crystalline
solids and as concentrated aqueous solutions. Prehydrolyzed ttd§ulants are
manufactured to contain significant quantities of hydrolysis products after having been
partially neutralized by a base and are becoming increasingly prevalent due to their
effectiveness (i.e., higher rate of settling) at low temperatuees{(5 °C) (Lettermaret al.,

1999) and because the primary coagulant species are preformed, and are immediately
available for coagulant reactions. Polyaluminum chloride (PACI), a prehydrolyzed metal salt
made with aluminum chloride, is a frequentlyedsprehydrolyzed HMS coagulant and is
typically sold as a concentrated aqueous solution. Prehydrolyzed iron solutions exist but are

still a relatively uncommon and expensive commercial product.

Coagulation diagrams are often used to select an appropifiéd®e coagulant product for a
given application. A coagulation diagram outlines the regions of coagulant performance on a
stability diagram for the metal hydroxide precipitate. Figure 2.6 is an alum and PACI
coagulation diagram for coagulation when thedré are negligible concentrations of NOM
(Amirtharajah and Mills, 1982). The minimum alum concentration and pH to achieve
optimum *“sweep” flocculation (referred to as “sweep” coagulation in the figure), for
example, would be 24 mg/L and 7.5, respectivelternatively, charge neutralization will

begin to occur when the alum concentration is less than 1 mg/L, if the pH is less than 7.
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Figure 2.6: Coagulation diagram for alum and PACI (Amirtharajah and Mills, 1982).

Typically used as a supplement or aid to HMS coagulants, polyelectrolyte coagulants, or
polymers, are high molecular weight, synthetic organic compounds that have a strong
tendency to adsorb to the surfaces of most naturally occurrinicles in aqueous
suspensions (i.e., interparticle bridging). Polymers that are negatively charged are anionic;
those that are positively charged are called cationic. Two (2) of the most widely used
polyelectrolyte coagulants in water treatment areonati polydiallyldimethyl ammonium
chloride (polyDADMAC) and cationic epichlorohydrin dimethylamine (epiDMA); both of

which are sold as concentrated aqueous solutions (Bratby, 2006).

In addition to coagulation diagrams, coagulant selection typicallyndespgon cost and raw
water quality because certain characteristics other than pH (e.g., turbidity, temperature, and
concentration of NOM) have been found to influence coagulation performance (Hanson and
Cleasby, 1990; Pernitsky and Edzwald, 2006). lukhbe noted that coagulation could also

be optimized to remove NOM; such an application is termed “enhanced coagulation”.
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Regardless, no matter which coagulant is chosen as the preferred alternative, the actual
treatment processes are generally the s@figure 2.7). First, a flash mix step used to
disperse the coagulant(s) for particle destabilization and to initiate the particle aggregation

process occurs in a rapid mix basin. A shoux flocculation basin typically follows.

Coagulant Addition

—> > e ¥ —> —> —>
RAW WATER TREATED WATER
Coagulation Flocculation Clarification Disinfection
(Rabid Mix) (Slow Mix)
N— —

—_——
Chemical Pre-Treatment

Figure 2.7: A typical, fundamental drinking water treatment sequence in North America.

2.2.3 Flocculation

During water treatment, the purpose of the flocculation process is to promote the interaction
of particles to form fhc that can be readily removed in subsequent clarification processes.

Flocculation basins are typically placed in close proximity to the clarification basin(s) so that

the flocs are not damaged or broken during transportation. They are also mixedsslasly

to promote efficient flocculation.

The temperature of water can have a considerable effect on flocculation performance.
Generally, it has been found that the rate of floc formation is slower, flocs are smaller and
particle removal efficiency isetreased at lower temperatures (Hanson and Cleasby, 1990;
Fitzpatricket al., 2004). Fitzpatriclet al., (2004) noted that although warmer temperatures
produced larger flocs, they were not as strong and broke more easily. Morris and Knocke

(1984) have msented evidence that physical factors of floc are behind the effect of
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temperature on flocculation performance, observing significant temperature effects on the

size distribution of alum floc.

For efficient flocculation to occur, suspensions must tigaily be destabilized by a
coagulant so that particle collisions can take place (Letteanan 1999). There are three

(3) primary mechanisms that cause these collisions in a destabilized suspension: perikinetic
flocculation, orthokinetic flocculadtn and differential settling (Table 2.2). Thermal energy
and fluid velocity are the driving forces of perikinetic and orthokinetic flocculation,
respectively; differential settling is driven by gravity. Flocculation rate equations have been
derived for ach of these mechanisms by assuming that the aggregation process is a second
order rate process in which the rate of collision between two (2) particles is proportional to

the product of the concentrations of the two (2) colliding objects.

Table 2.2: Particle transport mechanisms in a destabilized suspension (Metcalf and Eddy, 2003).

Aggregation of small particles OOO O
L . that move about in a random o
Perikinetic Flocculation way due to the thermal motion ©é
(Brownian Motion) Y . . o
of the surrounding fluid o ©
molecules. 0O

In a laminar flow field, particles
located at a point with a higher

Orthokinetic Flocculation fluid velocity will overtake

(Transport in Laminar Sheer) particles located at a point with Q @ HU:> @

lower fluid velocity. If they are
close enough together or
collide, they may aggregate.

When aligned in a vertical ;
direction, particles that have >
Differential Settling unequal settling velocities will u C?
collide when one overtakes

another.

The ortohokinetic flocculation ratconstantky), for example, is given by:
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k, = {@}(%j 2.8)

whered; andd, are the particle diameters [m] add/dz is the velocity gradient [§. Most

water treatment flocculators; however, are mechanically mixed, contiflo@ugeactors,

and the fluid motions turbulent. Particle interaction through laminar velocity gradients and
unequal settling velocities tends to be insignificant. In the 1940s, a flocculation rate equation
for turbulent flow was developed after it was determined that amean squargrms)
velocity gradient @) [s'] can be used in place df/dz in turbulent condition§Camp and

Stein, 1943). The modified orthokinetic flocculation rate consiggpt)is given by:

Koeos = {—(dl +6d2)3 }G 2.9)

The rms velocity gradient is given by:

G= Vwiu (2.10)
where P is the power input to the fluid (i.e., through, for example, blades of rotation)
[m?kg/s’] and Vi, is the volume of water in the vessel’[m The limitations of theG value
concept have been discussed elsewhere (Cleasby, 1984; McConnachie, 1991; Hanson and
Cleasby, 1990; Clark, 1985). It is generally believed that its use as a design and operating
parameter in flocculation is limited because the rate of flocculation is affected not only by the
intensity of the fluid motion but also the distribution of tleatergy. Three (3) other
considerations make application of tBevalue problematic, which are:

1. the local rate of energy dissipation in a mechanically mixed vessel varies widely
with location in the vessel (Schwartzberg and Treybal, 1968; McChied®91);

2. some of the energy supplied to the rotating impeller shaft is dissipated directly as
heat at the surfaces of the impeller and does not produce turbulent fluid motion
(Letterman, 1999); and
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3. fluid shear, and therefore ti&value, is a controllig factor in flocculation kinetics
only when the interacting particles are larger thaamil and approximately the

same size (Han and Lawler, 1992).

Studies have shown, however, that wiais multiplied by the mean residence time of the
fluid in the reacto compartmentT), the dimensionless produ@i can be utilized to predict

the effectiveness of a flocculation performance to some extent (Argaman, 1970; Letterman,
1999). In other words, flocculator performance is a function o6Githe Unfortunately, ithas

also been shown th&T itself is not an adequate parameter for describing the effects of
mixing on flocculation efficiency, as there is a minimum residence time below which that

performance cannot be attained regardle<s. of

Until there is a more clear understanding of turbulent flow in mechanically agitated vessels,
the development of sensitive and practical methods for measuring flocculation performance,
especially the performance of hgdtale units, will be precluded. Because luk,t water
treatment practitioners continue to use evalue for flocculator design, operation and

scaleup from benckscale testing.

2.3 Bench-Scale Testing

Benchscale tests, specifically jar tests, are performed to simulateciii coagulation and
flocculation processes. They are typically performed by plant operators to provide a
reasonable indication of the way a coagulant might behave at various operational conditions
(e.g., variable water quality, temperature, etc.). More specifically, thetiwlke of jar
testing are often to:

1. determine the coagulant that will perform the best at current and anticipated

operational conditions;
2. attempt alternative treatment doses and strategies without altering the performance

of the fullscale treatment plandnd compare the results of several different
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chemical treatments for time of aggregate formation, floc size, and settleability
(Pask, 1993); and/or
3. optimize fullscale chemical prreatment processes.

There is no standard frequency for which jar tesshguld be conducted at any particular
water treatment plant. It can be performed seasonally, monthly, daily, or whenever a
coagulant is being changed, or new pumps or motors have been installed. Recommendations
for jar test regularity are typically maaa a plantby-plant basis; water quality may vary

daily at one plant but only seasonally at another, for example. It is generally acknowledged,
though, that the more often the tests are conducted, the more efficiently -theapreent

processes will opate.

If benchscale tests of prreatment are not utilized adequately, -sgihimal clarification

and/or disinfection resulting from coagulant underdosing might be one possibility. In
contrast, one of the most common problems encountered dirfimigng water treatment is
coagulant overfeeding or overdosing, which can result in unnecessarily high coagulant
expenses and sludge production. It has been suggested that “... the initial cost of jar testing
equipment is often recovered in less than dneyéar. In many plants where jar testing is

not done, there is a tendency to dose a little extra ‘just to be sure’” (Satterfield, 2005).

Typical jar testing equipment (Figure 2.8) is often comprised of a stirring machine with six
(6) paddlesand six (6) cylindrical or cubic plastic jars. A standard jar test procedure entails
dosing fixed volumes of raw water with increasing dosages of coagulant. Water quality
parameters, such as pH, turbidity and alkalinity are initially measured. The isvdlben
mixed for a period of time based upon fstlale conditions to produce “representative” floc.
This is followed by a settling period that is based uponrsitdle specifications and practice.
The optimum coagulant dose is typically establishexinfthe reduction in ultraviolet
absorption at 254 nm (U¥,), an indicator of dissolved organic material, and/or turbidity.

Most water treatment plants will select a coagulant dose based on simultaneously reducing
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both parameters to an optimum level. isTts often a difficult task because a lower pH is
typically required for the removal of dissolved organic material; a pH that could hinder the

process of removing suspended particles.

Figure 2.8: A Phipps & Bird standard jar tester (Grammer, 2007).

2.3.1 Ultraviolet Absorption at 254 nm (UV2s4)

Ultraviolet Absorption at 254 nm (U, is the intensity of a light passing through a sample
(I) compared to the intensity of light before it passes through thpled,). The ratio ofi

to |, is referred to as the transmittance, which is usually expressed as a perc#itage (
Most techniques to quantify Uy, will determine the%T and calculate U, using the

following equation:
A=—-log(%T) (2.11)
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whereA is theUVys54 absorbance in absorbance units (AU). An increase in UV absorbance
of 1 AU corresponds to a reduction in transmittance by a factor of ten (10). Research efforts
have shown that at a wavelength of 254 nm, dissolved organic compounds will abgorb ligh
In water treatment, therefore, W\ has been used as an indicator of dissolved organic
carbon (DOC) (Pernitsky and Edzwald, 2006). In general, as the quantity of DOC decreases,
A decreases, as well (Letterman, 1999).

Coagulation is a process thatasmmonly used to remove dissolved organic compounds.
CoagularttNOM interaction typically occurs immediately after chemical dispersal in rapid
mixing if the pH is low (Letterman, 1999). The nature of the flocs that are in suspension
following coagulationwill be highly influenced by the quantity and constituency of organic

materials that have been removed from solution.

2.3.2 Turbidity

Turbidity is an indirect measurement of suspended patrticle (e.g., floc) concentrations in
water. The most common technigioe measuring turbidity is the nephelometric turbidity
method, quantified by nephelometric turbidity units (NTU), and is based on the theory that
light scattering intensifies as particle concentration increases. Since the intensity of scattered
light atan angle of 90to the beam is proportional to the total scattering, turbidity can be
used to estimate suspended particle concentration (Van de Hulst, 1957). As the
concentration of particles decreases, the NTU decrease, as well. The method requires

estdlishing an empirical relationship between known particle concentrations and NTU.

To obtain accurate concentration estimates, the properties of the particles within the
measured water must be consistent with those of the standard curve. This igddftenlta

task because turbidity is thought to be affected by many factors; primarily the size,
distribution and shape of the particles in suspension. Thus, samples with equivalent

guantities of particles could provide turbidity values that do not camnesp each other due
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to varying particle characteristics (ie. size and shape). Smaller particles, for example, have
been found to scatter shorter (blue) wavelengths more intensely while larger particles tend to
scatter longer (red) wavelengths more istdn (Sadar, 1998). In water treatment, flocs may
range in size from a few nanometers to several millimeters in diameter depending on the
properties of the water and the type of coagulant(s). They will also have various shapes, with
many variations in beveen, which make accurate particle characterization and distribution

somewhat challenging.

2.3.3 Floc Size and Shape

The simplest measure of the size of particles, including flocs, is the particle longest
dimension p), or the longest line through afject that is parallel to its orientation (i.e., it

does not necessarily cross the center of mass). This measurement is of limited use, however,
as it only provides a description of floc size in one (1) dimension. A more practical approach
might be to measure the longest dimension in both the horizonigl) (and the vertical

directions [p,) [m]. Figure 2.9 illustrates various longest dimension measurements.

Loy
Lo

F 3
v

LDV

Figure 2.9: Depiction of the various longest dimension (Lp) measurements.

The discussion of floc size is greatly simplified, however, if all of the particles in a sample

are considered to be spherical (Gregory, 2006; Cousin and Ganczarczyk, 1998). ‘Equivalent
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spherical diameterHSD) [m] definesa floc as a sphere or a circle that is in some way
equivalent to that floc (Figure 2.10). TheS8D values can be calculated using various
guantifiable properties of the aggregate, including the perimeter, area, volume or settling
velocity. Unless theldc is a perfect sphere, the compuESID value will vary depending on
which property was measure&SDs, therefore, are used for comparative purposes (e.g., floc

to floc, sample to sample) rather than as absolute values describing floc diameter.

The mos$ commonly used equivalent spherical diameters for characterizing aggregates have
been summarized elsewhere (Jastisl., 2005) (Appendix A). Oneor two-dimensional

ESDs (i.e., based upon the area of perimeter of the particle), rather than those thegea
dimensional (i.e., based upon the volume of the particle), are the most frequently utilized.
Although more dimensions would likely result in a more accurate description of floc size,

current capabilities of thre#imensional measurement technisjaee limited.

4
ESD, = .=

i
e

Figure 2.10: Conceptual depiction of an equivalent spherical diameter (ESD).

The measurement of onand twaedimensional parameters is also statistically complicated.

For example, the pjected area diameteE$D,), described below biquation 2.12, is the
diameter of a circle with the same projected csmEgional areaX;) as the floc measured in

a stable orientation. It is often calculated because the area of a floc can be reaslisethe

The use of this area, however, is problematic because particles have a tendency to orient
themselves on surfaces (e.g., microscope slides or filters) such that they present their

maximum area (Allen, 1997). The dimension perpendicular to thengewane, which is

32



neglected, will therefore be the smallest. Accordingly, measurements of floc area in two
dimensions are likely frequently biased. The simplest way to manage these types of errors
may be to calculate a value that is based on entitgbdiSons of particles.

ESD, =2 % (2.12)
A size distribution of particles dispersed in a fluid is a mathematical function that defines the
relative quantities of particles present, sorted according to their sizeE®bg), A typical
particle size distribution is presented in Figure 2.11 as a curve, the ordinates being the
percentage by number of volume of particles smaller than the size range given by the
abscissa (Craig, 1997). The flatter the distribution curve the larger the rangeaié¢ gazés
in the sample; the steeper the curve the smaller the size range. The particle size
corresponding to any specified value on the “percentage smaller” scale can be read from the
curve. For example, the size such that 50% of the particles aresisthalh that size is
denoted byDsp.
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Figure 2.11: An example of a grain-size distribution curve.
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Although evaluating an entire population of particles might reduce the error associated with
the indivdual measurements, biases in calculated floc characteristics will still exist. These
biases will be consistent for all parameters based on the perimeter, area and/or volume, both
size and shape descriptors. Shape descriptors, or factors, are ofteorbasato of two (2)

or more dimensions and are calculated to provide a description of a flocs shape by indicating
how much their profile varies from a perfect sphere or circle (Craig, 1997). For example, the
circularity (C) of a twodimensional objectr a threedimensional object projected in two (2)

dimensions, is defined as:

2

_p
C= ey (2.13)

wherep is the perimeter of the particle [m]. A circularity value of 1 indicates that the shape
is a perfect circle, as it has the greatest area to perimeter ratthin,Ahreadike object

would have a shape factor approaching 0.

Until recently, significant attention has focused on measuring and understanding the impact
of aggregate size and shape on water quality (e.g., turbidity, particle counting); specifically
during benckscale tests for optimizing chemical greatment during conventional water
treatment. Consideration of floc structure has been less investigated due mainly to a lack of
appropriate theories to describe the complex random structure of tse(Jefferson and
Jarvis, 2006). Mandelbrot’'s (1982) text on fractal geometry enabled the application of these
theories to description of floc structure.

2.4 Fractal Geometry

Mandelbrot (1982) generally defined a fractal structure as “a fragmented geoshefre
that can be subdivided into parts, each of which is a reekizectopy of the whole” (Figure
2.12). Because they appear similar at all levels of magnification, fractals are often

considered to be infinitely complex. This segifilarity is the fist of three (3)
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characteristics that define a fractal object; the other two (2) areteger dimensions and a
power law relationship between two (2) variables. That is, measured properties of fractal
structures do not scale with size raised to integkres of two (2) and three (3) for area and
volume, respectively, but to fractional or fractal powers. As a consequence, fractal
dimensions relate size to some property of the object in n dimensions by a power function,
where n = 1,2,3 anb, is the fratal dimension in the'hdimension (Stone and Krishnappan,
2003).

Figure 2.12: Conceptual depiction of a fractal structure (modified from Mandelbrot, 1982).

The concept of fractal geometry is perhaps best explained by examining the coastline of an
island such as Britain, which exhibits the characteristics of a fractal object (Figure 2.13).
When the perimeter ohé coastline is measured with a fixed length measuring stick, there is

a relationship between the size of the stick and the measured property. This occurs as
smaller sized sticks (a = 31) can resolve details (e.g., bays and inlets) that the larger sticks
(b = 5) cannot (Jefferson and Jarvis, 2006).

The geometric power law relationship illustrated in Figure 2.13 can be defined by:
X OR™ (2.13)

where X is the measured property (e.g., perimeter) Rnd a linear measure of size. For

Euclidean objects (e.g.gsares or cubes), the dimensional value®gpfwill be integers;

fractal objects show neBuclidean dimensionality. It is commonly recognized that particle

aggregates, both natural and engineered, are fractal (Gorczyca and Ganczarczyk, 2001;
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Gregory, 2006 The fractal dimension of floc can be determined based on a number of
measurable properties. However, they all rely on the same basic concept that a geometric
power law scaling relationship applies between each dimension. Mafisg{ or V, A and

p are proportional to the characteristic length sch)e[rq] of the aggregate (Jefferson and

Jarvis, 2006) in one (1), two (2) and three (3) dimensions, respectively.

Figure 2.13: Coastline of Britain measured by two different length (a = 5, b= 31) measuring sticks
(modified from Jefferson and Jarvis, 2006).

2.4.1 Fractal Dimensions

A threedimensional fractal dimensio§) for a single floc, or for a population of flocs, can

be determined from the followingxpressions:

MO R or VOL™ (2.15, 2.16)

whereRy is the radius of gyration [m], or the standard deviation of the floc from its center of
mass. In other word&; is a distance where, if the entire mass of the object were centered at
that radius, would give the sameoment of inertia as the original object. For Euclidean
objects,D; = 3. Higher values dD; indicate lower aggregate porosities, higher densities and

faster settling velocities (Jiang and Logan, 1996).
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A two-dimensional fractal dimensio$) for asingle floc, or for a population of flocs, can
be determined from the following expression:

D,

AO L o pOA?Z (2.17, 2.18)

For Euclidean objectf), = 2. Values oD, > 2 indicate that as the object size increases, the
projected area increases slower than the squdhe ¢éngth scale (deBoer and Stone, 1999).

In this case, the projected area of larger objects is less than that of Euclidean objects of the
same scale because of elongation of the larger objects or because the larger objects surround
or partially surroundegions that are not part of the object. Densely packed aggregates have

a high twedimensional fractal dimension, while lower value®egfresult from large, highly
branched and loosely bound structures (Chakra&taati, 2000).

Fractal dimension®3; and D, essentially illustrate how porous an object is. For particles,
porosity quantitatively describes the fraction of void spaces in the material, where the void

spaces may contain air or water, and is defined by (Craig, 1997):

Cﬂ—vt (2.18)
whereV, is thevolume of the void space finand V; is the total volume of the aggregate
[m*. Standard values for many types of particles in natural systems have been determined.
For sand, porosity ranges between 0.20 and 0.50; for clay, it is generally betweand.50
0.70 (Craig, 1997). It is generally accepted that the porosity of most natural suspended

material (i.e., nofilocculated) decreases as particle size increases.

Floc porosity, however, is very complex and difficult to measure. Traditional modelg)(i.e
regard porosity as continuous and uniformly distributed, failing to account for irregularities
caused by aggregation. Fractal dimensions do not make these assumptions and offer a more

accurate and quantifiable approach for describing aggregatausgruc
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A onedimensional fractal dimensio{) for a single floc, or for a population of flocs, can

be determined from the following expressions:
poL™ (2.20)

For Euclidean object®); = 1. Values oD; > 1 indicate that with increasing elf size, the
perimeter increases faster than the object length scale so that the object becomes more
complex for larger objects (deBoer and Stone, 1999). Higher valuBs signify more

complex particle outlines.

In simplistic termsD; has beerdefined as describing the complexity of the outlines of an
object whileD, and D3 determine how well objects fill twoor threedimensional space
(Kenkel and Walker, 1996). While the significance of the actual values is not yet known
(i.e., the differenceén structure between an object witlba value of 1.2 and another with a

D; value of 1.25), fractal dimensions provide a more accurate description of objects where
Euclidean geometry does not apply (i.e., flocs). The application of fractal dimensions in
engineering crosses many disciplines from the detection, location and depth of cracking in

structural supports to the characterization of wastewater sludge (Chakegbboy2003).

2.4.2 Practical Application of Fractal Dimensions for Water Treatment

Water treatment investigations involving fractal dimensions have traditionally focused on
understanding the changes to the structural characteristics of flocs under various coagulation
regimes. Attempts to make links between the fractal pre@senf aggregates and the
performance of downstream processes such as sedimentation and filtration are limited in the
literature. Most of these reported studies were conducted with idealized particles and
simulated aggregation. Table 2.3 summarizes reioeestigations that have used fractal
dimension measurements for various water treatment applications and highlights the practical

implications of those studies.
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Table 2.3: Recent publications relating to the application of fractal dimension measurements (modified from Jefferson and Jarvis, 2006).

I Fractal Practical Implications of the
Description Dimension Range of Fractals Measured How Fractals Changed Results
Change in fractal dimension with a
change in primary particle size for Decrease in D; as the primary patrticle size
changed silica particles Ds 226 ~ 264 changed N/A
(Kim and Berg, 2000)
The effect of increasing the ratio of Organic:coagulant ratio important
organic matter on organo-ferric floc Ds 178 - 2.20 As the ratio of organic floc de(_:reased from in determining optimum floc
structure 3.8 to 0 (by mass), the D increased removals
(Jarvis et al., 2005)
Lake Water
Change in floc structure from charge igg - izé (((;l;l)) Mechanistic understanding of floc
neutralization (CN) to ‘sweep’ D R D, was lower for ‘sweep’ flocculation than for formation. Floc size was more
flocculation (SF) for alum-particle flocs 2 Clav Suspension charge neutralization important than fractal dimension
; y p . o
(Chakraborti et al., 2000) 1.89 - 1.81 (CN) for residual turbidity
1.81 - 1.77 (SF)
Aca L™
Change in floc structure from CN to SF 1.53 (CN) - 1.48 (SF) No consistent trend between ‘sweep’
for alum-patrticle flocs D, flocculation and charge neutralization for D, N/A
(Kim et al., 2001) A.a PP for both techniques
1.08 (CN) - 1.31 (SF)
Effect of polymer dose on drinking water D; increased with the addition of polymer,
sludge flocs Ds 1.06 - 1.77 however further increases in polymer did not N/A
(Zhao, 2004) significantly change the value of D3
Change in fractal dimension with
aggregation time for charged silica D3 1.79 - 1.88 Increase in D3 as flocs grow N/A
particles
(Kim and Berg, 2000)
The effect of fractal dimension on Specific cake resistance affected
membrane filtration for haematite flocs Ds 1.83 - 2.25 Ds increased as mixing speed increased by fractal dimension for small
(Lee et al., 2003) flocs only (~ 10 pm)
When Ds < 2, aggregate porosities will be Settling velocities of these
Settling velocities of fractal aggregates D 178 _ 2.95 overestimated and fractal dimensions will be aggregates were on average 4 to
3 . - L.

(Johnson et al., 1996)

calculated incorrectly from settling velocity
data and Stoke’s law

8.3 times higher than those
predicted using Stoke’s law
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Chakrabortiet al. (2000), for example, investigated the coagulation of lake water with alum
and D, was seen to decrease from 1.84 to 1.65 as the destabilization mechanism changed
from charge neutralization to “sweep” flocculation. The decredssctal dimension
corresponded to a reduction in turbidity. It was concluded, however, that the performance
difference (i.e., change in turbidity) was related to an observable difference in floc size rather
than the structure. These types of studies, (tle application of fractal dimension
measurements to better understand water treatment processes) continue and the results of the
investigations continue to vary and/or contradict each other. For example, similar work by
Kim et al. (2001) demonstratedutcomes contrary to those from Chakrabetrl. (2000);

flocs formed under charge neutralization haB,avalue of 1.48 compared to 1.53 during
‘sweep’ flocculation. While further experiments are necessary to verify the results and
determine the signdance of these values, both studies are consistent with Jiang and Logan
(1996) in that “a crucial challenge in applying fractal geometry to water treatment is that the
value of these fractal dimensions is highly variable, suggesting that there is nar simil
universality in fractal dimensions when aggregates of different types of materials are formed
by other coagulation mechanisms”. It is generally acknowledged, however, that fractal

dimensions have and will continue to further our mechanistic undeirsgaoicflocculation.

Measurement of a fractal dimension has been used and is -@stadlished means of
describing the complicated character of flocs in natural systems and wastewater treatment
(Chakrabortiet al., 2003). For example, fractal dimensidmsve been used to characterize
aggregate populations formed in fluid steam and marine environments to enable comparison
between different flobuilding materials (e.g., NOM) and flow regimes. Wastewater sludge
has also been evaluated using fractal gegmiet improve dewatering performance and
decrease membrane fouling. As shown in Table 2.3, data supporting the use of fractal
dimensions for water treatment at least as a diagnostic tool exists. From Chaltadorti
(2000), the relevance of the fralctiimension to engineered processes includes effects on the
properties of the aggregates formed and the coagulation rate. It is desirable to have rapid
coagulation rates and also to produce floc with properties that results in efficient particle

removal. Coagulation rates are reported inversely proportionBlstavhile settling velocity
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is proportional td3, for example. Thus for rapid coagulation, particles with a sathay

be desirable while for gravity settling a lafggis preferred

However, tle true potential and exact practical significance of fractal geometry have yet to
be determined. For this to occur, investigations must begin and/or continue to address the
need to:
1. better understand how or why alterations in fractal dimensiansassociated to
changes in various other operational variables (i.e., turbidity);
2. identify a clear connection of fractal dimensions to the operation of downstream
processes (i.e., clarification);
3. better understand the physical, or structural, sigmfie in differences between
values (e.g., the differences in character between a floc idgho&d 1.20 compared
to one with &, of 1.24);
4. develop techniques to quantify uncertainty when comparing similar fractal values
obtained by different floc characization methods;
5. develop techniques to quantify variability in fractal floc characterization data; and
6. develop essential guidance for characterizing floc populations in a statistically

significant manner.

2.5 Methods for Characterizing Floc Structure

Prior to floc characterization, it is initially important to ensure that the extraction, preparation
and measuring technique (Jargisl., 2005):

a. measures a representative sample orssubple of the original floc suspension;

b. does not damage, lale or change the flocs; and

c. does not enourage further aggregation.

The fractal dimensions of the flocs can then be evaluated in a number of ways. The three (3)

most common methods for obtaining these values are light microscopy in combination with
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phobgraphy and/or image analysis, light scattering and settling (Farrow and Warren, 1993).
Though all three (3) techniques have advantages and disadvantages, characterization from
magnified images captured from cameras is the most commonly reported approach.

2.5.1 Light Microscopy, Photography and Image Analysis

As discussed in Section 2.4.1, floc size and shape characteristicddeudV) can be used

to calculate fractal dimensions. Light microscopy is one of the most widely employed
techniques fomeasuring particle size and has been used for decades as a method for sizing
and counting flocs (Allen, 1997; Droppo et al., 1996; Agudaal., 2003). The method
traditionally involved carefully dropping a small sample of the suspension onto a mpEFosco
slide, or into a measuring cell on a slide (Wahgl., 2002). Aggregate size was estimated

by reference to a graduated eye piece graticule or by placing flocs in cells with background
grids or scales of a known size (Jareisal., 2005). Technologal advancements have
simplified and increased the accuracy of light microscopy through the development of image
analysis and digital cameras. Modern microscopy is often combined with image analysis by

mounting a CCD or digital camera onto the microsqbpand Ganczarczyk, 1986).

Image analysis is the manipulation of information within an image to turn it into a more
useful form; digital image analysis is the manipulation of digital images on a computer. The
basic stages and requirements of performilgjtal image processing and analysis are
presented in Figure 2.14. Digital image analysis typically requires elements for image
processing, or enhancement to improve the quality of the image for analysis (e.g., a blurry

background between two images @bohuse them to be sized as one).

The primary components of a typical digital image analysis system are an image capture
device (e.g., a closeoupled device (CCD) camera or digital camera) connected to a
computer with an image grabber. Computer softwaresually required for the image

processing and analysis and an assortment of commercial products are available for this
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purpose. Digital image analysis is perhaps the most accurate floc characterization method;
examination of single flocs allows detl information on variation in floc structure. Unlike

light scattering and settling, however, it is often a time consuming procedure.

e N e A
~ CCD Camera,
Image Capture | Computer with image grabber
\ l Y, \ Y,
e N e A

Thresholding, spatial filters,
contrast, noise removal

v

Image Enhancement

A 4

Length, area, perimeter

\ 4

Image Analysis

N\ J \ J
\ 4
e R e ™
Data Extraction »| Data transfer to a spreadsheet
N\ J \ J

Figure 2.14: Steps involved in digital image analysis (modified from Jarvis et al., 2005).

2.5.2 Light Scattering

The pattern in which an aggregate scatters incoming radiation gives information about the
aggregate structure as a function of a length scale (Buslakll 2002). To generate various
particle characteristics (e,dractal values) using a light scattering particle sizing technique,

the measured scattering pattern of a light that is passed through a suspension of particles is
compared to the predicted settling pattern. This predicted settling pattern is baseah upon
optical powedaw model and can only be utilized if enough is known about the scattering
properties of the material contained within the aggregate. If this information is not known,
standard optical models will assume that the primary particles timgtase the aggregate are
uniform in both shape and size. Therefore, most application of scattering has been systems
where information is known about primary particle size and the scattering behavior of the

particles under investigation. Examples includecd formed by particles of latex
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microspheres (Johnsahal., 1996). Selecting or developing an appropriate model is likely

the primary disadvantage of this technique and the method of settling.

2.5.3 Settling

Using settling columns (Figure 2.15) to detereniftoc structural characteristics is a well
established technique that takes on additional relevance because the settling behavior of
aggregates is an important parameter for designing or optimizing the sedimentation process
(Jarviset al., 2005). This fc settling behavior is dependent on size, density and porosity
(i.e., structural characteristics) (Taeigal., 2002). The fractal nature of the floc structure can
have two (2) possible consequences on settlement, which are:

1. an increase in drag on therpiee when compared to a solid sphere of the same

size; or
2. a reduction in drag due to advection of the suspending medium through the floc

structure.

As discussed in Section 2.2.2, the structural complexities of floc contradict the assumptions
inherent in Stokes’ law. This presents a problem when using settling because particle
characteristics are calculated from measured settling velocities. It has been suggested,
though, that flocs settle slow enough in order for Stokes’ derived equations to apmhgso |
as shape factors are added to account for the irregular shape of the aggregates (Gregory,
1998). To rectify these inaccuracies, or potentially incorrect assumptions, settling velocity
models have been developed that directly account for the frattaé red flocs, but still fail
to address the issue of flocculent settling behavior. For examplet @Wu(2002) derived
the following theoretical expression for aggregates consisting of similar primary particles:

d® 4kg

V= m (2.21)
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wherek is a proportionalityconstant [kg/fe ] and\(f) is a correction factor for advection

through the floc. Johnsabal. (1996) developed the following relationship:

_ ethm D;-D,+1
3apou

v

(2.22)

where a is a Reynold’'s constant, and the constargad h are functions of the fractal
dimension. Neher of these models has been validated by actual data, though; difficulties in
selecting an appropriate model should be considered when selecting settlement as a floc
characterization technique.

Figure 2.15: Example of a settling column for characterizing flocs.
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2.5.4 Selecting a Characterization Technique

Three (3) common techniques for measuring floc structural characteristics have been
described above and their primary advantages and disadvantagesitiieesl in Table 2.4.
Application of light scattering techniques to complex flocs, like those produced by typical
water treatment processes, has been problematic (Waite, 1999giGlari998). In these
instances, although the speed of analysis isdragtattering is affected by shadowing,
scattering interactions and multiple scattering caused by largeynifmmm primary particles

with varying refractive indices. For this reason, light scattering techniques are used
principally in studies of more hdamental concerns, such as those that use simulated

particles.

Table 2.4: Advantages and Disadvantages of floc structural characterization techniques (modified

from Jarvis et al., 2005).

Technique Advantages Disadvantages

Light » Best for large, open aggregates
Microscopy, | ¢ Not prone to contamination
Photography | «  Examination of single flocs

e Time consuming
* Requires well defined, high
contrast images for accurate

and Image allows detailed information on analvsis
Analysis variation in floc structure Y
* Rapid, non-intrusive method
« Good for analysis for small * Not good for aggregates made
aggregates with an open from many primary particles
Light structure and a low refractive » Choosing an appropriate model
Scattering index for scattering can be difficult
e Collects many readings from * Results affected by
many aggregates in a few contamination from dust, etc.
seconds

* Time consuming

e Finding an appropriate drag
coefficient or model can be
difficult

» Can get non-random orientation
of falling aggregates

» Careful regulation of settling
column is required

« Best for measuring compact flocs
Settling e Cheap and simple
* Not prone to contamination

Settling is generally an inexpensive, rapid method for characterizing aggregates. Careful
regulation of the settling column is required (i.e., no temperature gradients can exist);
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however, care is needed in transferring the flocs to the test equipment to avowioreak
(Jefferson and Jarvis, 2006). The crucial disadvantage of this proceduaé $tdkes’ law
will not usually apply to porous, nespherical flocs and determining an appropriate model

can be complicated.

Therefore, although microscopy and image analysis is time consuming, and requires
considerable sample prepdon and analysis to achieve acceptable results, it is often the
most preferred option of investigators performing floc characterization on engineered floc.
As long as the images are well defined with a high level of contrast, aggregates can be
analyzedindividually providing comprehensive information of their structural detail. This
also allows for exclusion or elimination of false flocs (i.e., other particles in the sample), a

benefit that is not normally available to the other two (2) methods.

Regadless of which characterization technique is preferred or selected, it is important to
report which of the three (3) was used in measuring a fractal dimension as each technique
might provide a different answer for the same aggregate. For example, theedeadue

of D3 was 1.3 from settling and 2.06 from light scattering in one particular study
characterizing activated sludge (Wual., 2002). Detailed error analysis is thus required to
assess the accuracy and precision of the particle characteriteaionques and to quantify

the uncertainty in these types of data.

2.6 Research Needs

Through examination of the literature related to coagulation, flocculation and clarification
theory, as well as the structural characteristics and characterization teshraghumber of
key research needs have been identified. These include:

* demonstration of the limitations of traditional berstdale protocols commonly

used to optimize conventional chemical -meatment during fulkcale drinking
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water treatment and tazulation of the reasons why data obtained from these tests
must be evaluated judiciously;

establishment of indicators of flocculent settling behavior to improve the prediction
capacity of aggregate settling performance;

better understanding of engineeffext structure to improve the prediction capacity

of aggregate settling velocities;

development and validation of techniques to quantify the variability in fractal floc
characterization data and development of essential guidance for determining how to
chaacterize floc populations in a statistically significant manner; and

development of practical strategies for integration of key aspects of advanced

particle characterization techniques into common baeele protocols.
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3 MATERIALS AND METHODS

3.1 Research Rationale and Methodology

The provision of safe drinking water requires sufficient disinfection of pathogens by
ultraviolet irradiation (UV), ozone, oxidation with chemicals such as chlorine, and/or
filtration. The first three (3) alternaigs, however, become decreasingly effective as levels

of additional particulate matter in waters to be treated increase (&tafjg1978, Sproul,

1972); filtration of water withlow turbidity is often not effectivebecause a more
sophisticated level dfeatment is often required toechanically removeery small particles

that pass throughktandardfull-scale filters(Al-Ani et al., 1986). Particularly, it has been

found that pathogens may be partially shielded against the action of UV, ozone am chlor

by attachment to or enmeshment in other particles present in the water. These particles are
separated from the water by chemical-peatment followed by one (1) or more particle

removal processes.

Many treatment plants, including the Mannheim Waleeatment Plant (MWTP) in
Kitchener, ON often have difficulty reaching their operational capacity due to a floeupuild

on the surface of and within their filters. One (1) possible explanation for this observation is
that the prdreatment processeseanot optimized to ensure adequate solids removal in the
sedimentation basins. Furthermore, data from bench scale tests will often indicate better
settled water ultraviolet absorption at 254 nm ¢klVvalues and turbidities than what are
being achieved.The need to achieve low settled water k)Walues and turbidities while
increasing plant capacity, and the opportunity to improve the predictive capacity of bench
scale protocols for optimizing conventional chemicatpeatment provided the motivation

for this research.

Specifically, the primary focus of this investigation was to develop approaches for

integrating particle characterization techniques with these kbsoadh protocols. The
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important and frequently overlooked need to develop guidanceharacterization of floc
populations in a statistically significant manner and techniques to quantify uncertainty in
fractal floc characterization data were necessary components of this research. As well, it was
hoped that achieving those objectives i{docontribute to developing strategies for further
optimization of chemical prgeatment processes (i.e., coagulation, flocculation and
sedimentation) at the MWTP.

Twelve (12) jar tests using the MWTP protocol were performed throughout this
invesigation. The UVs4 and turbidity of the supernatant were evaluated during each jar test
to investigate potential relationships between these parameters and floc settling rates and
structure. Six (6) jar tests were conducted to generate aggregateflifay testts. Three (3)

jar tests were conducted at 5, 15 and°’@5using aluminum sulfate (alum) as the primary
coagulant and three (3) jar tests that were conducted at 5, 15 &6dugthg polyaluminum
chloride (PACI) as the primary coagulant. Samplese collected after a period of settling

from the bottom of the jars so that it could be determined whether or not the settling rates
and/or sizes of the aggregates that had settled would correspond tothandMurbidity of

the supernatant.

The sk (6) jar tests were then repeated to characterize the fractal structure of the flocs by
digital image analysis with microscopy. Structural characteristics were calculated from

samples of aggregates that were collected prior to settling. This was dpreglitit DOC

and particle removal performance (i.e., based onsiJdhd turbidity reduction, respectively)

by using floc structural information of aggregates generated during coagulation and

flocculation.

All of the tests were conducted at varying tenapgres because one of the original objectives
of the study was to evaluate the temperature effects on floc structure and/or settling velocity.
It was decided after the experiments were conducted, however, that the primary focus of this

thesis would be orthe general development and application of floc characterization
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techniques to water treatment. The initially proposed tempefforenalysis will be

presented elsewhere.

A simple approach for quantifying the uncertainty in floc characterization wat
developed. Samples of aggregates generated achlé at the MWTP were then collected

and compared to the results of the beschle testing. The following sections describe the
MWTP, outline the materials and methods employed to conduct thba-beale experiments

(i.e., jar tests and settling column tests), as well as the corresponding floc characterization
method and statistical analysis of the acquired data-sEalé floc sampling at the MWTP is

also discussed.

3.2 The Mannheim Water Treatment Plant (MWTP)

The MWTP in Kitchener, ON (Figure 3.1) treats raw water from the Grand River at the
Hidden Valley Low Lift Station (Clarke, 2007). The Grand River flows 300 kilometers
through southwestern Ontario from the highlands of Dufferin Coun®otb Maitland on

Lake Erie. Water passes through multiple reservoirs at the Hidden Valley Station, which
reduces the loading of particles derived from atmospheric sources (i.e., due to settling), and
influences the type and/or quantity of microorganismd arganic particles derived by

biological processes (i.e., due to attenuation).

A 9.8 km, 1,200 mm diameter raw water transmission watermain connects the Hidden Valley
Pumping Station to the MWTP. Raw water entering the plant flows through two (2)
treatment trains, operating in parallel. The raw water is rapidly miged ,000 &) by
2.25kW in-line blenders and hydraulic jet mixers. Polymer injection is preceded by PACI

addition. Both injection points are-ime.

The water is then conveyentd four (4) concrete reinforced flocculation basins, two (2) in

each treatment train, operating in series. Each basin is baffled to provide two (2) cells, which
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results in a total retention time of thirty (30) minutes at the rated capacity of 72 Might Ei

(8) vertical paddle flocculators, with variable frequency drives (VFDs), produce @ean
values of 60 to 100's The chemically préreated water then flows through two (2) 12.4 m
wide x 12.4 m long x 6 m deep reinforced concrete sedimentation bassgl) in each
treatment train, with inclined plate separators and circular sludge collectors. The water is
then conveyed through ozonation and filtration processes and is then disinfected prior to
entering the two clearwells, which have a combined teteable volume of 15.28 ML.

Disinfection is primarily achieved through ultraviolet (UV) irradiation, followed by
chlorination. Although the process was added mainly to control taste and odour, ozonation
also acts as a disinfectant. Continuous anaya®nitor the levels of chlorine, turbidity and

UV dosage prior to the water being discharged. The analyzers are connected with the
Mannheim Water Treatment Plant Supervisory Control and Data Acquisition (SCADA)

system, which is monitored by an operé&drhours per day.

Figure 3.1: The Mannheim Water Treatment Plant in Kitchener, ON (Emelko et al., 2006).
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The Mannheim Artificial Recharge Facilities and seven (7) other groundwater wells are also
located orsite. Water from these sources is blended with the treated surface water and then
stored at the Mannheim Pumping Station Reservoir, which has a total storage capacity of
122.7 ML. As stated above, the Mannheim Water Treatment Plant has aadedycof 72

MLD, or 840 L/s.
season; runoff from snowmelt allows for the highest takings to occur in the spring months.

Permitted water capture from the Grand River varies from season to

Raw water quality varies from season to season as well, andstanty monitored as per
the Ontario Ministry of the Environment (MOE) Drinking Water Systems Regulation O. Reg.
170/03 (2003).

As summarized in the Regional Municipality of Waterloo (RMOW) 2007 Annual Water
Quality Report (Clarke, 2007), 622 gradmngples of raw water were collected throughout the
year for microbiological testing; 156 grab samples were collected to measure turbidity. From
this testing, there were twelve (12) detections of fecal coliforms (i.e., sspuyalating
microorganism usedsaan indicator for other pathogens that may be present in feces) and the
turbidity ranged from 0.10 to 26.4 NTU. 8,760 readings from the SCADA system
demonstrated that treated water turbidities ranged only from 0.00 to 1.00 NTU and based on
57 grab sampkeof the effluent, total coliforms were always absent. The extreme turbidity
values (i.e., 0.00 and 1.00 NTU) represented only a fraction of the 8,760 values recorded.
They were attributed to equipment error associated with sampling. Because thesdata ar
collected in two (2) minute intervals, which are very small, it is not uncommon to record an
outlier due to an air bubble or loss of flow. Nominal raw water quality characteristics are
presented in Table 3.1.

Table 3.1: Nominal raw water quality characteristics of Grand River water at the MWTP.

Temperature TOC/DOC Turbidity H Alkalinity
(°C) (mg/L) (NTU) P (mg/L as CaCOs)
Nominal Value 11 6.0 3.7 8.2 210
Range 1- 23 5.0-7.0 0.9-13.7 7.9-8.4 160- 250
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All raw water samples from the MWTP utilized during the present investigation were
collected on three (3) separate occasions between May 2007 and January 2008. Raw water
guality on these dates was recorded by the SCADA system. Raw water charactegistics a
presented and summarized in Section 4.1. The samples were collected in 20 L polyethylene
carboys from a tap located prior to the coagulant injection point and refrigeraté@ andl

required for jar testing

3.3 MWTP Jar Test Protocol

As partially cepicted in Figure 3.2, the apparatus used during the procedure utilized
throughout the present investigation was a Phipps & Bird Jar Standard Tester (Phipps & Bird
Inc., Richmond, VA); a stirring machine with six paddles that can operate at variable speeds
[i.e., 0 to 300 revolutions per minute (rpm)], a floc illuminator for observing floc formation
and six 2 L square acrylic jars. Jar test experiments are conducted at the MWTP whenever
there are changes in the water quality and/or quantity (e.g., dusowomelt or rainfall)

and/or any of the treatment processes.

Figure 3.2: Jar testing equipment used during the MWTP jar test protocol.
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The protocol describe herein was a procedure that the RMOW hadysigvileveloped to

simulate fultscale coagulation and flocculation at the MWTP, which was based on

reproducing theG value in the fullscale basins.

The exact values@fare provided in

Section 3.3.2. Using the method prescribed by the RMOW was essendichieving the

first objective of this thesis, which was to “critically evaluate the limitations of traditional

benchscale protocols”. Design of an original, and potentially “optimal” jar test protocol

could have been time consuming and outsidestiope of this research.

3.3.1 Reagent Preparation

At the time of this investigation, the MWTPs coagulation regime consisted of ~ 16 to 28

mg/L PACI (Kemira Water Solutions Inc., Brantford, ON) and ~ 0.2 mg/L of cationic

polyelectrolyte (Magnafloc LT 22 SCiba Specialty Chemicals Canada Inc., Mississauga,

ON). Alum (Kemira Water Solutions Canada Inc., Brantford, ON) was previously the

primary coagulant, and was used in this investigation for comparative purposes. Both

coagulants were concentrated aquesoisitions; the polymer was a frlewing granular

powder. Coagulant and polymer specifications are presented in Tables 3.2 and 3.3.

Table 3.2: Physical and Chemical Properties of Alum and PACI.

Physical or Chemical Property Alum PACI
Chemical Family Inorganic salts Polynuclear inorganic salts
Formula A|2(504)3 Alx(OH)gx_zy_Z(SO4)VC|Z
Appearance Clear Clear amber to colorless
Odor Slight acidic Slight
Form Liquid Liquid
pH as is <25 3.0+05
Vapor Pressure (mm Hg) 40 at 35 °C 17 at 20 °C
Boiling Point () 106 102
Freezing Point (C) Concentration dependent -5+2°C
Specific Gravity (at 20 ) 1.21t01.35 1.27 £0.05
Solubility Soluble Soluble in water
Vapor Density (Air=1) N/A 1.3
Percent Volatile by Volume N/A N/A
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The diluted alum solution was prepared in the laboratory by pipeting 8 mL of the full
strength alum stock solution (i.e., 50%,(E0,)3 concentration) into a 100 mL volumetric
flask and adding 90 mL of deionized (DI) water. TlasK was then swirled to completely

mix the solution. 1 mL of the prepared solution contained ~ 40 mg of alum. This diluted
mixture was used for a period of 48 hours. At this time, the mixture was discarded and a new

solution was prepared.

Table 3.3: Physical and Chemical properties of Magnafloc LT 22 S.

Physical or Chemical Property Magnafloc LT 22 S
Form White granular solid
Bulk Density (g/cm®) 0.7
pH of 1% Solution ~54
Viscosity at 25 € Concentration dependent

The diluted PACI solution was prepared in the laboratory by pipeting 10 mL of the full
strength SternPAC stock solution (i.e., 40%(@H)zx.2y-2(SOs)yCl, concentration) into a 100

mL volumetric flask and adding 90 mL of DI waterThe flask was then swirled to
completely mix the solution. 1 mL of the prepared solution contained ~ 40 mg of PACI.
This diluted mixture was used for a period of 48 hours. At this time, the mixture was

discarded and a new solution was prepared.

The wlymer solution was prepared at the MWTP by pipeting 10 mL of the 0.2% plant stock
solution into a 100 mL volumetric flask and adding 90 ml of DI water. The flask was then
swirled to completely mix the solution. 1 mL of the prepared solution contai@etimg of

polymer. This diluted mixture was used for a period of 24 hours. At this time, the mixture

was discarded and a new solution was prepared.

Once the dilute reagents were prepared, the quantity of these solutions to be added to each jar
was calalated for a 2 L sample of raw water. These quantities, summarized in Table 3.4, are
based upon the typical annual operating range of dosages the MWTP. Twelve (12) plastic

syringes, six (6) filled with the appropriate volume of coagulant solution an@)sidled
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with the appropriate volume of polymer solution, were then placed in front of the

corresponding jar.

Table 3.4: Quantities of Dilute Coagulant and Polymer Solutions required for Jar Testing.

Jar#1 | Jar#2 | Jar#3 | Jar#4 | Jar#5 | Jar #6
Coagulant Dosage (mg/L) 20 30 40 50 60 70
Quantity of Dilute Solution (mL) 1.0 15 2.0 2.5 3.0 3.5
Polymer Dosage (mg/L) 0.1 0.1 0.1 0.1 0.1 0.1
Quantity of Dilute Solution (mL) 2.0 2.0 2.0 2.0 2.0 2.0

3.3.2 Jar Testing Procedure

Jar tests were conducted at temperatures of approximately 5, 15 a@df@5each of the
coagulants (i.e., alum and PACI); a total of six (6) beswdle experiments. The
temperatures, which were not necessarilytdmperatures of the raw water at the time of
collection, represented typical raw water influent temperatures at the MWTP between the
months of April and December. Operational parameters at the MWTP (i.e., coagulant dose)
are variable throughout the wintedue to varying water quality characteristics; the
conclusions and recommendations in this thesis are for periods of statsleafalloperation

(i.e., throughout the summer months). Because samples were collected during multiple

seasons, a range of watpralities was investigated.

During the jar tets conducted during the present investigation, each jar was filled with 2 L of
raw water, the temperature of which was measured witaraury thermometer. The dial on

the jar tester was first rotated to 300 rpm [i.ex @00 to 400 $ (Figure 3.3)] to induce

rapid, or flash mixing. These velocity gradients represent the maximum that can be achieved
with the jar test equipment; unfortately they are lower than the 100Duilized by the ful

scale treatment plant.

The coagulant, in varying dosages according to Table 3.4, was then added to each of the six
(6) jars at the water surface. After thirty (30) seconds, the paddle spsddwesed to 70
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rpm (i.e., G= 50 to 65 &) and the solution continued to mix for two (2) minutes. Once two
(2) minutes had passed, the polymer was injected into the jars at the water surface. After an
additional minute of mixing at 70 rpm, the paddbeead was lowered to 35 rpm (i.e.~23

to 28 &) for ten (10) minutes, the “flocculation” stage.
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Figure 3.3: G-values for a standard Phipps and Bird Jar Tester (Grammer, 2007).

The mixers were then shoff and the particles and/or aggregates were settled for fifteen (15)
minutes. Qualitative observations about the flocs and water (e.g., floc size and quantity,
settleability and water quality) in each jar were made and recorded on a data sheeti¥Append
B). Two (2) 40 mL grab samples of the supernatant (i.e., the clear liquid above the settled
material) were collected in EPA viles from each jar at a depth of ~ 10 cm from the surface
and refrigerated at 4C until they, along with 40 mL samples of thew water, were
processed for water quality analysis described in the following section. A drop of
concentrated, 85% reagent grade phosphoric acid was added to one (1) of the 40 mL samples

from each jar for preservation for Total Organic Carbon (TOC)yaisal
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3.3.3 Water Quality Analyses

Five (5) water quality parameters were measured as part of the MWTP jar testing procedure:
turbidity [NTU], TOC [mg/L], ultraviolet absorption at 254 nm (kh) [AU], conductivity
[uS/cm] and pH. All tests were comf#d in the Water Resources laboratories at the
University of Waterloo (UW). All of the equipment was calibrated prior to analysis.
Optimal coagulant dosages at fatlale are typically chosen based upon the settleability of

the flocs and the results dfdse analyses, primarily the reduction in turbidity and/ogskJV

It is important to note the MWTP measures Jl/as an indicator of dissolved organic
material. In other words, DOC is not directly quantified. TOC was utilized throughout this
study to aproximate the organic concentration; the dissolved fraction was not measured. It
could not have been assumed that DOC was equivalent to TOC because it is commonly that
NOM is associated with particles, as well. It has been previously demonstrated, thoweve
that DOC consistently comprises about 90% of the TOC in this raw water.

3.3.3.1 Turbidity

Turbidity was measured in the laboratory using a HACH 2100P Portable Turbidimeter
(Fischer Scientific Company, Ottawa, ON), which provided direct digital readings isNTU
According to the manufacturer, the resolution of the meter was 0.01 NTU on the lowest
range (i.e., readings from 0 to 9.99 NTU) and 0.1 when the range was adjusted to between 0
t0 99.9 NTU. A 1 NTU turbidity standard was used to calibrate the equipment

3.3.3.2 Total Organic Carbon (TOC)

Samples were analyzed for TOC according to ASTM Method 5310B (1996), a high

temperature combustion method, using a SHIMADZU T®O®@nalyzer (Mandel Scientific

Ltd, Guelph, ON), which analyzed the water for total carbon (TCJjL)rand total inorganic

carbon (TIC) (mg/L) and provided TOC calculations in mg/L. The detection limit of the

instrument, as stated by the manufacturer, was 5 mg/L with a measurement range between 0
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and 25,000 mg/L for TC and 0 to 30,000 mg/L for TIC. tilevel standard curves with a
calibration range between 1 to 10 mg/L were run prior to sample analysis.

3.3.3.3 Ultraviolet Absorption at 254 nm (UVys,)

Samples were analyzed for W according to ASTM Method 5910B (1996) using an
Agilient 8453 UV-Visible Spectrophotometer (Agilient Technologies, Mississauga, ON),
which gave readings in percent and, as per the manufacturer, had a wavelength aceuracy of
0.5 nm.

3.3.3.4 Conductivity

Conductivity readings were obtained using a HACH sensION lgertzonductivity meter
with an electrode (Fischer Scientific Company, Ottawa, ON), which provided direct digital
readings iruS/m. According to the manufacturer, the resolution of the metet Wds% on

the lowest range (i.e., readings from 0 to 198658m) andt 1.0 % when the range between
20 to 199.uS/m.

3.3.35 pH
pH readings were obtained using a HACH sensION pH meter with an electrode (Fischer
Scientific Company, Ottawa, ON), which provided direct digital readings. The resolution of

the meter was 00, as stated by the manufacturer.

3.4 Settling Experiments

Settling experiments, and the associated jar tests, were conducted at Environment Canada’s
Center for Inland Waters in Burlington, ON. They were performed following the methods of
Droppoet al. (1997) that provide the discrete settling velocity for individual flocs. Settled
flocs were collected from the bottom of the jars following the fifteen (15) minute settling
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phase using a 25 mL graduated wideuth glass pipette cut horizontally 5 cm abdwe tip

to minimize breakup of the aggregate. Vacuum was created using a standard rubber, 25 mL
capacity pipette bulb. The flocs were then introduced into an insulated 2.5 L (i.e., 5 cm width
x 10 cm length x 50 cm height) capacity settling column (Figute 3he temperature of the

raw water within the column was held constant at the same temperature as the jars in which

the flocs were produced.

Figure 3.4: 2.5 L capacity settling column with a stereoscopic microscope.

A stereoscopic microscope Nikon SAMZT (Nikon Canada Inc., Mississauga, ON) focused
on a plane inside the column at a distance of 35 cm from the top of the column. The long

settling distance relative to the size of the flocs is requioedamp out any turbulence or
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settling irregularities resulting from the initial introduction of the aggregates and to allow the
flocs to reach terminal velocity prior to detection. Although all of the flocs were carefully
observed throughout the testds possible that further aggregation could have occurred over

this distance, which would introduce difficult to quantify error into the results.

As flocs passed through the field of view, images were electronically recorded onto a
Pentium computeihtough a CCD camera (Hamamatsu, Quorum Technologies Inc., Guelph,
ON) interface. The settling velocity was derived by digitally overlaying two video frames
obtained over a known time interval using Northern Eclisenaging software (Empix
Imaging Inc.,Mississauga, ON). In this way the same aggregate appears on the newly
combined image twice and the settling distance can be digitized.

3.5 Floc Characterization

Since the method works well for large, open aggregates (i.e., engineered floc) and because it
is regarded as the only reliable technique to determine floc shape characteristicgt(darvis
2005), light microscopy combined with digital image analysis was employed for

characterizing the flocs examined throughout this study.

3.5.1 Floc Sampling

The MWTPjar test protocol was repeated following the methods outlined in Section 3.1, in a
University of Waterloo Natural Sediment Laboratory. Three (3) samples of suspended flocs
were collected directly from each of the 2 L jars at the end of the flocculatiga gsing
sampling columns (Figure 3.5) described by deBoer and Stone (1999) for floc
characterization. These sampling columns were plastic tubes with an internal diameter of 25
mm and volumes of 2BL. They were held approximately 10 cm below the wsiieface as

flocs passed through until square sections of plastic were placed at either end for closure.
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Figure 3.5: 25 mL plastic sampling columns for sampling of suspended particles and/or floc.

After sampling, a 0.4%m Millipore HA filter was placed on a fritted glass holder and the
column was inverted on the filter. A hand pump at low vacuum was used to settle flocs onto
the filter (Figure 3.6). The filters were stored in a refrigerator untithiagacterization was
performed.

Figure 3.6: Engineered flocs settled onto 0.45 um Millipore HA filters.
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3.5.2 Light Microscopy and Digital Image Analysis

The 0.45um Millipore HA filters were left in he refrigerator to aidry for approximately

two (2) to three (3) weeks prior to analysis. Digital images of the particles deposited on the
filters were collected using a Wild Leitz inverted light microscopy microscope fitted with a
Sony XC75 CCD cameraonnected to a Pentium computer (Figure 3.7) running Northern
Eclipsé™ imaging software, according to the method described by deBoer and Stone (1999).
For this method, the filters were first rendered seamsparent by applying three (3) drops

of immerson to the field of view. Collection of images began five (5) minutes after applying

the immersion oil to allow for the filter to become sufficiently transparent, and image
collection and particle counting typically took between twenty (20) and fortynd@)tes

per sample. Between 1,500 and 20,000 aggregates or particles were enumerated, depending

on the concentration of flocs on the filter.

Figure 3.7: Wild Leitz inverted light microscopy microscope fitted with a Sony XC75 CCD camera

connected to a Pentium computer.
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Flocs were imaged at 2.5x magnification and raw water particles were imaged at 10x
magnification. Background images without flocs or particles were collected for each filter
and subtractk from each image taken during analysis to minimize the effect etiniborm

light levels. The image analysis software output a spreadsheet providingectesal area

(Ac), perimeter §) and characteristic, or longest lengthh)( values for all agggates or
particles counted. A Visual Basicprogram was then used to calculate equivalent spherical

diameter ESD,) and volumeV), and to perform a grain size analysis.

3.5.3 Fractal Analysis

Fractal Dimension®; and D, were calculated from the slopes ofjmession lines of the
relevant geometric variables (i.&gquations 2.15 through2.18, 2.20) on doublelogarithm

plots. D; was obtained from regression analysip afersusL (i.e., Equation 2.20) whereL

was assumed to be tlSD,. This assumption wasade, as outlined in Section 2.3.2, so
that populations of complex aggregates could be more accurately grouped and more
accurately compared to one anothdd, therefore, was derived from slopes of regression
lines on ofp andA. (i.e., Equation 2.18). Equation 2.17 (i.e., Ac versusL) was not utilized
because of the assumption bn Thus,D, would have been calculated from a regression

analysis of the same measured parameterA}, @ersusA.) sinceESD, is derived fromA..

Calculation ofD3 wasexcluded from the analysis primarily because the digital images were
two-dimensional. Sincé&/, as calculated by Visual Ba8i¢c was also calculated assuming
that the particle was spherical (i.e., fr&8D,), the values obtained from regression analysis

of V versusL (i.e., Equation 2.16) would have been based on a hypothesis that information
on threedimensional characteristics could be extracted from adiw@nsional image. This

is unlikely due to preferential settling on the filter [i.e., particles revendency to orient
themselves on surfaces such that they present their maximum area (Allen, 1997)]. As well,
Equation 2.16 could not be utilized because of the assumptioh;déquation 2.15 (i.e., M
versusRy) could not be utilized because the masthefparticles was not measured.
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3.5.4 Calculation of Variability in the Fractal Data

Subsamples were considered replicates and all of the aggregates were combined if the
values calculated from bothquations 3.1 and 3.2 (i.e., significant differenceests on the
intercept and slope) were equal to 0. From these equatiamshe intercepth is the slope
ands s the standard error of the estimate.

t — a1+a2

a_\/sal+sa2+sa12 3.1
b +b

t, = =2 3.2

" S S S (32

Then for each regression (i.e., for e@&ghandD,), a 95% confidence interval waalculated

for both the intercept and the slope. That is, a range of intercepts and slopes that would occur
for that particular sample 95% of the time. The confidence interval for the intercept is
presented aBquation 3.1; the confidence interval for ¢hslope is presented Bguation 3.2.

From these equationg,, is the student value (i.e., 1.96 at 95%), a8k is described by
Equation 3.3.

_ 1 x
A—ait%s H+§ (3.3)
1
B=b+t,s |— (34)
2 \ S«
S =2 (6% (35)

i=1

If the confidence intervals of the sgsamples A, B and C overlapped, or inteted for both
the slope and the intercept, then it was concluded that they were true replicate samples. Even

if they were not true replicates, however, the-saimples were combined because all of the
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aggregates were sampled from one jar. This appreadatha handling was acceptable and
appropriate because the flocs were all collected from the same population and the size
distribution of the combined data provided more information; thereby providing a better
indication of the overall size distibution fddcs produced in a given sample. The purpose of

the statistical analysis was to assess if the sampling approaches resulted in true replicates;
regardless of that outcome, all of the particle data were combined to characterize the particle
size distributon within the jar.

3.5.5 Statistical Assessment of Light Microscopy and Digital Image Analysis

Light microscopy with 2D image analysis, although time consuming, is a relatively
inexpensive and reliable method of floc characterization (Jarals, 2005). Ths technique
typically consists of using filter membranes to retain the suspended flocs and then
measurement by light microscopy and computer software. Depending on the floc
concentration in the water sample, the number of flocs on the filter may be émgheto

permit evaluation of the entire membrane surface, which would achieve the most accurate
and precise estimate of floc size and/or shape. However, floc concentrations found in
characterization studies of both engineered and natural systems arscofévated that
evaluation of the entire membrane is unfeasible. In occurrences such as these, only a few

images can be evaluated to estimate floc characteristics.

Approaches using combinations of microscopy with digital image analysis are based on the
assumptions that flocs are uniformly distributed on the filter surface and the sample of
measured aggregates is representative of the entire membrane, thereby yielding a reasonable
estimate of size and/or shape. For natural system characterizatiors,studias been
proposed that a minimum of 3000 particles and/or flocs be counted (Stone, 2007). A general

approach has not yet been suggested for engineered systems.

67



Floc characterization by microscopy with image analysis can be achieved by either
evaluding flocs using a systematic pattern that attempts a spagiadhy distribution, or by
selecting aggregates randomly. Results from studies that have evaluated the effects of
sample processing for direct counting methods of microorganisms (i.e., egsfieace
microscopy) have suggested that random selection has the advantage that it ensures lower
statistical bias relative to systematic evaluation (Kirchretaa., 1982). A lack of similar

studies for floc characterization techniques suggests thasthielishment of more detailed

guidance regarding measurement of floc by microscopy with image analysis is necessary.

Recognizing that there can be considerable uncertainty in floc characterization data, the
impact of total number of engineered flocs amdtiples on characterization by microscopy

with digital image analysis was investigated. Specifically, the minimum number of flocs that
must be measured to obtain a precise size and/or shape estimation was evaluated using
statistical parameters availaliier use to assess the precision of particle characterization
data.

3.5.5.1 Experimental Design

Three (3) samples of engineered flocs were collected from one (1) jar (i.e., one (1) coagulant
dose; 30 mg/L of PACI, specifically) on three (3) separate occasionwenedsettled onto
separate 0.4%m Millipore HA filters. Three (3) samples of raw water particles were
collected from one (1) of the carboys containing the MWTP raw water on three (3) separate
occasions and were settled onto separate filters. The filienes then enumerated using a
systematic evaluation (Figure 3.8), following the methods described in Section 3.5.2. The
engineered aggregates were evaluated at 2.5x magnification; the raw water particles were
evaluated at 10x magnification. This systamahethod was utilized so that all of the
aggregates or particles on the filter would be counted. The order in which the particles were
counted was then randomized using a Microsoft EXceandom number generator to

simulate a random selection approazimicroscopic evaluation.
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Precision was quantified by the relative standard deviatR#8D) of ESD,, which is
discussed in greater detail in below. A statistical software package, SPSS (SPSS Inc.,
Chicago, IL), was used to generateQPlots (i.e., quaile-quantile plots), which diagnose
differences between the probability distribution of a statistical population from which a
random sample has been taken and a comparison distribution (Michael, 1983). For this
study, the normality of the population dibution was tested. For those data sets that were
not normally distributed, the data was transformed by the natural logarithm.

A oneway analysis of variance (ANOVA) with repeated measures was used to analyze the
data sets (i.e., three (3) sepamd¢a sets for engineered floc and three (3) separate data sets
for raw water particles). The total number of aggregates and particles was investigated at six
(6) levels (i.e., 50, 100, 500, 1000, 2000 and 2900). The ANOVA was conducted on the
precision 6 the data, which was quantified by the relative standard deviation, described
further in Section 3.5.5.2. The ANOVA evaluated the main effects between subjects (i.e.,
2.5x and 10x magnification) and within subjects (i.e., the total number of aggregates
counted). Mauchly’s test of sphericity was used. When a significant difference between the
main effects was observed (i.e., p < 0.05), Tamhane’s T2, Dunnett's T3 and-Baweals

multiple comparison tests were used to determine where the difference .existe

Figure 3.8: Systematic evaluation of the 0.45 um Millipore HA filters.
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3.5.5.2 Statistical Analysis of Precision

Similarly to studies that have evaluated the effects of sample processing for dirdictgcoun
methods of microorganisms (Chae et al., 2008), the relative standard deR&i)r%], or
coefficient of variation was used to evaluate the precision of floc characterization data.
Relative standard deviation is widely used in experimental asdbgsiause it is useful for
comparing uncertainty between different measurements of varying absolute magRilde.

is generally defined as:

RSD =100— (3.6)

wheresd is the standard deviation andis the arithmetic mean of a measured propef
the floc (e.g.ESD,). Ideally, it would be desirable to also examine the accuracy of the data.
This is generally accomplished by calculating the percent erP&) (©f the floc
characteristic; defined as:

PE = 100(:%Z| (3.7)

wherec is the true value and is the observed value of a measured property of the floc.
Using PE for engineered and/or natural systems is made difficult by the lack of methods for
measuringc. For this study, therefore, inferences will be made only for the precision of

microscopy with @yital image analysis techniques.

3.6 Full-Scale Floc Sampling at the MWTP

All of the full-scale floc samples from the MWTP were collected in April and May 2008.
The samples were collected from the outlet of thedeélle flocculation basin (i.e., just prio

to the inclined plate settling basin) and/or the outlet of thestidle inclined plate settlers
using the sampling method outlined in Section 3.1.4. The only variation is that the columns
were held approximately 0.2 to 0.4 m below the surface of #terw The filters were stored

in a refrigerator at 4C until the characterization by light microscopy and digital image
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analysis was performed. Raw water quality data was obtained from operators who had

recorded the values based on observations frdimeémmeters.

Post-Sedimentation §
: Sampling Location
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Figure 3.9: Full-scale sampling sites at the Mannheim Water Treatment Plant.
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4 RESULTS AND DISCUSSION

The solids removal processes of coagulation, flocculation, and @#ioficremain a critical
component of the drinking water treatment process for utilities that treat surface water.
These processes are typically designed, operated and optimized based on information derived
from benchscale protocols (e.g., jar tests) tteae used to simulate fedcale treatment
performance. By regularly performing such tests, water treatment operators can assess
alternative treatment strategies without altering plant performance. The primary goal of this
thesis research was to improthee predictive capacity of bendtale protocols commonly

used for optimizing conventional chemical freatment in fullscale drinking water
treatment plants. Specifically, the primary focus was to develop approaches for integrating
particle characteraion techniques with these berstale protocols. Additional benefits

that this research enabled were the opportunity to develop guidance on characterization of
floc populations in a statistically significant manner and techniques to quantify uncertainty
fractal floc characterization data. In achieving these objectives, it was thought that further

optimization of the MWTP would be possible.

Twelve (12) jar tests using the MWTP protocol were performed throughout this
investigation. The UY,4 and turbidity of the supernatant were evaluated during each jar test
to investigate potential relationships between these parameters and floc settling rates and
structure. Six (6) jar tests were conducted to generate aggregates for settling testé3) Three
jar tests were conducted at 5, 15 andQ4using alum as the primary coagulant and three (3)

jar tests that were conducted at 5, 15 andQ@%sing PACI as the primary coagulant. The

six (6) jar tests were then repeated to characterize the fraciuse of the flocs by digital

image analysis with microscopy. As well, a simple approach for quantifying the uncertainty
in floc characterization data was developed. Samples of aggregates generatestaiefal

the MWTP were then collected and quemned to the results of the berstale testing.
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4.1 Jar Test Results

The raw water used during these tests was sampled from the MWTP on three (3) separate

occasions. On these occasions, 80 L samples were obtained. The general water quality

characteristis of the raw water treated at the MWTP are presented in Table 4.1. With the

exception of UVs4 and turbidity, all values presented therein are the mean + one standard

deviation of three (3) individual 40 mL silamples collected from an 80 L sample.

Individual UV>s4 and turbidity values are based on the mean of two (2) separate readings

Table 4.1: Raw water quality data for all twelve jar test experiments (mean + std. deviation).

Raw Water Sample 1

Raw Water Sample 2 | Raw Water Sample 3

Water Quality

Settling Tests

Floc Characterization

Parameter Alum Jar Tests PACI Jar Tests
Turbidity (NTU) 4.4 +0.26 16.9 £ 0.81 33.0+ 1.36
TOC (mg/L) 7.67 £ 0.06 5.65+0.17 5.63+0.15
UVas4 (AU) 0.206+ 0.018 0.124 + 0.022 0.172 + 0.076
Conductivity (S) 419+ 71 530+ 21 5309
pH 8.1+0.22 8.3+0.11 8.4 + 0.06
Temperature (°C) 3.5 17 20

To reiterate, the raw water sampling events occurred over a period of six (6) months and the

seasonal variations inater quality are apparent. The two (2) samples that were collected in

the summer months (i.e., Raw Water Samples 2 and 3) had high turbidity values, potentially

due to runoff, and high temperatures.

The sample that was collected during the winter

monthshad a lower turbidity and low temperature. The higher TOC value of the samples

collected during the winter months was perhaps a measurement error, as it is typically

expected that the organic concentration would be higher in the summer months because of

increased biological activity. Regardless, the differences in coagulant dose requirements due

to seasonal variations in water quality will be noted.

At the MWTP, in addition to filter performance, coagulant and polymer selection and

dosages are typicallgased upon the quality of the supernatant obtained during jar tests;

UV,s4 values and turbidities after a period of settling (i.e., removal of dissolved organic
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materials and particles) are specifically utilized for coagulant and dosage selectigg, UV
measurements of the supernatant samples collected during the settling and floc
characterization experiments are reported in Figures 4.1 and 4.2, respectively. The turbidity
levels in the supernatant of those samples after a period of settling (i.e.,cdedpe
Section 3.3.2) are presented in Figures 4.3 and 4.4. All of the detailed water quality data
measured during the settling and floc characterization experiments are presented in

AppendixC.
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Figure 4.1: UV, values of supernatant obtained from jar tests conducted during settling experiments

(“optimal” range dependent on conditions).

Based on UYs4 as an indicator, it was generally found that the highest level of organics
removal occured whetine doses of both alum and PACI were between 40 and 60 mg/L; this
result was generally observed for all of the samples investigated, regardless of raw water
temperature. The two (2) exceptions to this otherwise consistent performance were observed

duringthe settling experiments involving alum coagulation atCland PACI coagulation at
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5 C. During those experiments, comparable or higher levels of organic removal (i.e., lower

UV,s4) Were achieved at coagulant doses of 30 mg/L.

The pH of the superratt collected from the jar tests conducted during the settling
experiments ranged only from 7.6 to 8.2 (Appendix C); no trends in the pH data were
observed. Accordingly, “enhanced coagulation” was not necessarily achieved. pH was
intentionally not adjustd during coagulation because pH adjustment is not practiced at the
full-scale plant, in which coagulation is optimized to achieve maximal turbidity reduction,

but not NOM removal.
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Figure 4.2: UV,s, values of supernatant obtained from jar tests conducted during floc characterization

experiments (“optimal” range dependent on conditions).

The pH of the supernatant collected from the jar tests conducted during the floc
characterization experiments weregitly lower [e.g., 7.2 in one (1) instance] and as
expected, organic material was best removed at higher coagulant doses. The level of removal

was considerably higher than what was achieved during the previously discussed jar tests
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(i.e., a minimum finaUV3s4 value ~ 0.02 AU compared to ~ 0.05 AU). This result may have

occurred because “enhanced coagulation” was reached as a result of a lower pH.

During a jar test conducted during the settling experiments &€ 1&th alum coagulation,

an wmexpected UYs, value was obtained when the dose was 50 mg/L (Figure 4.1). A second
measurement of the sample’s k¥ confirmed the result (ie., W, = 0.2558 AU) which

was inconsistent with the rest of the id¥data obtained during the settling expemts.

This anomalous result was treated as an outlier that was likely attributable to sampling and/or
instrumental error because it was inconsistent with other concurrently obtained water quality
measurements; particularly the TOC, which was the lowest (ee., 4.58 mg/L) observed
during the settling tests (Appendix C). The fact that theslsamples were filtered and the

TOC samples were not, however, makes a direct comparison difficult.
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Figure 4.3: Turbidity of supernatant obtained from jar tests conducted during settling experiments

(“optimal” range dependent on conditions).
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Figure 4.4: Turbidity of supernatant obtained from jar tests conducted during floc characterization

experiments (“optimal” range dependent on conditions).

Regardless of the raw water temperature and coagulant type investigated, all of the turbidity
data collected during the present investigation indicated that ewdguloses of
approximately 30 mg/L would achieve “optimal” turbidity reductions (i.e., low settled water
turbidities). In some instances (i.e., alum coagulation aCland PACI coagulation at 15

C), comparable or higher levels of turbidity reductiorrevachieved when coagulant doses
were between 60 and 70 mg/L. Multiple optimal dosages can likely be attributed to a change
in the principal particle destabilization mechanism; from charge neutralization to “sweep”

flocculation.

The final turbiditylevels measured in the supernatant during the jar tests conducted for floc

characterization were lower when alum was used as the primary coagulant rather than PACI
(Figure 4.4). This difference in settled water turbidity was likely attributable to ditfese

in seasonal raw water quality between the two (2) experiments (i.e., mean raw water

turbidities were 16.9 NTU during experiments conducted with alum and 33 NTU during
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experiments conducted with PACI). Given the variations in raw water turbidity éetive
experiments conducted with the different coagulants, it would be premature to speculate
about the performance of one coagulant relative to one another. More samples collected over
a range of raw water turbidities would be required to addresssthis.i Additional samples

were not collected; however, because that evaluation was not an objective of the present

investigation.

Many investigations suggest the use of PACI over alum at temperatures of 5 °C or lower
because it results in the formatiof a denser floc with a higher rate of settling because of its
high molecular weight (Letterman, 1999). Contrary to this expectation; however, it was
qualitatively observed during both the settling and floc characterization jar tests that although
alumflocs seemed smaller in size, more of them tended to settle (even during mixing). The
water after the settling phase also appeared clearer. Aggregates produced by PACI
coagulation were generally larger than alum flocs but more fragile and likely to floze

possible explanation is that the some of the samples were collected in the summer months
even though the tests were performed at low temperatures. The above noted studies used
samples that would be more representative of water quality duringinier \wwmonths (i.e.,

when the water temperature would be less than 5 °C). Figure 4.5 depicts the observable
differences between the aggregates produced by alum and PACI coagulation at the same dose

and temperature, and the associated difference in tligy dbthe water.

Figure 4.5: Alum flocs (left) and PACI flocs (right) produced during the jar tests.
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At many treatment plants, it is typically considered that the information presented in Figures
4.1 through 4.4 and the visual observations concerning floc size and settleability are
sufficient for the selection of an operating dose and if necessary, a preferred coagulant. In
the case of the MWTP, the available data suggest that under the conditiessgated,
either alum or PACI coagulation at a dose of ~ 30 mg/L in conjunction with 0.2 mg/L of
cationic polyelectrolyte can achieve the highest levels ofskJahd turbidity reduction (i.e.,

0.02 to 0.05 AU and 0.3 to 1.0 NTU, respectively). Comparabslightly higher levels of

UV 54 and turbidity reduction could possibly be achieved at doses of 60 or 70 mg/L of either
alum or PACI in conjunction with 0.2 mg/L of cationic polyelectrolyte; however, the
marginal gains in treated water khy and turbdity would not likely justify the additional
costs associated with chemical consumption and sludge production.

To better quantify the errors associated with sampling and/or equipment use, two (2)
additional jar tests were performed at °I5 using thgar testing protocol that was utilized
during the settling and floc characterization experiments; PACI was the primary coagulant
during one (1) of those tests and alum was the primary coagulant during the other. The raw
water UVbs, and turbidity during tese experiments were approximately 0.23 AU and

4 NTU, respectively. UYk, and turbidity were evaluated in multiple supernatant samples to
better quantify the error of interest. The results are presented in Figures 4.6 and 4.7.
Detailed and additionalaww water quality data obtained during these experiments are
presented in Appendix C.

In this raw water matrix, alum and PACI coagulation in conjunction with 0.2 mg/L of
cationic polyelectrolyte achieved generally similar decreases in both the residpal UV
values and turbidities. An alum dose of 30 mg/L resulted in a residual turbidity of ~ 0.8
NTU, which was comparable to the level of turbidity reduction achieved when the dose was
increased to between 50, 60 or 70 mg/L of alum. In contrast, the bpth@ dose for
achieving turbidity reduction was 60 mg/L; higher doses of either coagulant were necessary
to concurrently achieve the highest id¥and turbidity reductions.
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PACI refers to a class of soluble aluminum products in which aluminum chloride has been
partly reacted with a base. The relative amount of, @bimpared to the amount of Al,
determines the basicity of a particular PACI produdte PACI solution was not as acidic as
alum (Table 3.2); consequently, it did not decrease pH as much as the equivalent amount of
alum (e.g., a final pH value of 7.7 compared to 7.5 at dosages of 50 mg/L). The minimum
solubility was reached and the dissad hydrolysis products (i.e., Al(OH) would have

begun to precipitate out to form solids at an alum dose of 30 mg/L. At least 50 mg/L of
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PACI were likely required for precipitation to occur because it was less acidic than alum, and
because it has bedound to have a higher pH of minimum solubility than alum (Pernitsky
and Edzwald, 2003).

The results of the present investigation are generally consistent with those of the “Mannheim
Water Treatment Plant Operating Strategy Review”, conducted in SeptemB06 by
Associated Engineering (AE) Ltd. (Edwards, 2006; Appendix D). However, it was
determined by AE that only 30 mg/L of PACI resulted in the lowest residua,livid
turbidity. The results of additional testing demonstrated that 30 mg/L of PIACI,
combination with 0.1 mg/L of Magnafloc LT 22 S, described in detail in Section 3.3., was
“optimal” for coagulation at the MWTP. An alum dose of 20 mg/L without polymer
achieved the lowest residual khy and turbidity, but flocs were formed that weescribed

as “light floaters” that settled “poorly”. Therefore, alum was not used for the remaining tests
that introduced the use of a polymer. PACI, in conjunction with 0.2 mg/L of cationic

polyelectrolyte was ultimately selected as the “preferred altieay.

It should be noted that although no rationale was specified, AE utilized a jar test protocol that
differed from the one that was utilized at the MWTP. It required between 160 and 300 rpm
(i.e., G ~ 120 to 400 3) for two (2) to three (3) minutes, followed by approximately 50 rpm
(i.e., G~ 35 to 45s™) for fifteen (15) minutes and thirty (30) minutes of settling. Replicate
samples of the supernatant were then collected and processed fordstaatiar quality
analysis (i.e., UYsy, turbidity, pH). In the “general comments” section of the report, it was
noted that there was a gap of ten (10) to twenty (20) minutes between the two (2) turbidity
readings, which might have allowed the later sugamtasamples to have “extra settling

time; thereby skewing the results”.

The selection of PACI as a primary coagulant at the MWTP is not surprising given that the
plant is in Canada and treats cold water for a significant period of time annually. Many

investigations have suggested that alum is less effective at lower temperatures because the
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generated flocs have a lower densities (Hanson and Cleasby, 1990) and aggregate sizes
(Morris and Knocke, 1984). Fitzpatriekal. (2004) produced flocs using atuand PACI as

the primary coagulants for a suspension of kaolin clay in tap water and qualitatively observed
that PACI produced the largest flocs at various temperatures and alum generated the smallest.
The use of PACI in the summer months, however, moll necessarily have any advantage

over the use of alum.

Even though differences in residual kY and turbidity after a period of settling were
observed during the jar test experiments described in the present investigation, it is
noteworthy that therevere no obvious visual differences in floc quantity and/or size as alum
and PACI doses increased. This qualitative observation is contrary to the generally accepted
notion that turbidity is directly proportional to solids concentration, which would stijos

more flocs should have been produced and settled in the jars containing 30, 60, and/or 70
mg/L of coagulant because the highest reductions insAJahd turbidity were associated

with those coagulant doses. As well, according to Stokes’ law, flo@seshould have been
larger than flocs in the other jars because a floc that h&Saxof 25 um should settle by
gravity more readily than one that is i in diameter, assuming similar densities. Stokes’
law, however, has been considered to be irrelevant for engineered flocs because aggregate
porosity is not constant (Li and Ganczarcz$®89) and because flocculent settling (i.e.,
Type 2) likely occurs. The data from the settling tests were carefully examined to present a
more quantitative assessment of the effect of aggregate settling on turbidity apd UV

reductions.

4.2 Settling Test Results

To quantitatively evaluate the differences in settling velocity of aggregates generated by
various doses of alum and PACI coagulants, six (6) settling tests were performed. Three (3)
jar tests were conducted at 5, 15 andQusing alum as the ipmrary coagulant and three (3)

jar tests were conducted at 5, 15 and®@5using PACI as the primary coagulant. The
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settling velocity results for flocs formed by alum and PACI coagulation at a raw water
temperature of 5C are presented in Figures 4.8 ah€é respectively. Results of the tests
performed at 15 and 25 °C are presented in Appendix E. Between 44 and 79 aggregates were
collected from each jar (i.e., each coagulant dose) during each experiment. Samples were
collected after a period of settljrirom the bottom of the jars so that it could be determined
whether or not the settling rates and/or sizes of the aggregates that had settled would
correspond to the Uy, and turbidity of the supernatant. These undisrupted flocs were then
introduced ind the settling columns so that settling velocity could be evaluated as a function

of floc size by the commonly utilized approach discussed in Section 3.4.
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Figure 4.8: Settling velocity as a function of floc size for flocs produced by alum coagulation at a

temperature of 5 °C.

In general, settling velocities of the aggregates ranged from 0.25 to 5 mm/s (i.e., 0.9 to 18
m/h). During all of the settling tests,75% of the aggregates ranged=#Da from 0 to 1000
um with settling velocities ranging from 0.25 to 2.5 mm/s (i.8,t6.9 m/h). As might be
expected based on Stokes’ law, settling velocities generally increased with increasing floc
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size. As discussed in Sections 2.3.1 (i.e., discussion of turbidity) and 4.1, the two (2) primary
expectations of the settling test reswlith regard to coagulation were:
1. that flocs produced during PACI coagulation would settle more readily than those
produced during alum coagulation, particularly a€5and
2. that larger and more settleable flocs would be produced by both coagulants at doses
that achieved the highest Wy and turbidity reductions. This is an assumption that

IS common to jar testing.

The observed settling velocities and sizes of the flocs generated by alum and PACI
coagulation were relatively similar at € (i.e., Figures 4.8 and 4.9), and at 15 and@5
Moreover, higher aggregate settling velocities (i.e., 4 to 5 mm/s, or 14.4 to 18 m/hr) were
achieved as the temperature of the raw water increased. This result was expected because if
floc size, shape and density are similar for a given dose, higtiéing rates would be
expected at higher temperatures because of a decrease in viscosity. Nonetheless, only a small
number of aggregates attained velocities higher than 3.5 mm/s (i.e., 12.6 m/hr).
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Figure 4.9: Settling velocity as a function of floc size for flocs produced by PACI coagulation at a

temperature of 5 °C.
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Although lower U\ss4 values and turbidities were measured from the jar test supernatant at
coagulant doses of 30 mg/L and between 60 andnglL, there were no observable
differences in settling velocities and/or floc size when compared to aggregates generated at
doses of 20, 40 and 50 mg/L. Regardless of coagulant dose and floc size, the observed
settling velocities were scattered betweeB50to 5 mm/s, as is evidenced by the low
coefficients of determinatiorRf) obtained when least squares linear regression was utilized

to examine settling velocity as a function of floc size for each coagulant dose (Appendix E);
no trends were evident frothese data. The only observable trend in the settling data was
the settling test of aggregates generated by alum coagulation@iRigure 4.10), in which

there was a clear difference in size between the flocs produced by coagulant doses between
20 and 40 mg/L ESDA ranged from 89 to 1390m) and those that were generated by doses

of 50, 60 and 70 mg/LESDA ranged from 144 to 383pm). The higher doses of alum
produced larger diameter flocs (i.ESDa). Despite the differences in floc size; howegve
differences in settling velocities were observed (i.e., smaller flocs settled as readily as the

larger flocs).
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Figure 4.10: Settling velocity as a function of floc size for flocs produced by alum coagulation at a

temperature of 25 °C.
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It is important to recall that the sampling approach utilized herein evaluated the population of
flocs that had settled, to address the assumption that larger and more settleable flocs would
be produced by both coagota at doses that achieved the highest,dJ¥nd turbidity
reductions. These results demonstrate that:

1. floc settling velocities were not directly proportional to floc size;

2. the production of larger and more settleable flocs could not be described by floc

settling velocities; and
3. floc sizes and settling velocities were not directly related to eithessUdf

turbidity reductions.

They also suggest that it is the population of particles and/or flocs that remain in suspension
after the period of settlinguiing the jar test protocol that dictates the measured degrees of
UV 54 and turbidity reductions. While this result seems obvious and logical in hindsight, it is
critical to note that while it is logical to:

1. observe that at the same water temperaturaraxicig conditions the particles that
settle at a certain depth (i.e. the bottom of a jar) have similar settling rates
regardless of coagulant dose and/or type; and

2. assume that what remains in suspension after flocculation and settling drives the
observedJV,s4 and turbidity reduction performance,

it is not logical to assume (as is often done) that the production of larger and more settleable
flocs can be described by jar testing. Specifically, for a given raw water, if the settling rates,
sizes, and se distributions of the settled flocs at a specified depth; for example, the bottom
of a jar, are similar, what is it about the particles/flocs in the remaining supernatant that
impacts observed differences in turbidity and ¥ While it is possible thahe settling

rates of those flocs/particles are different, it is also possible that other floc/particle
characteristics contribute to the observed differences md#¥id turbidity. Stokes’ law was
initially utilized to predict aggregate density beca8saéar (2002) reported that floc density,

and therefore porosity, would have a negative bias on turbidity measurement (i.e., dense
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particles will cause the reported value will be slightly higher than the actual turbidity).
Stokes’ law is limited in applability because it assumes that the particles are impermeable
and spherical; however, it is known that engineered floc porosity is not constant (Li and
Ganczarczyk, 1989). To rectify these inaccuracies, or potentially incorrect assumptions,
settling velocty models (i.e.,Equations 2.21 and 2.22) have been developed that directly
account for the fractal nature of flocs but they could not be utilized during this investigation
because accurate and/or precise tdieeensional information (i.e.D3) could not be

collected from the images captured by the stereoscopic microscope.

Therefore, according to Stokes’ law, an engineered floc with a diameterE@®,) of
271.13um and a of 0.737 mm/s, for example, would havgsof 0.0184 g/criy assuming a

u of 10° mé/s. Figure 4.11 illustrates the calculated aggregate densities (i.e., based on
Equation 2.6) for all of the aggregates collected from the jar test atC26sing alum as the
primary coagulant; the remaining data are presented in Appendix B. oMib& engineered

flocs that were sampled had a calculated density of less than 0% g/faw of the smallest
particles had a densities0.2 g/cni that did not correspond with higher settling velocities.

Floc density estimates based on Stokes’ lawegally decreased with increasing floc size,
regardless of coagulant type and dose. This result was expected because Stokes’ law
expresses density as being inversely propotional to the diameter squared. Unfortunately, the
calculated density was not pational to measured settling velocity, which therefore
confirmed that these calculations were not applicable.

It is inappropriate, therefore, to use the settling velocity data herein to make conclusions
about optimal coagulant dosages or to expldia differences in U, and turbidity
reductions observed during the settling experiments. The settling results suggest that it is the
population of particles and/or flocs that remain in suspension after the period of settling
during the jar test prototahat dictates the measured values of ;kiVand turbidity

reductions. As well, the aggregate porosity was not constant as evidenced by the
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photographs taken during testing Figure 4.12), which also confirms that Stokes’ analysis did

not apply.
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Figure 4.11: Particle densities for alum flocs produced and settled at a temperature of 25 °C.

Figure 4.12: Photographs of flocs, taken during the settling column tests.

Fractal dimensions were utilized in the present analysis because they provide a more accurate
description of objects where Euclidean geometry does not apply. Specifically, fractal
dimensiond; andD, describe the complexity of the outlinelsan object and how porous an
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object is, respectively. Further details are provided in Section 2.4. More importantly, fractal
dimensions can be directly utilized because they can be calculated based on easily
measurable shape characteristics (i.e¢ #oea A;) and volume V)). Water treatment
investigations involving fractal dimensions have traditionally focused on describing floc
structural characteristics in response to changes in coagulation regimes. In the present
investigation, fractal approhes to floc characterization were utilized in conjunction with jar
testing to investigate their potential use as indicators gkAAnd turbidity reduction during

sedimentation.

4.3 Floc Characterization Results

The characterization of floc structure inve$ vacuum filtration of the sampled aggregates
onto 0.45 um Millipore HA filter membranes, digital image collection using light
microscopy, and quantification and sizing using image analysis software. During this study,
a total of 117 membranes were ewbd (i.e., one (1) filter per sample); 108 samples of
engineered aggregates and nine (9) samples of raw water particles. Figure 4.11 is a visual
representation of the experimental design. Between 1,500 and 20,000 aggregates/particles
were characterizedn each filter. The membranes were evaluated by a random selection

approach, as discussed in Section 3.5.5.

Various geometric properties of the flocs and particles were quantified or calculated.(e.qg.,

p, Lp, ESDA andv), and fractal properties werelsequently computed. THy for each
sample was determined from patrticle size distributions that were plotted using the results of
grain size analyses obtained by sample filtration, microscopy, and image analysis. All of the

detailed particle size drdbutions and a summary by, values are presented in Appendix F.

Dso values of aggregates produced by alum and PACI coagulation ranged from 15.82 to
22.92pum and 13.24 to 23.9Am, respectively, but were generally between 16.5 and 19.5

um. There wererery few variations irDsp values as coagulant doses increased. As well,
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Figure 4.13: Visual representation of the floc characterization experimental design.
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there were no differences Dy valuesas the temperature of the raw water was increased.
What is particularly notable about these analyses, however, is that at least 50%, and often
90% to 95%, of the aggregates/particles characterized from theasytles were smaller

than those that were duated during the settling experiments. This observation may be
attributable to the different sampling procedures used during the settling and floc
characterization experiments. Flocs/particles collected for the settling experiments were
removed directlyfrom the bottom of the jars following the settling period, whereas
flocs/particles that were collected to characterize fractal structure were collected from the
flocculated suspension (i.e., without a period of settling). The different sampling procedures
corresponded to different experimental objectives. The settling tests were performed to
assess the impact of floc settling rates and sizes on thg &M turbidity of the supernatant
after a period of settling, whereas the floc characterization expaismvere completed to
assess the implications of floc structure prior to settling onsdMsind turbidity of the

supernatant after a period of settling.

As described in Section 4.2, flocs during the settling tests were collected following a period
of sdtling, which resulted in the measurement of only a small number of aggregates that
attained velocities that were higher than 3.5 mm/s (i.e., 12.6 m/h). Aggregates were collected
for floc characterization to capture particle size distributions and stalicharacteristics of

a population of aggregates that has changed as a result of flocculent settling. To reiterate,
Type 2 or flocculent settling behavior is tbealescence of particles whereby particle mass
increases and particles settle more rapidlg., Figure 4.14), and likely influenced size
distribution and structure of aggregates/particles that were collected for evaluation during the
settling experiments. Typical nephelometric turbidity methods, as described by Ziegler
(2002), with a detectoorientation measurement angle at ,9@re optimized for small

particles.

Traditional jar test procedures qualitatively focus primarily on the size and/or settling rate of
the aggregates that settle and attempt to link these observations to meagpyednd

turbidity reductions, as well as sedimentation performance (e.g., larger flocs will settle more
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readily and result in low supernatant turbidities). However, consideration of the size, shape
and perhaps structure of the flocs that remain in sggpefi.e., flocs that may be too small

for the human eye to observe) is necessary to accurately describe all parameters that
contribute to UVs4 and turbidity reduction. To properly optimize fsliale preareatment

and/or process performance, greatepleasis should be placed on determining the reason
that these small, unsettled aggregates remain in suspension following chemiczhipnent

and sedimentation and perhaps their effect on subsequent treatment processes (i.e., filtration).
It is for thisreason that the floc characterization experiments were designed to sample all of

the aggregates generated.
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Figure 4.14: Depiction of flocculent settling of aggregates during jar testing.

To assess theogential rationale for the differences in supernatantdyJ&hd turbidity values
measured during each of the six (6) tests, particle size distributions of the samples over the
range of coagulant doses were compared. For example, Figure 4.15 is a piicle
distribution of aggregates produced by alum coagulation &tC25 There were obvious
differences in the upper particle size ranges of the flocs generated when various doses of both
alum and PACI were utilized at all three (3) temperatures. In othets, theD7o, Dgo, Dgo
andDgs values, for example, were considerably different, and the aggregates typically ranged
in size from 100 to 25Qum. This result is not surprising given that the samples were
collected at various times throughout the yedner€ were, however, discrepancies involving
replicate samples. That is, it would have been expected that if trsasyddes of flocs were
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truly replicates, then the particle size distributions would have been similar. They were not
always similar; howewe indicating that sampling was not reproducible. Regardless of the
issue of replication, all of the aggregates from the threesamiples were combined; a
particlesize distribution was prepared an®g value (Appendix F) was calculated for each

jar raher than for each replicate sample. This approach to data handling was acceptable and
appropriate because the flocs were all collected from the same population and the size
distribution of the combined data provided a more complete description of tredl dhoe
population.
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Figure 4.15: Particle size distribution of flocs produced by alum coagulation at 25 °C.

The Ds values of aggregates produced by alum and PACI coagulation were very similar,
ranging only from 13.2 to 2049m. As well, there were very few variationsg, values as
doses of both coagulants were increased and there were no differeDggvatues as the

temperature of the raw water was increased. While raw water tempestaturot appear to
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have an effect on thBs, of the coagulated floc size distribution, tBe), Dgy, Doy andDgs,

values, for example, were considerably different, where the aggregates typically ranged in
size from 50 to 10@um. Dy values (i.e., the sizsuch that 90% of the particles are smaller
than that size) were calculated and summarized (Appendix F), and ranged from 43.9 to 72.8
pm and 26.0 to 102.8m for flocs generated by alum and PACI coagulation, respectively.
There were substantial variat®om Dgy values as doses of both coagulants were increased; as
the PACI dose increased from 20 mg/L to 70 mg/L during jar test conducted @t %

example, thd®q value increased as well from 3@8 to 65.0um.

As depicted in Figures 4.16 and 4.4nd those presented in Appendix F that compare
aggregatdg to residual UVs, and turbidity, measured values of kd¥and turbidity of the
supernatant were generally inversely proportional to aggr&ggténat is, the residual Uy,
and/or turbidity dereased as the value Dy increased. Leasiquares linear regression
analyses of UYs, and turbidity, regressed @y, are presented in Appendix F and generally
indicated that this relationship was not linear. This result is not unexpected becaukty,turbi

in particular, is only an indicator of particle concentration. It has been found that no linear
relationship exists between particle concentration and turbidity for both raw and filtered
water (Doyle, 1998; Bridgemast al., 2002). As well, it is pssible that other floc/particle

characteristics contribute to the observed differences usddvid turbidity.

It is important, however, to reiterate thBt, values were calculated from samples of
aggregates that were collected prior to settling;2dJ\and turbidity measurements were
measured following a period of settling. This was done in order to predict particle removal
performance (i.e., based on Lk and turbidity reduction) by using the floc structural
information of the aggregates generatedripcoagulation and flocculation. That said, the
general trends depicted in Figures 4.16 and 4.17 may have been indicative of Type 2 (i.e.,
flocculent) settling. Specifically, the presence of larger flocs enabled the removal of higher
guantities of smédr flocs/particles from suspension by flocculent settling, depicted in Figure

4.14. As a consequence, the 4dMand turbidity values of the remaining supernatant may

94



have decreased because some of the smaller aggregates/particles that are knowmeo have t
greatest impact on these measurements were removed. Examination of the aggregates in
suspension (i.e., supernatant) after the period of settling would have enabled a more thorough
evaluation of this hypothesis because it would allow a direct comparigbe particle size
distributions before and after settling. It is critical to note; however, that turbidity and
particle size distribution are not necessarily directed related, even when only smaller sizes of
flocs/particles are evaluated (Sadar, 1998)herefore, the absence of a clear difference in

floc particle size distribution before and after settling, particularly in the smaller size ranges,
would not necessarily imply the lack of an impact on turbidity. Accordingly, the relationship
betweenDgy values calculated from samples of flocculated water prior to settling angi UV

and turbidity values of that water after a period of settling may be a simple tool that can be
utilized to describe and potentially better predict flocculent settling peafoce. At present,

this appears to be the first such tool of its kind that has been reported.
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Figure 4.16: Comparing aggregate Dy, to residual UV,s, for alum coagulation at 15 °C.
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Figure 4.17: Comparing aggregate Dy, to residual turbidity for PACI coagulation at 5 °C.

Floc size, however, as mentioned above, is not the only aggregate parameter that might
impact the measurement of both id¥and turbidity. Sadar (2002) reported that floc shape

and density, and therefore porosity, would have a negative bias on turbidity measurement
(i.e., dense, noirregular particles will cause the reported value will be slightly higher than
the actual turbidity). The gsBon that has yet to be answered is “would an operator
conducting benclscale tests to optimize conventional chemicattpratment during full

scale drinking water treatment simply want choose an “optimal”’ coagulant dose based on jars

which appear to havthe largest flocs?”

Fractal dimension$); andD,, of engineered aggregates have the potential to be a useful and
practical means of addressing several of the existing concerns associated witsclaénch
testing and/or prereatment. Specificallythey can be utilized to indicate the complexity of
the outlines of flocs and/or how well flocs fill two or thw@enensional space (Kenkel and

Walker, 1996). They can be readily calculated by regression of geometric properties
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following characterizatiorof the flocs by one of the three (3) methods outlined in Section
2.5. Light microscopy and digital image analysis were employed throughout the present
investigation;D; andD, were evaluated for each sample of aggregates collected during each

test followng to the methods presented in Section 3.5.3.

To quantify the variability in the fractal data, significant difference tests between each of the
subsamples were performed and for every test it was concluded that there were significant
differences. Forach subsample, 95% confidence intervals were then calculated on both the
slope and the intercept of the regressions that determine®batidD, and are summarized

in Appendix G. The confidence intervals of ssdmples A, B and C were compared to one
another to determine whether or not they were statistically similar. Significant differences
between the subamples were still evident; there were only eight (8) instances in which all
three (3) suisamples could be combined. These results verified, asstiought during

analysis of the particlsize distributions, that the aggregate sampling was not reproducible.

The statistical tests that were conducted in this investigation for comparisgusibes are
commonly utilized methods that have not beeported in floc characterization literature.
Studies that have involved the collection of multiple samples of aggregates from one (1)
population merely have not considered the reproducibility and representativeness of their
subsamples. The approach heravas a simple and effective method to quantify the

variability in the characterization data

All of the aggregates from the three (3) @amples were combined and fractal dimensions

D; andD, were calculated for each jar rather than for eaplicae sample. As discussed
above, this approach to data handling was acceptable and appropriate because the flocs were
all collected from the same population and the size distribution of the combined data
provided a more complete description of the allefloc population. Values oD; for
aggregates generated by alum coagulation ranged from 1.107 to 1.128. Valefiof
aggregates generated by PACI coagulation ranged from 1.107 to 1.172. No direct

97



relationship could be discerned betwé&envaluesand doses of both coagulants. During the

PACI tests,D; values decreased as the temperature of the raw water decreased; this did not

occur during the alum tests. No direct relationship could be discerned bdiveed the

UV,s4 and turbidity of the supeatant, as seen in Figure 4.18, for example; a direct

comparison oD; of aggregates produced by PACI coagulation atd%and residual U,

(i.e., following flocculation and a period of settling). The remaining figures are presented in

Appendix H. Thevalues with the associated error bars (i.e., the 95% confidence intervals)

are the fractal values.
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Figure 4.18: Comparing aggregate D; to residual UV,s, for PACI coagulation at 15 °C.

Prior to theseests, it was hypothesized that lower valueB pWvould result in lower values

of UVa2s4 and turbidity in the supernatant (i.e., due to more settable floc being generated)

because higher values &f; signify more complex particle outlines (deBoer and Stone

1999). It might have been concluded, then, based on the results of this investigation, that

aggregate shape possibly had less influence opA#d turbidity measurement than size

98



and/or density (i.e., porosity). Although Sadar (2002) reported tiasflape would have a
negative bias on turbidity measurement, that relationship was not observed in the present
investigation. However, difficulties associated with the floc characterization sampling and
measurement methods may have impacted that re&ititiough they are discussed in greater
detail in Section 4.3.1, an example of such an instance occurred when the sampling columns
were placed in the jars to collect aggregates and caused flocs to fragment. While every effort
was made to avoid such ocamces, some brealp was inevitable due to the fragile

structure of the flocs.

Values ofD, for aggregates generated by alum coagulation ranged from 1.799 to 1.864.
Values ofD; for aggregates generated by PACI coagulation ranged from 1.763 to 1.879. No
direct relationship could be discerned betw&envalues and the temperature of the raw
water. Figure 4.19 is a direct comparison @f for aggregates produced by PACI
coagulation at 5°C and residual turbidity (i.e, following flocculation and a peridd o

settling); the remaining figures are presented in Appendix H.

It was hypothesized that higher valuesDefwould result in better performance (i.e., due to

more settleable floc being generated) because densely packed aggregates hau®@;a high
while lower values ofD, result from large, highly branched and loosely bound structures
(Chakrabortiet al., 2000). Chang et al. (2005) concluded that a good relationship between
the twadimensional fractal dimension of aggregates and the turbidity of settled evadts;

namely, the more closed the structure of aggregates, the lower the settled effluent turbidity.
As seen in Figure 4.19, the residual turbidity appeared to be inversely proportiGaahto

most instances throughout this investigation. Whilis tlesult appears to concur with
theoretical concepts and studies that have validated these models. Further work is necessary
to determine whether or not it is valuable and/or feasible to utilize fractal dimensions, such as

D,, as a characteristic paramein benckscale testing for coagulant and/or dosage selection.
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Figure 4.19: Comparing aggregate D, to residual turbidity for PACI coagulation at 5 °C.

4.3.1 Difficulties in Collecting Reliable Floc Characterization Data

Sampling of engineered aggregates for reliable characterization from the 2 L square acrylic
jars was difficult. Firstly, the sampling columns easily and visibly caused the flocs te break
up if they were placed into and/or removed from thspsasion too rapidly. Secondly,
settling was beginning to occur towards the end of the ten (10) minute flocculatiod peri
(i.e., G~ 23 to 28 8); aggregates that had already settled out could not be sampled for
characterization. Preferential settling onto the @uSMillipore HA filter membranes posed
another limitation associated with the sampling methods utilizedughout this
investigation, and is depicted in Figure 4.20. In brief, thedimgensional characteristics of

the threedimensional flocs depended on their orientation immediately prior to settling on the
filter. Particles have a tendency to orient thdwesesuch that they present their maximum
area (Allen, 1997). Floc characteristics would have been altered if the flocs had settled in a

different manner because the projected 2D image would be different.
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Light microscopy with 2D imag analysisworks best for large, open aggregates because
examination of single flocs allows detailed information on variation in floc struclareig

et al., 2005). However, it was often difficult to distinguish individual aggregates because
they wouldfrequently settle on top of one another. This complexity is depicted in Figure
4.21; a field of view with easily distinguishable flocs appears on the left, one that appears to
have multiple aggregates settled on top of each other appears on the rigbtrecin
measurement of floc size parameters (&g.p andLp) could have contributed considerable
unquantifiable uncertainty to the results of the overall investigation, specifically the size

distribution and fractal analysis.

#1 #2 #3

Figure 4.20: Visual depiction of preferential settling on the 0.45 um Millipore HA filters.
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Figure 4.21: Images of engineered aggregates captured by a Sony XC75 CCD camera.

The algorithms that the image analysis program, Northern EBfipaglized, were limited in

their ability to calculate the perimeter for aggregates that had an area of ten (10) pixels or
less. Therefore, flocs with an area less tHapn8 were manually removed from the data set
when the 2.5x objective was utilized (i.e., for characterization of engineered aggregates).
Flocs with an area less tham@ were removed when the 10x objective was utilized (i.e., for
characterization of raw ater particles). Figure 4.22 depicts a least squares linear regression
in which flocs with an area of less than 32 were removed and the associated calculated

value ofD;.

The difficulties associated with pixelation, or resolution, however, wereplarty evident

for the smallest flocs. Each pixel is known to have certain dimensions. The program
calculates a value (e.g., area, length, etc.) based on how many pixels that the floc occupies
rather than through direct measurement. Therefore, tlenpters of many aggregates have

been calculated as having the exact same value. When another size range of particles was
removed, as is depicted in Figure 4.23, the intercept of the regression changbBd and
increased from 1.12 to 1.33. Significance etiénce testsu(= 0.05) were performed on the
intercept and slope of the regressions (Equations 3.1 and 3.2) and it was concluded that

there were significance differences in the regressions. This analysis demonstrates the
considerable effect that gislems associated with common image analysis techniques can

have on the experimental results (Jagtial., 2005).
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Figure 4.22: Linear regression to calculate D, value of flocs produced by alum coagulation at 5 °C.
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Figure 4.23: Linear regression to re-calculate D; value of flocs produced by alum coagulation at 5 °C.
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The total number of engineered flocs and/or particles measured can aaigdoute
significant uncertainty to floc characterization data, but this error can be readily quantified.
One objective of this study was to evaluate the minimum number of flocs measured that were
necessary to obtain a precise size and/or shape. PBrewas quantified by the relative
standard deviatiorR3D). Figures 4.24 and 4.25 depict R8D (%) calculated as a function

of the cumulative number of engineered aggregates (n=9) and raw water particles
characterized (n=9), respectively.
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Cumulative i of Aggregates

Figure 4.24: RSD as a function of the cumulative number of aggregates characterized (n=9).

The analysis depicted in Figure 4.24 suggested that counting at least 3000 engineered flocs at
2.5x maghnification gnificantly improved methodological precision. The analysis depicted

in Figure 4.25 suggested that counting at least 3000 raw water particles at 10x magnification
significantly improved methodological precision. The oscillations in the RSD as the
cumulatve number of flocs/particles characterized increased were likely caused by random

chance. That is, there were likely sections of the filters that were homogeneous and other
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that were heterogeneous. Sections that were captured that had many smadificles/that
were similar in size, for example, would have caused the RSD to decrease. If a section were
captured that contained one (1) or two (2) large flocs, the RSD would had increased

dramatically.

250 4
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Figure 4.25: RSD as a function of the cumulative number of particles characterized (n=9).

Q-Q plots, examples of which are presented in Appendix I, indicated th&Sbys of the
populations of engineered aggregates and raw water particles were @ggpedxilog
normally distributed, which justified the ANOVA analysis to evaluate the data once the data
were transformed. The results of the ANOVA (Appendix I) determined that there were
significant differences between the two magnifications and betweesotints (e.g., between
2000 and 2900 flocs/particles counted). As well, the variances of the counts were not
equivalent across the water matrices. Multiple comparison tests indicated that most of the
aggregates samples were similar to one another atdntbst of the raw water particle

samples were similar to one another. Aggregate samples were significantly different from
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raw water particle samples. Further experimentation is required in which more than 2900
flocs/particles are characterized to deteenthe exact number that need to be captured so
that a significant difference between the counts does not exist. Until then, however, at least
3000 raw water particles/engineered flocs by microscopy and digital image analysis will

significantly improvednethodological precision.

Y =% finer by number
X =pariicle size
J L3
Y
X
Y
X
Y
X

Figure 4.26: Possible variation of particle size distribution with depth in standard 2 L jars after fifteen

(15) minutes of settling.

The floc characterization tig however, were not the only information collected throughout
the present investigation that may have contained errors. Aside from the errors associated

with the actual measurement methods (e.g., ASTM Method 5310)s,@¥id turbidity
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reductions are diated by the concentration of particles and/or flocs that remain in
suspension after the period of settling. While it seems logical to observe the same water
temperature and mixing conditions at all depths in the jars, particles with different
characteriscs (i.e., size, density, etc.) will settle at different rates. As illustrated in Figure
4.26 (above), this will cause stratification of particles in the jar after the settling period.
UV2s4 and turbidity measurements would have depended on how dedp thé EPA vile

was placed into the jar. Sampling approach, therefore, will impact the variability in the data
because the sampling population changes with different methodologies. One has to make
sure that the questions that are being asked are addmegbethe appropriate sampling

approach.

4.4 Full-Scale Floc Sampling Results

Full-scale sampling at the MWTP occurred on three (3) separate occasions during which
triplicate samples of PACI induced aggregates were collected from both thecdidl
flocculation basin and at the outlet of the inclined plate settlers. They were then
characterized according to the methods outlined in Section 3.5. Particle size distributions
were plotted based on the results of grain size analyses and evaluaig &ord Dq.

Fractal dimension®; andD, were calculated from regressions for each sample. The particle
size distributions and a summary@f, Dgy, D1 andD, values are presented in Figure 4.27

and Table 4.2, respectively.

Table 4.2: Structural characterization data of flocs in the flocculation basin, and at the outlet of the
inclined plate settlers at the MWTP.

Pre-Sedimentation Post-Sedimentation
Dso (um) | Dgo (Um) Dy D, Dso (um) | Dgo (Um) D, D,

Apr 14/08 5.44 18.74 1.305 1.781 4.76 10.30 1.103 1.509

April 22/08 4.93 12.89 1.324 1.719 4.85 10.84 1.108 1.360

May 6/08 10.22 27.30 1.261 1.807 4.76 9.78 1.103 1.526
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There were obvious differences in peld size distributions prior to and subsequent to
settling. Generally, there were larger aggregates in the flocculation basin than those that
were collected at the outlet of the inclined plate settlerBgawas reduced from between ~

13 and 27um to an average of 1um. AverageDsy did not vary which meant that the
smaller flocs were likely not settling and/or the larger flocs were being brgketuring

transport from one process to the next. The aggregates from every sample, however, rarely

had anESDA that was greater than @on.
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Figure 4.27: Particle size distribution of flocs in the flocculation basin, and at the outlet of the inclined

plate settlers at the MWTP.

From the flocculation basin the outlet of the inclined plate settlelbs, values were lowered
from ~ 1.3 to 1.1 and, values were lowered from ~ 1.75 to between ~ 1.37 and 1.53. What
this may signify is that small, loosely bound aggregates with less complicated particle
outlines (.e., almost spherical) are not settling and are subsequently causing-agoitd

the surface of and within the filters. Although the doses of coagulant (i.e., between 22.2 and
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25.4 mg/L at the time that the sampling was conducted) allowed the MWTéhieve a
reasonable level of turbidity reduction (i.e., a settled water turbidity@b NTU) without
removing so many particles that filtration performance would be negatively affectéahi(Al
et al.,, 1986), the aggregates that remained in suspensienpwtentially preventing the
MWTP from reaching its operational capacity. In other wordsitreament may not be

optimized to ensure that downstream processes are achieving the most effective treatment.

The most important condion that can be drawn from this investigation regarding
operations at the MWTP is that the size and structure of aggregates generated-atddench

at the MWTP were clearly not indicative of the size and structure of those produced at full
scale. As seein Figure 4.28, and upon comparing the values in Table 4.2 to the results of
presented in Section 4.3 (i.e., PACI aggregates Bgh~ 10 to 25um, Dgp ~ 25 to 105um,

D;~ 1.105 to 1.175, anB, ~ 1.76 to 1.88), the aggregates that were generatedl -acéle

were much smaller and denser than those that were produced in any of the PACI jar tests
(i.e., under all conditions considered). The-gdale results were only compared to the PACI

jar tests because the MWTP currently uses this coagulant twoughe entire year.
Ensuring that the benedtale tests are representative is not only essential for optimization

purposes, but for more effectively responding to frequent changes in raw water quality.

Figure 4.28: PACI flocs generated at the MWTP at bench-scale (left) and full-scale (right).
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Possible explanations for the misrepresentation ofstidle performance by the jar tests
might include:
« Differing velocity gradients during rapid mix (i,at full-scale, aG of 1000 & is
maintained; the jar test apparatus can only induce a maxi&nof#00 §"); and/or
» differing methods for coagulant addition (i.e., at-&dhle, coagulant is added to
the raw water through pipes that are inserted timocenter of the basin so that the
coagulant is fully dispersed into the system. At beswdie, coagulant is added to
the water surface); and/or
» differing geometry (i.e., the flocculation basin at the MWTP is large and
rectangular but if it were scalatbwn, it would not have the same dimensions as
the standard 2 L Phipps & Bird jar); and/or
» differing mixing regimes, which is a function of the basin geometry and the
paddles. The paddles at fgitale do not have the same shape as those that are a

partof the standard Phipps & Bird jar testing apparatus.

4.4.1 The Importance of Full-Scale Performance Prediction

The provision of safe drinking water requires adequate disinfection of pathogenic organisms.
Common drinking water disinfection teablogies become decreasingly effective as levels of
additional particulate matter in waters to be treated increase. Therefore, for many source
waters and all surface waters, solids removal processes must precede drinking water
disinfection. Chemical prgeatment methods are designed and operated based upon

information derived from jar tests that are used to simulatedale treatment performance.

A global assessment of data since 1970 has shown it is likely that anthropogenic warming
has and will continue to have a discernable influence on many physical and biological
systems. The effects on water resources may include increasetf and earlier spring

peak discharge in rivers and warming of lakes and rivers in many regions (Cranaell

2007). Because of this, global warming has the potential to cause simultaneous adverse
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changes in both the quantity and quality of available water. These compounded effects could

greatly weaken the foundation of some existing drinking water treatmategsés.

The bottom line in drinking water treatment planning has always been a matter of coping
with variability. A treatment plant must be robust or resilient to challenge. With the coming
changes in climate, there will be a heightened need to mdsfmw increased variability
(Cromwell et al., 2007). Jar tests are crucial for managing this concern in that operators at
drinking water treatment plants can attempt alternative treatment doses and strategies without
altering the performance of the fgtale treatment plant. Being able to readily conduct these
tests at benchcale to achieve accurate and prompt information is especially valuable if there
are rapid changes in both water quality and quantity. At the MWTP and likely many full
scale watetreatment plants, however, the only reliable indicator ofdcdlle performance is
full-scale data because jar tests are not indicative ofsdale performance (i.e., floc
formation). The benchcale tests utilized by the MWTP should be optimized torave
full-scale performance predictability. This may involve the inclusion of the particle
characterization techniques discussed herein to measure parametei3s{eagd D,) that

may be indicators of U4 and turbidity reduction after a period oftéayy. Further work is
necessary to develop the relationships uncovered during the investigations presented in this
study.
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5 CONCLUSIONS

The solids removal processes of coagulation, flocculation, and clarification remain a critical
compnent of the drinking water treatment process for utilities that treat surface water.
These processes are typically designed, operated and optimized based on information derived
from benchscale protocols (e.g., jar tests) that are used to simulatecld treatment
performance. By regularly performing such tests, water treatment operators can assess
alternative treatment strategies without altering plant performance. The primary goal of this
thesis research was to improve the predictive capacityméhiscale protocols commonly

used for optimizing conventional chemical freatment in fullscale drinking water

treatment plants.

Twelve (12) jar tests using the MWTP protocol were performed throughout this
investigation. The UY, and turbidity of tle supernatant was evaluated during each jar test
to investigate potential relationships between these parameters and floc settling rates and
structure. Results of this evaluation indicated that:
1. at the conditions investigated, either alum or PACI coagulat a dose of ~ 30
mg/L in conjunction with 0.2 mg/L of cationic polyelectrolyte can achieve the
lowest levels of UYs, and turbidity (i.e., 0.02 to 0.05 AU and 0.3 to 1.0 NTU,
respectively) after flocculation and a period of settling. Comparableigbtigl
lower levels of U\s4 and turbidity can possibly be achieved at doses of 60 or 70
mg/L of either alum or PACI in conjunction with 0.2 mg/L of cationic
polyelectrolyte; however, the marginal gains in treated watessJAhd turbidity
would not likelyjustify the additional costs associated with chemical consumption
and sludge production.
Six (6) of the twelve (12) jar tests were conducted to generate aggregates for settling tests.
Results from these tests indicated that:

2. floc settling velocities we not directly proportional to floc size;
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. the production of larger and more settleable flocs could not be described by floc
settling velocities; and
. floc sizes and settling velocities were not directly related to eithessJUM

turbidity reductions.

Accordingly, the six (6) jar tests were repeated to characterize the fractal structure of the

flocs by digital image analysis with microscopy. Results from these tests indicated that:

5. measured values of UYY¥; and turbidity of the supernatant were generallersely

proportional to aggregat@y; that is, the residual UM, and/or turbidity decreased

as the value dDg increased. This may have been indicative of flocculent settling.
As a consequence, the khyand turbidity values of the remaining supgent may

have decreased because some of the smaller aggregates/patrticles that are known to
have the greatest impact on these measurements were removed by flocculant
settling. Floc size was not the only aggregate parameter that might have impacted
both UV,s4 and turbidity of the supernatant, however

. no direct relationship could be discerned betweeand the UVs, and turbidity of

the supernatant. It might have been concluded, then, based on the results of this
investigation, that aggregate shape pugshad less influence on Uy, and
turbidity measurement than size and/or density (i.e., porosity), as indicaied by
Calculations of thi®, indicated that

. the turbidity after flocculation and a period of settling appeared to be inversely

proportionalto D, in most instances throughout this investigation.

Quantification of the variability in the characterization data, evaluated by significant

difference tests and 95% confidence intervals, determined that:

8. significant differences between the ssdmples were evident. These results

indicated that the aggregate sampling was not reproducible. A statistical

assessment of light microscopy and digital image analysis specified that

113



9. counting at least 3000 engineered flocs at 2.5x magnification significantly
improved methodological precision; at least 2000 raw water particles at 10x
magnification significantly improved methodological precision.

Full-scale sampling at the MWTP indicated that:
10.the size and structure of aggregates generated at-bealehat ta MWTP were
clearly not indicative of the size and structure of those produced -acaié. The
aggregates that were generated atdadlle were much smaller and denser than
those that were produced in any of the PACI jar tests (i.e., under all ocosditi
considered). Atthe MWTP, itis likely that at present
11.the only reliable indicator of fukbcale performance is fulicale data because jar

tests are not indicative of fudicale performance (i.e., floc formation).
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6 RECOMMENDATIONS

The secondary goal of this research was to provide recommendations and strategies for
further optimizing conventional chemical preatment at the MWTP. It is inappropriate to

use the data herein to make such recommendations until additional experimeattatien
MWTP is conducted that focuses primarily on:

1. optimizing the benciscale tests utilized by the MWTP to improve fstlale
performance predictability. Once this issue has been sufficiently addressed, studies
can be developed to focus on

2. collecting aw water samples over a range of raw water turbidities to speculate

about the performance of one coagulant relative to one another through jar testing.

Further research is also required to develop the general understanding of aggregate settling so
as to mprove the prediction capacity of aggregate settling velocities. Additional
experimentation may include investigating:
1. methods to accurately and precisely quantify taiegensional floc characteristics
(i.e., D3) so that more appropriate variations obk&ts’ law can be validated and
developed. These models will likely still be unable to account for flocculent
settling behavior and studies should, therefore, continue to investigate
2. the relationship betweely, values of aggregates prior to settlingl dVos4 and
turbidity measurements after a period of settling as a simple tool that can be utilized
to describe and potentially better predict flocculent settling performance (i.e.,

during benckscale testing).

The results of the floc characterization esments have demonstrated that fractal
dimensions, nameld,, might also be used to assess and/or predictrgagment and/or
particle removal performance. Performing additional investigations to further develop the

validity of this concept may be hing®l by the difficulties associated with the floc
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characterization method. Ongoing research may benefit from further development of
existing methods including:

1. testing new aggregate sampling methods so as to minimize-uyppeakthe flocs
and/or avoid prefrential settling on the membranes filters;

2. improving the algorithms that the image analysis program, Northern Ejpse
utilized, so that aggregates that have an area of 10 pixels or less can be quantified,;
and

3. further developing essential guidance fatetmining how to characterize floc

populations in a statistically significant manner.

Jar test sampling approaches to sample either the supernatant or flocs will impact the
variability in the data because the sampling population changes with differgadolegies.

One has to always make sure that the questions that are being asked are addresses with the
appropriate sampling approach. For example, although it has previously been demonstrated
that DOC consistently comprises 90% of the TOC in the raverwéte measurement of

DOC rather than TOC throughout the current study would have permitted verification of the
UV,s4 data, and ensured more accurate interpretation of the results (i£4, i8)¥dnly an

indicator of DOC). DOC analysis would have redutleel confounding, and unquantified

portion of the NOM associated with particulate matter. Variability in both water quality and

floc characterization data, however, should always be quantified using either the methods

described herein, or other welstalished approaches.
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Common Equivalent Spherical Diameters for Characterizing Floc

Appendix A

equal parts.

Floc Diameter Description Diagram Equation for
Calculation
Perimeter diameter, The diameter of a circle with - P
d. the same perimeter (P) as the A ‘-; d, =—
measured particle. . : ¥
Projected area The diameter of a circle with B
diameterd, d, the same projected cross- e;:; ) O d =72 I':
sectional area {4) as the floc %
measured in a stable
orientation.
Frojected area The diameter of a circle with
diameler?, dp the same projected area as the
floc measurad in a random
orientation.
Surface diameter, The diameter of a sphere |§
s having the same surface area ;‘ pE i O d. = |I_
(S} as the floc. *\r
Volumetric The diameter of a circle with l617
oramefer, dy the same volume (V) as the ’ d = =||
floc measurad. {% — o ; s
(OR equivalent
spherical diameter)
Surface-voiume The diameter of a sphere with e
diamefer, ds the same surface area to d,=—
volume ratio as the floc. d;
Free-failing The diameter of a sphere 5
dramefer, dr having the same density and 5‘ ﬁ‘:, I/*"\
free-falling speed as the floc in 2] .\}_5' g
the same fluid at the same e o
i i it i S 1
density and viscosity. v v
Stoke's diameter,  The diameter of a free falling ‘:::—\J O 18
v particle in the laminar flow N w"-__, ot d,=—
range (where Re < 0.2). = L£y—p
Feret's diameter, de The (mean) value between =
pairs of parallel tangents to the &£ -
projected outline of the particle. 'Em Sk @
Martin's diameter, The length of the chord parallel =
O to a fixed direction which splits 'S :
the floc projected area into two qfrfa — &1’}

Source: Dharmarajah and Cleasby, 1986; Allen, 1997.
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Appendix B
MWTP Jar Test Protocol Sample Data Sheet

MWTP

Stn#2 - RAW

Date

Time

Sample data:

Units

H

Conductivity

uS/em

Temp

UV at 254 nm

oC

abs

UV at 254 nm

%T

JAR TESTING

Stnii2 - RAW

Sedimentation

Side | Side Il

Date

Time

Sample data:

Units

pH

Conductivity

uSfcm

Temp

UV at 254 nm

oC

abs

UV at 254 nm

%T

fMixing:

RPM

min

Coagulation:

300

Flocculation:

100

25

10

Settling:

20

JARTESTI

Jar#

Coagulant, mg/l

Sternpac

Polymer, mg/l

LT 228

Floc formation

Floc size

Floc quantity

Settling speed

Filterability

Supernatant:

Units

Turbidity

NTU

UV at 254 nm

abs

UV at 254 nm

WT

JARTESTII

Jar

Coaguiant, mg/l

Sternpac

Palymer, mg/l

LT 228

Floc formation

Floc size

Floc quantity

Setfling speed

filterability

Supernafant:

Units

Turbidity

NTU

UV at 254 nm

abs

UV at 254 nm

%T
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Appendix C
Jar Test Results: Water Quality Analyses Data

Table C.1: Water quality of the supernatant collected during the alum settling test experiments.

Settling Tests
Alum Jar Tests

TOC (mg/L)| Conductivity (US) | pH| UV Absorbance (AU) | Turbidity (NTU)
T1(5°C) | 20 mgiL 5.46 201 8.0 0.14 0.57
30 mg/L 6.28 392 7.7 0.12 0.36
40 mg/L 5.13 509 8.0 0.07 0.37
50 mg/L 5.07 320 7.8 0.08 0.63
60 mg/L 5.32 505 7.6 0.05 0.38
70 mg/L 4.87 420 8.1 0.08 0.32
T2 (15 °C) | 20 mg/L 5.96 462 76 0.12 0.42
30 mg/L 5.68 450 7.5 0.08 0.48
40 mg/L 5.21 422 7.6 0.09 0.72
50 mg/L 4.58 415 7.9 0.26 0.87
60 mg/L 5.56 390 7.4 0.08 0.96
70 mg/L 5.13 390 7.8 0.12 0.71
T3 (25°C) | 20 mg/L 6.29 479 8.0 0.13 0.65
30 mg/L 5.88 489 8.2 0.13 0.4
40 mg/L 5.42 363 8.0 0.08 0.37
50 mg/L 4.78 490 8.0 0.07 0.75
60 mg/L 4.94 510 8.0 0.07 0.79
70 mg/L 5.46 472 8.1 0.08 0.62

Table C.2: Water quality of the supernatant collected during the PACI settling test experiments.

Settling Tests
PACI Jar Tests

TOC (mg/L)| Conductivity (US) | pH| UV Absorbance (AU) | Turbidity (NTU)
T1(5°C) | 20 mgiL 5.41 503 72 0.12 0.33
30 mg/L 5.49 522 7.6 0.07 0.37
40 mg/L 4.61 500 7.8 0.08 0.62
50 mg/L 4.74 510 8.3 0.07 0.56
60 mg/L 4.36 459 7.7 0.08 0.57
70 mg/L 4.39 449 8.1 0.07 0.59
T2 (15°C) | 20 mg/L 4.91 470 8.0 0.10 0.45
30 mg/L 5.86 487 7.9 0.14 0.47
40 mg/L 4.60 403 7.7 0.08 0.49
50 mg/L 4.85 386 8.0 0.06 0.64
60 mg/L 4.30 507 7.4 0.10 0.44
70 mg/L 5.14 507 7.6 0.08 0.32
T3 (25 °C) | 20 mg/L 7.08 507 8.6 0.13 0.65
30 mg/L 5.54 292 7.8 0.08 0.36
40 mg/L 6.04 516 8.2 0.11 0.45
50 mg/L 5.50 514 8.2 0.09 0.82
60 mg/L 4.69 516 8.2 0.06 0.61
70 mg/L 4.56 453 7.7 0.07 0.4
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Table C.3: Water quality of the supernatant collected during the alum characterization experiments.

Floc Characterization
Alum Jar Tests

TOC (mg/L)| Conductivity (uS) [ pH| UV Absorbance (AU) | Turbidity (NTU)
T1(5°C) | 20 mg/L 5.75 538 8.6 0.06 0.61
30 mg/L 5.50 551 8.4 0.08 0.46
40 mg/L 4.69 522 8.2 0.07 0.49
50 mg/L 5.44 383 8.5 0.06 0.4
60 mg/L 5.04 545 8.2 0.03 0.51
70 mg/L 3.86 534 8.0 0.05 0.27
T2 (15 °C) | 20 mg/L 4.85 543 8.1 0.05 0.38
30 mg/L 5.65 557 8.5 0.08 0.32
40 mg/L 5.10 530 8.2 0.04 0.39
50 mg/L 4.54 550 7.7 0.03 0.43
60 mg/L 4.43 528 8.1 0.03 0.26
70 mg/L 4.53 554 8.1 0.03 0.31
T3 (25°C) | 20 mg/L 5.03 553 8.2 0.05 0.52
30 mg/L 5.40 519 8.6 0.09 0.33
40 mg/L 5.09 559 8.5 0.08 0.9
50 mg/L 4.86 552 8.5 0.03 0.47
60 mg/L 4.89 556 8.6 0.06 0.3
70 mg/L 4.63 558 8.4 0.06 0.6

Table C.4: Water quality of the supernatant collected during the PACI characterization experiments.

Floc Characterization
PACI Jar Tests

TOC (mg/L)| Conductivity (uS) [ pH| UV Absorbance (AU) | Turbidity (NTU)
T1(5°C) | 20 mg/L 6.11 530 8.3 0.05 0.965
30 mg/L 5.61 503 8.3 0.04 0.46
40 mg/L 4.16 518 8.2 0.08 0.625
50 mg/L 11.70 551 7.9 0.07 0.32
60 mg/L 5.29 545 8.5 0.05 0.32
70 mg/L 5.06 524 8.2 0.07 0.505
T2 (15 °C) | 20 mg/L 4.58 523 8.4 0.05 1.195
30 mg/L 5.18 535 8.3 0.07 0.845
40 mg/L 3.79 543 8.6 0.06 1.02
50 mg/L 3.47 521 8.0 0.03 0.775
60 mg/L 4.40 550 8.4 0.05 0.85
70 mg/L 4.16 552 8.5 0.02 0.83
T3 (25°C) | 20 mg/L 4.90 531 8.5 0.09 1.145
30 mg/L 4.49 536 8.8 0.07 0.705
40 mg/L 3.93 538 8.1 0.06 0.965
50 mg/L 4.09 543 8.9 0.03 0.845
60 mg/L 4.39 536 8.2 0.05 0.75
70 mg/L 4.28 550 8.0 0.02 0.79
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Table C.5: Raw water quality data for the additional alum and PACI jar test experiments.

Additional Jar Tests @ 15 [C Raw Water Quality

TOC (mg/L)| Conductivity (US) | pH| UV Absorbance (AU) | Turbidity (NTU)
Raw Water A 6.61 511 8.0 0.22 3.75
B 7.16 513 8.0 0.23 4.51
C 5.99 391 8.0 0.22 3.61

Table C.6: Water quality of the supernatant collected during the additional PACI jar test experiment.

Additional Alum Jar Test @ 15C

TOC (mg/L)| Conductivity (uS) | pH| UV Absorbance (AU) | Turbidity (NTU)
20 mg/L A 5.83 537 7.7 0.17 1.39
B 4.90 543 7.7 0.16 1.14
C 3.88 546 7.7 0.17 1.00
30 mg/L A 3.85 545 7.7 0.14 0.75
B 4.26 550 7.6 0.14 0.86
C 3.75 550 7.6 0.14 0.74
40 mg/L A 3.81 550 7.6 0.12 1.65
B 4.08 539 7.7 0.12 0.90
C 3.80 549 7.6 0.12 0.88
50 mg/L A 5.16 543 7.5 0.11 0.76
B 5.21 551 7.4 0.10 0.67
C 3.32 551 7.5 0.10 0.57
60 mg/L A 3.60 542 7.4 0.10 0.69
B 3.61 553 7.4 0.10 0.65
C 3.22 554 7.4 0.10 0.58
70 mg/L A 5.27 548 7.3 0.09 0.78
B 3.49 554 7.3 0.09 0.67
C 4.04 555 7.3 0.09 0.70

Table C.7: Water quality of the supernatant collected during the additional alum jar test experiment.

Additional PACI Jar Test @ 15Cl

TOC (mg/L)| Conductivity (uS) [ pH| UV Absorbance (AU) | Turbidity (NTU)
20 mg/L A 7.03 520 7.9 0.15 0.80
B 7.10 505 7.8 0.15 0.78
C 7.52 526 7.8 0.15 1.51
30 mg/L A 5.46 545 7.8 0.11 0.54
B 5.58 511 7.8 0.12 0.79
C 9.52 545 7.7 0.13 1.30
40 mg/L A 5.46 551 7.7 0.11 1.01
B 5.06 554 7.7 0.11 0.91
C 5.34 552 7.8 0.10 0.45
50 mg/L A 4.97 552 7.7 0.10 1.06
B 4.36 551 7.6 0.09 0.74
C 4.84 524 7.7 0.09 0.63
60 mg/L A 2.81 553 7.5 0.08 0.36
B 3.41 558 7.5 0.07 0.26
C 4.16 558 7.5 0.08 0.62
70 mg/L A 3.77 557 7.5 0.07 0.78
B 3.88 568 7.5 0.07 0.42
C 3.48 562 7.5 0.07 0.47
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Appendix D
Mannheim Water Treatment Plant Operating Strategy Review: Jar

Test Results

045052 - RMOW Mannheim Water Treatment Plant Operating Starlegy Review 7164
Coagulation Study Compiled by Vincent Laplan

NOTE: All quantities of coagulant are reported as Al,O,.

Jar Testing Data Log Alum - Acidified 10 % H2504  Test No. 1
Raw Water Quality Other Data
Parameter Test1 Test 2 Cell length 1cm
Temperature (°C) 14
pH 7.90
TOC {UV absorbance) 0.147 0.149
Turbidity (NTU) 2.95
Mean UV absorbance {cmi') 0.148
Mean Turbidity (NTU} 2.95
Jar test conditions

Time (mins)|Speed {rpm)
Rapid Mixing: 2 300
Flocculation: 15 51
Settling: 30 0

Jar Numbers
Parameter 1 [ 2 [ 3 | 4 [ 5 | 6
' Coagulant )
Concentration (mg/L) 5 10 20 30 40| 60
Volume added (ul) 179 357 714 1071 1429 2143
. . After Rapid Mix )
Temperature (°C) [ 15 15 15 15 15 15|
Relative floc size A E B B B B |
- ) . Settled Water )

Sludge thickness {mm) 1 6 9 9 9 5
Turbidity (1) (NTU) 6.48 1.31 4,68 6.99 13.00 21.50
Turbidity (2) (NTU) 6.46/ 1.29 4.70 6.95 13.00 21.80
pH 7.06 7.15 6.88 6.27 5.02 4.60
Temperature (C) 15.4 16.1 15.8 15.6 15.7 16.2
UV absorbance 1 0.085 0.060; 0.041 0.037 0.036 0.053
UV absorbance 2 0.096 0.058 0.043 0.035 0.035 0.052
Mean UV absorbance (o) 0.096 0.059! 0.042 0.038 0.038 0.053
Mean Turbidity (NTU) 6.47 1.30! 4.69 6.97 13.00} 21.65
Comments:

Jar 2 showed more floc during flocculation
After 25 minutes of settling, jar I had no visible settling
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NOTE: All quantities of coagulant are reported as Al ;0.

Jar Testing Data Log - PACI Test No. 1
Raw Water Quality Other Data
Parameter Test 1 Test 2 Cell tength 1cm
Temperature (°C) 17.3
pH 838
TOC {(UV absorbance) 0.156
Turbidity (NTL 9,67 9.21
Maan UV sbsarbanca (em™ 0.196
Mean Turbidity (NTU) 9.4
Jar test conditions

Time Speed

{mins) (rpm)
Rapid Mixing: 2| 230/250
Floceulation: 15 53
Settling: 30 0

Jar Numbers
Parameter I 2 { 3 [ 4 | 5 | 6
T Coagufant” . T ;

PAC! PACI PACI] PACI PACI PAC!
Concentration (mg/L) 10 20 30 40 &0 100
Volume added (ulL) 194 388 583 777 1165 1942
ML T e Polymer | i AN L
Concentration (mg/L)
Volume added {(ul)

T A -. Ballast,
Concentration (mg/l)
Weight (mg)
e After. Rapid. Mix: . _ ,
Temperature (°C) 19 19 19 19 19 19
Relative floc size At At A A A A
SR B mE B Settied Water .. - Pyt g P o
Sludge thickness (mm) 11 12 14 15 18 25
Turbidity (1) (NTU) 0.880 0.540 0.485 0.330 0.266 0.165
Turbidity (2) (NTUY 0.545 0.509 0.475 0.350 0.255 0.182
pH 707 7.57 7.40 7.23 7.00 6.60
Temperature (°C) 211 20.1 20.3 20.3 20.8 21.2
UiV ahsorbance 1 0.078 0.070 0.061 0.056 0.047 0.038
UV absorbance 2
Mean UV absorbance {em™) 0.078 0.070 0.061 - 0.056 0.047 0.036
Mean Turbidity (NTU) 0.86 0.52 048 0.34 0.26 0.17
Removal of Turbidity o
efficiency % 90.9 94.4 94.9 96.4 97.2 98.2
Removal of UV ' :
efficiency % 60.2 64.3 688.9 71.4 76.0 81.6
Comments:

Looking at the curves produced for the Mean Turbidity & UV absorbance, we fix
30 mg/L PACI as the best dose, and 40 mg/L PACI as the high dose.
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Jar Testing Data L.og - PACI + LT27A + PAC Test No. 3
Raw Water Quality Other Data
Parameter Test1 Test 2 Cell length 1em
Temperature ("C) 17.4
pH §.33
TOC (UV absorbance) 0.175 0.178
Turbidity (NTU) .15 5.90 Comments:
Mean LV absorbance (em™)| 0177 - Could not test jar B since
fsan TRy ) & the stirrer is broken.
e ondit - Jar 485 —delay in NTU
dartedt condions Ty measurement
{mins} (rpm)
Rapid Mixing: 3| 160/1807200
Flocculation: 15 50
Settling: 30 0
Jar Numbers
Parameter 1 | 2 [ 3 4 | 5 | 6
PACI - PACI -
PACI PACI PACI . HIGH HIGH
Concentration {mg/L.) 30 30 30 40 40
WVolume added (ul) 583 583 583 77T 777
SRR N i Polymer.” R
LT27A L7228 LT27A LT27A LT27A
Concentration (mg/L) 0.05 0.1 0.2 0.1 0.1
Vaolume added (UL} 100 200 400 200 200
i T WG T L PR el T e S s T
PAC PAC PAC PAC FAC
Concentration {mg/L) 20 20 20 10 20
Weight (mg) 40.0 40.1 413 20.1 40.0
R e S AferRapld M v T e
Temperature (“C)
Relative floc size A A A A A
S e Lo coee ol Seffled Water. e B e
Sludge thickness (mmy) 18 19 20 21 21
Turbidity (1) (INTU) 0.940 0.370 0.403 0.293 0.320
Turbidity (2) (NTU) 0.870 (.330 0.387 0.310 0.330
pH 7.37 7.36 740 7.29 7.23
Temperature (°C) 20.3 19,9 211 20.0 20.9
UV absorbance 1 0.048 0.048 0.050 0.044 0.040
UV apsorbance 2 0.048 0.047 0.052 0.041 0.039
Mean UV absorbance (cm™) 0.052 a8 0.051] . 0.043 0.040
Mean Turbidity (NTU) 0.91 0.40 0.30 0.33
Removal of Turbidity
efficiency % 90.4 95.8 96.8 96.6
Turbidity @ & mins 2.5 0.61 0.54 0.61 0.67
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Appendix E
Settling Column Test Results
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Figure E.1: Settling velocity as a function of floc size for flocs produced by alum coagulation at a

temperature of 15 °C.
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Figure E.2: Settling velocity as a function of floc size for flocs produced by PACI coagulation at a

temperature of 15 °C.
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Figure E.3: Settling velocity as a function of floc size for flocs produced by PACI coagulation at a

temperature of 25 °C.

Table E.1: Summary of r* values of settling velocity vs. floc size for each coagulant dose.

r2

20mg/L | 30 mg/L | 40 mg/L | 50 mg/L | 60 mg/L | 70 mg/L

Coagulant = PACI
T=5°C 0.8502 0.5602 0.5084 0.6301 0.6376 0.8093
T=15°C 0.6933 0.6354 0.7323 0.7205 0.8449 0.6195
T=25°C 0.0606 0.1044 0.2002 0.1341 0.8103 0.6097
Coagulant = Alum
T=5°C 0.8043 0.4091 0.1341 0.5041 0.3487 0.7102
T=15°C 0.4680 0.7216 0.3917 0.4559 0.6444 0.6269
T=25°C 0.0012 0.0302 0.5628 0.0169 0.3985 0.0818
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Floc Density (g/cm®)
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Figure E.4: Particle densities for alum flocs produced and settled at a temperature of 5 °C.
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Figure E.5: Particle densities for PACI flocs produced and settled at a temperature of 5 °C.
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Figure E.6: Particle densities for alum flocs produced and settled at a temperature of 15 °C.
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Figure E.7: Particle densities for PACI flocs produced and settled at a temperature of 15 °C.
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Figure E.8: Particle densities for PACI flocs produced and settled at a temperature of 25 °C.
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Appendix F
Particle Size Distribution Data
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Figure F.1: Particle size distribution of flocs produced by alum coagulation at 5 °C.
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Figure F.2: Particle size distribution of flocs produced by PACI coagulation at 5 °C.
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Figure F.3: Particle size distribution of flocs produced by alum coagulation at 15 °C.
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Figure F.4: Particle size distribution of flocs produced by PACI coagulation at 15 °C.
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Figure F.5: Particle size distribution of flocs produced by PACI coagulation at 25 °C.

Table F.1: Summary of Dg, values of flocs produced by alum coagulation.

Alum Coagulation

T=5°C T=15°C T=25°C
Dso n Dso n Dso n

20 mg/L A 15.82 5420 18.04 4256 N/A N/A

20 mg/L B 16.59 3082 17.33 2579 22.65 2124
20mg/L C 15.82 2099 17.33 2258 17.33 2811
30 mg/L A 22.09 6100 19.37 4041 20.01 10957
30 mg/L B 18.38 27797 19.69 11562 18.04 3008
30 mg/L C 18.72 4885 N/A N/A 20.93 4921
40 mg/L A 20.63 8061 18.72 5194 20.93 8688
40 mg/L B 18.04 8965 N/A N/A 20.63 5921
40 mg/L C 19.05 4059 20.63 2817 20.63 2964
50 mg/L A 18.72 7605 19.05 7304 18.38 8558
50 mg/L B 19.05 4768 19.37 4587 19.69 9209
50 mg/L C 18.38 3120 15.82 6167 22.92 5102
60 mg/L A 19.37 7341 18.04 6106 20.63 4641
60 mg/L B 19.37 5235 18.04 5286 19.05 6583
60 mg/L C 19.69 3958 17.33 7013 19.69 4080
70 mg/L A 18.38 7351 17.69 5607 18.04 12425
70 mg/L B 18.72 7580 16.96 6270 18.38 11987
70 mg/L C 17.69 8508 16.96 5753 18.04 9033
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Table F.2: Summary of Dg, values of flocs produced by PACI coagulation.

PACI Coagulation
T=5°C T=15°C T =25°C
Dso n Dso n Dso n
20 mg/L A 18.04 1656 14.58 1454 14.58 2577
20 mg/L B 14.15 1656 13.24 3548 15.01 5263
20mg/L C 16.21 2301 15.01 1687 15.01 3298
30 mg/L A 17.69 2655 19.69 10093 16.96 3311
30 mg/L B 14.58 4868 23.99 4733 14.15 6602
30 mg/L C 16.21 1676 17.69 4206 16.96 4299
40 mg/L A 20.01 7360 15.42 6623 16.96 3980
40 mg/L B 19.05 13459 14.58 2260 17.69 3603
40 mg/L C 17.33 7075 18.38 2190 16.21 3162
50 mg/L A 18.38 8438 14.58 3334 16.21 4013
50 mg/L B 21.81 8301 16.96 5530 16.96 4098
50 mg/L C 19.05 8339 22.65 5718 17.33 4785
60 mg/L A 22.65 8048 16.21 5006 19.05 8006
60 mg/L B 19.37 5745 19.69 7208 19.69 6017
60 mg/L C 21.81 13748 17.33 8959 15.01 3951
70 mg/L A 18.04 4772 20.01 14208 16.96 8534
70 mg/L B 19.69 9456 21.81 11373 15.82 11240
70 mg/L C 16.96 7223 20.63 6155 18.38 18185
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Figure F.6: Re-calculated particle size distribution of flocs produced by alum coagulation at 5 °C.

142



Percent Finer by Number (%)

120 4

100 -
« M M i
I N
80 - a9 %y X
[ ] 8 2 X
.. g L X
.;§x
60 1 .;X*
ng
ngy
40 1 £
20 1
0 — ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 40 60 80 100 120 140 160 180 200

Floc Size [ESD, (pm)]

4 20 mg/L (n=6613)

m 30 mg/L (n=12838)
A 40 mg/L (n=28099)
X 50 mg/L (n=25079)
X 60 mg/L (n=27542)
® 70 mg/L (n=21452)

Figure F.7: Re-calculated particle size distribution of flocs produced by PACI coagulation at 5 °C.
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Figure F.8: Re-calculated particle size distribution of flocs produced by alum coagulation at 15 °C.
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Figure F.9: Re-calculated particle size distribution of flocs produced by PACI coagulation at 15 °C.
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Figure F.10: Re-calculated particle size distribution of flocs produced by alum coagulation at 25 °C.
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Figure F.11: Re-calculated particle size distribution of flocs produced by PACI coagulation at 25 °C.
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Figure F.12: Comparing aggregate Dy to residual UVs,s, for alum coagulation at 5 °C.
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Figure F.13: Comparing aggregate Dgq to residual turbidity for alum coagulation at 5 °C.
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Figure F.14: Comparing aggregate Dgq to residual UV,s, for PACI coagulation at 5 °C.
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Figure F.15: Comparing aggregate Dg, to residual turbidity for alum coagulation at 15 °C.
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Figure F.16: Comparing aggregate Dg, to residual UV,s, for PACI coagulation at 15 °C.
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Figure F.17: Comparing aggregate Dg, to residual turbidity for PACI coagulation at 15 °C.
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Figure F.18: Comparing aggregate Dg, to residual UV,s, for alum coagulation at 25 °C.
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Figure F.19: Comparing aggregate Dg, to residual turbidity for alum coagulation at 25 °C.
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Figure F.20: Comparing aggregate Dg, to residual UV,s, for PACI coagulation at 25 °C.
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Figure F.21: Comparing aggregate Dq, to residual turbidity for PACI coagulation at 25 °C.
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Figure F.22: Linear regression of UV,54 and Dy, values.
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Appendix G
Fractal Regression Confidence Intervals

Table G.1: 95% confidence intervals on both the slope and the intercept of each alum regression of

aggregates generated by alum coagulation.

Alum Coagulation

D1 Intercept D1 Slope D2 Intercept D2 Slope
Lower 95% | Upper 95%]| Lower 95% | Upper 95%| Lower 95% | Upper 95%| Lower 95% | Upper 95%

J4-1A N/A N/A N/A N/A N/A N/A N/A N/A

J4-1B 0.28152 0.30653 1.11883 1.13470 -0.14276 -0.09057 1.80900 1.84212
J4-1C 0.31385 0.33383 1.10033 1.11346 -0.17669 -0.13778 1.82354 1.84912
J4-2A 0.32427 0.33489 1.09677 1.10361 -0.17117 -0.15066 1.83389 1.84710
J4-2B 0.35769 0.37668 1.06591 1.07831 -0.18131 -0.13921 1.82447 1.85194
J4-2C 0.32140 0.33627 1.09895 1.10818 -0.20601 -0.17737 1.85643 1.87423
J4-3A 0.34379 0.35492 1.08394 1.09097 -0.16782 -0.14615 1.84022 1.85391
J4-3B 0.32681 0.34092 1.09321 1.10218 -0.18446 -0.15722 1.84141 1.85873
J4-3C 0.34165 0.36084 1.07971 1.09182 -0.21397 -0.17647 1.85344 1.87710
J4-4A 0.35173 0.36331 1.07650 1.08415 -0.15580 -0.13237 1.82341 1.83890
J4-4B 0.31856 0.33007 1.10266 1.11005 -0.17715 -0.15572 1.84396 1.85773
J4-4C 0.29731 0.31356 1.11031 1.12016 -0.26420 -0.23505 1.89187 1.90956
J4-5A 0.32168 0.33787 1.09605 1.10635 -0.17111 -0.14142 1.83547 1.85436
J4-5B 0.32711 0.34066 1.09349 1.10233 -0.14977 -0.12383 1.82081 1.83776
J4-5C 0.32378 0.34103 1.09342 1.10426 -0.20114 -0.16992 1.85289 1.87252
J4-6A 0.32747 0.33810 1.09568 1.10277 -0.13211 -0.11297 1.80975 1.82250
J4-6B 0.29246 0.30333 1.12097 1.12812 -0.12686 -0.10764 1.80265 1.81528
J4-6C 0.33487 0.34698 1.08963 1.09775 -0.10820 -0.08608 1.79407 1.80890
J5-1A 0.32495 0.34079 1.09478 1.10572 -0.14324 -0.11365 1.80200 1.82242
J5-1B 0.31845 0.33845 1.09853 1.11198 -0.14717 -0.10991 1.80683 1.83189
J5-1C 0.31973 0.34280 1.09586 1.11126 -0.20332 -0.16025 1.84333 1.87208
J5-2A 0.33489 0.34868 1.08691 1.09554 -0.21827 -0.19030 1.86430 1.88179
J5-2B 0.36453 0.37094 1.07092 1.07514 -0.16401 -0.15103 1.83639 1.84495
J5-2C 0.30104 0.31708 1.11197 1.12229 -0.22064 -0.19091 1.85628 1.87542
J5-3A 0.32653 0.33868 1.09530 1.10300 -0.20067 -0.17783 1.85690 1.87136
J5-3B 0.34449 0.35609 1.08334 1.09101 -0.18625 -0.16307 1.84133 1.85665
J5-3C 0.32096 0.33773 1.09731 1.10804 -0.20569 -0.17350 1.85030 1.87088
J5-4A 0.29535 0.30844 1.11909 1.12758 -0.16212 -0.13932 1.82684 1.84165
J5-4B 0.32012 0.33570 1.09867 1.10875 -0.19720 -0.16674 1.84398 1.86370
J5-4C 0.31214 0.33153 1.09873 1.11123 -0.19676 -0.15999 1.83892 1.86261
J5-5A 0.33467 0.34690 1.08895 1.09677 -0.20147 -0.17745 1.85702 1.87239
J5-5B 0.27872 0.29483 1.12582 1.13601 -0.15891 -0.13267 1.82698 1.84357
J5-5C 0.33091 0.34746 1.09193 1.10247 -0.18519 -0.15249 1.83738 1.85821
J5-6A 0.30968 0.32333 1.10602 1.11492 -0.12670 -0.10201 1.79543 1.81152
J5-6B 0.29783 0.31184 1.11503 1.12427 -0.11713 -0.09224 1.78917 1.80557
J5-6C 0.30172 0.31461 1.11413 1.12275 -0.11233 -0.08987 1.78951 1.80453
J6-1A 0.30351 0.32031 1.10990 1.12090 -0.15066 -0.11954 1.80987 1.83024
J6-1B 0.30937 0.33017 1.10713 1.12085 -0.14550 -0.10740 1.80915 1.83429
J6-1C 0.29986 0.32337 1.10791 1.12310 -0.19948 -0.15674 1.83571 1.86333
J6-2A 0.33255 0.34897 1.09004 1.10056 -0.19172 -0.16053 1.84630 1.86628
J6-2B 0.34635 0.35620 1.08238 1.08874 -0.19529 -0.17542 1.85309 1.86593
J6-2C N/A N/A N/A N/A N/A N/A N/A N/A

J6-3A 0.33593 0.35040 1.09058 1.09995 -0.18134 -0.15187 1.83636 1.85546
J6-3B N/A N/A N/A N/A N/A N/A N/A N/A

J6-3C 0.32584 0.34564 1.08991 1.10229 -0.25519 -0.21585 1.88135 1.90595
J6-4A 0.28222 0.29601 1.12278 1.13152 -0.19520 -0.17186 1.84242 1.85722
J6-4B 0.29942 0.31692 1.11311 1.12400 -0.22460 -0.19380 1.85952 1.87868
J6-4C 0.26994 0.28514 1.13938 1.14975 -0.16386 -0.13353 1.80520 1.82588
J6-5A 0.34527 0.35923 1.08029 1.08946 -0.17406 -0.14733 1.83658 1.85414
J6-5B 0.32255 0.33798 1.09657 1.10657 -0.17440 -0.14623 1.82772 1.84597
J6-5C 0.31341 0.32711 1.10520 1.11434 -0.12697 -0.10149 1.79662 1.81362
J6-6A 0.32800 0.34413 1.09036 1.10123 -0.11112 -0.08121 1.78654 1.80671
J6-6B 0.32525 0.34017 1.09727 1.10749 -0.09664 -0.06980 1.77747 1.79586
J6-6C 0.33493 0.34958 1.08777 1.09756 -0.13829 -0.11047 1.80158 1.82017
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Table G.2: 95% confidence intervals on both the slope and the intercept of each regression of

aggregates generated by PACI coagulation.

PACI Coagulation

D, Intercept

D, Slope

D, Intercept

D, Slope

Lower 95%

Upper 95%

Lower 95%

Upper 95%

Lower 95%

Upper 95%

Lower 95%

Upper 95%

J1-1A 0.27567 0.30011 1.13113 1.14851 -0.11845 -0.07751 1.78729 1.81640
J1-1B 0.23173 0.25085 1.16653 1.17980 -0.08322 -0.05069 1.72944 1.75202
J1-1C 0.25258 0.27792 1.14294 1.16069 -0.13883 -0.09636 1.76140 1.79117
J1-2A 0.21346 0.23925 1.16339 1.18060 -0.14841 -0.11179 1.79184 1.81627
J1-2B 0.23076 0.24848 1.16871 1.18126 -0.08255 -0.05354 1.72127 1.74181
J1-2C 0.22745 0.24763 1.16655 1.17953 -0.24880 -0.21540 1.86778 1.88927
J1-3A 0.26295 0.28404 1.13553 1.14993 -0.13011 -0.09627 1.79186 1.81496
J1-3B 0.23502 0.25646 1.15790 1.17140 -0.24742 -0.21382 1.86233 1.88348
J1-3C 0.20894 0.23472 1.17200 1.18955 -0.17397 -0.13632 1.82133 1.84695
J1-4A 0.22613 0.24866 1.16114 1.17661 -0.17470 -0.13984 1.81860 1.84254
J1-4B 0.24172 0.26175 1.15364 1.16663 -0.21428 -0.18202 1.84444 1.86536
J1-4C 0.24092 0.26008 1.15293 1.16512 -0.20508 -0.17703 1.84406 1.86191
J1-5A 0.24987 0.26490 1.14648 1.15628 -0.13493 -0.11242 1.80400 1.81867
J1-5B 0.22874 0.24524 1.16218 1.17242 -0.21145 -0.18538 1.84074 1.85692
J1-5C 0.24732 0.26955 1.14900 1.16447 -0.13232 -0.09834 1.77854 1.80218
J1-6A 0.22762 0.24227 1.16650 1.17592 -0.21353 -0.19141 1.84431 1.85853
J1-6B 0.24530 0.25844 1.15340 1.16209 -0.16694 -0.14832 1.81945 1.83176
J1-6C 0.25502 0.26425 1.15039 1.15624 -0.20415 -0.18912 1.84782 1.85735
J2-1A 0.20059 0.23351 1.17382 1.19637 -0.21919 -0.16383 1.82369 1.86162
J2-1B 0.29343 0.31532 1.11340 1.12926 -0.12363 -0.08436 1.76572 1.79416
J2-1C 0.20697 0.24036 1.16649 1.18935 -0.20205 -0.14950 1.81595 1.85192
J2-2A 0.28275 0.29511 1.12614 1.13397 -0.16834 -0.14840 1.83399 1.84661
J2-2B 0.26636 0.28406 1.12966 1.13999 -0.29732 -0.26860 1.90625 1.92301
J2-2C 0.23124 0.25259 1.15167 1.16514 -0.27981 -0.24562 1.88508 1.90665
J2-3A 0.24283 0.26015 1.14863 1.16053 -0.16099 -0.13317 1.80577 1.82488
J2-3B 0.17154 0.20177 1.19505 1.21620 -0.23566 -0.19102 1.85188 1.88311
J2-3C 0.22823 0.25545 1.15335 1.17115 -0.25832 -0.20774 1.88873 1.92179
J2-4A 0.21563 0.24202 1.16896 1.18742 -0.14590 -0.10844 1.78918 1.81539
J2-4B 0.22166 0.23974 1.16529 1.17700 -0.20061 -0.17468 1.83592 1.85271
J2-4C 0.26273 0.27834 1.13444 1.14355 -0.25967 -0.23533 1.88696 1.90117
J2-5A 0.23312 0.25448 1.15203 1.16665 -0.16799 -0.13566 1.81547 1.83760
J2-5B 0.25873 0.27373 1.14032 1.14940 -0.25978 -0.23552 1.88158 1.89625
J2-5C 0.25401 0.26804 1.14572 1.15486 -0.18119 -0.16041 1.83835 1.85190
J2-6A 0.29544 0.30523 1.11983 1.12593 -0.16407 -0.14830 1.83766 1.84748
J2-6B 0.26478 0.27714 1.13900 1.14656 -0.31669 -0.29301 1.90635 1.92082
J2-6C 0.23355 0.24996 1.16228 1.17246 -0.25704 -0.22687 1.86489 1.88359
J3-1A 0.29626 0.32797 1.10129 1.12247 -0.12634 -0.06795 1.77304 1.81203
J3-1B 0.35535 0.38082 1.06410 1.08224 -0.12634 -0.06795 1.77017 1.80759
J3-1C 0.35535 0.38082 1.06410 1.08224 -0.13068 -0.07815 1.77017 1.80759
J3-2A 0.27704 0.30317 1.12054 1.13838 -0.14440 -0.10002 1.78549 1.81580
J3-2B 0.27251 0.29039 1.12732 1.13876 -0.18261 -0.15219 1.82279 1.84225
J3-2C 0.30609 0.33726 1.09460 1.11544 -0.12052 -0.06181 1.76862 1.80788
J3-3A 0.23587 0.25095 1.15651 1.16611 -0.15763 -0.13437 1.82164 1.83646
J3-3B 0.27171 0.28208 1.13850 1.14505 -0.19153 -0.17409 1.84208 1.85310
J3-3C 0.24398 0.26043 1.15112 1.16202 -0.15246 -0.12801 1.81571 1.83192
J3-4A 0.27707 0.29079 1.12964 1.13833 -0.16773 -0.14647 1.83609 1.84957
J3-4B 0.27224 0.28534 1.13212 1.14012 -0.22264 -0.20022 1.86638 1.88006
J3-4C 0.27153 0.28558 1.13217 1.14130 -0.13193 -0.10968 1.80466 1.81912
J3-5A 0.31462 0.32777 1.10270 1.11071 -0.22105 -0.19862 1.87101 1.88467
J3-5B 0.27413 0.29019 1.12932 1.13966 -0.17429 -0.14681 1.83381 1.85149
J3-5C 0.30774 0.31754 1.11260 1.11859 -0.25443 -0.23672 1.88764 1.89847
J3-6A 0.26924 0.28813 1.13032 1.14242 -0.20991 -0.18067 1.84925 1.86797
J3-6B 0.29800 0.30979 1.11588 1.12321 -0.22499 -0.20386 1.86421 1.87736
J3-6C 0.26500 0.28037 1.13717 1.14742 -0.13853 -0.11401 1.79892 1.81527
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Appendix H
Fractal Analysis Results
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Figure H.1: Comparing aggregate D; to residual UV,s,4 for alum coagulation at 5, 15 and 25 °C, respectively.
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Figure H.2:

Comparing aggregate D, to residual turbidity for alum coagulation at 5, 15 and 25
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Figure H.3: Comparing aggregate D; to residual UV,s, for PACI coagulation at 5 and 25 °C, respectively.
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Figure H.4:

Comparing aggregate D, to residual turbidity for PACI coagulation at 5, 15 and 25 °C, respectively.
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Figure H.5: Comparing aggregate D, to residual UV,s,4 for alum coagulation at 5 °C.
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Figure H.6: Comparing aggregate D, to residual turbidity for alum
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coagulation at 5 °C.
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Figure H.7: Comparing aggregate D, to residual UV,s4 for PACI coagulation at 5 °C.
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Figure H.8: Comparing aggregate D, to residual turbidity for PACI coagulation at 5 °C.
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Figure H.9: Comparing aggregate D, to residual UV,s,4 for alum coagulation at 15 °C.
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Figure H.10: Comparing aggregate D, to residual turbidity for alum coagulation at 15 °C.
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Figure H.11: Comparing aggregate D, to residual UV,s4 for PACI coagulation at 15 °C.
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Figure H.12: Comparing aggregate D, to residual turbidity for PACI coagulation at 15 °C.
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Figure H.13: Comparing aggregate D, to residual UV,s, for alum coagulation at 25 °C.
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Figure H.14: Comparing aggregate D, to residual turbidity for alum coagulation at 25 °C.
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Figure H.15: Comparing aggregate D, to residual UV,s, for PACI coagulation at 25 °C.
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Figure H.16: Comparing aggregate D, to residual turbidity for PACI coagulation at 25 °C.
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Appendix |
Statistical Assessment SPSS Output

Normal Q-Q Plot of FiftyParticles

Expected Normal Value
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Figure I. 1: Q-Q plot of log-normally distributed engineered flocs and raw water particles (n=50).
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Figure I. 2: Q-Q plot of log-normally distributed engineered flocs and raw water particles (n=2900).
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Multivariate Tests®

| Effect Value F Hypothesis df | Etror df Sig.
Count Pillai's Trace 760 4.8022 6.000 8.000 .026
Wilks' Lambdla 250 4.8022 5.000 8.000 026
Hotelling's Trace 3.001 4,802 5.000 8.000 026
Roy's Largest Root 3.001 4.8022 5.000 8.000 .025
Count * Magnification Pillai's Trace Qo0 | @ .000 000
Wilks' Lambda 1.000 | @ .000 10.000
Hotelling's Trace 000 | @ .000 2.000
Roy's Largest Root 000 .00o0a 5.000 7.000 1.000
Count * Matrix Pillai's Trace 1472 1.281 20.000 44,000 242
Wilks' Lambda 136 1.140 20.000 27.483 .369
Hotelling's Trace 2913 947 20.000 26.000 544
Roy's Largest Root 1.609 3.539¢ 5.000 11.000 .038
Count * Magnification * Pillai's Trace 000 | @ .000 .000
L Wilks' Lambda 1000 | @ 000 | 10.000
Hotelling's Trace Qoo | @ .000 2,000
Roy's Largest Root .000 .0002 5,000 7.000 1,000
a. Exact statistic
h. Computed using alpha = .05
c. The statistic is an upper bound on F that yields a lower bound on the significance level.
d. Design: Intercept + Magnification + Matrix + Magnification * Matrix
Within Subjects Design: Count
Tests of Within-Subjects Contrasts
_Measure:MEASURE 1
Type Il Sum
|_Source Count of Squares df Mean Square F Sig.
Count Level 2 vs. Level 1 405 1 405 9,882 008
Level 3 vs. Previous 1.778 1 1.778 8.926 01
Level 4 vs, Previous 1.371 1 1.371 13.190 003
Level 5 vs, Previous 525 1 525 8.339 014
Level & vs. Previous 238 1 238 7.486 018
Count * Magnification  Level 2 vs, Level 1 000 0
Level 3 vs, Previous .000 0
Level 4 vs, Previous 000 0
Level 5 vs. Previous .000 0
Level 6 vs, Previous .000 0
Count * Matrix Level 2 vs. Level 1 242 4 .061 1.480 269

a. Computed using alpha = .05

163




_MeasureMEASURE |

Tests of Within-Subjects Contrasts

'I'y}:e Il Sum _
| Source Count of Squares df Mean Square F Sig.
Count * Matrix Level 3 vs. Previous 1,390 4 348 1.745 205
Level 4 vs. Previous 735 4 .184 1.769 .200
Level 5 vs, Previous 387 4 097 1.536 254
Level 6 vs. Previous 197 4 .049 1.548 250
Count * Magnification Level 2 vs, Level 1 .000 0
Matrix Level 3 vs. Previous 000 0
Level 4 vs. Previous .000 0
Level 5 vs. Previous 000 0
Level 6 vs, Pravious 000 0
Errer(Count) Level 2 vs. Level 1 491 12 041
Level 3 vs, Previous 2,350 12 1199
Lavel 4 vs. Pravious 1.247 12 .104
Level 5 vs. Previous 785 12 083
Level 6 vs, Previous .381 12 .032

a. Computed using alpha = .05

Levene's Test of Equality of Error Variance&

F df1 df2 Sig.
FiftyParticles 2.518 5 12 .088
OneHundredParticles 2.556 5 12 .085
FiveHundredParticles 1.093 5 12 413
OneThousandParticles 3.967 5 12 .023
TwoThousandParticles 3.106 5 12 .050
Jusniyinetiundred 2.263 5 12 114

Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a. Design: Intercept + Magnification + Matrix + Magnification * Matrix
Within Subjects Design: Count

Measure:MEASURE _1

Tests of Between-Subjects Effects

e lll Sum Noncent.

Squares df Mean Square F Sig. Parameter
Intercept 469.222 1 469,222 10173.914 000 10173.914
Magnification .000 0 .000
Matrix 1.252 4 313 6.785 004 27.141

a. Computed using alpha = .05
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Multiple Comparisons Tests

Test Matrix i Matrix j Significance

Tamhane F1l F2 1.000

F3 0.999

R1 0.002

R2 0.040

R3 0.043

F2 F3 1.000

R1 0.077

R2 0.384

R3 0.435

F3 R1 0.060

R2 0.354

R3 0.387

R1 R2 0.178

R3 0.057

R2 R3 0.908

Dunnett T3 F1 F2 0.981

F3 0.950

R1 0.001

R2 0.014

R3 0.022

F2 F3 1.000

R1 0.032

R2 0.140

R3 0.215

F3 R1 0.025

R2 0.128

R3 0.198

R1 R2 0.066

R3 0.029

R2 R3 0.566

Games-Howell F1 F2 0.920

F3 0.861

R1 0.001

R2 0.011

R3 0.017

F2 F3 1.000

R1 0.024

R2 0.113

R3 0.166

F3 R1 0.019

R2 0.103

R3 0.152

R1 R2 0.052

R3 0.022

R2 R3 0.467

Significance Level a = 0.05

F = Engineered flocs, R = Raw water particles
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