
Analysis of Longitudinal Surveys with
Missing Responses

by

Iván Adolfo Carrillo Garcı́a

A thesis
presented to the University of Waterloo

in fulfillment of the
thesis requirement for the degree of

Doctor of Philosophy
in

Statistics

Waterloo, Ontario, Canada, 2008

c© Ivan Adolfo Carrillo Garcia 2008



I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,
including any required final revisions, as accepted by my examiners.

I understand that my thesis may be made electronically available to the public.

ii



Abstract
Longitudinal surveys have emerged in recent years as an important data collection tool for

population studies where the primary interest is to examine population changes over time at the
individual level. The National Longitudinal Survey of Children and Youth (NLSCY), a large
scale survey with a complex sampling design and conducted by Statistics Canada, follows a
large group of children and youth over time and collects measurement on various indicators
related to their educational, behavioral and psychological development. One of the major
objectives of the study is to explore how such development is related to or affected by familial,
environmental and economical factors.

The generalized estimating equation approach, sometimes better known as the GEE method,
is the most popular statistical inference tool for longitudinal studies. The vast majority of ex-
isting literature on the GEE method, however, uses the method for non-survey settings; and
issues related to complex sampling designs are ignored.

This thesis develops methods for the analysis of longitudinal surveys when the response
variable contains missing values. Our methods are built within the GEE framework, with a
major focus on using the GEE method when missing responses are handled through hot-deck
imputation. We first argue why, and further show how, the survey weights can be incorporated
into the so-called Pseudo GEE method under a joint randomization framework. The consis-
tency of the resulting Pseudo GEE estimators with complete responses is established under the
proposed framework.

The main focus of this research is to extend the proposed pseudo GEE method to cover
cases where the missing responses are imputed through the hot-deck method. Both weighted
and unweighted hot-deck imputation procedures are considered. The consistency of the pseudo
GEE estimators under imputation for missing responses is established for both procedures.
Linearization variance estimators are developed for the pseudo GEE estimators under the as-
sumption that the finite population sampling fraction is small or negligible, a scenario often
held for large scale population surveys.

Finite sample performances of the proposed estimators are investigated through an exten-
sive simulation study. The results show that the pseudo GEE estimators and the linearization
variance estimators perform well under several sampling designs and for both continuous re-
sponse and binary response.

KEYWORDS: Longitudinal surveys, Complex surveys, GEE, Pseudo-GEE, Missing values, Weighted GEE, Hot-
deck imputation, Consistency of Pseudo-GEE estimators (with hot-deck imputation), Variance estimation, Joint
randomization.
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Chapter 1

Introduction

1.1 Longitudinal Studies
There exist two major types of statistical research designs, namely, cross-sectional studies and
longitudinal studies. Cross-sectional studies can be described as “one-time” or “one-shot”
studies. Here, interest lies in the characteristics of a certain population or model at a particular
time point; subjects and variables of interest are considered only in reference to that time. On
the other hand, in longitudinal studies, also called “panel studies”, the investigator is interested
in some aspect of a population through time. In this case, the variables of interest are measured
on a fixed set of units at several time points during the reference time period.

According to Kish (1987), the major advantage of longitudinal studies over cross-sectional
is that they allow for measuring gross, or micro, changes for units in a population; it is possible
to estimate the distribution of individual changes. Whereas longitudinal studies are designed
to go beyond the measuring of current levels or net (macro) changes. Kish goes on to argue
that without a longitudinal study, some gross changes can be masked behind net changes; and
that “averages and sums of repeated samples can lead to better statistical inference than a
‘one-shot’ sample.”

Diggle et al. (2002) and Hedeker and Gibbons (2006) point out that, with longitudinal stud-
ies, contrary to a cross-sectional study, it is possible to separate age and cohort effects. Where
age effect is the actual change within subjects over time, and cohort effect is the difference
between units at the beginning of the study period.

Hedeker and Gibbons (2006) also suggest that since longitudinal studies allow for the mea-
surement of time-varying explanatory variables (covariates), the statistical inferences about dy-
namic relationship between the outcome on interest (response) and these covariates are much
stronger than those based on cross-sectional studies.

When we are interested in the marginal mean of a variable, possibly conditionally on some
covariates, and not in measuring change, a longitudinal study is not necessary; a cross-sectional
study suffices. However, even in this case, a longitudinal study tends to be more powerful, be-
cause each subject serves as his or her own control for any unmeasured characteristics (Diggle
et al., 2002).

Some longitudinal studies can be avoided by using a “retrospective” design instead. In this

1



INTRODUCTION. 1.2. The National Longitudinal Survey of Children and Youth (NLSCY) 2

case, a cross-sectional set of units is selected, and some variables are “measured” backwards
in time with the help of the subject’s memory or records. Nonetheless, Korn and Graubard
(1999) indicate that some subjects may not recall their past information accurately; and that
with a longitudinal study there is less recall error. They also note that some variables of interest
may require actual measurements (like blood chemistries) that are usually not available from
the past.

The advantages of longitudinal studies, however, do not come without a price. On the
one hand, there are the operational constraints, such as higher costs and longer completion
time than for a cross-sectional study (Korn and Graubard, 1999). And on the other hand,
there is some added complexity in analyses, like the need to take into consideration the lack
of independence among responses coming from the same unit; and also some data quality
difficulties.

One of the problems with longitudinal studies is that the composition of many populations
changes over time (Duncan and Kalton, 1987). Another disturbing factor is that the measure-
ment instrument(s) may change over time (Kish, 1987). These authors also discuss other data
quality issues in longitudinal studies, like panel conditioning, panel bias, panel contamination,
sensitizing, and learning.

Another big problem with longitudinal studies is missing values. This problem is particu-
larly common in surveys, even for cross-sectional ones (see, for example Groves et al., 2002),
and the problem intensifies for longitudinal surveys. As Song (2007) puts it, “it is more difficult
to deal with missing data in longitudinal studies. This is because missing data patterns appear
much more sophisticated than those in cross-sectional studies.” The usual kinds of missing
values in cross-sectional studies are unit nonresponse, missing variable of interest, and miss-
ing covariate(s). Longitudinal studies suffer these too; but in addition, also contain other types
of missing values: attrition (or drop-outs), intermittent missingness, and any combination of
all the types.

The next section presents a large scale survey conducted by Statistics Canada, the NLSCY.
This survey motivates in part this thesis and will be used for analysis and simulations.

1.2 The National Longitudinal Survey of Children and Youth
(NLSCY)

The National Longitudinal Survey of Children and Youth (NLSCY) is a longitudinal survey
by Human Resources Development Canada designed to measure child development and well-
being. The main objective of the survey is to study the development of children’s behaviour
problems as they grow as well as examining the factors that contribute to change. It consists
of (so far) six biennial cycles conducted from 1994 to 2005, and looked at households with
children from 0 to 11 years old at the first cycle. An in depth description of the NLSCY
features is given in Appendix A.

One very important measurement of the NLSCY is the aggressive behaviour of young chil-
dren. “Aggression in childhood has been linked with later aggression, delinquency, and crime
in adolescence and adulthood; with poor school outcomes; with unemployment in adulthood;
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and with other negative circumstances” (Thomas, 2004). This will be the outcome of interest
in some of our simulations. The response variable is the “Physical Aggression Score,” (PAS).
This variable is a scale from 0-12, based on eight or six questions (depending on the age); a
high score indicates behaviours associated with conduct disorders, physical aggression, and
opposition. PAS is scaled from 0 to 16 based on eight questions for children who are 2 to 3
years old, and is scaled from 0 to 12 based on six questions for children who are 4 to 11 years
old. For the results to be comparable across different age groups, PAS’s are unified to a scale
of 0 to 12. To do this we simply multiply the score for 2-3 year-old children by 12/16=0.75 and
leave the score for 4-11 year-old children unchanged. Although PAS is an ordinal variable, it
is reasonable to treat it as continuous since it has more than seven categories (Carrillo et al.,
2005); we do so in some of our simulations, although in other simulations we categorize it to
only two levels (for logistic regression).

Given that this question is asked only for kids who are 2 to 11 years old, and we would like
to apply the methods to a longitudinal sample, we will restrict our analyses to the first four
cycles, even though there are six cycles of data available. This is so because by the fifth cycle
(i.e. approximately 8 years after cycle 1) most of the longitudinal kids surveyed at cycle 1
(who were asked that question) will be out of scope for the PAS. Additionally, we will restrict
to kids who were 2 to 5 years old at cycle 1 because most of those kids who were 6 or older are
out of scope by cycle 4. There are 7,637 kids who responded in cycle 1 with these restrictions
(2-5). However not all of them were selected to be in the longitudinal sample; only 5,610 kids
are “longitudinal” in cycle 1. Two of these kids, who were 2 years old at cycle 1, appear as
being 2 or 3 years old at cycle 2. As this is really strange since the surveys are two years
apart, and those are the only two kids who were less than 4 years old at cycle 2, we decided to
exclude them in order to avoid issues of outliers. In other words we want to avoid these two
kids unduly influencing the estimators since these observations are likely to be different from
the rest of kids in the cohort. Additionally, 38 kids who were 5 years old at cycle 1 became
12 years old by cycle 4, and thus out of scope; we also excluded these kids. So, we are left
with 5,570 kids who were 2-5 years old at cycle 1 and 9-11 years old at cycle 4. So we need
to redefine our population of interest as those children who were 2-5 years old from 1994 to
1995 and 9-11 years old from 2000 to 2001.

Table 1.1 shows all the different patterns of “wave nonresponse” present among these 5,570
children throughout the four cycles. Wave nonresponse for a given cycle (or wave) means that
for that particular cycle the child did not respond. The line corresponding to respondent in
cycles 1 and 4 and nonrespondent in 2 and 3 is not included because there are not any cases
like that in the dataset. If a kid is nonrespondent for two consecutive cycles, that kid is not
sought for interview any longer.

Since there is an interest in examining the factors that contribute to change in aggres-
sive behaviours as children grow, it is important to find what predictors (age, gender, family
socio-economic conditions, etc.), and to what degree, affect the development of aggressive
behaviours over time. Thomas (2004) found that punitive parenting techniques, age of the kid,
the interaction between age and punitive parenting techniques, household income, the inter-
action between income and age, family structure, region, the interaction between region and
age, were all significant in explaining aggressive behaviour and changes in it over time. She
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Table 1.1: Patterns of nonresponse and frequencies among the 5,570 children. x means nonrespondent.

Respondent
in Cycle 1

Respondent
in Cycle 2

Respondent
in Cycle 3

Respondent
in Cycle 4

Frequency

Yes x Yes x 71
INTERMITTENTYes Yes x Yes 108

Yes x Yes Yes 150
- - - -
Yes x x x 263

MONOTONE
Yes Yes x x 256
Yes Yes Yes x 557
Yes Yes Yes Yes 4,165

5,570

also found some borderline evidence that gender may also influence the aggressive behaviour
of children. She did not find any evidence for an effect of language of interview. Statistics
Canada (2005) also found that income, depression of the person most knowledgeable about
the kid (PMK) and the interaction between age and depression of the PMK, are all signifi-
cantly related to the aggression of the kid. Carrillo et al. (2005) also found that age has a
significant effect in explaining children’s aggressive behaviours. But they additionally found
that the square of age has a significant effect, too; that is, the effect of AGE on PAS is not
linear, and a quadratic relation seems to catch that effect better. Whereas the number of hours
spent in daycare was borderline.

On these grounds Carrillo-Garcia (2006) examined the following 12 covariates as poten-
tially explanatory for children’s aggressive behaviours. A detailed description of these vari-
ables can be found in Appendix B. Age, Age2 (the square of Age), Depression of the PMK,
Punitive Parenting Status, Region, GENDER, Family Status, Household Income Status, Hours
in Daycare, the Age by Punitive Parenting Interaction, the Age by Household Income Status in-
teraction, and the Age by Region interaction. We will abbreviate these variables as Age, Age2,
DeprePMK, Punitive, Region, GENDER, FamStat, Income, Hours, Age*Puni, Age*Inco, and
Age*Regi, respectively. Table 1.2 shows how the 5,570 children break down with respect to
the missingness of the outcome variable (PAS) and the 12 covariates across the four cycles.

The naı̈ve approach or “complete case analysis” makes strong assumptions about the re-
sponse mechanism; it basically assumes that the missing data are missing completely at ran-
dom (MCAR; see section 2.2.1 for further detail). But this naı̈ve approach is easy to apply and
is widely used by practitioners. In complete case analysis, only those subjects who complete
all the items of interest in all the cycles are taken into the analysis. So, in principle, for a
complete case analysis of the NLSCY we would use the information for all those 4,165 kids
in the last row of Table 1.1. However, due to missing items among these kids, only 3,049 can
be considered as completers. Among the 4,165 kids there are 81 for which the PAS was not
observed in at least one cycle although all their covariates of interest were observed in all four
cycles, there are 559 for which at least one covariate was not observed in at least one cycle
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Table 1.2: Frequencies of missing PAS and/or covariates among the 5,570 children across the four
cycles.

12 Covariates

Observed PAS? Cycle All
observed

One or more
missing

Yes

1 5,263 124
2 4,736 278
3 4,182 416
4 3,905 233

No

1 68 115
2 32 40
3 14 331
4 31 254

although their PAS was observed in all four cycles, there are 476 for which the PAS was not
observed in at least one cycle and at least one covariate was not observed in at least one cycle,
and there are only 3,049 for which the PAS and all the covariates were observed in all cycles.
These 3,049 kids are the “completers.”

A Note on Weights

For cross-sectional surveys, the survey (or sampling) weight is a number for each element in
the sample, which “can be thought of as the number of units in the population represented by
the sample member” (Lohr, 1999). These survey weights are usually constructed in several
stages. The basic survey weights are the inverse of the probability of inclusion of each unit.
They are then adjusted for under-coverage, unit nonresponse, and “calibrated” to known pop-
ulation quantities. For longitudinal surveys, however, the definition is not so straightforward
since, in many cases, “the population” changes over time. Therefore, careful specification of
the population to which the weights refer is necessary.

Table 1.3 shows five longitudinal weights available in the NLSCY up to cycle 4. All
children in the longitudinal sample have positive longitudinal weight for cycle 1. In other
words, all longitudinal kids were respondents at the first cycle. This is so, not because there
was 100% response rate, but because “the longitudinal sample will be comprised of all children
sampled for Cycle 1 of the survey in responding households” (Statistics Canada, 1995). So, in
theory, all the kids in our sample should have at least one cycle of data (cycle 1); however, this
is not so because of item missing values, as we will see later.

At any given cycle, the only children who have positive values for that cycle’s longitudinal
weight are those who were respondent at that cycle, irrespective of their response history.
The longitudinal weight at any cycle is the longitudinal weight at cycle 1 but adjusted for
attrition (and intermittent patterns). All the weights are representing the same population,
those kids who were 2-5 years old at 1996. However, if we want to make use of all the
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longitudinal children for the analysis, the only available weight which allows this is the first
cycle’s longitudinal weight.

A different weight which is also available for the NLSCY is the so-called “funnel weight”
for cycle 4. This weight is positive only for those children who have responded in all four
cycles. Thus using this weight for any given analysis ignores all those kids who have failed to
respond in at least one cycle.

Table 1.3: Patterns of the different longitudinal weights available.
Unit Longitudinal

Weight cycle 1
Longitudinal
Weight cycle 2

Longitudinal
Weight cycle 3

Longitudinal
Weight cycle 4

Funnel Weight
cycle 4

1 29.7 . . . .
2 30.5 . . . .
3 26.3 23.7 . . .
4 1273.0 1862.7 . . .
5 16.1 20.4 23.0 . .
6 46.0 49.1 45.0 . .
7 58.8 . 50.7 . .
8 37.8 . 51.7 . .
9 51.8 54.3 51.7 . .
10 2069.0 3063.6 3129.2 . .
11 54.7 63.0 . 49.5 0
12 2002.6 2990.1 . 2509.1 0
13 1237.6 . 1746.5 2392.6 0
14 1688.8 . 1683.0 2925.7 0
15 19.7 21.7 20.3 25.1 23.4
16 3265.9 3924.4 4046.3 4111.5 8910.0

In this thesis we apply modified GEE methods to the NLSCY dataset. We will compare
different approaches for handling some of the types of missing patterns found in this dataset (in
particular missing responses). One important decision we should make is which weight to use
for our analyses. In table 1.3 we can see that if we use any of the longitudinal weights for cycles
2 through 4, we would be ignoring those children who do not respond at that particular cycle.
For example, if we use the longitudinal weight for cycle 4, we would not take into account the
kids who did not respond at cycle 4. Since this is not an appealing characteristic, because we
would like to use as much information as possible, we decide that the most appropriate weight
to use is the longitudinal weight for cycle 1. For example, if a kid responded only at cycle 1,
we would like to use that cycle’s information for that kid; or if a kid responded at cycle 1 and
3, we would like to include those two cycle’s information in our analyses. And none of the
longitudinal weights from cycle 2 through 4 allow for this.

Similarly, any analysis using the funnel weight for cycle 4 would ignore any cycle’s infor-
mation for any child who failed to respond in at least one cycle, and therefore is not appropriate
for our objectives. However, this weight is the most appropriate one to use if one were to use
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the naı̈ve “complete case analysis”. For complete case analysis, only those subjects who re-
sponded in all four cycles (completers), and did not have any item missing, are used. In this
case the funnel weight is the most appropriate one to use because Statistics Canada already
adjusted these weights in the best possible manner so that the completer kids account for
themselves and also for the non-completers.

1.3 Brief Summary of Major Results
This thesis develops methods for the analysis of longitudinal surveys when the response vari-
able contains missing values. Our methods are built within the framework of the popular GEE
method, which has been extensively studied under the non-survey context.

In chapter 2, we first provide a review of the GEE method and missing data problems dis-
cussed in the current literature, and set the stage for our development for longitudinal surveys.

In chapter 3, we consider the use of GEE method for complex survey data with complete
responses. We argue that under such scenarios, a joint randomization framework is appropriate
for the proposed pseudo-GEE approach. We establish the consistency of the pseudo-GEE
estimators under the proposed framework.

Chapter 4 presents methods for the analysis of longitudinal surveys with missing responses.
We first extend the weighted GEE method of Robins et al. (1995), described in section 2.2.3,
which was proposed under the non-survey context, to handle complex longitudinal surveys. We
show how, in addition to the weights used by Robins et al. (1995) (to adjust for non-responses),
the survey weights can be incorporated into the analysis.

Our major focus in this chapter, however, is to show that the pseudo-GEE method, dis-
cussed in chapter 3, provides valid inferences under hot-deck imputation for missing responses.
Both, weighted and unweighted hot-deck imputation methods are considered. Consistency of
the resulting pseudo-GEE estimators under imputation is established. Linearization variance
estimators are also developed under hot-deck imputation procedures.

In chapter 5, we examine the finite sample performance of the pseudo-GEE estimators as
well as the related variance estimators through a simulation study. The finite population struc-
ture and variables used in the simulation are tailored from the National Longitudinal Survey of
Children and Youth.

We end up this thesis with some conclusions about the methods developed and results
obtained, as well as some topics for potential future research in chapter 6.



Chapter 2

The GEE Approach to the Analysis of
Non-Survey Data

2.1 The GEE Method for Complete Data

2.1.1 Generalized Linear Models
Generalized Linear Models (GLM) is a method, originally proposed by Nelder and Wedder-
burn (1972), for estimating the regression between a univariate response variable and a set of
covariates. This method is of broad application since it generalizes traditional regression mod-
els in two ways. Firstly, GLM is suited for situations in which the response variable follows
any distribution belonging to the exponential family; and then continuous (linear regression),
binary (logistic regression), or count (Poisson regression) outcome variables can be analyzed
by GLM. Regression analysis, on the other hand, is applicable only when the (continuous)
response variable follows a normal distribution. Additionally, whereas regression assumes the
expected value of the response is a linear combination of the covariates (linear predictor), in
GLM this expected value is allowed to be some suitable function of the linear predictor. This
is much less restrictive.

Hardin and Hilbe (2001) characterize the GLM as being composed of the following items:
a random component for the response Y , following an exponential family distribution; a sys-
tematic component, specifying that the effect of the covariates X on the mean of Y can be
expressed by way of the “linear predictor” η = X ′ββ ; a known monotonic, one-to-one, differ-
entiable “link function” g(·) relating the mean of the response Y to the linear predictor; and
that the variance of the response may change with the covariates only as a function of the
mean.

We now give a more thorough explanation of GLM (following the lines of Fitzmaurice
et al., 2004), which will later serve as the basis for the presentation of the main method used
in this thesis, namely GEE. We suppose that we have a random sample of n independent
observations of a variable Y , with distribution usually assumed to belong to the exponential
family, denoted by Y1,Y2, · · · ,Yn, and with expected value E[Yi] = µi. It is possible to consider
other types of distributions for the GLM method; for instance, dispersion models, as described

8
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in Song (2007). Additionally, associated with each individual i we also observe a set of p
fixed explanatory variables Xi1,Xi2, · · · ,Xip. We set the, n, Yi values in a column vector Y of
dimension n×1; all the X values for individual i in a p×1 vector Xi; and all the Xi vectors in
a p×n matrix X , as

Y =


Y1
Y2
...

Yn

 , Xi =


Xi1
Xi2
...

Xip

 , X = (X1,X2, . . . ,Xn) =


X11 X21 . . . Xn1
X12 X22 . . . Xn2

...
... . . . ...

X1p X2p . . . Xnp

 .

The random component of the model specifies that the variable Yi follows an exponential fam-
ily distribution, whose probability density (or mass) function can be written as

f (yi;θi,φ) = exp
{

yiθi−b(θi)
φ

+ c(yi,φ)
}

, (2.1)

where E[Yi] = µi = db(θi)/dθ , θi is called the “canonical location parameter,” and φ > 0 is
called the “dispersion parameter.” We also obtain that Var[Yi] = φ d2b(θi)/dθ 2 = φdµ/dθ =
φυ(µi), where υ(µi) = d2b(θi)/dθ 2 = dµi/dθ is called the “variance function,” a known
function of the mean µi. Hardin and Hilbe (2001) also point out that in GLM one assumes that
the variance function υ(µi) and the dispersion parameter φ are correctly specified.

The systematic component of the model determines that the effect of the covariates Xi on
µi can be expressed in terms of the linear predictor ηi = X ′i ββ = β1Xi1 + β2Xi2 + · · ·+ βpXip.
Where ββ = (β1,β2, · · · ,βp)′ is a p×1 vector of unknown regression coefficients. It is assumed
that this linear predictor is correctly specified (Hardin and Hilbe, 2001).

The link function is a known one-to-one transformation g(·) which relates µi to the linear
predictor ηi as g(µi) = ηi = X ′i ββ = β1Xi1 +β2Xi2 + · · ·+βpXip; or equivalently, µi = g−1(ηi).
The function g(·) could be any, but the most common choice is the “canonical link function”
which transforms µi to the canonical location parameter. The link function has the purpose of
transforming the range of possible values of the linear predictor to the range of possible values
of the response variable. Again, it is assumed that this link function is correctly specified.

As examples of GLMs we can mention the ones obtained for the following random com-
ponents: the Normal distribution, for which the variance function is υ(µi) = 1, in this case
the canonical link is the identity (µi = ηi), and φ = σ2, the variance of the distribution; the
Bernoulli distribution, for which the variance function is υ(µi) = µi(1− µi), the canonical
link is the “logit” (log(µi/(1− µi)) = ηi), and φ = 1; and the Poisson distribution, for which
υ(µi) = µi, the canonical link is the natural logarithm (log(µi) = ηi), and φ = 1. The first case
leads to common linear regression, the second is known as logistic regression, and the last one
as Poisson regression.

Once an exponential family distribution has been appropriately selected for the response,
one chooses explanatory variables and a suitable link function to match the mean response to
the linear predictor, and then the estimation of the regression coefficients ββ follows. The most
common method of estimation is the method of maximum likelihood (ML). It has the intuitive
interpretation that the estimator obtained (MLE) is the value of the parameter which is most
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likely (probable) to be the true one with the data at hand. Other important properties of the
MLE are that they are consistent, asymptotically efficient and normally distributed. A proof
of the consistency can be found in pp. 444-445, and the proof of asymptotic normality and
efficiency in pp. 449-450, in Lehmann and Casella (1998).

To get the MLE of ββ we need to determine the likelihood function of Y = (Y1,Y2, · · · ,Yn)′.
Since GLM assumes that the n observations are independent, the likelihood function is the
product of the probability density (or mass) functions of the n single observations, 2.1. The
likelihood function is then

L = L(θ ,φ ;yi,y2, · · · ,yn) =
n

∏
i=1

f (yi;θi,φ) =
n

∏
i=1

exp
{yiθi−b(θi)

φ
+ c(yi,φ)

}
.

To find the MLE of ββ we need to maximize L with respect to ββ , which is equivalent to
maximizing the log-likelihood

l = log(L) =
n

∑
i=1

{
yiθi−b(θi)

φ
+ c(yi,φ)

}
with respect to ββ . We take the derivative of l with respect to ββ (using the chain rule), set it
equal to zero and solve for ββ :

∂ l
∂ββ

=
n

∑
i=1

∂

∂ββ

{
yiθi−b(θi)

φ
+ c(yi,φ)

}
=

n

∑
i=1

[
∂

∂θi

{
yiθi−b(θi)

φ
+ c(yi,φ)

}(
∂θi

∂ µi

)(
∂ µi

∂ββ

)]
= 0,

which, since db(θi)/dθ = µi and dµi/dθ = υ(µi), becomes

∂ l
∂ββ

=
n

∑
i=1

[
yi−db(θi)/dθ

φ

(
∂θi

∂ µi

)(
∂ µi

∂ββ

)]
=

n

∑
i=1

[
yi−µi

φ

1
υ(µi)

(
∂ µi

∂ββ

)]
= 0.

For a motive that will become clear in the next section, we write this last “estimating equation”
as

∂ l
∂ββ

=
n

∑
i=1

∂ µi

∂ββ
[φυ(µi)]

−1 (yi−µi) = 0; (2.2)

where ∂ µi/∂ββ is the p×1 vector of derivatives of µi with respect to each of the β j’s (∂ µi/∂ββ =
(∂ µi/∂β1,∂ µi/∂β2, · · · ,∂ µi/∂βp)′) and the right-hand side is a p×1 vector of zeroes. Equa-
tion 2.2 is then solved for ββ to find the MLE. In some cases this may require an iterative
procedure like Newton-Raphson; for example in the cases of logistic and Poisson regression.
The solution β̂β obtained by this procedure is consistent for ββ with the only requirement that
the linear predictor and link function be correctly specified; but one should use robust estima-
tors of the variance of β̂β whenever the variance of Yi may be misspecified (Fitzmaurice et al.,
2004).
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As we discussed earlier, one of the assumptions of GLM is that the n observations form
an independent sample from the population. However, in longitudinal studies the observations
are not independent altogether. Observations from the same individual (over time) generally
embody some correlation even if the individuals are independent of one another. In the next
section we present a method for estimating regression coefficients from different models which
allows for correlation among observations, and is an extension of GLM.

2.1.2 Generalized Estimating Equations
The method of Generalized Estimating Equations (GEE) was proposed in a seminal paper by
Liang and Zeger (1986). This method is applicable to clustered data in general, and longitu-
dinal studies in particular; it permits estimation of regression coefficients in the presence of
within subject correlation arising in this kind of studies.

In the previous section we found the estimating equation for obtaining the MLE of the re-
gression coefficients ββ . For this task it is necessary to use the likelihood function for the data.
In that case it was simple to get given that all the observations were independent and it was
simply the product of the n probability density (mass) functions for the single observations. In
longitudinal studies, however, observations coming from the same individual are not indepen-
dent and therefore the likelihood function of the data is not simply the product of the single
probability density (mass) functions. So, if we wanted to find the MLE of some regression
coefficients in a longitudinal study, we would need to posit a joint probability density (mass)
function for the responses coming from a single individual. This is not a simple task in gen-
eral. For example, for continuous, normally distributed, responses we can, relatively easily,
posit such a joint distribution for the responses from the same individual; but for discrete re-
sponses, such as binary or count outcomes, it is not simple at all. The method of GEE is an
attempt to get estimators without the requirement of assuming a fully parametric distribution
for the response, but only a regression model for its mean. Thus this method does not produce
MLEs.

We now present a detailed explanation of GEE (following the lines of Fitzmaurice et al.,
2004). We assume that we have an independent random sample of n subjects. For each subject
i, we take a set of Ti repeated measurements (over time) of a random variable Y , our outcome
of interest. We denote these Ti measurements for individual i by Yi1,Yi2, · · · ,YiTi , or Yi j, j =
1,2, ...,Ti; and we set their expected value to E[Yi j] = µi j. Additionally, associated with each
observation Yi j we also observe a set of p explanatory variables Xi j1,Xi j2, · · · ,Xi jp, or Xi jk, k =
1,2, ..., p. We set all the Yi j values for subject i in a column vector Yi of dimension Ti×1, all
the Xi jk values for individual i at time j in a p×1 vector Xi j, and all the X ′i j vectors for subject
i in a Ti× p matrix Xi, as

Yi =


Yi1
Yi2
...

YiTi

, Xi j =


Xi j1
Xi j2

...
Xi jp

, X ′i = (Xi1,Xi2, . . . ,XiTi)
′ =


Xi11 Xi12 . . . Xi1p
Xi21 Xi22 . . . Xi2p

...
... . . . ...

XiTi1 XiTi2 . . . XiTi p

. (2.3)

With this notation we have that E[Yi] = µµi = (µi1,µi2, · · · ,µiTi)
′, and since we assume that the
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observations between subjects are independent, we have that the, n, Yi vectors are independent;
although the Ti elements in vector Yi are not independent from one another. In fact, we assume
that there exists some general variance-covariance matrix of Yi denoted by Σi. In GEE we are
interested in modeling the mean response µµi but not the covariance matrix Σi; we regard this
matrix as a nuisance parameter but include it in the model just to account for the autocorrelation
within subjects.

The GEE method can be characterized as being composed of the following four items. 1.
A systematic component, specifying that the effect of the covariates Xi j on the mean of Yi j, µi j,
can be expressed by way of the “linear predictor” ηi j = X ′i jββ = β1Xi j1 +β2Xi j2 + · · ·+βpXi jp,
where ββ = (β1,β2, · · · ,βp)′ is a p×1 vector of unknown regression coefficients. 2. A known
monotonic, one-to-one, differentiable “link function” g(·) relating the mean of the response to
the linear predictor, as g(µi j) = ηi j = X ′i jββ ; or equivalently, µi j = g−1(ηi j). The link function
has the purpose of transforming the range of possible values of the linear predictor to the range
of possible values of the response variable. 3. The variance of the response Yi j, given Xi j, may
change with Xi j only as a function of the mean, µi j, as Var[Yi j] = φυ(µi j); where φ > 0 is called
the “dispersion parameter,” and υ(µi j) is called the “variance function,” a known function of
the mean µi j. 4. The within-subject association for the repeated measurements is assumed to
be a function of the means µi j and some additional parameters α , which we do not model. We
proceed as follows. We pose a “working” correlation matrix, Ri(α), for Yi, depending on some
parameters α which we estimate from the data. Therefore, the “working” variance-covariance
matrix of Yi is composed as Vi = A1/2

i Ri(α)A1/2
i ; where Ai is a Ti×Ti diagonal matrix with

Var[Yi j] = φυ(µi j) as the jth diagonal element. If we happen to specify Ri(α) to be the true
correlation matrix of Yi, then Vi = Σi = Cov[Yi].

Items 1 through 3 in the previous characterization of GEE are equivalent to those assumed
in GLM. However, whereas in GLM we posit a fully parametric model for the distribution of
the observed responses Yi, in GEE we replace that requirement by the much weaker specifica-
tion of only the first (and second) moments of the vector Yi. “It is the fourth component, the
incorporation of the within-subject association among the repeated responses from the same
individual, that represents the main extension of GLM to longitudinal data” (Fitzmaurice et al.,
2004).

As examples of GEEs we can mention the following: a continuous response with υ(µi j) =
1, the identity link (µi j = ηi j), φ is a variance term, and Ri(α)[ j,k] = α |k− j| or AR(1) struc-
ture, this is a linear regression with AR(1) correlation structure, though any other correlation
structure could be used if appropriate; a binary response with υ(µi j) = µi j(1− µi j), with the
logit link (log(µi j/(1− µi j)) = ηi j), φ = 1, and unstructured association, this is a logistic re-
gression model with Bernoulli variance assumption and unstructured association; and if the
response outcome is a count, with υ(µi j) = µi j, and the natural logarithm as link function
(log(µi j) = ηi j), φ is an added variance term (overdispersion beyond the usual Poisson’s vari-
ance), and unstructured association, this is a log-linear regression model with overdispersion
and unstructured association.

Once explanatory variables and a suitable link function to match the mean response to
the linear predictor are selected, one should also choose a variance function and a dispersion
parameter. This should be based on the nature of the response; for example if the response is
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binary, a suitable variance function is υ(µi j) = µi j(1−µi j) and a suitable dispersion parameter
is φ = 1. Then, also, a within-subject association structure should be chosen. This can be based
on subject matter knowledge, sometimes it can be a by-product of the nature of the response,
or could be unspecified if we lack knowledge about it and/or there is a large sample size. After
the model is set up then the estimation of the regression coefficients ββ can take place. The
GEE estimator β̂β is obtained as a solution to the following set of equations:

n

∑
i=1

∂ µµ′i
∂ββ

V−1
i (yi−µµi) = 0 (2.4)

where ∂ µµ′i/∂ββ is the p×Ti matrix of partial derivatives of (the vector) µµ′i with respect to each
of the β j’s:

∂ µµ′i
∂ββ

=
(

∂ µi1

∂ββ

∂ µi2

∂ββ
· · · ∂ µiTi

∂ββ

)
=


∂ µi1/∂β1 ∂ µi2/∂β1 · · · ∂ µiTi/∂β1
∂ µi1/∂β2 ∂ µi2/∂β2 · · · ∂ µiTi/∂β2

...
... . . . ...

∂ µi1/∂βp ∂ µi2/∂βp · · · ∂ µiTi/∂βp

 ,

and the right-hand side is a p×1 vector of zeroes. Equation 2.4 for GEE has a similar form to
equation 2.2 for GLM.

The left-hand side of equation 2.4 is a function of ββ and α , and in general the equation
does not have a closed form solution, but instead has to be solved iteratively. This iterative
procedure can be summarized in the following four steps. 0. Obtain an initial estimate of ββ .
1. Using the current estimate ββ(l) calculate the standardized residuals, and get estimates of α ,
(φ if required,) Ri(α), and Vi. 2. Using the current values of ββ , Vi, and µµi, update the estimate
of ββ , using Fisher scoring algorithm, by

ββ(l+1) = ββ(l) +

[
n

∑
i=1

∂ µµ′i
∂ββ(l)

V−1
i(l)

∂ µµi

∂ββ(l)

]−1[ n

∑
i=1

∂ µµ′i
∂ββ(l)

V−1
i(l) (yi−µµi(l))

]
.

3. Iterate steps 1 and 2 until convergence. The standardized residuals are given by

ei j =
yi j− µ̂i j√

υ(µ̂i j)
,

where µ̂i j = g−1(X ′i jβ̂β
)
; the dispersion parameter φ is estimated by

φ̂ =
∑

n
i=1 ∑

Ti
j=1 e2

i j

(∑n
i=1 Ti)− p

;

and α is estimated according to the assumed autocorrelation structure. We will assume that all
the subjects share a common within-subject association1 and we will not specify any structure

1 Although for the binary response case to be studied in chapter 5, the within-subject association depends on
µµi for each subject i.
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for it. In other words, we assume that the working within-subject correlation matrix is the
same for all individuals and we do not constraint this single matrix in any way. We can write
these assumptions, mathematically, as:

R(Yi j,Yik) =

{
1 j = k
α jk j 6= k;

and we estimate it with:

α̂ jk =
∑

n
i=1 ei jeik

(n− p)φ̂
.

This procedure is implemented in several statistical packages for different outcome variables
and within-subject correlation structures, for example R (function gee) and SAS (procedure
genmod).

The GEE estimator β̂β , obtained by the procedure outlined, is consistent for ββ , with the only
requirement that the linear predictor and link function be correctly specified. The consistency
of β̂β does not depend on the validity of the assumed correlation matrix Ri; however, β̂β will
be more efficient if Ri resembles Σi more closely. One should use robust estimators of the
variance of β̂β whenever Ri may be misspecified. We also have, asymptotically, n1/2(β̂β −ββ ) ∼
MVN(0, Cov(β̂β )), where

Cov(β̂β ) = n
[ n

∑
i=1

∂ µµ′i
∂ββ

V−1
i

∂ µµi

∂ββ

]−1[ n

∑
i=1

∂ µµ′i
∂ββ

V−1
i ΣiV−1

i
∂ µµi

∂ββ

][ n

∑
i=1

∂ µµ′i
∂ββ

V−1
i

∂ µµi

∂ββ

]−1
; (2.5)

which reduces to n[∑n
i=1

∂ µµ′i/∂ββV−1
i

∂ µµi/∂ββ ]−1 if Vi = Σi. Cov(β̂β ) can be estimated by replacing
the values of α , φ , and ββ in 2.5 by their estimated values α̂ , φ̂ , and β̂β , and Σi by (yi− µ̂µi)(yi−
µ̂µi)
′. This variance is also obtained in the software packages R (gee) and SAS (genmod).
We end up this section giving a short motivation for the estimating equations 2.4 in GEE.

In generalized least squares estimation for linear regression, the vector ββ which minimizes

∑ [yi−Xiββ ]′Σ−1
i [yi−Xiββ ]

solves the equation ∑X ′i Σ
−1
i (yi−Xiββ ) = 0. In GEE, a vector ββ which minimizes

∑ [yi−µµi(ββ )]′V−1
i [yi−µµi(ββ )]

also solves equation 2.4. So that GEE can also be thought of as a generalization to longitudinal
responses of the generalized least squares technique.

2.2 The GEE Method for Incomplete Data

2.2.1 General Nonresponse Mechanisms
Here we briefly review the three general mechanisms of missing values and in the next sec-
tion we will elaborate on this discussion for longitudinal studies. The theoretical layout for
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missing mechanisms was set up by Rubin (1976). In this section we assume that we have a
matrix Yn×p of p intended responses for n subjects. However, due to nonresponse, some of the
components of this matrix are missing. We denote by Yobs the components of matrix Y which
are actually observed, and by Ymis the missing components of Y . So that Y = (Yobs,Ymis).
Additionally, we use a matrix Rn×p, called the response indicator matrix, to indicate whether
the corresponding element in Y is observed or not; we construct this matrix as follows. Ele-
ment i j in matrix R is set equal to one if element i j is observed and equal to zero if not. We
characterize the nonresponse mechanisms, as in Little and Rubin (2002), by the conditional
distribution of R given Y (the variable of interest) and X (the set of covariates); we denote
this distribution by f (R|Y,X ,ξ ), where ξ denotes some unknown parameters which define the
response/nonresponse mechanism.

In lay terms, the response mechanism is said to be missing completely at random (MCAR)
if missingness does not depend on the actual values of the intended response. In other words,
MCAR means that the probability that an element of R is equal to one is independent of Y .
This can be written more formally as

f (R|Y,X ,ξ ) = f (R|ξ ).

The response mechanism is said to be missing at random (MAR) if the missingness, condi-
tionally, does not depend on any unobserved values, though it may depend on observed values.
In other words, the response mechanism is MAR if the probability that an element of R is equal
to one is independent of Ymis. We write this definition technically as

f (R|Yobs,Ymis,X ,ξ ) = f (R|Yobs,X ,ξ ).

Note that if the response mechanism is MCAR it is also MAR. In other words, the MAR
mechanism is more general than MCAR.

The third response mechanism is called not missing at random (NMAR), and it means that
the missingness depends on the unobserved values. In this case, the probability that an element
of R is equal to one depends on Ymis. Or equivalently, the conditional distribution of R given Y ,
f (R|Yobs,Ymis,X ,ξ ), cannot be simplified any further since it depends on some components of
Ymis. In NMAR situations the response mechanism cannot be ignored for drawing inferences;
this is why it is also called “nonignorable”. In contrast to MCAR and MAR, which are called
“ignorable.”

In practice, NMAR would be a safer assumption, but it is also an assumption which is
difficult to deal with for data analysis. And indeed, any one of the three missing mechanisms
is difficult to verify. A common practice is to assume MAR. If the (main) model is reasonable,
and if there exists a rich set of covariates which is observed, then the MAR assumption would
be close to an NMAR, if major covariates are used in the model.

2.2.2 Nonresponse in Longitudinal Studies
In longitudinal studies the nonresponse patterns and mechanisms get more complicated. We
intend to measure a response variable and a set of covariates on each of n subjects at each of,
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say, T times (cycles). However, generally a variety of different missing patterns occur and we
cannot observe all the intended measures. Table 2.1 shows some of the patterns that can appear
with two covariates and three cycles.

In longitudinal studies, some subjects respond at all cycles and to all variables of interest.
These units are called complete cases. Unit 1 in table 2.1 is an example of a complete case.
Some units fail to respond altogether, at all cycles and all variables of interest. This situation
is referred to as unit (or total) nonresponse (Statistics Canada, 2003). Unit 10 in table 2.1 is
an example of unit nonresponse. It is usually dealt with by reweighing the respondent units
to account for these unit-nonrespondents. For a comprehensive discussion of weighting for
non response see, for example, Kalton and Kasprzyk (1986), Beaumont (2005), and Little and
Vartivarian (2005).

Another situation arises when a subject is observed for some cycles but not for others.
Those cycles in which a subject is not observed at all are sometimes referred to as wave nonre-
sponse. In table 2.1, cycle 3 for unit 4, cycle 1 for unit 6, cycle 2 for units 8 and 9, and cycles 2
and 3 for unit 7 are examples of wave nonresponse. In the NLSCY this kind of nonresponse is
handled cycle by cycle. Each cycle’s longitudinal weight is adjusted so that the wave respon-
dents for that cycle account for the wave nonrespondents and the weight for the latter are set
to zero.

For some units, it may happen that, at some cycles, some of the covariates are not observed,
whereas the response variable is observed. This situation is sometimes referred to as missing
covariates, missing X’s, or missing regressors (Little, 1992; Parzen et al., 2002; Chen, 2004).
Some examples of this case, in table 2.1, are cycle 1 for units 4, 5, and 9. Unit 2 is an
extreme example of missing covariates, in which the outcome variable Y is observed at all
cycles whereas all the covariates are unobserved at all cycles.

At some cycles, some units may have the response variable Y not observed, whereas all the
covariates are observed. This situation is sometimes referred to as missing outcome or missing
response (see Rotnitzky et al. 1997, Wang et al. 2004, for analysis in the ignorable case, and
Baker and Laird 1988, Fitzmaurice et al. 1996, Rotnitzky et al. 1998, in the nonignorable case).
Some examples of this case, in table 2.1, are cycle 2 for unit 4 and cycle 3 for unit 9. Unit 3 is
an extreme example of missing outcome, for which the outcome variable Y is never observed
at any cycle whereas all the covariates are always observed.

There are also some units which, at some cycles, have missing outcomes and missing
covariates at the same time. For example, in table 2.1, units 5 and 6 have missing outcome and
missing covariates at cycles 2 and 3.

Additionally, in longitudinal studies it often occurs that when a subject misses one wave,
that subject never returns to the study. In other words, once there is a wave nonresponse for
some unit, that unit is likely to have wave nonresponse from then on. These units are called
dropouts (Fitzmaurice et al., 1995; Preisser et al., 2000; Yi and Thompson, 2005). Unit 7 in
table 2.1 is an example of a dropout at cycle 2, and unit 4 is an example of dropout at cycle 3.
On the other hand, in some cases, some units who miss a wave may come back to the study at
a later wave. These units can be called intermittent observations or units (see Fitzmaurice et al.
2004, sec. 14.4; Robins et al. 1995). Examples of intermittent observations, in table 2.1, are
units 6, 8, and 9. Unit 6 missed cycle 1 but came back at cycle 2, units 8 and 9 missed cycle 2
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Table 2.1: Some response patterns occurring in longitudinal studies. “Yes” means observed and x
means not observed.

unit cycle response Y covariate X1 covariate X2

1
1 Yes Yes Yes
2 Yes Yes Yes
3 Yes Yes Yes

2
1 Yes x x
2 Yes x x
3 Yes x x

3
1 x Yes Yes
2 x Yes Yes
3 x Yes Yes

4
1 Yes x x
2 x Yes Yes
3 x x x

5
1 Yes x x
2 x Yes x
3 x x Yes

6
1 x x x
2 x Yes x
3 x x Yes

7
1 Yes Yes Yes
2 x x x
3 x x x

8
1 Yes Yes Yes
2 x x x
3 Yes Yes Yes

9
1 Yes x Yes
2 x x x
3 x Yes Yes

10
1 x x x
2 x x x
3 x x x

but came back at cycle 3. The set consisting of all complete observations and dropouts is called
monotone dataset. We call the monotone dataset together with the intermittent observations
the intermittent dataset.

We now discuss the three general missing data mechanisms introduced in section 2.2.1
for the case of wave nonresponse. A dropout mechanism is missing completely at random
(MCAR) if it is independent of the measurement process. In other words, dropout is MCAR
if the probability of dropout at any given wave is independent of all observed (past) and unob-
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served (present and future) outcomes. The dropout mechanism is missing at random (MAR)
if it depends on the past (observed) outcomes but is independent of the current (missing) and
future (missing) outcomes. And the dropout mechanism is not missing at random (NMAR)
if it depends on the actual values of those unobserved outcomes from dropout onward. Fitz-
maurice et al. (2004) explain these mechanisms along these lines; with MAR, the people who
dropout at time t and those who remain in the study have the same distribution of present and
future observations conditional on them having the same past; with NMAR those two distribu-
tions are different, even after conditioning on the past history. MCAR means that at any time,
those who drop out have the same distribution of present and future observations as those who
remain in the study.

Intermittent patterns are a bit more complicated. We say the intermittent missing mecha-
nism is missing completely at random (MCAR) if it is independent of the measurement pro-
cess. This is, if the probability of missingness at a given wave is independent of all observed
and unobserved outcomes either in the past, present, or future waves. The intermittent miss-
ing mechanism is missing at random (MAR) if it is independent of the unobserved portion of
the measurement process. This is, if at a given wave, the probability of nonresponse depends
on the observed outcomes (either past or future) but is independent of the unobserved ones.
And the intermittent missing mechanism is not missing at random (NMAR) if it depends on
the unobserved portion of the measurement process. In other words, if at a given wave, the
probability of nonresponse depends on any unobserved outcomes (past, present, or future).

The GEE analysis using only the complete cases, i.e. those subjects with all waves com-
pletely observed, is valid only under the strongest assumption of MCAR. Here we use the
word “valid” to indicate that the regression coefficients obtained with this approach are con-
sistent. This approach is widely used because it is readily applicable using standard complete
case GEE software. However, even if the nonresponse mechanism is MCAR, complete case
analyses are usually inefficient (high variances) because of the reduction in number of obser-
vations compared to an analysis which uses all the observed waves for each subject. We call
this approach “available case” (AC) analysis. This method is more efficient than a complete
case analysis because it uses more data; but nonetheless, it yields consistent estimators of the
regression coefficients only under a MCAR mechanism (Albert, 1999), just like complete case
analysis. In the next subsection we describe a modified GEE method valid under the less
stringent assumption of waves MAR.

2.2.3 The Weighted GEE Using Response Probabilities
Monotone Missingness

Either complete case or available case GEE analysis with either monotone or intermittent miss-
ing data produces consistent estimates of the regression coefficients only in the case of MCAR
data. Robins et al. (1995) propose an extension of the GEE method, applicable to longitudinal
studies with missing observations, when the missing mechanism is MAR.

Diggle et al. (2002) summarize the idea of this method, for monotone datasets, along the
following lines. If pi j is the probability that subject i has not dropped out by time j, given
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his/her observed history, then (under MAR) the observation yi j is representative of all subjects
who do drop out and have the same history; therefore, in an available case GEE analysis, the
contribution of yi j needs to be weighted by the inverse of pi j, to account for those who dropped
out and have the same history. This methodology is sometimes called weighted generalized
estimating equations (WGEE).

The WGEE is well suited for our NLSCY dataset because it “requires, inevitably, that we
can consistently estimate the dropout probabilities for each subject given their observed mea-
surement history and any relevant covariates. This makes the method best suited to large-scale
studies” (Diggle et al., 2002). We next give a detailed explanation of the WGEE methodol-
ogy for monotone longitudinal datasets. We do not follow the exact same notation used in
that paper; we rather adopt the notation proposed by Hardin and Hilbe (2003), which is more
consistent with the notation in this thesis.

For this method we assume that the population satisfies the model

ξ :


E[Yi j|Xi j] = µi j = g−1(ηi j) = g−1(X ′i jββ ); i = 1,2, . . . ; j = 1,2, . . .

Var[Yi j|Xi j] = φυ(µi j); i = 1,2, . . . ; j = 1,2, . . .

Cov[Yi|Xi] = A1/2
i Ri(α)A1/2

i ; Ai = diag[φυ(µi j)]; R(α) = working correlation matrix
∀k 6= l, Yk = (Yk1,Yk2, · · ·) and Yl = (Yl1,Yl2, · · ·) are independent vectors given Xk, Xl .

We select n independent subjects from the population. We intend to measure each subject, i, T
times, but some subjects fail to respond after a given cycle and so, drop out of the study. We
intend to measure Yi and X ′i , as in equations 2.3, for all subjects, but due to dropouts the full
vector Yi and matrix X ′i are not always observed. We assume that in addition to Yit and Xit , at
time t we also measure a vector of covariates Vit , t = 1,2, ...,T . These extra variables V are
used to help us understand better the nonresponse mechanism, but are not included in the main
model ξ .

We define the response indicator variable Rit in the following way,

Rit =

{
1 if subject i is observed at time t
0 otherwise.

We assume that at any give time t, Yit , Xit , and Vit are either all observed or all missing. In
this subsection we only deal with dropouts; i.e. if Rit = 0 then Ri(t+1) = 0. Additionally, this
method assumes that all subjects are observed at wave 1; i.e. Ri1 = 1 for all subjects.

The MAR assumption, under these settings, can be written as

P(Rit = 1|Ri(t−1) = 1, Xi1, ...,XiT , Vi1, ...,ViT , Yi1, ...,YiT )

=P(Rit = 1|Ri(t−1) = 1, Xi1, ...,Xi(t−1), Vi1, ...,Vi(t−1), Yi1, ...,Yi(t−1)).

This means that, among those subjects observed at time t−1, the probability of being observed
at time t depends on the past (observed) measurements, but is independent of the current and
future measurements. The MAR mechanism implies the following, weaker, assumption; which
is sufficient for the WGEE method to be valid;

P(Rit = 1|Ri(t−1) = 1, Xi1, ...,Xi(t−1), Vi1, ...,Vi(t−1), Yi1, ...,YiT )
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=P(Rit = 1|Ri(t−1) = 1, Xi1, ...,Xi(t−1), Vi1, ...,Vi(t−1), Yi1, ...,Yi(t−1)) = pit (2.6)

In words of Robins et al. (1995), this last assumption means that, among subjects observed
at time t−1, nonresponse at time t is unrelated to the current and future outcomes Yit , ...,YiT ,
conditional on the observed past Xi1, ...,Xi(t−1), Vi1, ...,Vi(t−1), Yi1, ...,Yi(t−1). We assume that
the probability pit of being observed at time t, having been observed at time t−1 (conditional
on Xi1, ...,Xi(t−1), Vi1, ...,Vi(t−1), Yi1, ...,Yi(t−1)), is bigger than zero for all times t = 2, ...,T .
When the MAR assumption does not hold, the missing mechanism is nonignorable, and the
method described here does not work; Rotnitzky et al. (1998) propse a suitable extension in
those conditions.

Assumption 2.6 is not testable because it depends on some unobservable quantities (Yit , ...,
YiT ). Therefore it is necessary to include as many variables as possible in Vit , for all times t
in which subject i is observed, in order to ensure that equation 2.6 holds, at least to a good
approximation (Robins et al., 1995).

We assume that the response probabilities pit are a known function (taking values on [0,1])
of an unknown parameter λ , and the observed past Xi1, ...,Xi(t−1), Vi1, ...,Vi(t−1), Yi1, ...,Yi(t−1);
i.e. pit = pit(Xi1, ...,Xi(t−1), Vi1, ...,Vi(t−1), Yi1, ...,Yi(t−1); λ ). We will assume that pit follows
the logistic regression model

logit(pit) = log
(

pit

1− pit

)
= λ

′h(Xi1, ...,Xi(t−1), Vi1, ...,Vi(t−1), Yi1, ...,Yi(t−1)) (2.7)

where λ ′ = (λ1, ...,λq), and h(·) is a q× 1 known vector function of Xi1, ...,Xi(t−1), Vi1, ...,
Vi(t−1), Yi1, ...,Yi(t−1). Robins et al. (1995) also argue that “standard procedures can be used
to investigate the functional form of pit(·), [and. . . ] augmenting the model for pit will usually
lead to an improvement of the efficiency with which we estimate ββ .”

Now we let λ̂ be the partial pseudo maximum likelihood estimator of λ ; i.e. λ̂ maximizes
the partial pseudo log-likelihood

l(λ ) =
n

∑
i=1

li(λ ) =
n

∑
i=1

T

∑
t=1

log
{

pit(λ )Rit [1− pit(λ )]1−Rit
}Ri(t−1). (2.8)

And we define πit(λ ) = pi1(λ )×·· ·× pit(λ ); which, under MAR, is the probability that sub-
ject i is observed at time t given Xi1, ...,XiT , Vi1, ...,ViT , Yi1, ...,YiT ; and πit(λ̂ ) = pi1(λ̂ )×·· ·×
pit(λ̂ ). We also define the T ×T diagonal matrix ∆i(λ ) as

∆i(λ ) =


Ri1

πi1(λ ) O
Ri2

πi2(λ )
. . .

O RiT
πiT (λ )

 ;

and similarly the matrix ∆i(λ̂ ). If, as we are assuming here, all subjects are observed in the
first wave, then the first element of ∆i(λ ) (and ∆i(λ̂ )) is equal to 1 for all subjects.



GEE. 2.2. GEE for Incomplete Data 21

In the WGEE methodology, instead of equations 2.4, we solve the following set of equa-
tions to get our estimate, β̂β , of ββ :

n

∑
i=1

∂ µµ′i
∂ββ

V−1
i ∆i(λ̂ )(yi−µµi) = 0. (2.9)

Note that equations 2.9 differ for equations 2.4 only in the inclusion of the “weighting” matrix
∆i(λ̂ ). This matrix has the effect of setting to zero any unobserved residual in the vector (of
residuals) (yi−µµi), and weighting by the inverse of πit(λ̂ ) the corresponding observed residual
in this vector.

Under 2.6, and provided the model for pit is correctly specified, equation 2.9 has a root
β̂β that is consistent for ββ . Additionally, β̂β is unique with probability approaching to one
and asymptotically normal, under mild regularity conditions. For the proofs see Robins et al.
(1995).

The asymptotic variance of β̂β is given by

Varξ (β̂β ) =
1
n

Γ
−1C

(
Γ
−1)′ , (2.10)

where

Γ = Eξ

{
∂

∂ββ ′

[
∂ µµ′i
∂ββ

V−1
i ∆i(λ )(yi−µµi)

]}
,

C = I− JΩJ′,

I = Eξ

{[
∂ µµ′i
∂ββ

V−1
i ∆i(λ )(yi−µµi)

]⊗2
}

,

J = Eξ

{
∂

∂λ ′

[
∂ µµ′i
∂ββ

V−1
i ∆i(λ )(yi−µµi)

]}
,

Ω =
[

Var
{

∂ li(λ )
∂λ

}]−1

,

and A⊗2 = AA′ for any matrix (or vector) A.
We will denote ∂ µµ′i/∂ββ |

ββ=β̂β
by ∂ µµ′i/∂ β̂β for simplicity of notation. We can estimate the

variance in 2.10 by

V̂arξ (β̂β ) =
1
n

Γ̂
−1C̃(Γ̂−1)′;

where

Γ̂ =
1
n

n

∑
i=1

∂ µµ′i
∂ β̂β

V̂−1
i ∆i(λ̂ )

∂ µµi

∂ β̂β
,

C̃ = Î− ĴΩ̂Ĵ′,

Î =
1
n

n

∑
i=1

[
∂ µµ′i
∂ β̂β

V̂−1
i ∆i(λ̂ )(yi− µ̂µi)

]⊗2

,
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Ĵ =
1
n

n

∑
i=1

∂ µµ′i
∂ β̂β

V̂−1
i Λi(λ̂ , β̂β )

∂πi(λ )

∂ λ̂ ′
,

Λi(λ̂ , β̂β ) = diag
{Rit(yit− µ̂it)

[πi(λ̂ )]2

}
,

πi(λ̂ ) =
(
πi1(λ̂ ), . . . ,πiT (λ̂ )

)′
,

and Ω̂ is the inverse of the observed information from the partial pseudo likelihood 2.8.

Intermittent Missingness

The method in the previous subsection has the limitation of dealing only with (artificially)
monotone datasets. Therefore, when the longitudinal dataset contains intermittent patterns,
that method is obviously inefficient (does not use all data) and maybe even inconsistent if the
reasons for dropping out of the study differ from the reasons for missing a wave (and coming
back to the study). Robins et al. (1995) also propose an extension of WGEE applicable to
longitudinal studies with intermittent missing observations, when this missing mechanism can
be considered MAR.

We now present a detailed explanation of the WGEE methodology for intermittent longi-
tudinal datasets. Again, we adopt the notation proposed by Hardin and Hilbe (2003).

We make the same assumptions about the model and the measurements as in the previous
chapter, but here we additionally permit that some subjects who fail to respond at a given cycle
may come back to the study at a later cycle. We intend to measure Yi and Xi, as in equations
2.3, for all subjects, but due to dropouts and missing waves the full vector Yi and matrix Xi are
not always observed. We assume that in addition to Yit and Xit , at time t we also observe a
vector of covariates Vit , t = 1,2, ...,T .

We define the response indicator variable R̃it in the following way,

R̃it =

{
1 if subject i is observed at time t
0 otherwise.

And let Ỹit = R̃itYit , X̃it = R̃itXit , and Ṽit = R̃itVit .
We assume that at any give time t, Yit , Xit , and Vit are either all observed or all miss-

ing. In this subsection we allow dropouts and missing waves coming back; i.e. we allow
the vector R̃i = (R̃i1, R̃i2, ..., R̃iT )′ to take on any of 2T−1 possible realizations (i.e. any vector
r = (r1,r2, ...,rT )′ of zeros and ones of length T with first component equal to one). This
method assumes that all subjects are observed at wave 1; i.e. R̃i1 = 1 for all subjects. And we
redefine Rit in the following way,

Rit =

{
1 if R̃i1 = R̃i2 = · · ·= R̃it = 1
0 otherwise.

So, Rit is zero once a subject misses one wave.
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In order to be able to extract some information from the subjects who return to the study,
Robins et al. 1995 (and references therein), argue that one needs to assume the following
equation, which is stronger than equation 2.6 (and stronger than MAR):

P(R̃it = 1 | R̃i1, ..., R̃i(t−1), X̃i1, ..., X̃i(t−1), Ṽi1, ...,Ṽi(t−1), Ỹi1, ...,Ỹi(t−1),

Xi1, ...,XiT , Vi1, ...,ViT , Yi1, ...,YiT )
= P(R̃it = 1 | R̃i1, ..., R̃i(t−1), X̃i1, ..., X̃i(t−1), Ṽi1, ...,Ṽi(t−1), Ỹi1, ...,Ỹi(t−1)) = pit (2.11)

In words of Robins et al. (1995), this last assumption means that, the probability of be-
ing observed at time t, given the observed past, R̃i1, ..., R̃i(t−1), X̃i1, ..., X̃i(t−1), Ṽi1, ...,Ṽi(t−1),

Ỹi1, ...,Ỹi(t−1), through time t−1, does not depend on the unobserved past or present or on the
future. We still assume that the probability pit of being observed at time t, conditional on the
observed past, R̃i1, ..., R̃i(t−1), X̃i1, ..., X̃i(t−1), Ṽi1, ...,Ṽi(t−1), Ỹi1, ...,Ỹi(t−1), is bigger than zero
for all times t = 2, ...,T . For an extension to the nonignorable case, see, for example, Rotnitzky
et al. (1998).

We assume that the response probabilities pit are a known function (taking values on [0,1])
of an unknown parameter λ , and the observed past, R̃i1, ..., R̃i(t−1), X̃i1, ..., X̃i(t−1), Ṽi1, ...,Ṽi(t−1),

Ỹi1, ...,Ỹi(t−1); i.e.

pit = pit(R̃i1, ..., R̃i(t−1), X̃i1, ..., X̃i(t−1), Ṽi1, ...,Ṽi(t−1), Ỹi1, ...,Ỹi(t−1); λ ).

We will assume that pit follows the logistic regression model

logit(pit) = log
(

pit

1− pit

)
= λ

′h(R̃i1, ..., R̃i(t−1), X̃i1, ..., X̃i(t−1), Ṽi1, ...,Ṽi(t−1), Ỹi1, ...,Ỹi(t−1)) (2.12)

where λ ′ = (λ1, ...,λq), and h(·) is a q× 1 known vector function of R̃i1, ..., R̃i(t−1), X̃i1, ...,

X̃i(t−1), Ṽi1, ...,Ṽi(t−1), Ỹi1, ...,Ỹi(t−1).
Now we let λ̂ solve the estimating equation ∑

n
i=1 Sλ ,i(λ ) = 0, where

Sλ ,i(λ ) =
∂

∂λ
log
{ T

∏
t=2

[pit(λ )]R̃it [1− pit(λ )]1−R̃it
}

=
T

∑
t=2

[R̃it− pit(λ )]
∂ logit(pit)

∂λ
.

We define, for a subject i with nonresponse history R̃i = r,

πi(r,λ )

=
T

∏
t=2

{
pit(r1, ...,rt−1, r1Xi1, ...,rt−1Xi(t−1), r1Vi1, ...,rt−1Vi(t−1), r1Yi1, ...,rt−1Yi(t−1);λ ) rt ×

[1− pit(r1, ...,rt−1, r1Xi1, ...,rt−1Xi(t−1), r1Vi1, ...,rt−1Vi(t−1), r1Yi1, ...,rt−1Yi(t−1);λ )]1−rt
}

;

which, under 2.11, is equal to

πi(r,λ ) = P( R̃i = r
∣∣Xi1, ...,XiT , Vi1, ...,ViT , Yi1, ...,YiT );
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that is, it is the probability that a subject i with given Xi1, ...,XiT , Vi1, ...,ViT , Yi1, ...,YiT has a
nonresponse pattern given by the vector r.

We now let Φi = {Φi,r : r 6= (1,1, ...,1)}, where Φi,r is, for each r 6= (1,1, ...,1), a known
ν-dimensional function of r1Xi1, ...,rT XiT , r1Vi1, ...,rTViT , r1Yi1, ...,rTYiT selected by the in-
vestigator (Robins et al., 1995). We define

Ai(Φ, λ̂ ) =
RiT

πiT (λ̂ )
∑r 6=(1,1,...,1) πi(r, λ̂ )Φi,r−∑r 6=(1,1,...,1) I(R̃i = r)Φi,r,

where

I(R̃i = r) =

{
1 if R̃i = r
0 otherwise.

Robins et al. (1995) show that under 2.11, Ai(Φ, λ̂ ) has mean zero for all subjects i.
In this case, instead of equations 2.9, we solve iteratively the following set of equations to

get our estimate, β̃β , of ββ :

n

∑
i=1

{
∂ µµ′i
∂ββ

V−1
i ∆i(λ̂ )(yi−µµi)− θ̂Ai(Φ, λ̂ )

}
= 0; (2.13)

where ∆i(λ̂ ) is defined as in the previous subsection but replacing Rit by the one in this sub-
section; let Ui(ββ , λ̂ ) = ∂ µµ′i/∂ββV−1

i ∆i(λ̂ )(yi−µµi), then θ̂ = θ̂1θ̂
−1
2 ,

θ̂1 =
1
n

n

∑
i=1

e
(
Ui(ββ , λ̂ ), Sλ ,i(λ̂ )

)
e
(
Ai(Φ, λ̂ ), Sλ ,i(λ̂ )

)′
,

θ̂2 =
1
n

n

∑
i=1

e
(
Ai(Φ, λ̂ ), Sλ ,i(λ̂ )

)
e
(
Ai(Φ, λ̂ ), Sλ ,i(λ̂ )

)′
,

where

e(Pi,Qi) = Pi−
( n

∑
i=1

PiQ′i
)( n

∑
i=1

QiQ′i
)−1Q′i

is the residual for subject i from the multivariate regression of the vectors Pi on the vectors Qi,
i = 1,2, ...,n. Note that Ui(ββ , λ̂ ) is p×1, Sλ ,i(λ̂ ) is q×1, and Ai(Φ, λ̂ ) is ν×1.

Under 2.11, and provided the model for pit is correctly specified, equation 2.13 has a
root β̃β that is consistent for ββ . Additionally, β̃β is unique with probability approaching to
one and asymptotically normal, under mild regularity conditions; for the proofs see Robins
et al. (1995). They also argue that increasing the dimension, ν , of Φi,r never increases the
asymptotic variance of β̃β and usually decreases it.

The asymptotic variance of β̃β is given by

Varξ (β̃β ) =
1
n

Γ
−1Var[e(Ui(ββ , λ̂ ),Bi)]

(
Γ
−1)′ , (2.14)

Γ = Eξ

{
∂

∂ββ ′

[
∂ µµ′i
∂ββ

V−1
i ∆i(λ )(yi−µµi)

]}
,
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B′i =
(
Ai(Φ,λ )′, Sλ ,i(λ )′

)
.

Robins et al. (1995) claim that the estimator obtained by applying the method in the pre-
vious subsection to the artificially monotone dataset (i.e. ignoring any subject’s data after a
missing wave) is never more efficient than β̃β .

We can estimate the variance of β̃β in 2.14 as

V̂arξ (β̃β ) =
1
n2 Γ̂

−1
n

∑
i=1

[e(Ui(β̃β , λ̂ ), B̂i)]⊗2(Γ̂−1)′;

where
B̂′i =

(
Ai(Φ, λ̂ )′, Sλ ,i(λ̂ )′

)
and

Γ̂ =
1
n

n

∑
i=1

∂ µµ′i
∂ β̃β

V̂−1
i ∆i(λ̂ )

∂ µµi

∂ β̃β
.

2.2.4 Other Methods
Besides the re-weighting method of section 2.2.3, there are some other alternatives to marginal
estimation in longitudinal studies with missing responses, beyond the “naı̈ve” complete case
or available case analyses.

A common method of handling nonresponse, especially in pharmaceutical studies, is the
so-called “last observation carried forward” (LOCF); some examples are given by Ali and
Talukder (2005). The LOCF imputation method substitutes any missing value in a variable
by the last available value of that variable (at a previous wave); the filled-in dataset is then
analysed by usual complete case methods. This technique rests on the strong assumption that
the unobserved values remain unchanged after dropout. Liu and Gould (2002) and Shao and
Zhong (2006) show some examples in which the LOCF method produces biased estimates of
treatment effects, and leads to underestimation of variability. Cook et al. (2004) additionally
describe some instances where it causes biases in estimation of regression coefficients and
inflated type I error rates. They argue that the degree to which estimation from LOCF is valid
or invalid depends on the MCAR vs. MAR mechanism and on whether there is a trend in the
variable of interest over time.

Another alternative for handling missing values in longitudinal studies is multiple imputa-
tion (MI). Here, the missing observations are imputed, or filled-in, by some “proper” mecha-
nism, to obtain a completed dataset. This process is repeated a certain number of times to get
several completed datasets. Each of them is analyzed using standard complete case methods,
and the results from the different datasets are then combined to obtain the point and variance
estimators. For a comprehensive treatment of MI (including the definition of “proper”) see
in Rubin (1987). Some examples of application of this method are presented in Lavori et al.
(1995), Liu and Gould (2002), and Taylor et al. (2002).

For complex survey data, Fay (1996) (and other references therein) shows some cases
where the MI technique leads to inconsistent variance estimation; for example “in the common
situation of imputation cutting across sample clusters” (Rao and Shao, 1992). Binder and Sun
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(1996) show the conditions necessary for the imputation to be proper in a complex survey
situation, and argue that satisfying these conditions is difficult. The fact that the imputations
are improper results in strong overestimation of variability for some domain estimates (when
the domain indicator is not included in the imputation model); this problem is described in Fay
(1996) and the comments to that paper. Since domain estimation is extensively used in surveys
and “many domain estimates will not have been identified at the time that the imputation was
carried out... MI is not generally recommended for public use data files” (Kim et al., 2006).
For ignorable sampling mechanisms, Kim et al. (2006) also give expressions for the bias of
the MI variance estimator, and propose an adjustment by incorporating the survey weights
in the imputation model. Additionally, according to Rao and Shao (1992), “several statistical
agencies seem to prefer single imputation, mainly due to operational difficulties in maintaining
multiple complete data sets, especially in large-scale surveys.”

Likelihood methods also exist for estimation with missing values in longitudinal studies.
Some examples include Baker (1995), Fitzmaurice et al. (1996), Galecki et al. (2001), and Yi
and Thompson (2005).



Chapter 3

The Pseudo-GEE Approach to the
Analysis of Longitudinal Surveys with
Complete Data

3.1 The Joint Randomization Framework
The GEE method needs to be modified to be applied to data obtained from complex surveys.
The sampled units cannot be regarded as independent (clustering); and also, they all should
not account for the same amount in the estimation procedure since they are likely to have
been selected with varying probabilities. We begin with a brief discussion about different
approaches to inference from complex surveys.

There are three popular ways of inference from surveys of finite populations. In the pure
“model-based” approach the parameters of interest are parameters in a statistical model (su-
perpopulation model). Under this setting the design characteristics are ignored, sampled indi-
viduals are treated as i.i.d. observations, and all the inferences are carried out and evaluated
only with respect to the model. If the model being fitted is correct, one should use optimal
estimators with respect to the model, which usually means, ignoring the sample characteristics
(Binder and Roberts, 2003). They also show some examples in which this kind of estimators
may even be better (smaller design-based MSE) than design-based counterparts for estimating
finite population parameters. Scott and Smith (1974) argue that when strong knowledge about
the model exists, the sampling mechanism is irrelevant for estimation. On the other hand, if the
assumed model is misspecified, the results obtained by model-based methods can be invalid; in
the sense that point estimators may be inconsistent for the superpopulation parameters and/or
that variance estimators may be incorrect.

A commonly used mode of inference with samples from finite populations is known as
“design-based” approach. Here the parameters of interest are finite population quantities, “re-
garded as descriptive parameters to be estimated” (Binder and Roberts, 2003); all the variables
of interest are treated as nonrandom quantities; and the procedures are evaluated only with re-
spect to the properties of the selection mechanism of the sample. The biggest advantage of this
kind of inference is that the estimators are usually design unbiased or consistent for the finite

27
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population values, regardless of any model assumptions. Even more, “design-based estimates
tend to give valid inferences, even in some cases when the model is misspecified,” compared to
pure model-based estimators (Binder and Roberts, 2003). Obviously, design-based estimators
are less efficient than model-based ones when the model is true; but “for very large samples,
this loss may not be too serious, given the extra robustness achieved from the design-based
approach.”

The other popular way of inference is the “model-assisted” approach. Here, again, interest
lies exclusively on finite population parameters, all the observed quantities are regarded as
nonrandom, and all procedures are judged only with respect to the sampling design used. The
difference between this method and the design-based is that, in the present, superpopulation
models are borrowed to motivate approaches, specifically estimators. This last method has
the advantage over the design-based one that if the model used to motivate the estimators is
justifiable (i.e. is a good representation of the finite population) it increases efficiency.

A totally different method of inference from surveys is sometimes referred to as “joint ran-
domization” inference. In this case one is interested in superpopulation models (and possibly
causal relationships) thought to have generated the finite population, from which the sample is
obtained to make the inferences. The sample can be thought of as a second phase of sampling
from the superpopulation (Binder and Roberts, 2003). The main difference of this case and the
previous ones is that here both parts of the process, the randomization imposed by the model
generating the finite population values and the randomization introduced by the sampling se-
lection, are taken into account for the inferences.

Although this strategy is not used nearly as often as the previous three, it comprises some
characteristics that make it appealing for analytic uses of survey data. For one thing, we should
evaluate the model and evaluate the estimators with respect this model because “the ultimate
objective of causal modelling may be to develop the widely applicable models assumed with
the model-based approach” (Kalton, 1983). For another, when drawing inferences from survey
data, it is usually not appropriate to ignore the design features, so that plain model-based
techniques are generally not suited for survey data. The design features of the sample should
not, in general, be ignored, even under model inferences, mainly due to lack of independence
among the sampled units because of clustering in the population (and in the sample); and
also because of differential selection probabilities, which make the elements not “identical”.
Furthermore, as noted by Kalton (1983), pure model-based methods can be severely affected
by things like excluding important variables or interaction terms. Whereas in such a situation,
the inclusion of the design characteristics yields “the best fit of that model for the surveyed
population, and hence also a good fit for similar populations where ‘similar’ relates to the
excluded variables.” Another reason for a joint randomization approach is that, even under the
design-based approach, certain optimality criteria necessarily rely on models (as in Wu, 2003).
And finally, sometimes it is the only appropriate method of inference because of the way in
which the data are collected (as in Chen et al., 2004).

In this thesis we will follow this approach because what we are really interested in is model
parameters; i.e. we are interested in the effect of some covariates on an outcome variable, or
how the outcome variable changes with changes in the covariates. And the survey we will use
for our analyses is complex in the sense that the units are sampled in clusters (more specifically
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in multiple stages) and selected with differential probabilities and thus have different weights.
Additionally, we will be dealing with missing responses; and then it is necessary to posit a
model, either explicit or implicit. It is reasonable to use the “best” possible model, which
should be the main model, for the response mechanism. Therefore, it is natural to include, in
the evaluation of the estimators, the random mechanism imposed by the main model.

In the next section we first describe the pseudo-GEE approach to the analysis of longitu-
dinal survey data with complete responses. The use of survey weights under the estimating
equation approach has been examined by several authors, including Godambe and Thompson
(1986), Binder and Patak (1994) and Godambe (1995), among others. The consistency of the
resulting estimators, however, has not been formally established in these earlier investigations.
Several authors have investigated the asymptotic properties of estimating equations under an
assumed GEE model, for example Inagaki (1973), Yuan and Jennrich (1998), and Shao (2003),
but not in survey settings. We show that the pseudo-GEE estimators are consistent under the
proposed joint randomization framework.

A similar framework has been used by Rubin-Bleuer and Schiopu Kratina (2005) under a
more rigorous treatment using a product probability space. We take a more pragmatic approach
in this thesis; depending on the circumstance, we use a conditional argument with a particular
order of the involved randomizations. We are able to do this under the assumption that the
involved randomizations from different sources are unconfounded1; we can use the order we
see fit in each case.

For asymptotic development, we assume that there is a sequence of finite populations, in-
dexed by ν . Both, the population size Nν and the sample size nν depend on ν . All limiting
processes are understood as ν→∞. We assume that Nν →∞ and nν →∞ as ν→∞. Nonethe-
less, for simplicity, we will drop the dependence on ν , from the notation of Nν and nν , and use
N→ ∞ or n→ ∞, instead.

3.2 The Pseudo-GEE with Complete Data
We assume that we have a GEE model (satisfying the four items described in section 2.1.2)
about which we want to make inferences (i.e. inferences about the ββ coefficients); we denote
this model by ξ . In other words, we think of an infinite superpopulation satisfying the model

ξ :


E[Yi j|Xi j] = µi j = g−1(ηi j) = g−1(X ′i jββ ); i = 1,2, ...; j = 1,2, ...

Var[Yi j|Xi j] = φυ(µi j); i = 1,2, ...; j = 1,2, ...

Cov[Yi|Xi] = A1/2
i Ri(α)A1/2

i ; Ai = diag[φυ(µi j)]; R(α) = working correlation matrix
Yk and Yl are independent vectors conditional on Xk and Xl , ∀ k 6= l;

with the requirements specified in section 2.1.2. For notational simplicity, from now on we
will drop the dependence of the (conditional) mean and variance of Yi j on Xi j. So that E[Yi j]
and Var[Yi j] denote the expected value and variance of Yi j, conditional on the set of covariates
Xi j.

1 See section 4.2 (page 43) for more detail about unconfoundedness.



PGEE. 3.2. PGEE with Complete Data 30

Now, we assume that the finite population is a random sample of N elements drawn from
model ξ . Assume for the moment that we are able to “sample” the whole finite population, i.e.
that we could have a census of all the N elements. Since this census is in fact a random sample
from model ξ , by the theory in section 2.1.2, we could solve the following set of estimating
equations to obtain B:

N

∑
i=1

∂ µµ′i
∂ββ

V−1
i (yi−µµi) = 0. (3.1)

B is the so-called “census estimator” of ββ if we were able to sample the whole N elements.
Note that B is also denoted by ββN or β̂β N indistinguishably in the literature. This estimator plays
an important role in our theoretical development but has no practical value. The real question
of interest is how to make inference about ββ based on a survey sample selected from the finite
population.

We denote such a sample (of size n) by s and the sampling mechanism by π , which will
usually be complex. We assume that each subject i has associated with it a “survey weight” wi.
This weight will, basically, be the inverse of the probability of selection of unit i, but will also
be adjusted to account for things like nonresponse and calibration to known finite population
totals. An estimate of the finite population size, N, is

N̂ = ∑
s

wi .

If we treat the left-hand side of equation 3.1 as a finite population total, we can estimate it
based on sample s, using the well-known Horvitz-Thompson estimator (1952):

∑
s

wi
∂ µµ′i
∂ββ

V−1
i (yi−µµi),

where the sum is over the n elements in s. The sample based estimator of ββ , β̂β n, is defined as
the solution to the following set of estimating equations:

∑
s

wi
∂ µµ′i
∂ββ

V−1
i (yi−µµi) = 0. (3.2)

The Newton-Raphson procedure described in section 2.1.2 can be modified to obtain a
solution to 3.2. The updating step now becomes

ββ(l+1) = ββ(l) +
[
∑
s

wi
∂ µµ′i

∂ββ(l)
V−1

i(l)
∂ µµi

∂ββ(l)

]−1[
∑
s

wi
∂ µµ′i

∂ββ(l)
V−1

i(l) (yi−µµi(l))
]
.

With these modifications, the dispersion parameter φ is estimated by

φ̂ =
∑i∈s wi ∑

Ti
j=1 e2

i j

(∑s wiTi)− p
=

∑i∈s wi ∑
Ti
j=1(yi j− µ̂i j)2/υ(µ̂i j)

(∑s wiTi)− p
; (3.3)
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and if the within-subject association is unspecified (and the same for all subjects), we estimate
α by

α̂ jk =
∑i∈s wiei jeik

[(∑s wi)− p]φ̂
=

∑i∈s wi(yi j− µ̂i j)(yik− µ̂ik)/
√

υ(µ̂i j)υ(µ̂ik)
[(∑s wi)− p]φ̂

. (3.4)

and the standardized residuals, ei j, are given by the same form as in section 2.1.2.
Because of these changes, from n to N̂ and from ∑

n
i=1 Ti to ∑s wiTi, usual GEE software

procedures like gee in R or genmod in SAS are not recommended for survey data. Even if one
specifies the weight variable as the survey weights wi, these procedures do not carry out the
appropriate modification of φ̂ and α̂ .

With respect to estimation of uncertainty about β̂β n, we should have in mind that we are
following joint randomization inference. Therefore we ought to calculate the variance of it
with respect to both randomization mechanisms: the randomization induced by the model
and the randomization induced by the sampling scheme. As Kovacevic and Rai (2002) point
out, “in general the total variance should be used for inference about the superpopulation
parameters because it accounts for both variabilities.” We use subscripts ξ or π to indicate
under the model or under the design respectively; and use the double subscript ξ π to indicate
under the mixed randomization.

The estimator β̂β n is consistent for ββ jointly under the model and the design, as the following
theorem states:

Theorem 3.1. Let sn(ββ ) = ∑s wiψi(Yi,ββ ), where ββ ∈ Θ⊂ Rp and ψi(Yi,ββ ) is a function from
RTi ×Θ to Rp; let ββ0 ∈ Θ be such that Eξ π [sn(ββ0)] = 0; let hi(Yi) = supββ∈Θ ‖ψi(Yi,ββ )‖, i =
1,2, . . . , where ‖ · ‖ is the usual L1 norm. Suppose that

1. supi Eξ [h2
i (Yi)] < ∞ and supi Eξ ||Yi||< ∞;

2. For any c > 0 and sequence {yi} satisfying ‖yi‖ ≤ c, the sequence of functions {gi(ββ ) =
ψi(yi,ββ )} is equicontinuous on any open subset of Θ;

3. The function ∆N(ββ ) = Eξ π [N−1sn(ββ )] has the property that inf|ββ−ββ0|>ε |∆N(ββ )|> 0 for
any ε > 0;

4. There exists a β̂β n ∈ Θ that is solution to sn(ββ ) = 0, i.e. β̂β n is the pseudo-GEE estimator
of ββ such that sn(β̂β n) = 0;

5. β̂β n = Op(1);

6. The design weights wi satisfy N−1
∑s wiZi−N−1

∑
N
i=1 Zi = Op(1/

√
n) for any variable

Z such that N−1
∑

N
i=1 Z2

i = O(1);

then β̂β n
p→ ββ0, where “p” denotes in probability w.r.t. both the model ξ and the sampling

design π .

Condition 5 is weaker than assuming the parameter space is compact, which is what Robins
et al. (1995) assumed for their results. Here the “p” in Op(1) means in probability with respect
to the joint ξ π distribution.
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In condition 6 the “p” in Op(1/
√

n) means under the distribution induced by the design
π . This condition is weaker than assuming N−1

∑s wiZi is asymptotically normally distributed.
That is, if ẐHT = N−1

∑s wiZi ∼̇ N(Z̄,σ2/n), then condition 6 is satisfied. “Hájek (1960, 1964)
established the asymptotic normality of Ŷ HT under simple random sampling and rejective sam-
pling with unequal selection probabilities. Vı́šek (1979) established the asymptotic normality
of Ŷ HT for the well-known Rao-Sampford method of unequal probability sampling without
replacement” (Wu and Rao, 2006).

The joint variance of β̂β n is given by

Varξ π(β̂β n) = Varξ [Eπ(β̂β n)]+Eξ [Varπ(β̂β n)]. (3.5)

The first component in 3.5, Varξ [Eπ(β̂β n)], is called the “model variance component” and rep-
resents the variance in a census fit to the model, using data from the entire finite population.
The second component, Eξ [Varπ(β̂β n)], is called the “design variance component” or “sam-
pling variance component” and represents the additional variance contributed by sampling of
the finite population; it comes from the fact that a sample of n elements is observed rather than
the entire finite population of N elements (Särndal et al., 1992).

Let B� = Eπ(β̂β n); i.e. B� is the conceptual finite population quantity which is unbiasedly
estimated by β̂β n. If Varξ [B�] has the usual order of 1/N, and suppose that the sampling fraction
n/N is small or negligible, then the leading term in the joint variance is Eξ [Varπ(β̂β n)]. Note
that the B� defined above is usually not identical to B, the solution to 3.1. Therefore we can
write

Varξ π(β̂β n)
.= Eξ [Varπ(β̂β n)]. (3.6)

We can estimate the joint variance of β̂β n in 3.6 with V̂arξ π(β̂β n)= V̂arπ(β̂β n); where V̂arπ(β̂β n)
is an estimator of the design variance of β̂β n, which can be constructed using Taylor Lin-
earization (as in Binder, 1983) or replication techniques. The estimator V̂arξ π(β̂β n) is approx-
imately unbiased under the joint randomization since Eξ π [V̂arπ(β̂β n)] = Eξ{Eπ [V̂arπ(β̂β n)]}

.=
Eξ [Varπ(β̂β n)].

3.3 Proof of Consistency of the Pseudo-GEE Estimators

Theorem 3.1 establishes the weak consistency of the pseudo-GEE estimator β̂β n under the joint
randomization of both the model and the sampling design. The following lemma, adapted
from Lemma 5.3. of Shao (2003), plays a key role in proving our theorem.

Lemma 3.2. Suppose that

1. Θ is a compact subset of Rp;

2. supi Eξ [h2
i (Yi)]< ∞ and supi Eξ ||Yi||< ∞, where hi(Yi)= supββ∈Θ ‖ψi(Yi,ββ )‖ and ψi(Yi,ββ )

is a function from RTi×Θ to Rp;
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3. For any c > 0 and sequence {yi} satisfying ‖yi‖ ≤ c, the sequence of functions {gi(ββ ) =
ψi(yi,ββ )} is equicontinuous on any open subset of Θ;

4. N−1
∑s wiZi −N−1

∑
N
i=1 Zi = Op(1/

√
n), where Z is any variable independent of the

design, for which N−1
∑

N
i=1 Z2

i = O(1);

then, as n→ ∞ (and N→ ∞),

sup
ββ∈Θ

∣∣∣∣∣∣∣∣ 1
N

sn(ββ )−∆N(ββ )
∣∣∣∣∣∣∣∣ p→ 0,

where sn(ββ ) = ∑s wiψi(Yi,ββ ) and ∆N(ββ ) = Eξ π [N−1sn(ββ )] = N−1
∑

N
i=1 Eξ [ψi(Yi,ββ )].

Proof of Lemma 3.2. .

Without loss of generality we assume that the ψi’s are scalar; if each of the components (in
absolute value) of a vector goes to zero in probability, then the norm of the vector goes to zero
in probability. By Hölder’s inequality (with p = q = 2) and Markov’s inequality, for any c > 0,

Eξ [hi(Yi)I(‖Yi‖> c)] ≤
[
Eξ [h2

i (Yi)]
]1/2 [

Eξ I(‖Yi‖> c)
]1/2

≤
[
sup

i
Eξ [h2

i (Yi)]
]1/2

[
supi Eξ‖Yi‖

c

]1/2

.

Let c0 = supi Eξ [h2
i (Yi)] and c1 = supi Eξ ||Yi|| (both < ∞ by assumption 2 in the lemma). Then,

for all i,
Eξ [hi(Yi)I(‖Yi‖> c)]≤ c1/2

0 c1/2
1 c−1/2 = O(c−1/2). (3.7)

For any ε > 0 and O ⊂Θ, Markov’s inequality and 3.7 imply that:

Pξ π

( 1
N ∑

s
wi sup

ββ∈O
ψi(Yi,ββ )I(‖Yi‖> c) > ε

)
≤ Pξ π

( 1
N ∑

s
wihi(Yi)I(‖Yi‖> c) > ε

)
≤ 1

ε
Eξ π

[ 1
N ∑

s
wihi(Yi)I(‖Yi‖> c)

]
≤ 1

ε
sup

i
Eξ [hi(Yi)I(‖Yi‖> c)]

= O(c−1/2);

based on this, and considering that

− inf
ββ∈O

ψi(Yi,ββ ) = sup
ββ∈O
{−ψi(Yi,ββ )} ≤ sup

ββ∈O
||ψi(Yi,ββ )||,

we have that for any O ⊂Θ, as c→ ∞,

Pξ π

(
1
N ∑

s
wi sup

ββ∈O
ψi(Yi,ββ )I(‖Yi‖> c)− 1

N ∑
s

wi inf
ββ∈O

ψi(Yi,ββ )I(‖Yi‖> c) > ε

)
→ 0. (3.8)
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Now, by the equicontinuity of {gi(ββ ) = ψi(Yi,ββ )} over i and Θ, given any ε > 0, there
exists a δ , such that for any open ball O with radius less than δ , if ββ1,ββ2 ∈ O , we have:∣∣ψi(Y,ββ1)I(‖Y‖ ≤ c)−ψi(Y,ββ2)I(‖Y‖ ≤ c)

∣∣≤ ε/4,

for any Y . This implies that

sup
ββ1∈O

sup
ββ2∈O

[ψi(Y,ββ1)I(‖Y‖ ≤ c)−ψi(Y,ββ2)I(‖Y‖ ≤ c)]≤ ε/4,

and therefore,

1
N ∑

s
wi sup

ββ∈O
ψi(Yi,ββ )I(‖Yi‖ ≤ c)− 1

N ∑
s

wi inf
ββ∈O

ψi(Yi,ββ )I(‖Yi‖ ≤ c)≤
[ 1

N ∑
s

wi

]
ε

4
; (3.9)

note that (by assumption 4) N−1
∑s wi = 1+Op(1/

√
n), then we have Pπ(N−1

∑s wi > 2)→ 0;
consequently, using 3.8 and 3.9, as n→ ∞,

Pξ π

(
1
N ∑

s
wi sup

ββ∈O
ψi(Yi,ββ )− 1

N ∑
s

wi inf
ββ∈O

ψi(Yi,ββ ) >
ε

2

)
→ 0. (3.10)

Now, for the same O , by the WLLN for independent random variables, and condition 2,
we know that

Pξ

(∣∣∣∣∣
∣∣∣∣∣ 1
N

N

∑
i=1

inf
ββ∈O

ψi(Yi,ββ )− 1
N

N

∑
i=1

Eξ

[
inf

ββ∈O
ψi(Yi,ββ )

]∣∣∣∣∣
∣∣∣∣∣> ε

2

)
→ 0. (3.11)

Besides, note that | infββ∈O ψi(Yi,ββ )| ≤ hi(Yi); so that by assumption 2 we can apply assumption
4 to infββ∈O ψi(Yi,ββ ), to get∣∣∣∣∣

∣∣∣∣∣ 1
N ∑

s
wi inf

ββ∈O
ψi(Yi,ββ )− 1

N

N

∑
i=1

inf
ββ∈O

ψi(Yi,ββ )

∣∣∣∣∣
∣∣∣∣∣= Op(n−1/2) = op(1). (3.12)

It follows from 3.11 and 3.12 that

Pξ π

(∣∣∣∣∣
∣∣∣∣∣ 1
N ∑

s
wi inf

ββ∈O
ψi(Yi,ββ )− 1

N

N

∑
i=1

Eξ

[
inf

ββ∈O
ψi(Yi,ββ )

]∣∣∣∣∣
∣∣∣∣∣> ε

)
→ 0. (3.13)

Hence, by 3.10 and 3.13,

Pξ π

(
1
N ∑

s
wi sup

ββ∈O
ψi(Yi,ββ )− 1

N

N

∑
i=1

Eξ

[
inf

ββ∈O
ψi(Yi,ββ )

]
> ε

)
→ 0. (3.14)

Now let Hn(ββ ) = N−1
∑s wiψi(Yi,ββ )−N−1

∑
N
i=1 Eξ [ψi(Yi,ββ )]; then

sup
ββ∈O

Hn(ββ ) ≤ 1
N ∑

s
wi sup

ββ∈O
ψi(Yi,ββ )+

1
N

N

∑
i=1

sup
ββ∈O

Eξ [−ψi(Yi,ββ )]
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≤ 1
N ∑

s
wi sup

ββ∈O
ψi(Yi,ββ )+

1
N

N

∑
i=1

Eξ

[
sup
ββ∈O
{−ψi(Yi,ββ )}

]
=

1
N ∑

s
wi sup

ββ∈O
ψi(Yi,ββ )− 1

N

N

∑
i=1

Eξ

[
inf

ββ∈O
ψi(Yi,ββ )

]
;

this, together with 3.14, implies

Pξ π

(
sup
ββ∈O

Hn(ββ ) > ε

)
≤ Pξ π

(
1
N ∑

s
wi sup

ββ∈O
ψi(Yi,ββ )− 1

N

N

∑
i=1

Eξ

[
inf

ββ∈O
ψi(Yi,ββ )

]
> ε

)
→ 0. (3.15)

Similarly, it can be shown that

Pξ π

(
inf

ββ∈O
Hn(ββ ) <−ε

)
→ 0. (3.16)

Now, since Θ is compact there exist m < ∞ open balls O j such that Θ⊂
⋃m

j=1 O j; then

Pξ π

(
sup
ββ∈Θ

|Hn(ββ )|> ε

)
≤ Pξ π

(
sup

ββ∈
⋃m

j=1 O j

|Hn(ββ )|> ε

)
≤

m

∑
j=1

Pξ π

(
sup
ββ∈O j

|Hn(ββ )|> ε

)
→ 0,

by 3.15 and 3.16.
Therefore, we get the desired result:

sup
ββ∈Θ

|Hn(ββ )|= sup
ββ∈Θ

∣∣∣∣∣ 1
N ∑

s
wiψi(Yi,ββ )− 1

N

N

∑
i=1

Eξ [ψi(Yi,ββ )]

∣∣∣∣∣= sup
ββ∈Θ

∣∣∣∣ 1
N

sn(ββ )−∆N(ββ )
∣∣∣∣ p→ 0.

Proof of Theorem 3.1. We carry out this proof in two cases:

CASE 1: Θ is a compact subset of Rp

The following inequality holds:∣∣∣ 1
N

sn(ββ )
∣∣∣= ∣∣∣∆N(ββ )+

1
N

sn(ββ )−∆N(ββ )
∣∣∣

≥
∣∣∆N(ββ )

∣∣− ∣∣∣ 1
N

sn(ββ )−∆N(ββ )
∣∣∣;
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therefore, making use of the lemma, for any ε > 0,

inf
|ββ−ββ0|>ε

∣∣∣ 1
N

sn(ββ )
∣∣∣≥ inf

|ββ−ββ0|>ε

{∣∣∆N(ββ )
∣∣− ∣∣∣ 1

N
sn(ββ )−∆N(ββ )

∣∣∣}
≥ inf
|ββ−ββ0|>ε

∣∣∆N(ββ )
∣∣− sup
|ββ−ββ0|>ε

∣∣∣ 1
N

sn(ββ )−∆N(ββ )
∣∣∣

≥ inf
|ββ−ββ0|>ε

∣∣∆N(ββ )
∣∣− sup

ββ∈Θ

∣∣∣ 1
N

sn(ββ )−∆N(ββ )
∣∣∣

= inf
|ββ−ββ0|>ε

∣∣∆N(ββ )
∣∣+op(1). (3.17)

By assumption 3, the right-hand side of 3.17 is strictly greater than zero in probability, as
n→ ∞; and therefore, for any ε > 0, as n→ ∞,

Pξ π

(
inf

|ββ−ββ0|>ε

∣∣∣ 1
N

sn(ββ )
∣∣∣> 0

)
→ 1.

Since, by assumption 4, β̂β n solves sn(ββ ) = 0 for ββ ∈ Θ, this limit implies that, for any ε > 0,
|β̂β n−ββ0| ≤ ε in probability. This means that β̂β n

p→ ββ0.

CASE 2: Θ is any subset of Rp

By assumption 5. in the theorem, for any ε > 0, there is an M > 0 such that Pξ π(||β̂β n|| ≤M) >
1−ε for all n. The result follows from case 1 by considering the closure of Θ∩{ββ : ||ββ || ≤M}
as the parameter space. Let Θ∗ be the clousure of Θ∩{ββ : ||ββ || ≤M}. Then, for any δ > 0,

Pξ π(||β̂β n−ββ0||> δ ) = Pξ π(||β̂β n−ββ0||> δ , ||β̂β n|| ≤M)+Pξ π(||β̂β n−ββ0||> δ , ||β̂β n||> M)

≤ Pξ π(||β̂β n−ββ0||> δ , ||β̂β n|| ≤M)+Pξ π(||β̂β n||> M)

< Pξ π(||β̂β n−ββ0||> δ , ||β̂β n|| ≤M)+ ε

≤ Pξ π(||β̂β n−ββ0||> δ , β̂β n ∈Θ
∗)+ ε

= Pξ π(β̂β n ∈Θ
∗)Pξ π(||β̂β n−ββ0||> δ | β̂β n ∈Θ

∗)+ ε

≤ Pξ π(||β̂β n−ββ0||> δ | β̂β n ∈Θ
∗)+ ε

≤ 2ε,

where the last line is due to the fact that Θ∗ is compact and then Case 1 applies. So that
β̂β n

p→ ββ0.



Chapter 4

Analysis of Longitudinal Surveys with
Missing Responses

4.1 The Weighted Pseudo-GEE under a Model for Response
Probabilities

The methods in section 2.2.3 apply to general studies with wave nonresponse, either monotone
or intermittent. It turns out that if there are no time-dependent covariates, the two situations:
wave nonresponse and missing response, are equivalent, since all time invariant covariates
have been observed at wave 1. So, WGEE is also applicable in the case of missing responses
with no time-dependent covariates. Nonetheless, even if there are (observed) time-dependent
covariates, the case of missing response can be treated as a wave nonresponse situation, and
the WGEE method can be applied. In this case one would ignore, for the main model, the
information provided by the covariates whenever the response is missing, but can still use it
for the nonresponse models. We now briefly show how the WGEE method of section 2.2.3
applies to longitudinal surveys with missing responses.

We assume that the superpopulation satisfies model ξ of section 2.2.3, and the finite pop-
ulation is a random sample of N elements from model ξ . From this finite population we select
a (complex) sample s of n subjects, by means of design π; and each subject i has associated
with it the (cycle 1’s longitudinal) survey weight wi. Some subjects drop out of the study at a
given cycle. We define the response indicator variable Rit as 1 if subject i is observed at time
t, and 0 otherwise. We assume that the response mechanism is MAR as described in equation
2.6, and that pit follows the logistic regression model 2.7, which is indexed by λ . Recall that
pit is the probability that unit i responds at time t, having responded at time t−1 (and given its
observed past). Also, recall that we use an estimate of pit to adjust the observations from the
respondents at time t to account for the nonrespondents at that time.

The parameters λ of the response model can be estimated by maximising the partial
pseudo-likelihood

l(λ ) = ∑
s

wili(λ ) = ∑
i∈s

wi

T

∑
t=1

log
{

pit(λ )Rit [1− pit(λ )]1−Rit
}Ri(t−1). (4.1)

37
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We call λ̂ such estimator and let πit(λ ), πit(λ̂ ), ∆i(λ ), and ∆i(λ̂ ) defined as in the “Monotone
Missingness” subsection of section 2.2.3.

In the weighted GEE approach of section 2.2.3, the weights refer to the inverse of the
response probabilities. With a complex survey sample, we have another set of weights, namely
wi. These are either the basic design weights or calibrated ones. Our proposed weighted
pseudo-GEE method takes into account both sets of weights. First, if we follow the approach
of Shao and Steel (1999) by dividing the finite population into two strata, one for respondents
and the other for nonrespondents, then the weighted GEE, at the finite population level, would
be

N

∑
i=1

∂ µµ′i
∂ββ

V−1
i ∆i(λ̂N)(yi−µµi) = 0, (4.2)

where λ̂N is the partial pseudo maximum likelihood estimator of λ obtained from the “census”
version of 4.1, and ∆i(λ ) = diag[Rit/πit(λ )]. Note that the weight in matrix ∆i(λ ) for any
unobserved component of yi is zero. In equation 4.2, µµi is a function of ββ and we call the
solution for it B.

We propose a sample-based weighted GEE, termed as the Weighted Pseudo-GEE (WPGEE),
using a Horvitz-Thompson type of estimator to the left hand side of 4.2, given by

∑
s

wi
∂ µµ′i
∂ββ

V−1
i ∆i(λ̂ )(yi−µµi) = 0. (4.3)

This equation is approximately unbiased under the joint randomization imposed by the su-
perpopulation model, sampling design, and (MAR) response mechanism, ξ πR. The WPGEE
estimator, β̂β n, is the solution to 4.3.

The joint variance of β̂β n is given by

Varξ πR(β̂β n) = Varξ R[Eπ(β̂β n)]+Eξ R[Varπ(β̂β n)]
.= Varξ R(B)+Eξ R[Varπ(β̂β n)] (4.4)

where
Varξ R(B) =

1
N

Γ
−1C(Γ−1)′, (4.5)

and Γ and C have the same form as in the “monotone missingness” part of section 2.2.3.
The first component in 4.4, Varξ R(B), is the model variance component and represents the
variance in a census fit of the model; it is due to the fact that the N finite population data
points scatter according to model ξ . The second component of 4.4, Eξ R[Varπ(β̂β n)], the design
variance component, represents the additional variance contributed by sampling of the finite
population.

We can estimate the joint variance of β̂β n in 4.4 by estimating the two components sepa-
rately, as

V̂arξ πR(β̂β n) = V̂arξ R(B)+ V̂arπ(β̂β n);
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where V̂arπ(β̂β n) is an estimator of the design variance of β̂β n, which can be calculated using
the bootstrap technique; and

V̂arξ R(B) =
1
N̂

Γ̂
−1C̃(Γ̂−1)′;

where N̂ = ∑s wi,

Γ̂ =
1
N̂ ∑

s
wi

∂ µµ′i
∂ β̂β n

V̂−1
i ∆i(λ̂ )

∂ µµi

∂ β̂β n
,

C̃ = Î− ĴΩ̂Ĵ′,

Î =
1
N̂ ∑

s
wi

[
∂ µµ′i
∂ β̂β n

V̂−1
i ∆i(λ̂ )(yi− µ̂µi)

]⊗2
,

Ĵ =
1
N̂ ∑

s
wi

∂ µµ′i
∂ β̂β n

V̂−1
i Λi

(
λ̂ , β̂β n

)∂πi (λ )

∂ λ̂ ′
,

Λi(λ̂ , β̂β n) and πi(λ̂ ) have the same form, and Ω̂ is the inverse of the observed information from
the partial pseudo likelihood 4.1.

Equation 4.3 can also be written as

∑
i∈s

∂ µµ′i
∂ββ

V−1
i


wiRi1
πi1(λ̂ )

O
wiRi2
πi2(λ̂ )

. . .
O wiRiT

πiT (λ̂ )

(yi−µµi) = 0 (4.6)

Equation 4.6 is “appealing” because it indicates that, for monotone longitudinal survey data,
what WPGEE does is to adjust the original survey weight (for example cycle 1’s longitudinal
weight) for the inverse of the estimated probability that subject i responds at the given wave;
and then weights the corresponding residual in (yi− µµi) by this wave-specific “adjustment
factor.” Since Statistics Canada provides longitudinal weights for each cycle (as we show in
Table 1.3), which are the cycle 1’s longitudinal weights adjusted for nonresponse at the given
cycle, it is likely that using Statistics Canada’s cycle-specific weights in equation 4.6 produces
similar results to the ones obtained by WGEE along with the estimation of the πit’s (for exam-
ple by logistic regression). Nonetheless, this approach is not directly applicable to the NLSCY
because this survey has non-monotone (i.e. intermittent) missing patterns, and equation 4.6 is
only applicable to monotone patterns.

With respect to intermittent patterns we proceed as follows. We make the same assump-
tions about the model ξ on the superpopulation, and sample design π; here some subjects
who fail to respond at some cycle do come back to the survey at a later cycle. We define the
response indicator variables R∗it and Rit , and the vector R∗i as in section 2.2.3.
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We still assume that the response process satisfies equation 2.11, and that the response
probabilities pit follow the logistic regression model 2.12. Now we let λ̂ solve the weighted
estimating equation

∑
s

wiSλ ,i(λ ) = 0,

where Sλ ,i(λ ) has the same form as in the “intermittent missingness” part of section 2.2.3. We
let πi(r,λ ), Φi, Ai(Φ, λ̂ ), and ∆i(λ̂ ) as in section 2.2.3; but now we solve the following set of
weighted equations to get the estimate, β̃β , of ββ :

∑
s

wi

(
∂ µµ′i
∂ββ

V−1
i ∆i(λ̂ )(yi−µµi)− θ̂Ai(Φ, λ̂ )

)
= 0, (4.7)

where θ̂ = θ̂1θ̂
−1
2 , and, if Ui(ββ , λ̂ ) = ∂ µµ′i/∂ββV−1

i ∆i(λ̂ )(yi−µµi),

θ̂1 =
1
N̂ ∑

s
wie
(
Ui(ββ , λ̂ ), Sλ ,i(λ̂ )

)
e
(
Ai(Φ, λ̂ ), Sλ ,i(λ̂ )

)′
,

θ̂2 =
1
N̂ ∑

s
wie
(
Ai(Φ, λ̂ ), Sλ ,i(λ̂ )

)
e
(
Ai(Φ, λ̂ ), Sλ ,i(λ̂ )

)′
,

and e(Pi,Qi) is the residual for subject i from the weighted multivariate regression of the vec-
tors Pi on the vectors Qi.

Under 2.11, and provided the model for pit is correctly specified, equation 4.7 has a root
β̃β that is consistent for ββ jointly under model, design, and response mechanism. This can be
seen from the following argument;

Eξ πR(β̃β ) = Eξ R[Eπ(β̃β )]
.= Eξ R(B) (4.8)
.= ββ . (4.9)

The estimating equations involved in 4.7 are approximately unbiased for those involved in
the corresponding “census” equation, which typically implies that β̃β is also approximately
unbiased for B, which leads to 4.8. For a proof of 4.9 see Robins et al. (1995). Additionally, β̃β

is unique with probability approaching to one and asymptotically normal, under mild regularity
conditions.

The joint variance of β̃β is given by

Varξ πR(β̃β ) = Varξ R[Eπ(β̃β )]+Eξ R[Varπ(β̃β )]
.= Varξ R(B)+Eξ R[Varπ(β̃β )], (4.10)

where
Varξ R(B) =

1
N

Γ
−1Var

[
e
(
Ui(ββ , λ̂ ),Bi

)]
(Γ−1)′, (4.11)



LONGIT. SURVEYS WITH MISSING RESPONSES. 4.2. Pseudo-GEE under Hot-deck Imputation 41

and Γ and B′i have the same form as in the intermittent missingness part of section 2.2.3.
The first component in 4.10, Varξ R(B), is the model variance component; and the second
component, Eξ R[Varπ(β̃β )], is the design variance component.

We can estimate the joint variance of β̃β in 4.10 by estimating the two components sepa-
rately, as

V̂arξ πR[β̃β ] = V̂arξ R(B)+ V̂arπ(β̃β );

where V̂arπ(β̃β ) is an estimator of the design variance of β̃β , which can be estimated using usual
design-based variance estimation techniques; and

V̂arξ R(B) =
1

N̂2
Γ̂
−1

∑
s

wie
(
Ui(β̃β , λ̂ ), B̂i

)
(Γ̂−1)′;

where B̂′i takes the same form as in the intermittent missingness part of section 2.2.3, Γ̂ and C̃
have the same form as before, and

Î =
1
N̂ ∑

s
wi

[
∂ µµ′i
∂ β̃β

V̂−1
i ∆i(λ̂ )(yi− µ̂µi)

]⊗2
,

Ĵ =
1
N̂ ∑

s
wi

∂ µµ′i
∂ β̃β

V̂−1
i Λi(λ̂ , β̃β )

∂πi (λ )

∂ λ̂ ′
,

Λi(λ̂ , β̃β ) and πi(λ̂ ) have the same form, and Ω̂ is the inverse of the observed information from
the partial pseudo likelihood 4.1.

Equations 4.4 and 4.10 are somewhat shaky even though the estimators β̂β n and β̃β are con-
sistent for B under the design, i.e. Eπ(β̂β n)

.= B and Eπ(β̃β ) .= B. The real issue here is that
both β̂β n and β̃β have a bias which may not be of order o(1/

√
n), so bias becomes not negli-

gible in deriving Varξ R[Eπ(β̂β n)] or Varξ R[Eπ(β̃β )]. However, if the sampling fraction is small,
and Varξ R[Eπ(β̂β n)] and Varξ R[Eπ(β̃β )] have the usual order of 1/N, then, these model variance
components (in 4.4 and 4.10) are negligible and can be dropped; as at the end of section 3.2.

4.2 Pseudo-GEE Method under Hot-deck Imputation
Large scale survey datasets are analyzed by different researchers, with different objectives of
analyses. It is common practice nowadays for survey organizations, such as Statistics Canada,
to produce a “complete” dataset with missing values imputed by appropriate methods. One
advantage of using a common imputed data file is that different analyses can be compared
with each other, and some internal consistency can be preserved.

For the rest of the thesis we assume that all the covariates are observed for all individuals
at all times. Whereas the variable of interest, or response variable, is missing for some sub-
jects and times. For some subjects we may have observed the response variable at all times.
These subjects do not require any imputation and their actual observations are used in all the
estimation procedures. Other subjects may have the response variable observed at some times
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but not others. For these subjects we impute the response variable only at those times when
it is missing; but use their actual observations when it is not. And for other subjects we may
need to impute the response variable at all times.

We assume that our main model contains only categorical or ordinal covariates. If there
are continuous covariates, for the time being, we ignore those in the imputation process. One
may also categorize any continuous covariates thought to influence the missing mechanism if
there is little or no loss in doing so.

At each cycle we divide all the subjects according to the cross-classified cells by covariates.
Each cell in this classification is an imputation class. Within each cycle and imputation class
we select a “donor,” from among the respondents, for each nonrespondent, and replace the
missing value of the response variable by the one from the donor. After we have filled-in all
the missing responses at all times, we obtain a completed dataset.

With the completed dataset we are able to apply the usual GEE methodology, and standard
software, to get the necessary point estimates. However, if we leave the correlation structure
unspecified, most software packages will use method of moments to estimate the correlation
parameters, using the completed (imputed) dataset. There might be a loss of efficiency by do-
ing so; this requires further investigation. To avoid any possible loss of efficiency, in this thesis
we leave the correlation structure unspecified but to estimate a given correlation parameter,
say between times t and t ′, we use only those subjects who have observed responses at both
times t and t ′ (see chapter 5 for more detail, in particular equations 5.3 and 5.8).

Nonetheless, this does not mean, automatically, that these estimators have good proper-
ties; or that standard measures of variability can be used. Therefore we need to address their
properties.

Here we make the same assumptions about the model, ξ , and the sample, s, as in sec-
tion 3.2. As was mentioned above, we only consider cases where all the covariates are either
categorical or ordinal. We also assume that covariates which affect the response-nonresponse
mechanism are all included in the superpopulation model ξ , so we can form imputation classes
using covariates from the model ξ only. The total number of imputation classes is determined
by the number of cross-classified cells using all covariates. Under such a formulation of im-
putation classes, the MAR assumption is satisfied.

By doing this, the model expectation of all responses within the same imputation class
will be constant, whether the response is observed or missing. This condition may not be
imperative in practice but is the assumption we need to facilitate the proof of the consistency
of the resulting estimators of the model parameters.

The classification into imputation classes of all the subjects at each time, according to the
cross-classification by covariates, leads to r jg respondents and m jg = n jg−r jg nonrespondents,
at time j, in cell g of the cross-classification; where n jg is the number of selected individuals
falling into cell g, g = 1,2, · · · ,G at time j; and G = (c1× c2×·· ·× cp), and ck is the number
of categories of the k-th covariate.

It may occur that, for some cycle(s), some cells contain no sampled elements at all; the
estimation method still works out in this case. Nevertheless, a problem does arise when some
cell has one or more missing values yet not any respondents; in such an instance there would
be no available donor for some nonrespondent(s). In the simulations studies of chapter 5 we
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discard any sample in which this situation occurs. In practice, one would have to deal with it
in some other way; for example one could collapse some neighbouring cells or merge some
categories of some covariate(s).

If we define imputation classes based on covariates used in the model, and if some of these
covariates are time-varying, we could end up with different imputation classes at different time
points (i.e. waves). This may not impose a problem for practical applications, but it does cause
notational problems for our theoretical developments here. In what follows, we assume that
our imputation classes are formulated in a refined way, such that any donor set for a particular
missing response will not cut across imputation classes at different time points.

We then have that the finite population U can be partitioned, into “imputation classes”, as
U = U1∪U2∪·· ·UG =

⋃G
g=1Ug; so that we can write the “census” estimating function as

N

∑
i=1

∂ µµi

∂ββ
V−1

i (yi−µµi) =
G

∑
g=1

∑
i∈Ug

∂ µµi

∂ββ
V−1

i (yi−µµi);

and at the sample level, s = ∪G
g=1sg, and ∑s

∂ µµi/∂ββV−1
i (yi− µµi) = ∑

G
g=1 ∑i∈sg

∂ µµi/∂ββV−1
i (yi−

µµi). Now, following the framework used by Shao and Steel (1999), we consider that the finite
population can also be partitioned into “respondents” and “nonrespondents,” as U = Ur ∪Um,
where Ur = ∪G

g=1Ugr, and Ugr is the set of “responding” units in cell g of the finite population.
Similarly for Um.

The double summation should carry over for all technical arguments. It is easy to see,
as demonstrated in the proof of property 4.1 below, that all key arguments come from within
each imputation class, and then sum up over all classes. So, without loss of generality, we will
proceed as if we only have one imputation class, for simplicity of notation.

We consider two commonly used hot-deck imputation procedures; the unweighted and
the weighted hot-deck imputation. Under “unweighted hot-deck,” for each time j and each
cell g we draw a simple random sample with replacement of size m jg, from among the r jg
respondents, which serve as donors for the m jg nonrespondents. The selection of the m jg
donors is done with equal probabilities among the r jg respondents. For “weighted hot-deck,”
on the other hand, the selection of donors is carried out with probabilities proportional to the
respondent’s weight, wi.

We assume that the model (ξ ), sampling (π), response (R), and imputation (I) mechanisms
are unconfounded. According to Brick et al. (2004), this means that after conditioning on all
auxiliary variables, the distribution of the variable Y is independent of the other three mecha-
nisms. This allows the interchange of the model expectation and the other three.

Let y∗i be the vector of all the observed responses, yobs
i = yo

i , and imputed responses,
yimp

i = yI
i , for subject i, organized as y∗i =

(
(yobs

i )′,(yimp
i )′

)′ = (
(yo

i )
′,(yI

i)
′)′. We also sort

the components of µµi correspondingly, as µµi =
(
(µµobs

i )′,(µµmis
i )′

)′ = ((µµo
i )
′,(µµM

i )′
)′.

We estimate ββ applying the GEE method to the “filled-in” or “completed” dataset; i.e. we
use y∗i as the response variable for subject i. We solve the following set of equations

U∗n (ββ ) = ∑
s

wi
∂ µµ′i
∂ββ

V−1
i (y∗i −µµi) = 0, (4.12)
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where we sort the Ti columns of ∂ µµ′i/∂ββ , the Ti rows and columns of Vi, and the Ti elements
of µµi according to the corresponding ordering of the vector y∗i . Vi is a working variance-
covariance matrix of Yi, composed as Vi = A1/2

i RiA
1/2
i , where Ai is a Ti×Ti diagonal matrix

with Varξ [Yi j] = φυ(µi j) as the j-th diagonal element, and Ri is a working correlation matrix
for Yi.

We now examine asymptotic properties of the pseudo-GEE estimator β̂β , which is the so-
lution to 4.12, under imputation for missing response variable, using either weighted or un-
weighted hot-deck imputation method 1. The consistency of β̂β under the joint ξ πRI random-
ization is established in Theorem 4.2, below. Proofs are given in section 4.5.

Property 4.1. The estimating function U∗n (ββ ), on the left hand side of equation 4.12 is un-
biased with respect to the model, design, response, and imputation mechanisms if these are
unconfounded.

Proof of Property 4.1.

Eξ πRI[U
∗
n (ββ )] = Eξ πRI

[
∑
s

wi
∂ µµ′i
∂ββ

V−1
i (Y ∗i −µµi)

]
= Eξ πRI

[
G

∑
g=1

∑
sg

wi
∂ µµ′(g)

∂ββ
V−1

i (Y ∗i −µµ(g))

]

= EπRI

[
G

∑
g=1

∑
sg

wi
∂ µµ′(g)

∂ββ
V−1

i (Eξ [Y ∗i ]−µµ(g))

]

= EπRI

[
G

∑
g=1

∑
sg

wi
∂ µµ′(g)

∂ββ
V−1

i (µµ(g)−µµ(g))

]
= 0,

where µµ(g) = g−1(X′(g)ββ ) is the model-mean response in class g, and X′(g) is a typical covariate
vector value in that class. Also, in class g, Eξ [Y ∗i ] = µµ(g) because inside that class, all elements
(either observed or missing) have the same ξ -expectation.

NOTE that the previous result remains valid for any combination of model and imputation
strategy satisfying Eξ I[Y ∗i ] = µµi. Besides the hot-deck imputation method described above,
other examples of this are mean imputation within cells (for only-categorical covariates), and
regression imputation (when the model ξ is linear). The latter is also applicable with continu-
ous covariates.

In what follows we assume that the selection of a certain respondent i, as donor, in the
hot-deck imputation procedure, is carried out with probability proportional to a “weight” τi.
This τi corresponds exactly to wi if weighted hot-deck is used, and to 1 if we use unweighted

1 For the remainder of this thesis we call β̂β the actual estimator used (obtained with the imputed dataset), i.e.
the solution to U∗n (ββ ) = 0; β̂β n the conceptual estimator obtained in the ideal situation of 100% response rate; B
the conceptual estimator obtained in a census situation; and ββ the (superpopulation) parameter of interest.
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hot-deck. We also assume r/n = O(1); so that, for instance, O(1/
√

r) = O(1/
√

n). The case
with r/n = 1+o(1) is trivial, since it implies negligible missing fraction for large samples.

Theorem 4.2. Let sn(ββ )= ∑s wiψi(Yi,ββ ), s∗n(ββ )= ∑s wiψi(Y ∗i ,ββ ), where ββ ∈Θ⊂Rp, ψi(Yi,ββ )
is a function from RTi ×Θ to Rp, and Y ∗i is the vector Yi with missing values imputed by the
hot-deck method (either weighted or unweighted); let ββ0 ∈Θ be such that Eξ π [sn(ββ0)] = 0; let
hi(Yi) = supββ∈Θ ‖ψi(Yi,ββ )‖, i = 1,2, . . . , where ‖ · ‖ is the usual L1 norm; and let ∆∗N(ββ ) =
Eξ πRI[N−1s∗n(ββ )]. Suppose that

1. supi Eξ |hi(Yi)|2 < ∞ and supi Eξ ||Yi||< ∞;

2. For any c > 0 and sequence {yi} satisfying ‖yi‖ ≤ c, the sequence of functions {gi(ββ ) =
ψi(yi,ββ )} is equicontinuous on any open subset of Θ;

3. The function ∆N(ββ ) = Eξ π [N−1sn(ββ )] has the property that inf|ββ−ββ0|>ε |∆N(ββ )|> 0 for
any ε > 0;

4. There exists a β̂β ∈Θ that is solution to s∗n(ββ ) = 0, i.e. β̂β is the pseudo-GEE estimator of
ββ such that s∗n(β̂β ) = 0;

5. β̂β = Op(1);

6. The design weights wi satisfy N−1
∑s wiZi−N−1

∑
N
i=1 Zi = Op(1/

√
n) for any variable

Z such that N−1
∑

N
i=1 Z2

i = O(1);

then β̂β
p→ ββ0, where “p” denotes in probability with respect to the model ξ , the sampling

design π , the response mechanism R, and the imputation mechanism I.

The proof of Theorem 4.2 is given in section 4.5.1.

4.3 Variance Estimation under Hot-deck Imputation
In this section we develop linearization variance estimators for the pseudo-GEE estimator
β̂β under imputation for missing responses. The general strategy is to break down the total
variance into various variance components, and then estimate them piece by piece.

There are four randomization processes and each of them contributes some amount of error.
The error inherited by the model; this is produced because the N elements in the population are
generated by model ξ . Then the error generated by the sampling mechanism π; which is basi-
cally due to the fact that we do not observe the whole finite population, but instead select only
a portion of it to be observed. Additionally, not all elements in the sample are observed; only
a part of it, which is generated by the response mechanism R, which we assume to be MAR.
And finally the imputation error; this has two features. The imputation process I is usually a
random mechanism, and if we repeated the imputation step, we would obtain a different set of
imputed values. Additionally, even with deterministic imputation there is error in the imputed
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values. Särndal (1992) points out that “the variance of an estimated total is increased by impu-
tation, because imputation does not (except in truly exceptional circumstances) reproduce the
true value yk.”

Särndal’s observation may be interpreted in two ways. On the one hand, it should be clear
that under random imputation, the variance of an estimated total using the imputed values
should be higher than that of the complete case estimator. But even for deterministic impu-
tation that seems to be the case. For example, in all the cases considered by Chen and Shao
(2000) the variance of an estimated mean using data completed by nearest neighbour imputa-
tion is higher than the variance of the complete case estimator.

The other way of interpreting Särndal’s remark is to compare the variance of the estimated
total using imputed values to the variance of the conceptual estimator that one would obtain
if there were no missing values. The variance of the former should be higher than that of the
latter because of two reasons. Not only do the imputed values vary from sample to sample
(whereas if there were 100% response rate they would not) but also they are sample-based
(more specifically, respondent set-based).

We now introduce some notation. We let β̂β be the solution to equations 4.12. We call β̂β n
the vector that solves the following set of equations

Un(ββ ) =
1
N ∑

s
wi

∂ µµ′i
∂ββ

V−1
i (yi−µµi) = 0. (4.13)

In other words, β̂β n is the estimator vector one would obtain if all the elements selected in the
sample s had been fully observed. And finally we let B be the solution to the equations

UN(ββ ) =
1
N

N

∑
i=1

∂ µµ′i
∂ββ

V−1
i (yi−µµi) = 0. (4.14)

That is, B is the estimator of ββ obtained when the GEE method is applied to the whole finite
population.

Now we can decompose the total error in the estimator β̂β as follows

β̂β −ββ = (β̂β − β̂β n)+(β̂β n−B)+(B−ββ )
= (Imputation error)+(Sampling error)+(Model error).

We consider the practical situation for most complex longitudinal surveys where the sampling
fraction is small or negligible, i.e. n/N = o(1). We also assume that the usual

√
n order applies

to various estimators used in the decomposition of the total variance, i.e. β̂β − β̂β n = Op(1/
√

r),
β̂β n−B = Op(1/

√
n), B−ββ = Op(1/

√
N) = op(1/

√
r); where r is the number of respondents,

n is the sample size, and N is the finite population size. We can therefore ignore all terms
involving B−ββ . This leads to the following decomposition of the total variance:

VTot =Eξ πRI(β̂β −ββ )(β̂β −ββ )′

=Eξ πRI(β̂β − β̂β n)(β̂β − β̂β n)
′+Eξ πRI(β̂β n−B)(β̂β n−B)′+

{
Eξ πRI(β̂β − β̂β n)(β̂β n−B)′
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+Eξ πRI(β̂β n−B)(β̂β − β̂β n)
′}+o(1/r)

=VImp +VSam +{CImp-Sam +C′Imp-Sam}+o(1/r), (4.15)

where VImp = Eξ πRVI(I), VI(I) = EI(β̂β − β̂β n)(β̂β − β̂β n)
′; VSam = EξVπ , Vπ = Varπ(β̂β n−B) =

Eπ(β̂β n−B)(β̂β n−B)′; and CImp-Sam = EπRICξ (Iπ), Cξ (Iπ) = Eξ (β̂β − β̂β n)(β̂β n−B)′.
Asymptotic expansions for each of the terms involved in 4.15, which are used to construct

a variance estimator, are given in Theorem 4.3, below; the proof will be given in section 4.5.2.
Let

H(ββ ) =
N

∑
i=1

∂ µµ′i
∂ββ

V−1
i

∂ µµi

∂ββ
, and Ĥ(ββ ) = ∑

s
wi

∂ µµ′i
∂ββ

V−1
i

∂ µµi

∂ββ
,

πi = 1/wi, ∆ii = πi(1−πi), πi j be the joint probability of inclusion of elements i and j, and
∆i j = πi j−πiπ j, for i 6= j.

Theorem 4.3. Under conditions that lead to 4.15, the four leading variance-covariance com-
ponents can be approximated as follows:

(1) The imputation variance component:

VImp =Eξ πRVI(I) = Eξ πREI(β̂β − β̂β n)(β̂β − β̂β n)
′

.=Eξ πR

{[
Ĥ(β̂β n)

]−1
[
∑
s

w2
i

∂ µµ′i
∂ β̂β n

V−1
i

(
0 0
0 diag(s2

τr)

)
V−1

i
∂ µµi

∂ β̂β n
+
(
∑
i∈s

wiEI(z∗i )
)⊗2][

Ĥ(β̂β n)
]−1
}
,

(4.16)

where s2
τr = ∑r τ jy2

j/∑r τ j − (∑r τ jy j/∑r τ j)2 is the τ-weighted sample variance and ȳτr =
∑r τky j/∑r τ j the τ-weighted mean of respondents in the given cycle, and

EI(z∗i ) =
∂ µµ′i
∂ β̂β n

V−1
i

(
yo

i −µµo
i

ȳτr−µµM
i

)
;

(2) The sampling variance component:

VSam =EξVπ = Eξ Varπ(β̂β n−B)

.=Eξ

{[
H(B)

]−1
[ N

∑
i=1

N

∑
j=1

∆i j

πiπ j
ziz′j
][

H(B)
]−1
}

, (4.17)

where zi = ∂ µµ′i/∂BV−1
i (yi−µµi); and

(3) The cross, imputation-sampling, component:

CImp-Sam = EπRICξ (Iπ) = EπRIEξ (β̂β − β̂β n)(β̂β n−B)′

.= EπRI

{[
Ĥ(ββ )

]−1×

[
∑

i, j∈s
∑
i 6= j

wiw j
∂ µµ′i
∂ββ

V−1
i

(
0 0

Eξ (eI
ieo

j
′) 0

)
V−1

j
∂ µµ j

∂ββ
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−∑
s

w2
i

∂ µµ′i
∂ββ

V−1
i

(
0 0

Eξ (eM
i eo

i
′) Eξ (eM

i eM
i
′)

)
V−1

i
∂ µµi

∂ββ

]
×
[
Ĥ(ββ )

]−1

}
,

(4.18)

where eo
i = yo

i − µµo
i and eI

i = yI
i − µµM

i are the “observed” and “imputed” parts of the error
e∗i = y∗i − µµi, respectively; and eM

i = yM
i − µµM

i is the “missing” part of the error ei = yi− µµi.
Note that eo

i = yo
i −µµo

i is also the “observed” part of the error ei = yi−µµi.

To estimate the total variance of β̂β , in Theorem 4.3, we follow the approach used in Särndal
(1992) and in Brick et al. (2004). We get (approximately) unbiased estimators of each of the
three components, VImp, VSam, and CImp-Sam, and add them up to get an approximately unbiased
estimator of VTot.

4.3.1 Estimation of Imputation Variance Component
For the imputation variance component, VImp, we can use a simple “plug-in” estimator of VI(I)
(and VImp):

V̂Imp = V̂I(I)

=
[
Ĥ(β̂β )

]−1
[
∑
s

w2
i

∂ µ̂µ′i
∂ β̂β

V̂−1
i

(
0 0
0 diag(s2

τr)

)
V̂−1

i
∂ µ̂µi

∂ β̂β
+
(
∑
i∈s

wiÊI(z∗i )
)⊗2][

Ĥ(β̂β )
]−1

, (4.19)

where ÊI(z∗i ) = ∂ µ̂µ′i/
∂ β̂β

V̂−1
i
( yo

i−µ̂µo
i

ȳτr−µ̂µM
i

)
.

4.3.2 Estimation of Sampling Variance Component
With regard to the estimation of the sampling component, VSam, the first and last terms (the
“bread”) on the RHS of equation 4.17 do not involve the design and we can just estimate it
with Ĥ(β̂β ). On the other hand, the estimation of the term in the middle (the “meat”) is not
straightforward. This term is:

Varπ [Un(B)] =
1

N2

N

∑
i=1

N

∑
j=1

∆i j

πiπ j
ziz′j.

According to Särndal et al. (1992), this can be unbiasedly estimated by

1
N2 ∑

i∈s
∑
j∈s

∆i j

πi jπiπ j
ziz′j.

However, even if all the elements in the sample s were fully observed, this estimator requires
the knowledge of the joint probabilities of inclusion for every pair of sampled elements. Since
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this is often unfeasible, an alternative estimator, which assumes the PSUs are selected with
replacement, is

1
n(n−1) ∑

k∈s

[
nwkzk−∑

i∈s
wizi

]⊗2
=

1
n−1

[
(n−1)∑

k∈s
w2

kzkz′k− ∑
k,i∈s

∑
i6=k

wkwizkz′i
]

(4.20)

=
1

n−1

[
n ∑

k∈s
w2

kzkz′k−
(
∑
i∈s

wizi

)⊗2]
(4.21)

where zi = ∂ µµ′i/∂BV−1
i (yi− µµi) and A⊗2 = AA′. This estimator has a positive bias when the

PSUs are selected without replacement. However, if the first stage sampling fraction is small
this bias is negligible. We are going to use this estimator. Nonetheless, we cannot apply it
directly since we have some missing yi j’s (and then some missing terms in some zi’s). A
naı̈ve approach replaces any missing yi j by the corresponding imputed value yI

i j. This method
underestimates the true variability. If we let z∗i = ∂ µµ′i/∂BV−1

i (y∗i − µµi), our naı̈ve estimator of
the “meat” would be

1
n−1

[
n ∑

k∈s
w2

kz∗kz∗k
′−
(
∑
i∈s

wiz∗i
)⊗2]

,

which has the following (model) bias:

∑
k∈s

w2
k

∂ µµ′k
∂B

V−1
k

[(0 0
0 Eξ (eI

keI
k
′)

)
−

(
0 Eξ (eo

keM
k
′)

Eξ (eM
k eo

k
′) Eξ (eM

k eM
k
′)

)]
V−1

k
∂ µµk

∂B

− 1
n−1 ∑

k,i∈s
∑
i 6=k

wkwi
∂ µµ′k
∂B

V−1
k

(
0 Eξ (eo

keI
i
′)

Eξ (eI
keo

i
′) Eξ (eI

keI
i
′)

)
V−1

i
∂ µµi

∂B
, (4.22)

where eI
k = yI

k − µµM
k , eo

k = yo
k − µµo

k , eM
k = yM

k − µµM
k . The order of magnitude of the double

summation term in 4.22 is unclear. But simulation studies reported in chapter 5 reveal that
its contribution is very minor and may be omitted for simplicity; at least for simple random
sampling and stratified random sampling.

In order to obtain an estimator of this bias we must find estimators of the quantities
Eξ (eI

keI
k
′), Eξ (eo

keM
k
′), Eξ (eM

k eM
k
′), Eξ (eo

keI
i
′), and Eξ (eI

keI
i
′). Since yI

k and yo
k are available for all

elements k∈ s (the former are imputed values and the latter are observed ones), we can estimate
Eξ (eI

keI
k
′), Eξ (eo

keI
i
′), and Eξ (eI

keI
i
′) with rI

krI
k
′, ro

krI
i
′, and rI

krI
i
′, respectively; where ro

k = yo
k− µ̂µo

k

and rI
k = yI

k− µ̂µM
k are the “observed” and “imputed” parts of the residual rk = y∗k− µ̂µk.

On the other hand, yM
k is never observed -it is by definition “the missing part of yk”,- so

that Eξ (eo
keM

k
′) and Eξ (eM

k eM
k
′) cannot be estimated in the same form. We can, nonetheless,

make use of the matrix V̂i for this purpose. This matrix is an estimator of Eξ (eiei
′) = Eξ (yi−

µµi)(yi−µµi)′ for every i. Then, for an element k we can take the sub-matrix of V̂i corresponding
to the observed rows and missing columns of element k as an estimator of Eξ (eo

keM
k
′); and

the sub-matrix of V̂i corresponding to missing rows and missing columns of element k as an
estimator of Eξ (eM

k eM
k
′). The naı̈ve estimator of Vπ is then:

V̂ ∗π =
[
Ĥ(β̂β )

]−1
[ 1

n−1

{
n ∑

k∈s
w2

kz∗kz∗k
′−
(
∑
i∈s

wiz∗i
)⊗2}][

Ĥ(β̂β )
]−1

,



LONGIT. SURVEYS WITH MISSING RESPONSES. 4.4. Alternative Approach for Variance Estimation 50

whose bias can be estimated by

[
Ĥ(β̂β )

]−1×

{
∑
k∈s

w2
k

∂ µ̂µ′k
∂ β̂β

V̂−1
k

[(0 0
0 rI

krI
k
′

)
−

(
0 V̂ (oM)

k

V̂ (oM)′
k V̂ (MM)

k

)]
V̂−1

k
∂ µ̂µk

∂ β̂β

− 1
n−1 ∑

k,i∈s
∑
i6=k

wkwi
∂ µ̂µ′k
∂ β̂β

V̂−1
k

(
0 ro

krI
i
′

rI
kro

i
′ rI

krI
i
′

)
V̂−1

i
∂ µ̂µi

∂ β̂β

}
×
[
Ĥ(β̂β )

]−1
, (4.23)

where ro
k = yo

k− µ̂µo
k , rI

k = yI
k− µ̂µM

k , V̂ (oM)
k is the sub-matrix of V̂k corresponding to the observed

rows and missing columns of subject k, and V̂ (MM)
k the sub-matrix corresponding to missing

rows and missing columns of k. And the double summation term could be safely dropped for
simple random sampling and stratified random sampling.

4.3.3 Estimation of Cross Term Variance Component
To get an estimator of the mixed term Cξ (Iπ) (and CImp-Sam), we can follow the same idea in the
previous two sections. We estimate Eξ (eI

ie
o
j
′) by rI

ir
o
j
′, where rI

i = yI
i − µ̂µM

i and ro
j = yo

j − µ̂µo
j ;

and we estimate Eξ (eo
i eM

i
′) and Eξ (eM

i eM
i
′) by V̂ (oM)

i and V̂ (MM)
i , respectively. Therefore, our

estimator of CImp-Sam and Cξ (Iπ) is

ĈImp-Sam = Ĉξ (Iπ)

=
[
Ĥ(β̂β )

]−1×[
∑

i, j∈s
∑
i 6= j

wiw j
∂ µ̂µ′i
∂ β̂β

V̂−1
i

(
0 0

rI
ir

o
j
′ 0

)
V̂−1

j
∂ µ̂µ j

∂ β̂β
−∑

s
w2

i
∂ µ̂µ′i
∂ β̂β

V̂−1
i

(
0 0

V̂ (oM)′
i V̂ (MM)

i

)
V̂−1

i
∂ µ̂µi

∂ β̂β

]
×
[
Ĥ(β̂β )

]−1
. (4.24)

4.4 An Alternative Approach for Variance Estimation

An alternative and simpler way of estimating the total variance of β̂β consists of expressing
its total error around ββ directly, rather than decomposing it in the three terms, imputation,
sampling, and model errors. Since β̂β

p→ ββ , we can use Taylor series expansions to get

β̂β −ββ =−
[
EπI

(
∂U∗n (ββ )

∂ββ

)]−1
U∗n (ββ )+op(1/

√
r)

= [H(ββ )]−1U∗n (ββ )+op(1/
√

r),

so that

VTot =Eξ πRI(β̂β −ββ )(β̂β −ββ )′

=Eξ R[VarπI(β̂β −ββ )]
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=Eξ R{[H(ββ )]−1VarπI[U∗n (ββ )][H(ββ )]−1}+o(1/r),

where the “meat” is

VarπI[U∗n (ββ )] = VarπEI[U∗n (ββ )]+EπVarI[U∗n (ββ )]. (4.25)

The interchange of R and π in the expectation above can be justified in two ways. For one
thing, if the individual missing probability is independent of other units selected in the sample,
then R and π are clearly exchangeable. The other way to justify this is to note that under the
current formulation of imputation classes, responses are missing completely at random within
each class, and therefore the missing mechanism R can be ignored.

The two pieces in 4.25 can be called “sampling variance component” and “imputation
variance component”. The inner part of the sampling variance component is:

EI[U∗n (ββ )] = EI
[
∑
s

wi
∂ µµ′i
∂ββ

V−1
i

(
yo

i −µµo
i

yI
i−µµM

i

)]
= ∑

s
wi

∂ µµ′i
∂ββ

V−1
i

(
yo

i −µµo
i

ȳτr−µµM
i

)
. (4.26)

We then must calculate the design variance of this quantity. If we called

zτi =
∂ µµ′i
∂ββ

V−1
i

(
yo

i −µµo
i

ȳτr−µµM
i

)
,

then EI[U∗n (ββ )] = ∑s wizτi would look like a Horvitz-Thompson estimator; for which we can
use usual design techniques to calculate its variance and an estimate of it. Let Vτnaı̈ve be such
variance and V̂τnaı̈ve be the estimator.

Since there are some values in some of the zτi’s that are not actual observed quantities,
but sample-based means, 4.26 is not exactly a H-T estimator. Vτnaı̈ve tends to be too small
compared to the true design variance of EI[U∗n (ββ )] = ∑s wizτi. In simple cases it can be seen
that Vτnaı̈ve = (r/n)2Varπ [∑s wizτi]. If we assume that V̂τnaı̈ve is an unbiased estimator of Vτnaı̈ve,
then (n/r)2V̂τnaı̈ve would be an unbiased estimator of (the “meat” of) the sampling variance
component, VarπEI[U∗n (ββ )].

The second piece of 4.25 corresponds to the imputation variance component, and can be
easily computed as follows. The inner part is:

VarI[U∗n (ββ )] = VarI
[
∑
s

wi
∂ µµ′i
∂ββ

V−1
i

(
yo

i −µµo
i

yI
i−µµM

i

)]
= ∑

s
w2

i
∂ µµ′i
∂ββ

V−1
i

(0 0
0 diag(s2

τr)

)
V−1

i
∂ µµi

∂ββ
; (4.27)

which can be directly estimated by plugging in the corresponding estimated values of ββ and as-
sociation parameter(s). Obviously such estimator also estimates (the “meat”of) the imputation
variance component, EπVarI[U∗n (ββ )].
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4.5 Proofs

4.5.1 Proof of Theorem 4.2: Consistency of PGEE Estimators with Hot-
deck Imputation

Lemma 4.4. Suppose that conditions in Lemma 3.2 hold and that Y ∗i is the vector Yi with
missing values imputed by the hot-deck method (weighted or unweighted), then, as r,n,N→∞,

sup
ββ∈Θ

∣∣∣∣∣∣∣∣ 1
N

s∗n(ββ )−∆
∗
N(ββ )

∣∣∣∣∣∣∣∣ p→ 0,

where s∗n(ββ ) = ∑s wiψi(Y ∗i ,ββ ) and ∆∗N(ββ ) = Eξ πRI[N−1s∗n(ββ )] = N−1Eξ πRI ∑s wiψi(Y ∗i ,ββ ).

Proof of Lemma 4.4: .

The proof follows the same lines as the proof of Lemma 3.2, with modifications over terms
involving Y ∗i . Expression 3.7 remains unchanged; which implies that P(h j(Yj)I(‖Yj‖ > c) >

ε)≤ Eξ [h j(Yj)I(‖Yj‖> c)]/ε = O(c−1/2), independent of j. Now, for any O ⊂Θ:

sup
ββ∈O

∣∣ψi(Y ∗i ,ββ )
∣∣I(‖Y ∗i ‖> c)≤ sup

ββ∈Θ

∣∣ψi(Y ∗i ,ββ )
∣∣I(‖Y ∗i ‖> c)

≤sup
j
{sup

ββ∈Θ

∣∣ψ j(Yj,ββ )
∣∣I(‖Yj‖> c)}

=sup
j
{h j(Yj)I(‖Y j‖> c)},

then, ∣∣∣ 1
N ∑

i∈s
wi sup

ββ∈O
ψi(Y ∗i ,ββ )I(‖Y ∗i ‖> c)

∣∣∣≤ 1
N ∑

i∈s
wi sup

ββ∈O
|ψi(Y ∗i ,ββ )|I(‖Y ∗i ‖> c)

≤
[ 1

N ∑
i∈s

wi

]
sup

j
{h j(Y j)I(‖Yj‖> c)}

=Op(1)Op(c−1/2) = Op(c−1/2).

This means that for any O ⊂Θ, as c→ ∞,

Pξ πRI

(
1
N ∑

s
wi sup

ββ∈O
ψi(Y ∗i ,ββ )I(‖Y ∗i ‖> c)− 1

N ∑
s

wi inf
ββ∈O

ψi(Y ∗i ,ββ )I(‖Y ∗i ‖> c) > ε

)
→ 0.

(4.28)
Now, by the equicontinuity of {gi(ββ ) = ψi(Yi,ββ )} over i and Θ, given any ε > 0, there

exists a δ , such that for any open ball O with radius less than δ , if ββ1,ββ2 ∈ O , we have:∣∣ψi(Y,ββ1)I(‖Y‖ ≤ c)−ψi(Y,ββ2)I(‖Y‖ ≤ c)
∣∣≤ ε/4,

for any Y . Hence, for the same ββ1 and ββ2,∣∣ψi(Y ∗,ββ1)I(‖Y ∗‖ ≤ c)−ψi(Y ∗,ββ2)I(‖Y ∗‖ ≤ c)
∣∣≤ ε/4.
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From here we continue as in section 3.3 to get that for any open ball O with radius less than
δ , as r→ ∞,

Pξ πRI

(
1
N ∑

s
wi sup

ββ∈O
ψi(Y ∗i ,ββ )− 1

N ∑
s

wi inf
ββ∈O

ψi(Y ∗i ,ββ ) >
ε

2

)
→ 0. (4.29)

Expression 3.13 remains unchanged. On the other hand, if the donors are selected with
probabilities proportional to τi, EI[ui(Y I

i )] = ∑r τiui(Yi)/∑r τi for any suitable function ui(·). If
donors are selected by weighted hot-deck (τi = wi),

∑r wi infββ∈O ψi(Yi,ββ )

∑r wi
= EI[ inf

ββ∈O
ψi(Y I

i ,ββ )],

and if donors are selected by unweighted hot-deck (τi ≡ 1),

∑r wi infββ∈O ψi(Yi,ββ )

∑r wi
=

∑
Nr
i=1 infββ∈O ψi(Yi,ββ )

Nr
+Op(1/

√
r)

= Eξ [ inf
ββ∈O

ψi(Yi,ββ )]+Op(1/
√

r)

=
∑r infββ∈O ψi(Yi,ββ )

r
+Op(1/

√
r)

= EI[ inf
ββ∈O

ψi(Y I
i ,ββ )]+Op(1/

√
r);

so that, in any case, by the MAR assumption,

∑m wi infββ∈O ψi(Yi,ββ )

∑m wi
=

∑r wi infββ∈O ψi(Yi,ββ )

∑r wi
+Op(1/

√
r)

= EI[ inf
ββ∈O

ψi(Y I
i ,ββ )]+Op(1/

√
r).

Then we get

1
N ∑

s
wi inf

ββ∈O
ψi(Y ∗i ,ββ )− 1

N ∑
s

wi inf
ββ∈O

ψi(Yi,ββ )

=
1
N ∑

m
wi inf

ββ∈O
ψi(Y I

i ,ββ )− 1
N ∑

m
wi inf

ββ∈O
ψi(Yi,ββ )

=
1
N ∑

m
wi

[
inf

ββ∈O
ψi(Y I

i ,ββ )−
∑m wi infββ∈O ψi(Yi,ββ )

∑m wi

]
=

1
N ∑

m
wi

[
inf

ββ∈O
ψi(Y I

i ,ββ )−EI[ inf
ββ∈O

ψi(Y I
i ,ββ )]

]
+Op(1/

√
r)

=
1√
N

√
Nm√
N

1√
Nm

Nm

∑
i=1

[
inf

ββ∈O
ψi(Y I

i ,ββ )−EI[ inf
ββ∈O

ψi(Y I
i ,ββ )]

]
+Op(1/

√
r)

= Op(1/
√

N)Op(1)Op(1)+Op(1/
√

r) = Op(1/
√

r),
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where the second to last line is due to the fact that, because of Chebyshev’s inequality, N−1/2
m ×

∑
Nm
i=1 {infββ∈O ψi(Y I

i ,ββ )−EI[infββ∈O ψi(Y I
i ,ββ )}= Op(1). This implies that

Pξ πRI

(∣∣∣∣∣∣∣∣ 1
N ∑

s
wi inf

ββ∈O
ψi(Y ∗i ,ββ )− 1

N ∑
s

wi inf
ββ∈O

ψi(Yi,ββ )
∣∣∣∣∣∣∣∣> ε

2

)
→ 0. (4.30)

Therefore, by 4.30 and 3.13,

Pξ πRI

(∣∣∣∣∣
∣∣∣∣∣ 1
N ∑

s
wi inf

ββ∈O
ψi(Y ∗i ,ββ )− 1

N

N

∑
i=1

Eξ

[
inf

ββ∈O
ψi(Yi,ββ )

]∣∣∣∣∣
∣∣∣∣∣> ε

)
→ 0. (4.31)

Based on 4.29 and 4.31, we can show, similarly to expression 3.14, that

Pξ πRI

(
1
N ∑

s
wi sup

ββ∈O
ψi(Y ∗i ,ββ )− 1

N

N

∑
i=1

Eξ

[
inf

ββ∈O
ψi(Yi,ββ )

]
> ε

)
→ 0. (4.32)

Now let Hn(ββ ) = 1
N ∑s wiψi(Y ∗i ,ββ )−Eξ πRI[

1
N ∑s wiψi(Y ∗i ,ββ )]; then

sup
ββ∈O

Hn(ββ ) = sup
ββ∈O

{
1
N ∑

s
wiψi(Y ∗i ,ββ )−EπRI

[ 1
N ∑

s
wiEξ [ψi(Y ∗i ,ββ )]

]}
= sup

ββ∈O

{
1
N ∑

s
wiψi(Y ∗i ,ββ )−EπRI

[ 1
N ∑

s
wiEξ [ψi(Yi,ββ )]

]}
(4.33)

= sup
ββ∈O

{
1
N ∑

s
wiψi(Y ∗i ,ββ )− 1

N

N

∑
i=1

Eξ [ψi(Yi,ββ )]

}

≤ 1
N ∑

s
wi sup

ββ∈O
ψi(Y ∗i ,ββ )− 1

N

N

∑
i=1

Eξ

[
inf

ββ∈O
ψi(Yi,ββ )

]
,

where 4.33 depends on Eξ [ψi(Y ∗i ,ββ )] = Eξ [ψi(Yi,ββ )] holding2, and the last line can be derived
exactly as in section 3.3; so that, by 4.32,

Pξ πRI

(
sup
ββ∈O

Hn(ββ ) > ε

)
≤ Pξ πRI

(
1
N ∑

s
wi sup

ββ∈O
ψi(Y ∗i ,ββ )− 1

N

N

∑
i=1

Eξ

[
inf

ββ∈O
ψi(Yi,ββ )

]
> ε

)
→ 0. (4.34)

Similarly, it can be shown that

Pξ πRI

(
inf

ββ∈O
Hn(ββ ) <−ε

)
→ 0. (4.35)

2 See the comments after the Proof of Theorem 4.2.
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Using 4.34 and 4.35, we can get, as in the proof of Lemma 3.2, Pξ π

(
supββ∈Θ |Hn(ββ )| >

ε
)
→ 0. And we have the desired result:

sup
ββ∈Θ

|Hn(ββ )|= sup
ββ∈Θ

∣∣∣∣ 1
N ∑

s
wiψi(Y ∗i ,ββ )−Eξ πRI

[ 1
N ∑

s
wiψi(Y ∗i ,ββ )

]∣∣∣∣
= sup

ββ∈Θ

∣∣∣∣ 1
N

s∗n(ββ )−∆
∗
N(ββ )

∣∣∣∣ p→ 0.

Proof of Theorem 4.2: Without loss of generality we consider cases in which Eξ I[ψi(Y ∗i ,ββ )] =
Eξ I[ψi(Yi,ββ )]. Once we notice that, for any ββ ∈Θ,

∆
∗
N(ββ ) =EπR

[ 1
N ∑

s
wiEξ I[ψi(Y ∗i ,ββ )]

]
=EπR

[ 1
N ∑

s
wiEξ I[ψi(Yi,ββ )]

]
=∆N(ββ ),

the proof follows the same lines as the Proof of Theorem 3.1, but making use of Lemma 4.4
this time.

COMMENTS:

1. GEE is semi-parametric. However, in practical situations Y1,Y2, . . . ,Yn can usually be
viewed as iid observations within each imputation class, for which the set of covariates
has identical values. So that, within imputation classes, Eξ [ψi(Y ∗i ,ββ )] = Eξ [ψi(Yi,ββ )].

2. To a less restricted situation in this thesis, the ψi(Yi,ββ ) is indeed linear in Yi. Within each
imputation class we have Eξ [Y ∗i ] = Eξ [Yi], and hence Eξ [ψi(Y ∗i ,ββ )] = Eξ [ψi(Yi,ββ )].

3. Under both scenarios, 1 or 2, we have ∆∗N(ββ ) = ∆N(ββ ). Nonetheless, even if this equality
does not strictly hold, the proof remains valid as long as ∆∗N(ββ ) = ∆N(ββ )+o(1).

4.5.2 Proof of Theorem 4.3: Variance Decomposition and Estimation
Variance Components

Proof of Theorem 4.3.
We begin with VI(I), the variance due to imputation is VImp = Eξ πRVI(I). Since β̂β solves 4.12,

0 =U∗n (β̂β )
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=U∗n (β̂β n)+
∂U∗n (β̂β n)

∂ β̂β n
(β̂β − β̂β n)+op(1/

√
r)

=U∗n (β̂β n)+EI

(
∂U∗n (β̂β n)

∂ β̂β n

)
(β̂β − β̂β n)+

[
∂U∗n (β̂β n)

∂ β̂β n
−EI

(
∂U∗n (β̂β n)

∂ β̂β n

)]
(β̂β − β̂β n)+op(1/

√
r)

=U∗n (β̂β n)+EI

(
∂U∗n (β̂β n)

∂ β̂β n

)
(β̂β − β̂β n)+op(1/

√
r).

Therefore,

β̂β − β̂β n =−
[
EI

(
∂U∗n (β̂β n)

∂ β̂β n

)]−1
U∗n (β̂β n)+op(1/

√
r),

so that

VI(I) =EI(β̂β − β̂β n)(β̂β − β̂β n)
′

=
[
EI

(
∂U∗n (β̂β n)

∂ β̂β n

)]−1
EI[U∗n (β̂β n)(U

∗
n (β̂β n))

′]
[
EI

(
∂U∗n (β̂β n)

∂ β̂β n

)]−1
′

+op(1/r). (4.36)

Similarly we can get a corresponding expression for Vπ ,

β̂β n−B =−
[
Eπ

(
∂Un(B)

∂B

)]−1
Un(B)+op(1/

√
n),

and

Vπ = Varπ(β̂β n−B) =
[
Eπ

(
∂Un(B)

∂B

)]−1
Varπ [Un(B)]

[
Eπ

(
∂Un(B)

∂B

)]−1′
+op(1/n). (4.37)

Similarly we can get the following:

β̂β −ββ =−
[
Eξ

(
∂U∗n (ββ )

∂ββ

)]−1
U∗n (ββ )+op(1/

√
r),

β̂β n−ββ =−
[
Eξ

(
∂Un(ββ )

∂ββ

)]−1
Un(ββ )+op(1/

√
n).

And then an expression for Cξ (Iπ) is:

Cξ (Iπ) =Eξ (β̂β − β̂β n)(β̂β n−B)′

=Eξ [(β̂β −ββ )+(ββ − β̂β n)][(β̂β n−ββ )′+(ββ −B)′]

=Eξ (β̂β −ββ )(β̂β n−ββ )′−Eξ (β̂β n−ββ )(β̂β n−ββ )′+op(1/r)

=
[
Eξ

(
∂U∗n (ββ )

∂ββ

)]−1
Eξ [U∗n (ββ )U ′n(ββ )]

[
Eξ

(
∂Un(ββ )

∂ββ

)]−1′

−
[
Eξ

(
∂Un(ββ )

∂ββ

)]−1
Eξ [Un(ββ )U ′n(ββ )]

[
Eξ

(
∂Un(ββ )

∂ββ

)]−1′
+op(1/r). (4.38)
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Furthermore, we should get expressions for each of the terms in VI(I), Vπ , and Cξ (Iπ). We begin
with ∂U∗n (β̂β n)/∂ β̂β n. Since

1
N ∑

s
wi

∂

∂ββ

(
∂ µµ′i
∂ββ

V−1
i

)
︸ ︷︷ ︸

Ai

(y∗i −µµi) =
1
N ∑

s
wiAi

(
yo

i

yI
i

)
− 1

N ∑
s

wiAi

(
µµo

i

µµM
i

)

=
1
N ∑

s
wiAi

(
yo

i
0

)
− 1

N ∑
s

wiAiEξ

(
yo

i
0

)
+

1
N ∑

s
wiAi

(
0
yI

i

)
− 1

N ∑
s

wiAiEξ

(
0
yI

i

)
=Op(1/

√
r),

then,

∂U∗n (ββ )
∂ββ

=
∂

∂ββ

[ 1
N ∑

s
wi

∂ µµ′i
∂ββ

V−1
i (y∗i −µµi)

]
=

1
N ∑

s
wi

∂

∂ββ

(
∂ µµ′i
∂ββ

V−1
i

)
(y∗i −µµi)−

1
N ∑

s
wi

∂ µµ′i
∂ββ

V−1
i

∂ µµi

∂ββ

=− 1
N ∑

s
wi

∂ µµ′i
∂ββ

V−1
i

∂ µµi

∂ββ
+Op(1/

√
r); (4.39)

but since β̂β n
p→ ββ , then also ∂U∗n (β̂β n)/∂ β̂β n =−N−1

∑s wi
∂ µµ′i/

∂ β̂β n
V−1

i
∂ µµi/

∂ β̂β n
+Op(1/

√
r).

Likewise we have,

∂Un(B)
∂B

=− 1
N ∑

s
wi

∂ µµ′i
∂B

V−1
i

∂ µµi

∂B
+Op(1/

√
n). (4.40)

In summary, we obtain the following four expressions,

EI
(
∂U∗n (β̂β n)/∂ β̂β n

)
=−Ĥ(β̂β n)+Op(1/

√
r), Eξ

(
∂U∗n (ββ )/∂ββ

)
=−Ĥ(ββ )+Op(1/

√
r),

Eπ

(
∂Un(B)/∂B

)
=−H(B)+Op(1/

√
n), Eξ

(
∂Un(ββ )/∂ββ

)
=−Ĥ(ββ )+Op(1/

√
n).

These terms account for the “bread” parts of VI(I), Vπ , and Cξ (Iπ). Now we turn to the inner
pieces (the “meat” terms) in each of them. These are the variances (or second moments) of the
corresponding estimating functions.

First recall that under unweighted hot-deck imputation in each cycle/cell, yI
i = y j if respon-

dent j is the donor for nonrespondent i, which occurs with probability 1/r. Then, EI(yI
i) = ȳr,

the mean of respondents; EI
(
(yI

i)
2) = y2

r , the mean of the square of respondents; so that
VarI(yI

i) = y2
r − ȳ2

r . On the other hand, if we use weighted hot-deck, yI
i = y j with prob-

ability w j/∑r w j. Then EI(yI
i) = ∑r w jy j/∑r w j (the weighted mean of respondents), and

EI
(
(yI

i)
2) = ∑r w jy2

j/∑r w j (the weighted mean of the squared responses); and VarI(yI
i) =

(∑r w jy2
j/∑r w j)− (∑r w jy j/∑r w j)2.

We can summarize this by writing EI(yI
i) = ∑r τ jy j/∑r τ j = ȳτr and

VarI(yI
i) =

∑r τ jy2
j

∑r τ j
−
(

∑r τ jy j

∑r τ j

)2
= s2

τr;



LONGIT. SURVEYS WITH MISSING RESPONSES. 4.5. Proofs 58

where τi ≡ 1 under unweighted hot-deck and τi = wi under weighted hot-deck. So that,

EI(y∗i −µµi)(y∗i −µµi)′

=VarI(y∗i −µµi)+EI(y∗i −µµi)EI(y∗i −µµi)′ = VarI(y∗i )+(EIy∗i −µµi)(EIy∗i −µµi)′

=VarI

(
yo

i

yI
i

)
+
[
EI

(
yo

i

yI
i

)
−µµi

][
EI

(
yo

i

yI
i

)
−µµi

]′
=
(

0 0
0 diag(s2

τr)

)
+
[( yo

i
ȳτr

)
−µµi

][( yo
i

ȳτr

)
−µµi

]′
;

and, for i 6= j,

EI(y∗i −µµi)(y∗j −µµ j)′ =
[
EI

(
yo

i

yI
i

)
−µµi

][
EI

(yo
j

yI
j

)
−µµ j

]′
=
[( yo

i
ȳτr

)
−µµi

][( yo
j

ȳτr

)
−µµ j

]′
.

Therefore, for the term EI[U∗n (β̂β n)(U
∗
n (β̂β n))

′] in expression 4.36 for VI(I) we have:

EI[U∗n (β̂β n)(U
∗
n (β̂β n))

′]

=EI

[ 1
N ∑

s
wi

∂ µµ′i
∂ β̂β n

V−1
i (y∗i −µµi) ·

1
N ∑

s
wi(y∗i −µµi)′V−1

i
∂ µµi

∂ β̂β n

]
=

1
N2 EI

[
∑
s

w2
i

∂ µµ′i
∂ β̂β n

V−1
i (y∗i −µµi)(y∗i −µµi)′V−1

i
∂ µµi

∂ β̂β n

+ ∑
i, j∈s

∑
i 6= j

wiw j
∂ µµ′i
∂ β̂β n

V−1
i (y∗i −µµi)(y∗j −µµ j)′V−1

j
∂ µµ j

∂ β̂β n

]
=

1
N2

{
∑
s

w2
i

∂ µµ′i
∂ β̂β n

V−1
i

(
0 0
0 diag(s2

τr)

)
V−1

i
∂ µµi

∂ β̂β n
+∑

s
w2

i
∂ µµ′i
∂ β̂β n

V−1
i

[( yo
i

ȳτr

)
−µµi

]⊗2
V−1

i
∂ µµi

∂ β̂β n

+ ∑
i, j∈s

∑
i 6= j

wiw j
∂ µµ′i
∂ β̂β n

V−1
i

[( yo
i

ȳτr

)
−µµi

][( yo
j

ȳτr

)
−µµ j

]′
V−1

j
∂ µµ j

∂ β̂β n

}
=

1
N2

{
∑
s

w2
i

∂ µµ′i
∂ β̂β n

V−1
i

(
0 0
0 diag(s2

τr)

)
V−1

i
∂ µµi

∂ β̂β n

+∑
i∈s

∑
j∈s

wiw j
∂ µµ′i
∂ β̂β n

V−1
i

[( yo
i

ȳτr

)
−µµi

][( yo
j

ȳτr

)
−µµ j

]′
V−1

j
∂ µµ j

∂ β̂β n

}
=

1
N2

{
∑
s

w2
i

∂ µµ′i
∂ β̂β n

V−1
i

(
0 0
0 diag(s2

τr)

)
V−1

i
∂ µµi

∂ β̂β n
+
[
∑
i∈s

wi
∂ µµ′i
∂ β̂β n

V−1
i

(
yo

i −µµo
i

ȳτr−µµM
i

)]⊗2}
,

(4.41)

where s2
τr is the τ-weighted sample variance and ȳτr the τ-weighted mean of respondents in

the given cycle.
Since, conditioning on the model ξ , Un(B) is a Horvitz-Thompson estimator, we get the

following for Varπ [Un(B)] in expression 4.37 for Vπ :

Varπ [Un(B)] =Varπ

[ 1
N ∑

s
wi

∂ µµ′i
∂B

V−1
i (yi−µµi)

]
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=
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ziz′j; (4.42)

where πi j is the joint probability of inclusion of elements i and j; see for example page 170 in
Särndal et al. (1992).

With regard to Eξ [U∗n (ββ )U ′n(ββ )] in expression 4.38 for Cξ (Iπ) we have the following. Since
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then,

Eξ [U∗n (ββ )U ′n(ββ )] =
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. (4.43)

And for Eξ [Un(ββ )U ′n(ββ )], the following. Since

Varξ (yi−µµi) =Eξ (yi−µµi)(yi−µµi)′ = Eξ
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,

then,

Eξ [Un(ββ )U ′n(ββ )] =Varξ [Un(ββ )] = Varξ
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. (4.44)

Once we subtract 4.44 from 4.43 we obtain the “meat” part in 4.18. This completes the proof.
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Estimation

It only remains to show that the bias of the naı̈ve estimator of the “meat” of Vπ (or equivalently,
of VSam) is given by 4.22:

Proof of the bias 4.22. We have that:
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Also, for i 6= k,
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so that, for i 6= k,
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Therefore, the bias is given by (n−1)−1 times the following quantity
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Chapter 5

Simulation Studies

5.1 Setup for Continuous Response
The Model Used for Simulations

In this chapter we use the first four cycles of the NLSCY dataset, together with its synthetic
files, to build up the models and the simulations. The response variable, or variable of inter-
est, is the physical aggression score (PAS) of the kid, as defined in section 1.2, and, in this
section, treated as a continuous variable. These data have been analyzed by Carrillo et al.
(2005); Carrillo-Garcia (2006); Carrillo et al. (2006). They found that, among the explanatory
variables that they considered, the only ones that turned out to be significant were the age of
the kid (AGE), the squared of the age (AGE2), the depression score of the person most knowl-
edgeable about the kid (DeprePMK), the punitive/aversive parenting score (Punitive), and the
child’s gender (GENDER).

In order to reduce the size of our simulation experiments, we decided to drop one of the
least significant variables; this could be either DeprePMK or Punitive. DeprePMK is a score
from 0 to 36 and a high score indicates the presence of depression symptoms; whereas Punitive
is a score ranging from 0 to 19 with a high score indicating punitive/aversive interactions
between parent and kid. We would like to have either of these variables categorized into three
categories, and so, have 4×3×2 = 24 (AGE×Punitive/DeprePMK×GENDER) “imputation
classes” in total. We found that the variable DeprePMK is easier than Punitive to categorize
into three classes and have the three classes have about the same number of respondents. Then
we decided to drop the variable Punitive and keep the variable DeprePMK.

We use the following four explanatory variables. AGE, which at cycle 1 has four categories
(2, 3, 4, and 5); AGE2; DeprePMK, with three categories (0, 3, and 9); and GENDER, with
two categories (0 and 1). In this chapter we treat the four explanatory variables as continuous
for the main model, but as categorical for the imputation procedure; and the response variable,
PAS, as a continuous response (in the present section). We have four categories of AGE at
each cycle, three categories of DeprePMK, and two categories of GENDER; this gives as
4×3×2 = 24 imputation classes at each cycle.

The true model parameters used in the simulations are obtained as follows. We consider

62
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the linear model
Yi j = β0 +β1xi j1 +β2x2

i j1 +β3xi j2 +β4xi3 + εi j, (5.1)

where

Yi j : PAS of the i-th subject at j-th time,
xi j1 = Age of subject i at time j,
xi j2 = Depression score of the PMK of subject i at time j,
xi3 = Gender of i-th subject,

εi = (εi1,εi2,εi3,εi4)
ind.
v (0,σ2R).

The Pseudo-GEE method is then applied to the NLSCY dataset, using model 5.1, with the
correlation structure unspecified and estimated using the method of moments, parametrized
by the Pearson correlation, as in Liang and Zeger (1986). The estimates for the regression
coefficients are:

β0 = 5.6225, β1 =−1.0982, β2 = 0.0656, β3 = 0.0609, β4 =−0.2900;

with auto-correlation matrix:

R =


1 0.4123 0.3919 0.3353

0.4123 1 0.4798 0.3172
0.3919 0.4798 1 0.4370
0.3353 0.3172 0.4370 1

 ,

and dispersion parameter:
φ = σ

2 = 3.66842.

We will generate data from model 5.1 to examine the statistical properties of the procedures
we have developed. This model was generated from the real NLSCY dataset, and so, can be
thought of as a reasonable model. Nonetheless, we will not use the real NLSCY dataset for our
simulations because, due to privacy concerns, it does not give us the freedom to manipulate
the data at our will on our computing resources. For the simulations we use a subset of the
synthetic NLSCY data, which was released by Statistics Canada for the 2005 SSC case study
(together with model 5.1).

In this dataset there are 458 kids with the three variables, AGE, DeprePMK, and GEN-
DER, all completed at all four cycles. We replicate these 458 subjects 40 times, to generate
an artificial finite population of 18,320 subjects. Notice that so far we have only generated the
covariates, but not the response variable. The covariates will remain fixed throughout all the
simulations, whereas the response variable will be re-generated on each simulation. To gener-
ate the response variable we first make use of the true model 5.1 to get the mean response for
each subject at each cycle. This model mean also stays fixed for the whole process since it is
a function merely of the covariates. The following equations summarize the mean generation
for the 18,320 subjects:
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µµi = (µi1,µi2,µi3,µi4), (5.2)

and µi j = Eξ (Yi j|xi j) = β0 +β1xi j1 +β2x2
i j1 +β3xi j2 +β4xi3, i = 1,2, · · · ,N, j = 1,2,3,4; where

xi j = (xi j1,x2
i j1,xi j2,xi3).

The Imputation Classes

We create four variables (one for each cycle) defining the 24 “imputation cells” for each of the
four cycles. These cells are defined by the cross-classification of the 4 categories of AGE, 3
categories of DeprePMK, and 2 categories of GENDER. Since DeprePMK is a time varying
covariate, the imputation cells change from cycle to cycle.

The Sampling Schemes

We now select the samples and generate the response variable 1. We select 1,000 samples
of each of the sizes n = 120,240,360,480,600,720,840,960,1080, and 1200; this gives us
selected samples of about 5,10,15,20,25,30,35,40,45, or 50 in each imputation class.

For SRS we first create a “weight” variable for each of the N = 18,320 subjects, which
is equal to 18,320/n. Then we select without replacement a sample of n numbers from 1 to
18,320, and take as sample the n subjects corresponding to the selected numbers. For each of
the n subjects in the sample we generate the four (auto-correlated) responses in the following
way:

(yi1,yi2,yi3,yi4)′ = (µi1,µi2,µi3,µi4)′+[MVN
(
(0,0,0,0), I4

)
×
(
mroot(φR)

)′].
For stratified random sampling (STSI), on the other hand, we create a stratum indicator

variable which is equal to 1 if AGE1 (the age at cycle 1) is 2 or 3, and equal to 2 if AGE1 is
4 or 5; we obtain N1 = 9,000 and N2 = 9,320. This is, we stratify based on age. We allocate
n1 = n/3 units to stratum 1, and n2 = 2n/3 to stratum 2. Our stratified samples will have twice
as many units in stratum 2 as those in stratum 1. This allocation aims to be “y-proportional;”
the coefficient of variation of the PAS has a tendency to increase with age. Then we create
a “weight” variable for each of the 18,320 subjects, which is equal to 9000/n1 for subjects
in stratum 1, and 9320/n2 for those in stratum 2. After that, we select without replacement a
sample of n1 elements from stratum 1, and a sample of n2 elements from stratum 2. Finally, for
each of the n = n1 +n2 subjects in the sample we generate the four (auto-correlated) responses
exactly as for the SRS case.

For cluster sampling with clusters selected by simple random sampling (SIC), we first
create artificial clusters, of sizes 5 or 10, in the finite population as follows. We group randomly
the 18,320 subjects into 2,748 clusters; 1,832 of size 5 and 916 of size 10. Note that here the
clusters do not change over time. For each cluster c and cycle j, we generate a random effect,

1 In theory we have to generate the response variable for each of the 18,320 subjects before each and every
time we select a new sample. But in practice we only need the response variable for the subjects actually selected
in a given sample.
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bc j ∼ N(0,1) independently. Then, for any subject i in cluster c and cycle j, we redefine
µi jc = β0 + β1xi j1 + β2x2

i j1 + β3xi j2 + β4xi3 + bc j, were the β ’s and xi j are as before. Since
φ = σ2 = 3.66842, this produces a correlation of 0.2142 between any two subjects in the same
cluster and cycle. Now, if our target sample of elements is of size n, then we select a sample sI
of nI = n/6.6666666 clusters at random, and include in the sample all the elements belonging
to the selected clusters. The element sample size2 is then random, but on average it is n. Also,
on average the number of clusters of size 5 is 2nI/3 and of size 10 is nI/3. Finally, for each
subject in the sample we generate the four responses exactly as for the SRS and STSI cases,
but with the µi jc as defined here.

The Respondent/Non-respondent Sets

Next we “create” the respondents and non-respondents for each cycle, among the selected
individuals. We use the following probabilities of non-response: pm = 0.05,0.10,0.15,0.20,
and 0.25. This will produce anywhere from r = 90 to 1140 actual respondents at each cycle
for the full sample, or anywhere from 3.75 to 47.5 actual respondents in each imputation cell,
on average.

For the MAR mechanism, in each of the 24 cells and for each of the 4 cycles we choose,
at random, a missing probability (pm) according to the desired overall missing probability, as
follows:

• from {.03, .04, .05, .06, .07} if the overall missing probability is 0.05

• from {.08, .09, .10, .11, .12} if the overall missing probability is 0.10

• from {.13, .14, .15, .16, .17} if the overall missing probability is 0.15

• from {.18, .19, .20, .21, .22} if the overall missing probability is 0.20, and

• from {.23, .24, .25, .26, .27} if the overall missing probability is 0.25.

Then, in each cell-time we create a vector “one.zeros” of ncell× pm zeros and ncell× (1− pm)
ones. And finally we generate a variable which represents the missing status and corresponds
to the vector one.zeros sorted randomly within cell-times.

We generate the respondents/nonrespondents in this way because we do not want to be
too restrictive about the missing fraction. For example, when we want the overall missing
percentage to be 15%, we do not want it to be exactly 15% in every single cell; on the contrary,
we would like to allow this percentage to vary somewhat from cell to cell. So that the setup
resembles more closely what happens in practice.

Imputation for Missing Values

The last step of the setup is to select the donors for the nonrespondents. For the unweighted
hot-deck, in each of the 24 imputation cells (independently), and for each of the 4 cycles

2 Number of actual subjects selected.
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(independently), we select with replacement a number of respondents equal to the number of
non-respondents, and fill in the missing values of PAS with those of the selected respondents.

Estimation

With regard to the estimation procedure, since we are now dealing with a continuous response,
the point estimator in section 4.2 is obtained as follows. We let as starting values:

ββ (0) =
(
∑
s

wiXiX ′i
)−1

∑
s

wiXiy∗i ;

letting e(0)
it = yit−x′itββ (0) and

Rit =

{
1 if subject i observed at cycle t
0 if subject i missing at cycle t,

then

φ
(0) = σ

2(0) =
∑i∈s ∑

4
t=1 wiRite

2(0)
it

∑i∈s ∑
4
t=1 wiRit− p

, α̂tt ′ = ĉorr(yit ,yit ′) =
∑i∈s wiRitRit ′e

(0)
it e(0)

it ′

φ (0)[∑i∈s wiRitRit ′− p]
, (5.3)

and

R(0) =


1 α̂12 α̂13 α̂14

α̂12 1 α̂23 α̂24
α̂13 α̂23 1 α̂34
α̂14 α̂24 α̂34 1

 .

And then we reiterate; while the maximum difference between ββ (l−1) and ββ (l) is bigger than
0.00005 we do:

ββ (l+1) =
(
∑
s

wiXi[R(l)]−1X ′i
)−1

∑
s

wiXi[R(l)]−1y∗i ,

and φ (l+1) and R(l+1) take the same form.
After convergence we obtain β̂β , φ̂ and R̂. Then we estimate the total variance using the

methodology developed in section 4.3. For the linear model 5.1 and for the sampling schemes
considered here, some of the involved terms can be spelled out as follows.

The “bread” term of all the variance components takes the form Nφ̂
[
∑s wiXiR̂−1X ′i

]−1. We
estimate the inner piece of VImp with:

meat(V̂Imp) =
1

N2φ̂ 2

{
∑
s

w2
i XiR̂−1

(
0 0
0 diag(s2

τr)

)
R̂−1X ′i +

(
∑
s

wiXiR̂−1[
(

yo
i

ȳτr

)
−X ′i β̂β ]

)⊗2}
.

Let r∗k = y∗k−X ′kβ̂β . For SRS, the naı̈ve estimator of the inner piece of VSam is:

meat(V̂ ∗π ) =
1

N2φ̂ 2(n−1)

{
n ∑

k∈s
[wkXkR̂−1r∗k ]

⊗2−
(
∑
i∈s

wiXiR̂−1r∗i
)⊗2}

;
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for STSI, it is:
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1
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2

∑
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1
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k∈sh
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and for SIC:
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Now let rI
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′
β̂β and ro
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i
′β̂β . The inner piece of the estimated bias, in eq.

4.23, for SRS is:
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I
l
′

)
− φ̂

(
0 R̂(oM)

R̂(oM)′ R̂(MM)

)]
R̂−1X ′l︸ ︷︷ ︸

single summation term

+ ∑
k∈sI

∑
l,m∈Uk

∑
m 6=l

wlwmXlR̂−1

(
0 ro

l rI
m
′

rI
lr

o
m
′ rI

lr
I
m
′

)
R̂−1X ′m︸ ︷︷ ︸

double summation


within cluster

− 1
nI−1 ∑

k,i∈sI

∑
i 6=k

∑
l∈Uk

∑
m∈Ui

wlwmXlR̂−1

(
0 ro

l rI
m
′

rI
lr

o
m
′ rI

lr
I
m
′

)
R̂−1X ′m︸ ︷︷ ︸

between cluster (double summation)

]
.

(5.4)
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Finally, for SRS, the estimator of the middle part of CImp-Sam reduces to:

meat(ĈImp-Sam) =
1

N2φ̂ 2

{
∑

i, j∈s
∑
i 6= j

wiw jXiR̂−1
(

0 0
rI

ir
o
j
′ 0

)
R̂−1X ′j︸ ︷︷ ︸

double summation term

−∑
s

w2
i XiR̂−1

φ̂

(
0 0

R̂(oM)′ R̂(MM)

)
R̂−1X ′i︸ ︷︷ ︸

single summation term

}
;

for STSI it takes the following form:

meat(ĈImp-Sam) =
1

N2φ̂ 2

2

∑
h=1

{
∑

i, j∈sh

∑
i6= j

wiw jXiR̂−1
(

0 0
rI

ir
o
j
′ 0

)
R̂−1X ′j︸ ︷︷ ︸

double summation term

−∑
sh

w2
i XiR̂−1

φ̂

(
0 0

R̂(oM)′ R̂(MM)

)
R̂−1X ′i︸ ︷︷ ︸

single summation term

}
;

and for SIC:

meat(ĈImp-Sam) =
1

N2φ̂ 2

{
∑

k∈sI

∑
m∈sI

∑
i∈Uk

∑
j∈Um
j 6=i

wiw jXiR̂−1
(

0 0
rI

ir
o
j
′ 0

)
R̂−1X ′j

︸ ︷︷ ︸
double summation term

−∑
k∈sI

∑
i∈Uk

w2
i XiR̂−1

φ̂

(
0 0

R̂(oM)′ R̂(MM)

)
R̂−1X ′i︸ ︷︷ ︸

single summation term

}
.

The alternative variance estimation of section 4.4 takes the following form. The inner part
of the imputation variance component is estimated by:

V̂arI[U∗n (ββ )] =
1

N2φ̂ 2 ∑
s

w2
i XiR̂−1

(0 0
0 diag(s2

τr)

)
R̂−1X ′i .

The inner part of the sampling variance component is estimated by (n/r)2V̂τnaı̈ve, where, for
SRS,

V̂τnaı̈ve =
1

N2φ̂ 2(n−1)

[
n ∑

k∈s
w2

k ẑτkẑ′τk−
(
∑
i∈s

wiẑτi

)⊗2]
;

for STSI:

V̂τnaı̈ve =
1

N2φ̂ 2

2

∑
h=1

1
nh−1

[
nh ∑

k∈sh

w2
k ẑτkẑ′τk−

(
∑
i∈sh

wiẑτi

)⊗2]
;



SIMULATIONS. 5.2. Setup for Binary Response 69

and for SIC:

V̂τnaı̈ve =
1

N2φ̂ 2(nI−1)

[
nI ∑

k∈sI

[
∑

l∈Uk

wl ẑτl
]⊗2−

(
∑
i∈sI

∑
l∈Ui

wl ẑτl

)⊗2]
;

and

ẑτi = XiR̂−1
( yo

i −Xo
i
′β̂β

ȳτr−XM
i
′
β̂β

)
.

5.2 Setup for Binary Response
The Simulation Model

We are interested in evaluating our method of chapter 4 for binary responses; because in sur-
veys there are usually many binary outcomes of interest. Here we use the NLSCY dataset
to build our true logistic regression model, and the synthetic files for the simulations. In this
part of the thesis the response variable, Y , is the child’s physical aggression score (PAS), but
recoded into two categories of roughly equal number of subjects. A category of those with
“low” PAS, for which the original PAS is 1.5 or less, and recoded as “0”; and a category of
those with “high” PAS, for which the original PAS was bigger than 1.5, recoded as “1”.

We include as explanatory variables those found to be significant by Carrillo et al. (2005),
Carrillo-Garcia (2006), and Carrillo et al. (2006): the child’s age (AGE), with four categories
at cycle 1 (2, 3, 4, and 5); the age squared (AGE2), the depression score of the person most
knowledgeable about the kid (DeprePMK), with three categories (0, 3, and 9); and the child’s
gender (GENDER), with two categories (0 and 1). Even though the punitive/aversive parenting
score was found to be significant in their studies, we decided not to include it here to keep the
size of our simulations manageable; this variable was one of the least significant ones. These
covariates are considered to be continuous for the main model, but categorical for the hot-deck
imputation. There are 4×3×2 = 24 imputation classes at each cycle (4 categories of AGE at
each cycle × 3 categories of DeprePMK × 2 categories of GENDER).

To get our “true” model, we fit a logistic Pseudo-GEE model to the 3,049 subjects in
the complete NLSCY dataset, using the funnel weights. We use an unspecified correlation
structure, but estimate it with the odds ratio parametrization. Song (2007) points out that “to
measure dependence between nonnormal variables, there are some better tools than Pearson
correlation. For example, odds ratio (OR) is a measure of association for categorical variates.”
Lipsitz et al. (1991), Liang et al. (1992), and Carey et al. (1993) have used odds ratios to
measure the association among binary and other categorical data. They, and other references in
those manuscripts, argue that for binary responses, the odds ratio has some desirable properties
and is easier to interpret than the correlation coefficient.

We consider the following superpopulation logistic regression model, which we use to
generate our finite population with a binary response,

logit(pi j) = β0 +β1xi j1 +β2x2
i j1 +β3xi j2 +β4xi3, (5.5)
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where

pi j = P(Yi j = 1|xi j),
Yi j : PAS of the i-th subject at j-th time,

xi j = (xi j1,x2
i j1,xi j2,xi3),

xi j1 = Age of subject i at time j,
xi j2 = Depression score of the PMK of subject i at time j,
xi3 = Gender of i-th subject.

The true values of the model parameters β0, β1, β2, β3, β4 (and also the odds ratios) are set to
be the estimated regression coefficients from fitting the logistic regression model 5.5 using the
completed NLSCY dataset, and are given by

β0 = 2.7181, β1 =−0.8959, β2 = 0.0530, β3 = 0.0701, β4 =−0.2811;

and odds ratios among the four responses:

OR12 = 4.7669, OR13 = 3.9257, OR14 = 3.0930,

OR23 = 5.8401, OR24 = 4.4069, OR34 = 6.6430,
(5.6)

where ORst is the odds ratio between responses at times s and t; the dispersion parameter for
this case is φ = 1.

We treat the model in 5.5 as the true model; all our simulation results are evaluated in
comparison to it. But for the simulations we use the synthetic NLSCY dataset since we do
not have permission to manipulate the real NLSCY dataset on our computing resources. The
artificial finite population, consisting of 18,320 subjects, is created by repeating 40 times the
458 kids with the three covariates, AGE, DeprePMK, and GENDER, fully observed. The
covariates remain fixed for all the simulations, whereas we re-generate the response variable
on each simulation.

With the help of the true model 5.5 we get the mean response for each subject at each cycle.
This model mean does not change from simulation to simulation since it is a function of the
covariates. The mean response for each subject is generated as follows:

µµi = (µi1,µi2,µi3,µi4), (5.7)

and µi j = {1+ exp(β0 +β1xi j1 +β2x2
i j1 +β3xi j2 +β4xi3)}−1, i = 1,2, · · · ,N, j = 1,2,3,4.

Imputation and Sampling Schemes

The 24 “imputation cells” for each cycle are created by the cross-classification of the 4 cate-
gories of AGE, 3 categories of DeprePMK, and 2 categories of GENDER. These imputation
classes are time varying because DeprePMK is time varying.

We now select 1,000 samples of each of the sizes n = 120, 240, 360, 480, 600, 720, 840,
960, 1080, and 1200; this gives us selected samples of about 5,10,15,20,25,30,35,40,45, or
50 in each imputation class.
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For simple random sampling (SRS), we first create a “weight” variable for each of the
N = 18,320 subjects, which is equal to 18,320/n. Then we select without replacement a
sample of n subjects from among the 18,320 in the finite population. For stratified random
sampling (STSI), on the other hand, we create a stratum indicator variable, equal to 1 if AGE1
is 2 or 3, and equal to 2 if AGE1 is 4 or 5 (N1 = 9,000, N2 = 9,320); this is, we stratify based
on age at wave 1. We allocate n1 = n/3 units to stratum 1, and n2 = 2n/3 to stratum 2. So, we
select twice as many units in stratum 2 as in stratum 1. We chose to allocate in this way because
the coefficient of variation of the PAS increases with age. In this case the weight is equal to
9000/n1 for stratum 1, and 9320/n2 for stratum 2. After that, we select without replacement a
sample of n1 elements from stratum 1, and a sample of n2 elements from stratum 2.

In each selected sample we next have to generate the four (auto-correlated) binary re-
sponses (y1,y2,y3,y4)′ for each of the n subjects. This responses must have the means 5.7, and
satisfy the odds ratios 5.6. We use the method based on Gaussian copula, presented by Song
(2000), to generate these responses. Another possible method to generate correlated responses
from some exponential family distributions is the one discussed in Song (1997); however, this
method is not well suited for binary variables.

The setup for the SIC case is more complicated precisely because we need to generate the
“clustering” in the population somehow. We first group randomly the 18,320 subjects in the
population into 2,748 clusters, 916 of size 10 and 1,832 of size 5. Then we add a random effect
bc j

iid
v N(0, 0.2) to the linear predictor β0 + β1xi j1 + β2x2

i j1 + β3xi j2 + β4xi3 for every subject i
in cluster c at time j. The clusters do not change from cycle to cycle but the random effect
does. Thus for a subject i in cluster c at time j we have µi jc = {1+ exp(β0 +β1xi j1 +β2x2

i j1 +
β3xi j2 + β4xi3 + bc j)}−1 and µµi as in 5.7. Then we generate the four auto-correlated binary
responses (y1,y2,y3,y4)′ for each of the N subjects in the population satisfying the odds ratios
in 5.6 by the method in Song (2000). We keep the same responses for all N subjects fixed
throughout the 1,000 simulations.

Finally, for any of the three sampling designs, the “creation” of respondents and non-
respondents, and the selection of donors is carried out exactly as in the case of continuous
response, detailed in section 5.1.

Estimation

With regard to the estimation procedure in each selected sample, since we are now dealing
with logistic regression for a binary response, and odds ratio parametrization for correlation,
we proceed as follows. The point estimator in section 4.2 is obtained as follows. Our initial
value is ββ (0) =

(
β

(0)
0 ,0,0,0,0

)′, where

β
(0)
0 = log

(
∑i∈s ∑

4
t=1 wiRityit

∑i∈s ∑
4
t=1 wiRit(1− yit)

)
,

where Rit is the response indicator for subject i at time t. In other words, β
(0)
0 is the estimate of

the log odds of high PAS, collapsing all four cycles of responses and ignoring all covariates.
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We also get estimates for the six odds ratios:

ÔRst = ∑i∈s wiRitRisyityis ·∑i∈s wiRitRis(1− yit)(1− yis)
∑i∈s wiRitRisyit(1− yis) ·∑i∈s wiRitRis(1− yit)yis

, (5.8)

for st = 12,13,14,23,24, and 34. Here ÔRst is an estimate of the odds ratio between responses
at times s and t.

Then, while the maximum difference between ββ (l−1) and ββ (l) is bigger than 0.00005 we
reiterate the following steps. First we get an estimate of the matrix Ri for each subject, based
on the current estimate ββ (l), as:

R(l)
i =


1 α̂i12 α̂i13 α̂i14

α̂i12 1 α̂i23 α̂i24
α̂i13 α̂i23 1 α̂i34
α̂i14 α̂i24 α̂i34 1

 ; (5.9)

where
α̂ist = ĉorr(Yis,Yit) =

p̂ist− µ̂isµ̂it√
µ̂is(1− µ̂is)µ̂it(1− µ̂it)

,

µ̂it = (1+exp(X ′itββ
(l)))−1; p̂ist , an estimate of Eξ (YisYit) = P(Yis = 1,Yit = 1), given for exam-

ple in Liang et al. (1992) or Lipsitz et al. (1991), has the form

p̂ist =


fist−{ f 2

ist−4ÔRst(ÔRst−1)µ̂isµ̂it}1/2

2(ÔRst−1)
, if ÔRst 6= 1

ÔRst µ̂isµ̂it , if ÔRst = 1,

and fist = 1− (1− ÔRst)(µ̂is + µ̂it).
Then we compute the updated estimate ββ (l+1) with:

ββ (l+1) = ββ (l) +
(
∑
s

wi
∂ µ̂µ′i

∂ββ (l) [Â
1/2
i R̂(l)

i Â1/2
i ]−1 ∂ µ̂µi

∂ββ (l)

)−1
∑
s

wi
∂ µ̂µ′i

∂ββ (l) [Â
1/2
i R̂(l)

i Â1/2
i ]−1(y∗i − µ̂µi),

where ∂ µ̂µi/∂ββ (l) = (∂ µ̂i1/∂ββ (l),∂ µ̂i2/∂ββ (l),∂ µ̂i3/∂ββ (l),∂ µ̂i4/∂ββ (l)), ∂ µ̂it/∂ββ (l) = µ̂it(1−
µ̂it)Xit ; and Âi = diag[µ̂it(1− µ̂it)].

After convergence we set β̂β = ββ (l) and R̂i = R(l)
i . Then we estimate the total variance, as

in section 4.3, with µ̂it = (1+ exp(X ′itβ̂β ))−1, Âi = diag[µ̂it(1− µ̂it)], the R̂i’s are calculated as
in eq. 5.9, but using β̂β , and V̂i = Â1/2

i R̂iÂ
1/2
i .

For the stratified sampling case (STSI), some of the expressions in section 4.3 can be
written in the following way. The naı̈ve estimator of the inner piece of VSam is:

meat(V̂ ∗π ) =
1

N2

2

∑
h=1

1
nh−1

{
nh ∑

k∈sh

[wk
∂ µ̂µ′k
∂ β̂β

V̂−1
k r∗k ]

⊗2−
(

∑
i∈sh

wi
∂ µ̂µ′i
∂ β̂β

V̂−1
i r∗i

)⊗2}
,

where r∗k = (y∗k− µ̂µi).
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The inner piece of the estimated bias, in eq. 4.23, is:

meat(Bias[V̂ ∗π ]) =
1

N2

2

∑
h=1

{
∑

k∈sh

w2
k

∂ µ̂µ′k
∂ β̂β

V̂−1
k

[(0 0
0 rI

krI
k
′

)
−

(
0 V̂ (oM)

k

V̂ (oM)′
k V̂ (MM)

k

)]
V̂−1

k
∂ µ̂µk

∂ β̂β︸ ︷︷ ︸
single summation term

− 1
nh−1 ∑

k,i∈sh

∑
i 6=k

wkwi
∂ µ̂µ′k
∂ β̂β

V̂−1
k

(
0 ro

krI
i
′

rI
kro

i
′ rI

krI
i
′

)
V̂−1

i
∂ µ̂µi

∂ β̂β︸ ︷︷ ︸
double summation term

}
,

where ro
k = yo

k− µ̂µo
k and rI

k = yI
k− µ̂µM

k . And the estimator of the middle part of CImp-Sam is:

meat(ĈImp-Sam) =
1

N2

2

∑
h=1

{
∑

i, j∈sh

∑
i6= j

wiw j
∂ µ̂µ′i
∂ β̂β

V̂−1
i

(
0 0

rI
ir

o
j
′ 0

)
V̂−1

j
∂ µ̂µ j

∂ β̂β︸ ︷︷ ︸
double summation term

−∑
sh

w2
i

∂ µ̂µ′i
∂ β̂β

V̂−1
i

(
0 0

V̂ (oM)′
i V̂ (MM)

i

)
V̂−1

i
∂ µ̂µi

∂ β̂β︸ ︷︷ ︸
single summation term

}
.

And for the cluster sampling case (SIC) some of these expressions are:

meat(V̂ ∗π ) =
1

N2(nI−1)

{
nI ∑

k∈sI

[
∑

l∈Uk

wl
∂ µ̂µ′l
∂ β̂β

V̂−1
l r∗l

]⊗2
−
(

∑
k∈sI

∑
l∈Uk

wl
∂ µ̂µ′l
∂ β̂β

V̂−1
l r∗l

)⊗2}
,

meat(Bias[V̂ ∗π ]) =

1
N2

[
∑

k∈sI

∑
l∈Uk

w2
l

∂ µ̂µ′l
∂ β̂β

V̂−1
l

[(0 0
0 rI

lr
I
l
′

)
−

(
0 V̂ (oM)

l

V̂ (oM)′
l V̂ (MM)

l

)]
V̂−1

l
∂ µ̂µl

∂ β̂β︸ ︷︷ ︸
single summation term

+ ∑
k∈sI

∑
l,m∈Uk

∑
m 6=l

wlwm
∂ µ̂µ′l
∂ β̂β

V̂−1
l

(
0 ro

l rI
m
′

rI
lr

o
m
′ rI

lr
I
m
′

)
V̂−1

m
∂ µ̂µm

∂ β̂β︸ ︷︷ ︸
double summation


within cluster

− 1
nI−1 ∑

k,i∈sI

∑
i 6=k

∑
l∈Uk

∑
m∈Ui

wlwm
∂ µ̂µ′l
∂ β̂β

V̂−1
l

(
0 ro

l rI
m
′

rI
lr

o
m
′ rI

lr
I
m
′

)
V̂−1

m
∂ µ̂µm

∂ β̂β︸ ︷︷ ︸
between cluster (double summation)

]
,

(5.10)

and

meat(ĈImp-Sam) =
1

N2

{
∑

k∈sI

∑
m∈sI

∑
i∈Uk

∑
j∈Um
j 6=i

wiw j
∂ µ̂µ′i
∂ β̂β

V̂−1
i

(
0 0

rI
ir

o
j
′ 0

)
V̂−1

j
∂ µ̂µ j

∂ β̂β︸ ︷︷ ︸
double summation term
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−∑
k∈sI

∑
i∈Uk

w2
i

∂ µ̂µ′i
∂ β̂β

V̂−1
i

(
0 0

V̂ (oM)′
i V̂ (MM)

i

)
V̂−1

i
∂ µ̂µi

∂ β̂β︸ ︷︷ ︸
single summation term

}
.

The alternative variance estimation of section 4.4 takes the following form. The inner part
of the imputation variance component is estimated by:

V̂arI[U∗n (ββ )] =
1

N2 ∑
s

w2
i

∂ µ̂µ′i
∂ β̂β

V̂i
−1
(0 0

0 diag(s2
τr)

)
V̂i
−1 ∂ µ̂µi

∂ β̂β
.

The inner part of the sampling variance component is estimated by (n/r)2V̂τnaı̈ve, where, for
SRS,

V̂τnaı̈ve =
1

N2(n−1)

[
n ∑

k∈s
w2

k ẑτkẑ′τk−
(
∑
i∈s

wiẑτi

)⊗2]
;

for STSI:

V̂τnaı̈ve =
1

N2

2

∑
h=1

1
nh−1

[
nh ∑

k∈sh

w2
k ẑτkẑ′τk−

(
∑
i∈sh

wiẑτi

)⊗2]
;

and for SIC:

V̂τnaı̈ve =
1

N2(nI−1)

[
nI ∑

k∈sI

[
∑

l∈Uk

wl ẑτl
]⊗2−

(
∑
i∈sI

∑
l∈Ui

wl ẑτl

)⊗2]
;

where

ẑτi =
∂ µ̂µ′i
∂ β̂β

V̂i
−1
(

yo
i − µ̂µo

i

ȳτr− µ̂µM
i

)
.

5.3 Results
We evaluate the point estimator obtained by Pseudo-GEE with unweighted hot-deck imputed
responses along two traits, relative bias and variance (MSE). We also study how the variance
estimator(s) developed in section 4.3 perform for the chosen sample sizes and probabilities of
missingness.

Our simulations are programmed in the R software package, as documented in R Develop-
ment Core Team (2008). All simulations are run on a UNIX machine with 24 CPUs.

5.3.1 Point Estimation
Based on the 1,000 estimated values of β̂β , for each combination of sample size and pm, we
estimate the relative bias of the estimator β̂β with

RB(β̂β ) =
( 1

1000

1000

∑
k=1

β̂β
(k)−ββ

)
/ββ ,
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where β̂β
(k)

is the estimated value from the k-th sample, and the division is carried out term by
term. The summary of the relative biases is presented in Tables 5.1–5.6.

For all sampling schemes considered and for either continuous or binary response, the
biggest relative bias (in absolute value) is about 5%, which occurs with the smallest sample
size of 240. This case corresponds to having only around 10 selected subjects per cell. For the
rest of cases the biggest relative bias is about 3%. And for sample sizes of 720 (about 30 per
cell) and above, the maximum relative bias is bounded by around 2%, for all missing fractions
considered.

A good feature of the proposed estimator is that, as the sample size increases, its relative
bias tends to decrease; although this is not in all cases a totally monotone pattern. Also, the
bias of the estimator does not seem to be influenced by the missing percentage; at least for the
MAR case and missing fractions considered. Given a sample size, a higher missing rate does
not necessarily carry about a higher bias. This is a good characteristic because once we have a
sample of a fixed size, we do not like the performance of the estimator to depend on how many
respondents there are; as long as the missing fraction is within the limits examined here, and
the nonresponse satisfies a MAR mechanism.

Estimators of the regression coefficients under stratified sampling seem to perform a little
better than those under simple random sampling for the continuous response. Whereas for the
binary response the opposite holds. This indicates that the stratification used (based on age) is
not as efficient for the latter as it is for the former case.
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Table 5.1: Rel. Bias of β̂β , in %, Continuous Response, SRS

n n̄c pm r̄c β0 β1 β2 β3 β4

240 10

0.25 7.50 0.21 0.40 0.48 1.81 1.08
0.20 8.00 0.01 0.20 0.35 −0.51 −2.93
0.15 8.50 −0.09 0.02 0.09 −0.48 −4.21
0.10 9.00 −0.23 −0.13 −0.09 −0.13 −4.54
0.05 9.50 −0.19 −0.13 −0.07 −0.18 −3.70

480 20

0.25 15.00 −0.11 −0.09 0.00 0.51 −0.05
0.20 16.00 −0.20 −0.11 0.03 0.51 −3.03
0.15 17.00 −0.24 −0.18 −0.07 0.64 −2.51
0.10 18.00 −0.32 −0.33 −0.23 0.20 −2.14
0.05 19.00 −0.34 −0.35 −0.26 0.10 −2.82

720 30

0.25 22.50 −0.17 −0.43 −0.58 −0.26 1.35
0.20 24.00 0.25 0.32 0.32 −0.58 −0.75
0.15 25.50 0.18 0.20 0.18 −0.48 −0.39
0.10 27.00 0.26 0.30 0.24 −0.33 −0.54
0.05 28.50 0.21 0.19 0.11 −0.69 −0.46

960 40

0.25 30.00 0.12 0.18 0.20 −0.51 −0.33
0.20 32.00 0.13 0.15 0.13 −0.43 0.48
0.15 34.00 0.15 0.13 0.12 −0.70 0.47
0.10 36.00 0.12 0.08 0.05 −0.89 0.26
0.05 38.00 0.12 0.11 0.09 −0.55 0.32

1200 50

0.25 37.50 −0.08 −0.16 −0.15 −0.80 −1.33
0.20 40.00 0.08 0.09 0.18 −0.49 0.06
0.15 42.50 0.01 0.01 0.09 −0.17 0.23
0.10 45.00 −0.07 −0.16 −0.12 −0.53 0.01
0.05 47.50 0.01 −0.01 0.05 −0.36 −0.05

n = sample size
n̄c = average cell sample size
pm = probability of non-response
r̄c = average number of respondents per cell
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Table 5.2: Rel. Bias of β̂β , in %, Continuous Response, STSI

n n̄c pm r̄c β0 β1 β2 β3 β4

240 10

0.25 7.50 −0.35 −0.57 −0.56 1.36 1.08
0.20 8.00 0.27 0.40 0.55 0.26 1.15
0.15 8.50 0.40 0.54 0.63 0.57 1.53
0.10 9.00 0.35 0.40 0.45 0.41 2.26
0.05 9.50 0.29 0.28 0.29 0.19 2.32

480 20

0.25 15.00 −0.32 −0.78 −0.97 0.22 2.51
0.20 16.00 0.16 0.21 0.34 −0.80 1.68
0.15 17.00 −0.01 −0.02 0.13 −0.55 1.66
0.10 18.00 0.02 −0.06 −0.01 −0.96 1.69
0.05 19.00 0.05 0.03 0.11 −0.77 1.31

720 30

0.25 22.50 0.29 0.30 0.29 0.66 2.51
0.20 24.00 0.02 −0.12 −0.17 0.21 0.10
0.15 25.50 0.02 −0.13 −0.18 0.51 0.58
0.10 27.00 0.00 −0.18 −0.23 0.15 0.83
0.05 28.50 −0.10 −0.33 −0.41 0.39 1.34

960 40

0.25 30.00 0.01 0.03 0.04 −0.29 −0.48
0.20 32.00 0.03 0.04 0.02 0.32 0.80
0.15 34.00 0.03 0.07 0.05 0.42 0.23
0.10 36.00 0.02 −0.01 −0.07 0.18 0.68
0.05 38.00 −0.01 −0.07 −0.14 −0.05 0.50

1200 50

0.25 37.50 −0.06 −0.14 −0.16 0.09 −0.40
0.20 40.00 0.14 0.33 0.47 0.57 0.64
0.15 42.50 0.21 0.40 0.54 0.65 0.80
0.10 45.00 0.07 0.18 0.28 0.52 0.60
0.05 47.50 0.04 0.12 0.21 0.63 0.71
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Table 5.3: Rel. Bias of β̂β , in %, Continuous Response, SIC

nI Eπ(n) n̄c pm r̄c β0 β1 β2 β3 β4

36 240 10

0.25 7.50 −0.23 −0.40 −0.54 −1.13 1.94
0.20 8.00 −0.34 −0.52 −0.63 0.57 2.28
0.15 8.50 −0.45 −0.70 −0.85 −0.01 2.32
0.10 9.00 −0.35 −0.43 −0.47 0.00 1.10
0.05 9.50 −0.27 −0.27 −0.27 0.66 1.65

72 480 20

0.25 15.00 0.19 0.35 0.49 −1.09 1.79
0.20 16.00 0.23 0.22 0.08 −0.90 0.19
0.15 17.00 0.21 0.21 0.07 −0.69 0.64
0.10 18.00 0.20 0.21 0.07 −0.39 −0.08
0.05 19.00 0.13 0.07 −0.12 −0.62 −0.36

108 720 30

0.25 22.50 0.10 0.15 0.19 1.08 0.70
0.20 24.00 0.02 −0.05 −0.05 −0.29 1.29
0.15 25.50 0.01 0.02 0.05 0.23 1.38
0.10 27.00 0.07 0.12 0.18 0.15 0.81
0.05 28.50 0.04 0.08 0.10 0.01 0.32

144 960 40

0.25 30.00 −0.07 0.13 0.31 0.49 −0.46
0.20 32.00 −0.11 0.11 0.25 0.80 −1.86
0.15 34.00 −0.03 0.17 0.31 0.26 −1.53
0.10 36.00 0.01 0.24 0.41 0.22 −1.41
0.05 38.00 −0.01 0.22 0.41 0.30 −1.31

180 1200 50

0.25 37.50 −0.02 −0.08 −0.15 0.12 −0.97
0.20 40.00 0.08 −0.13 −0.36 0.20 0.55
0.15 42.50 0.17 0.01 −0.20 0.46 0.76
0.10 45.00 0.13 −0.05 −0.27 0.74 0.67
0.05 47.50 0.09 −0.09 −0.32 0.64 0.03
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Table 5.4: Rel. Bias of β̂β , in %, Binary Response, SRS

n n̄c pm r̄c β0 β1 β2 β3 β4

240 10

0.25 7.50 1.29 1.37 1.55 0.89 −0.59
0.20 8.00 0.33 −0.19 −0.77 −0.66 1.23
0.15 8.50 0.35 −0.05 −0.52 −0.97 0.15
0.10 9.00 0.65 0.23 −0.20 −1.07 0.64
0.05 9.50 0.53 0.22 −0.12 −0.92 −0.19

480 20

0.25 15.00 0.81 0.53 0.52 −0.60 −1.06
0.20 16.00 −0.10 −0.01 −0.15 0.42 −1.52
0.15 17.00 0.06 0.23 0.16 0.79 −1.62
0.10 18.00 0.09 0.24 0.17 0.69 −1.26
0.05 19.00 −0.10 0.03 −0.10 0.56 −1.44

720 30

0.25 22.50 0.09 0.06 −0.05 0.14 0.52
0.20 24.00 0.16 0.13 0.17 −1.14 0.33
0.15 25.50 0.04 0.10 0.12 −0.70 −0.50
0.10 27.00 −0.22 −0.15 −0.17 −0.44 −0.20
0.05 28.50 −0.06 0.01 0.04 −0.80 −0.45

960 40

0.25 30.00 0.03 −0.14 −0.37 0.36 0.59
0.20 32.00 0.47 0.37 0.23 0.78 −1.05
0.15 34.00 0.38 0.30 0.15 0.66 −1.08
0.10 36.00 0.28 0.24 0.10 0.77 −1.27
0.05 38.00 0.27 0.21 0.09 0.48 −1.04

1200 50

0.25 37.50 0.09 −0.02 −0.16 0.10 0.56
0.20 40.00 −0.06 −0.04 −0.14 0.19 −0.84
0.15 42.50 0.00 0.01 −0.07 −0.02 −0.30
0.10 45.00 0.12 0.15 0.14 −0.03 −0.67
0.05 47.50 −0.01 0.01 −0.04 0.05 −0.70
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Table 5.5: Rel. Bias of β̂β , in %, Binary Response, STSI

n n̄c pm r̄c β0 β1 β2 β3 β4

240 10

0.25 7.50 2.01 1.51 1.53 0.12 3.57
0.20 8.00 1.71 1.43 1.59 0.48 2.96
0.15 8.50 1.41 1.21 1.34 0.71 2.85
0.10 9.00 1.65 1.28 1.37 0.17 3.48
0.05 9.50 1.54 1.20 1.26 0.29 3.61

480 20

0.25 15.00 0.43 0.19 0.10 −1.12 −0.23
0.20 16.00 −0.12 −0.40 −0.72 0.54 2.65
0.15 17.00 −0.37 −0.65 −1.04 0.58 2.32
0.10 18.00 −0.16 −0.45 −0.77 0.45 2.35
0.05 19.00 −0.19 −0.40 −0.67 0.49 1.43

720 30

0.25 22.50 −0.23 −0.04 −0.06 −0.73 −2.20
0.20 24.00 −0.01 0.03 −0.15 −0.31 −1.48
0.15 25.50 0.09 0.08 −0.10 −0.59 −1.61
0.10 27.00 0.21 0.14 −0.03 −0.89 −0.83
0.05 28.50 0.39 0.31 0.17 −0.94 −1.23

960 40

0.25 30.00 0.34 0.48 0.55 0.43 −1.40
0.20 32.00 −0.29 −0.21 −0.33 0.79 −1.20
0.15 34.00 −0.43 −0.28 −0.38 0.72 −1.34
0.10 36.00 −0.57 −0.40 −0.54 0.88 −1.47
0.05 38.00 −0.32 −0.19 −0.25 0.62 −0.99

1200 50

0.25 37.50 0.28 0.25 0.31 0.38 2.11
0.20 40.00 0.05 0.11 0.12 0.02 1.53
0.15 42.50 −0.03 −0.02 −0.01 −0.38 1.32
0.10 45.00 −0.07 −0.06 −0.07 −0.15 1.46
0.05 47.50 −0.13 −0.10 −0.11 −0.21 1.27
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Table 5.6: Rel. Bias of β̂β , in %, Binary Response, SIC

nI Eπ(n) n̄c pm r̄c β0 β1 β2 β3 β4

36 240 10

0.25 7.50 1.16 0.79 0.42 −1.33 −1.71
0.20 8.00 0.72 0.78 0.67 0.91 −1.24
0.15 8.50 0.72 0.72 0.56 0.77 −1.76
0.10 9.00 0.50 0.61 0.51 1.14 −1.36
0.05 9.50 0.59 0.62 0.54 0.23 −1.64

72 480 20

0.25 15.00 0.73 0.63 0.68 −0.78 0.39
0.20 16.00 0.77 0.47 0.19 0.33 −0.56
0.15 17.00 0.56 0.34 0.10 −0.20 −1.06
0.10 18.00 0.53 0.25 0.02 −0.25 −0.77
0.05 19.00 0.61 0.40 0.28 −0.50 −0.92

108 720 30

0.25 22.50 0.81 0.62 0.48 0.51 0.99
0.20 24.00 0.57 0.41 0.32 −0.56 −0.29
0.15 25.50 0.49 0.36 0.28 −0.71 −0.32
0.10 27.00 0.20 0.14 0.05 −0.48 −0.89
0.05 28.50 0.25 0.23 0.20 −0.38 −1.13

144 960 40

0.25 30.00 −0.10 −0.02 0.00 −0.63 −1.86
0.20 32.00 0.03 0.10 0.18 −0.47 −1.94
0.15 34.00 0.09 0.16 0.25 −0.20 −1.72
0.10 36.00 0.15 0.26 0.36 −0.24 −2.22
0.05 38.00 0.09 0.16 0.25 −0.28 −1.16

180 1200 50

0.25 37.50 0.00 −0.15 −0.36 −0.21 0.59
0.20 40.00 0.27 0.19 0.11 −1.15 −1.65
0.15 42.50 0.27 0.14 0.06 −1.66 −1.80
0.10 45.00 0.09 0.02 −0.05 −1.23 −1.84
0.05 47.50 0.10 0.01 −0.05 −1.36 −1.74



SIMULATIONS. 5.3. Results 82

From the 1,000 simulated values we can also find (approximately) the true variance- co-
variance matrix of β̂β , based on the following formula:

var(β̂β ) =
1

1000

1000

∑
k=1

(β̂β
(k)−ββ )(β̂β

(k)−ββ )′.

For the continuous response and cluster sampling 3, the summary of these “true” variances can
be found in Tables 5.7–5.9, for some of the selected sample sizes. These values not only help
us address the performance of the estimator β̂β itself, but also give us quantities to compare our
variance estimators to later on.

It is clear that as the sample size increases, or as the missing percentage reduces, the vari-
ance of β̂β decreases. However, it is noteworthy that the variance does not necessarily decrease
as the number of respondents increases. In some situations the variance goes up even when
the number of actual respondents goes up, if the missing fraction increases.

Additionally we should point out that some of the covariances of β̂β are remarkably close
to zero. This suggests that evaluating the performance of the variance-covariance estimators
with a measure of relative bias that divided by such covariance terms would not be a good idea.
That is why, in the next section, for the covariance terms we use a relative bias that does not
divide by these terms.

3 The other results are omitted since they convey the same message.
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Table 5.7: MSE of β̂β , Continuous Response, SIC, n = 240 (aver-
age cell sample size n̄c = 10)

pm r̄c Variance-covaraince matrix

0.25 7.50

0.452616
−0.127753 0.042866

0.008502 −0.003077 0.000234
−0.002285 −0.000102 0.000010 0.000620
−0.022319 −0.001458 0.000142 0.000415 0.049948

0.20 8.00

0.415931
−0.116098 0.038737

0.007905 −0.002842 0.000221
−0.001724 −0.000038 0.000007 0.000580
−0.029194 0.001181 −0.000061 −0.000237 0.047229

0.15 8.50

0.396637
−0.110821 0.036933

0.007522 −0.002698 0.000209
−0.001363 −0.000123 0.000014 0.000535
−0.026925 0.001227 −0.000072 −0.000287 0.044563

0.10 9.00

0.367805
−0.101666 0.033686

0.006854 −0.002453 0.000190
−0.001275 −0.000036 0.000005 0.000467
−0.024167 0.000532 −0.000020 −0.000278 0.042471

0.05 9.50

0.346779
−0.095421 0.031512

0.006389 −0.002282 0.000176
−0.001014 −0.000025 0.000002 0.000385
−0.023547 0.000592 −0.000021 −0.000251 0.039993
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Table 5.8: MSE of β̂β , Continuous Response, SIC, n = 720 (aver-
age cell sample size n̄c = 30)

pm r̄c Variance-covaraince matrix

0.25 7.50

0.154118
−0.043590 0.014351

0.002950 −0.001035 0.000079
−0.000757 0.000010 0.000000 0.000198
−0.009518 0.000446 −0.000024 0.000045 0.016340

0.20 8.00

0.131352
−0.036755 0.012343

0.002475 −0.000901 0.000070
−0.000761 0.000042 −0.000001 0.000172
−0.007499 −0.000126 0.000010 −0.000003 0.015429

0.15 8.50

0.125305
−0.035264 0.011931

0.002375 −0.000872 0.000068
−0.000681 0.000024 0.000000 0.000157
−0.006969 −0.000216 0.000025 0.000032 0.014331

0.10 9.00

0.112994
−0.031574 0.010727

0.002105 −0.000781 0.000060
−0.000637 0.000017 0.000001 0.000145
−0.005722 −0.000463 0.000040 0.000032 0.013493

0.05 9.50

0.103234
−0.028840 0.009827

0.001919 −0.000715 0.000055
−0.000543 0.000015 0.000001 0.000131
−0.005703 −0.000286 0.000028 0.000001 0.012898



SIMULATIONS. 5.3. Results 85

Table 5.9: MSE of β̂β , Continuous Response, SIC, n = 1200 (av-
erage cell sample size n̄c = 50)

pm r̄c Variance-covaraince matrix

0.25 7.50

0.084052
−0.023795 0.007939

0.001618 −0.000578 0.000045
−0.000311 −0.000020 0.000002 0.000111
−0.005800 0.000280 −0.000015 −0.000030 0.009606

0.20 8.00

0.073693
−0.020830 0.007041

0.001414 −0.000515 0.000040
−0.000461 0.000030 −0.000001 0.000100
−0.004342 −0.000078 0.000011 0.000003 0.008630

0.15 8.50

0.071043
−0.020002 0.006712

0.001358 −0.000490 0.000038
−0.000443 0.000035 −0.000002 0.000091
−0.004385 −0.000063 0.000009 0.000029 0.008575

0.10 9.00

0.065592
−0.018292 0.006104

0.001237 −0.000445 0.000034
−0.000355 0.000021 −0.000001 0.000081
−0.005019 0.000173 −0.000008 0.000019 0.008340

0.05 9.50

0.060568
−0.016860 0.005653

0.001134 −0.000411 0.000032
−0.000297 0.000016 −0.000001 0.000068
−0.004519 0.000103 −0.000001 0.000022 0.007754
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5.3.2 Variance Estimation
For variance estimation, there are several ways to carry out the task. This is so because, in
section 4.3, we have decomposed the variance of β̂β , and its estimation, into several pieces.
The first and easiest option is to add up only V̂Imp and V̂ ∗π ; i.e. an estimator of the imputa-
tion variance and the naı̈ve sampling component. For estimation of finite population totals,
Särndal (1992) argues that the mixed (imputation-sampling) component can be ignored “if the
expected imputation error is zero or negligible under the response mechanism, conditional on
the realized sample.” He also points out that when imputing a “predicted value plus residual”,
which hot-deck can be thought of, the bias of the naı̈ve sampling component is negligible (for
estimation of totals). We call this estimator V1:

V 1 = V̂Imp +V̂ ∗π .

The second option is to add V̂Imp and V̂ ∗π , as in V1, but also the terms with the single sum-
mations in eq. 4.24 (i.e. ignoring the term in the double summation). This is an attempt to
correct for the mixed imputation-sampling term, but without the hassle of calculating the dou-
ble summation in ĈImp-Sam, which is computationally time consuming. We call this estimator
V2:

V 2 = V̂Imp +V̂ ∗π +
[ 1

N ∑
s

wi
∂ µ̂µ′i
∂ β̂β

V̂−1
i

∂ µ̂µi

∂ β̂β

]−1
×[

−1
N2 ∑

s
w2

i
∂ µ̂µ′i
∂ β̂β

V̂−1
i

(
0 0

V̂ (oM)′
i V̂ (MM)

i

)
V̂−1

i
∂ µ̂µi

∂ β̂β

]
×

[ 1
N ∑

s
wi

∂ µ̂µ′i
∂ β̂β

V̂−1
i

∂ µ̂µi

∂ β̂β

]−1

+transpose of last “sandwich” term.

Another way to estimate the variance of β̂β is to add V̂Imp and V̂ ∗π , and also the full mixed
term ĈImp-Sam + Ĉ′Imp-Sam. For linear estimators, Brick et al. (2004) show some examples in
which the contribution of this mixed term to the total variance is substantial, and then they
recommend not ignoring it. This estimator is called V3 here:

V 3 = V̂Imp +V̂ ∗π +ĈImp-Sam +Ĉ′Imp-Sam.

There are two ways in which we can correct for the bias of the naı̈ve sampling component
estimator, V̂ ∗π . The “fast and easy” way is to subtract just the term in the single summation in
expression 4.23, and ignore the double summation term. We call this estimator V4:

V 4 = V̂Imp +V̂ ∗π−
[ 1

N ∑
s

wi
∂ µ̂µ′i
∂ β̂β

V−1
i

∂ µ̂µi

∂ β̂β

]−1
×[

1
N2 ∑

k∈s
w2

k
∂ µ̂µ′k
∂ β̂β

V̂−1
k

[(0 0
0 rI

krI
k
′

)
−

(
0 V̂ (oM)

k

V̂ (oM)′
k V̂ (MM)

k

)]
V̂−1

k
∂ µ̂µk

∂ β̂β

]
×
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[ 1
N ∑

s
wi

∂ µ̂µ′i
∂ β̂β

V−1
i

∂ µ̂µi

∂ β̂β

]−1
.

The other way is to subtract the full bias correction term, including the computationally bur-
densome double summation piece. This gives V5:

V 5 =V̂Imp +V̂ ∗π − B̂ias(V̂ ∗π )

=V̂Imp +V̂Sam,

where B̂ias(V̂ ∗π ) is given by expression 4.23.
The most “complete” variance estimator, V6, is the one that adds/subtracts all the compo-

nents, and every piece in each estimated component:

V 6 =V̂Imp +V̂ ∗π − B̂ias(V̂ ∗π )+ĈImp-Sam +Ĉ′Imp-Sam

=V̂Imp +V̂Sam +ĈImp-Sam +Ĉ′Imp-Sam.

Finally, we additionally study the suitability of an estimator, V24, which can be considered
a “mixture” between V2 and V4. This estimator adds up V̂Imp and V̂ ∗π , but also attempts to
correct for the bias of V̂ ∗π and for the mixed term, but only using the single summation terms
of B̂ias(V̂ ∗π ) and CImp-Sam. In other words, V24 aims to be as complete as V6, but only through
single summation terms and avoids any double summation term.

Due to the form that the bias correction term takes for the SIC sampling (equations 5.4 and
5.10), we can think of two additional variance estimators in this case. One that adds V̂Imp and
V̂ ∗π , and also tries to correct the naı̈ve sampling component term but only by adding the “within
cluster” term of the bias correction; this variance estimator is called V4A:

V 4A = V̂Imp +V̂ ∗π +within cluster bias correction term.

This estimator contains the single summation term of the bias correction and the double sum-
mation term that adds up pair of subjects only when they belong to the same cluster. The other
possibility, called V4B, adds V̂Imp and V̂ ∗π , the single summation term of the bias correction,
and the double summation term that adds up pair of subjects only when they belong to different
clusters:

V 4B = V̂Imp +V̂ ∗π + single summation term of bias correction
+between cluster bias correction term.

In order to evaluate the performance of each of the nine variance-covariance estimators,
we calculate for each of them the relative bias as estimator of VTot. Since we do not know VTot,
we use our best estimate of it, var(β̂β ), as the target. For the i-th diagonal term (variance of β̂i)
we use:

RB(Vji) =
( 1

1000

1000

∑
k=1

Vj(k)i − var(β̂β )i

)
/var(β̂β )i,
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where Vj is any of V1, V2, V3, V4, V5, V6, V24, V4A, or V4B; Vj(k) is the calculated value
of Vj from the k-th simulation sample, and Vj(k)i is its i-th diagonal term; and var(β̂β )i is the
i-th diagonal term of var(β̂β ). And for the i, l-th term (i.e. the covariance of β̂i and β̂l) we use:

RB(Vjil) =
1

1000 ∑
1000
k=1 Vj(k)il − var(β̂β )il√

var(β̂β )i

√
var(β̂β )l

,

where Vj(k)il is its i, l-th term of Vj(k); and var(β̂β )il is the i, l-th entry of var(β̂β ). In other words,
for the covariance terms it is like we are evaluating the absolute bias of the estimator of the
corresponding correlation coefficient. This makes more sense than using var(β̂β )il as denomi-
nator because some of these terms may be too close to zero.

The relative bias of the variance estimates show that the estimators V2 and V24 perform
consistently (much) worse than the others, for both continuous and binary response, all sam-
pling schemes considered, all sample sizes, and all missing percentages. This indicates that
the mixed (sampling-imputation) component, if included must be included fully; i.e. if one in-
cludes the terms corresponding to the single summations in ĈImp-Sam, one should also include
the terms corresponding to the double summations. Thus we omit the results for these two
variance estimators here.

Tables 5.10–5.12 show the relative bias of all the variance estimators for three cases: binary
response with SRS and n = 240 or with STSI and n = 1,200, and for continuous response with
SIC and n = 720. Results for other cases are alike 4.

For the element sampling cases5, we notice that V4, V5, and V6 do invariably better than
V1 and V3. This is an indication that some correction for bias of the naı̈ve sampling variance
estimator is crucial. Additionally, V4, V5, and V6 are very close among themselves, and V1
and V3 are close between themselves.

The fact that V1 and V3 are generally close to each other means that the inclusion of the
mixed imputation-sampling component is irrelevant. This is further confirmed by the closeness
of the estimators V5 and V6. This is very good news as the computation of this term involves
a double summation over the sample and is computationally time consuming. And, as we
observed earlier, including just the single summation term is disastrous.

As we said, a correction of the naı̈ve sampling component estimator must be incorporated.
Nonetheless, the fact that V4 is so close to V5 (and to V6) reveals that it is not necessary to
include the whole bias correction component; the single summation term of it suffices. This is
also good news; the computation of the double summation part of the bias correction takes a
long time. Although V5 is in a few cases as much as 1% less biased than V4, in our opinion
it is worthless to go through the hassle of calculating the extra term required for that little win.
A similar case holds for the most “complete” variance estimator V6; which takes even longer
and is harder to calculate than V5.

4 We also omit the results for 0.15 missing probability, for better fitting of the tables on the pages.
5 SRS and STSI.
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Hence we conclude that, all things being considered, V4 is the best estimator of the vari-
ance of β̂β . This is, for the element sampling cases, an estimator of the total variance of β̂β

which includes just the imputation component, the naı̈ve sampling component, and the single
summation term of the bias correction, is the best strategy.

For SIC sampling the situation is analogous, but somewhat different. Here we find that
V4 and V4B are better than V3, V4A, V5, and V6; that is, the relative biases or the former
are consistently smaller than those of the latter. This is particularly true for the larger missing
fractions. V4 and V4B are also generally better than V1; except for a couple of cases where
they perform similarly. This denotes that the imputation variance together with the naı̈ve
sampling variance component are in most cases not enough.

Thus we have that for the SIC sampling considered, besides the imputation variance com-
ponent and naı̈ve sampling component (which should always be included and are fast and easy
to compute), the inclusion of the mixed sampling-imputation component is not necessary, and
may even be detrimental. Neither the single summation term nor the double summation term
of this component should be added. This is so because V3 and V6 (and V2 and V24) do not
perform as well.

The correction for the bias of the naı̈ve sampling component, on the other hand, is a differ-
ent story. Although V5 does not perform as well as V4 or V4B, which means that including
the whole bias correction term is not a good idea, the results show that some correction for this
bias is necessary. Since V4A does not do as well as V4 or V4B, we have that including the
“within cluster” part of the bias correction is not a good idea either.

Given that the variance estimators V4 and V4B are the ones that perform generally the best,
we have that one should either include only the single summation term of the bias correction
or include it together with the “between cluster” part of the bias correction.

Albeit one may be inclined not to include the between cluster bias correction, for it is a
double summation term, we do not recommend doing so because we found that V4B is many
times up to 1% less biased than V4. This is not such a computationally intensive task as it
would be in the element sampling case. Here, this term (between clusters) adds up pairs of
elements only when they belong to different clusters.

So we conclude that, for the SIC sampling case, the best variance estimation strategy is to
add up the imputation sampling component, the naı̈ve sampling component, the single sum-
mation term of the bias correction, and the between cluster bias correction part.



SIMULATIONS. 5.3. Results 90

Table 5.10: Rel. Bias of Var. Estimators, in %, Binary Response,
SRS, n = 240

25% missing 20% missing 10% missing 5% missing

−4 6 2 3
4 −5 −7 6 −2 0 −3 2

V1 −4 5 −6 7 −6 6 1 0 −1 2 −1 1
−3 5 −5 −6 −2 2 −2 −1 −3 3 −3 −1 −3 2 −1 0

5 −2 2 0 −18 5 1 −2 −3 −14 1 3 −4 −3 −9 −0 3 −3 −3 −6
−3 6 1 3

3 −5 −7 6 −1 0 −3 2
V3 −3 5 −5 8 −6 5 1 1 −1 2 −1 1
−3 5 −5 −6 −2 2 −2 −1 −3 3 −3 −1 −3 2 −1 0

6 −2 2 0 −22 5 1 −2 −3 −17 1 3 −4 −3 −10 −0 3 −3 −3 −7
−7 3 −0 2

8 −10 −3 2 1 −2 −2 1
V4 −8 10 −11 3 −2 1 −1 3 −4 1 −0 −0
−2 4 −4 −11 −1 2 −2 −6 −3 3 −3 −3 −3 2 −1 −1

4 −2 2 0 −8 3 1 −2 −4 −5 −1 3 −4 −3 −4 −1 3 −3 −3 −4
−7 3 −0 2

8 −10 −3 2 1 −2 −2 1
V5 −8 10 −10 3 −2 1 −1 3 −4 1 −0 −0
−2 4 −4 −11 −1 2 −2 −6 −3 3 −3 −3 −3 2 −1 −1

3 −2 2 0 −8 3 1 −2 −4 −5 −1 3 −4 −3 −4 −1 3 −3 −3 −4
−7 3 −0 2

7 −9 −3 2 1 −2 −1 1
V6 −7 9 −10 4 −2 1 −1 3 −4 1 −0 −1
−2 4 −4 −11 −1 1 −2 −6 −3 3 −3 −3 −3 2 −1 −1

4 −2 2 0 −11 3 1 −2 −3 −7 −0 3 −4 −3 −5 −1 3 −3 −3 −4
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Table 5.11: Rel. Bias of Var. Estimators, in %, Binary Response,
STSI, n = 1,200

25% missing 20% missing 10% missing 5% missing

2 4 6 8
−4 4 −5 4 −8 8 −9 10

V1 4 −4 4 4 −3 1 8 −7 6 10 −9 8
−3 4 −4 2 −6 6 −5 1 −5 5 −5 6 −4 4 −5 1

4 −1 1 −0 −13 4 −2 2 −0 −10 5 −3 2 0 −8 4 −3 1 3 −4
3 4 5 8
−4 5 −5 4 −8 8 −9 10

V3 5 −5 5 5 −3 2 8 −7 6 9 −9 8
−3 4 −4 2 −7 6 −5 1 −5 5 −5 6 −4 4 −4 1

4 −1 1 −1 −16 4 −2 2 −0 −13 5 −3 2 0 −9 4 −3 2 3 −5
−1 2 4 7
−0 −0 −1 0 −6 6 −8 8

V4 1 0 −1 1 1 −3 6 −5 3 8 −8 6
−2 3 −4 −2 −6 6 −5 −3 −5 5 −5 4 −4 4 −4 0

2 −1 1 −1 −1 2 −2 2 −0 −1 4 −3 2 0 −3 3 −3 1 3 −1
−1 2 4 7
−0 −0 −1 0 −6 6 −8 8

V5 1 0 −1 1 1 −3 6 −5 3 8 −8 6
−2 3 −4 −2 −6 6 −5 −3 −5 5 −5 4 −4 4 −4 0

2 −1 1 −1 −1 2 −2 2 −0 −1 4 −3 2 0 −3 3 −3 1 3 −1
−0 2 4 7
−1 1 −2 1 −5 6 −8 8

V6 2 −1 0 2 0 −2 6 −5 3 8 −7 6
−2 3 −4 −2 −6 6 −5 −3 −5 5 −5 4 −4 4 −4 0

2 −1 1 −1 −5 2 −2 2 −0 −3 4 −3 2 0 −3 3 −3 2 3 −1
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Table 5.12: Rel. Bias of Var. Estimators, in %, Continuous Re-
sponse, SIC, n = 720

25% missing 20% missing 10% missing 5% missing

−17 −8 0 7
16 −16 7 −8 0 −3 −5 2

V1 −14 15 −15 −6 8 −10 0 3 −5 4 −1 −1
−2 1 −1 3 0 −2 1 8 2 −1 −1 3 2 −1 −0 −0

4 −2 2 −2 −20 1 1 −0 1 −17 −3 4 −4 −2 −6 −3 3 −3 0 −2
−16 −7 0 7

15 −15 6 −7 0 −3 −5 2
V3 −13 14 −13 −5 7 −9 0 3 −4 4 −1 −0

−2 1 −0 5 0 −2 1 9 2 −1 −1 3 2 −1 0 0
5 −2 2 −2 −25 2 1 −0 2 −20 −3 4 −4 −2 −7 −3 3 −3 0 −2

−22 −12 −3 5
21 −22 12 −14 3 −6 −3 −0

V4 −20 21 −21 −11 14 −15 −3 7 −8 2 1 −3
−0 1 −0 −7 2 −2 1 −1 3 −1 −1 −3 2 −1 −0 −4

1 −2 2 −3 −4 −2 1 −0 1 −3 −5 4 −4 −2 2 −4 3 −3 −0 2
−25 −14 −3 5

24 −25 14 −16 4 −7 −3 −0
V4A−22 24 −24 −12 16 −17 −3 7 −8 2 1 −3

1 1 −0 −12 2 −2 1 −5 3 −1 −1 −4 2 −1 −0 −4
2 −2 2 −3 −10 −1 1 −0 1 −7 −5 4 −4 −2 1 −4 3 −3 −0 2

−22 −12 −2 5
21 −22 12 −14 3 −6 −3 0

V4B−19 21 −21 −10 14 −15 −3 7 −8 2 1 −2
−0 1 −0 −7 2 −2 1 −1 2 −1 −1 −3 2 −1 −0 −4

1 −2 2 −3 −4 −2 1 −0 1 −3 −5 4 −4 −2 3 −4 3 −3 −0 2
−25 −14 −3 5

24 −25 14 −15 4 −6 −3 −0
V5 −22 24 −24 −12 16 −17 −3 7 −8 2 1 −3

1 1 −0 −12 2 −2 1 −5 3 −1 −1 −4 2 −1 −0 −4
2 −2 2 −3 −9 −1 1 −0 1 −7 −5 4 −4 −2 2 −4 3 −3 −0 2

−24 −14 −3 5
22 −23 13 −14 4 −6 −3 0

V6 −21 22 −22 −11 15 −16 −3 7 −8 2 1 −2
1 0 −0 −10 2 −2 1 −3 3 −1 −1 −3 2 −1 0 −3
3 −2 2 −2 −14 −0 1 −0 1 −10 −4 4 −4 −2 1 −4 3 −3 0 2
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Table 5.13 summarizes the simulation results on the performance of variance estimator V4
(or V4B) when the response variable is continuous. The three sample sizes, 240, 720 and
1,200, and the three missing probabilities, 0.05, 0.15 and 0.25, represent three scenarios of
being small, medium and large.

For simple random sampling (SRS), the relative biases are all within 10% when the missing
probability is 5%. When the missing probability is 25%, the relative biases can be as large as
19% for n = 240, but are below 10% for almost all cases when n = 720 and n = 1,200. There
is one abnormal case for β3. The variance estimator for β̂3 has a large negative bias when the
missing probability is 25%. A possible reason for this is that the true value of the variance in
this case is very small, and therefore the measure of relative bias can be unreliable.

For stratified simple random sampling (STSI), the pattern of behavior of the variance esti-
mator is similar to the cases under simple random sampling. The abnormal behaviour of the
variance estimator for β̂3 is probably once again due to the small value of the true variance.

The picture for cluster sampling seems to be a little bit different, at least on the first look.
The relative biases have a clear trend of decreasing as sample size increases, but the magnitude
of the bias is bigger than those we see from simple random sampling and stratified sampling.
However, the number of clusters under each sample size n is much smaller. For instance, when
the average element sample size is 720, the actual number of clusters sampled is 108. The
precision of the variance estimation depends largely on the number of clusters sampled.

There is another observation on the variance estimation under all three sampling designs.
That is, the relative bias is generally bigger when the probability of missing is larger, which
is a sign that the proposed variance estimators do not catch well the variance component due
to imputation. This problem disappears for the alternative variance estimators presented in the
next section.

Results on variance estimation under a binary response are summarized in Table 5.14.
A seemingly striking pattern is that the relative biases are all within 10% when the missing
probability is 5% or 15% (regardless of the sample size), and when the sample size is 1,200
(regardless of the missing probability). Overall, the relative biases are tolerable when n≥ 720,
regardless of the sampling designs. For n = 1,200, the relative biases are small even if the
missing probability is 25%. The performance hence is more satisfactory compared to cases
with a continuous response variable.
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Table 5.13: Rel. Bias of V4 (or V4B), in %, Continuous Response
SRS (V4) STSI (V4) SIC (V4B)

n pm β0 β1 β2 β3 β4 β0 β1 β2 β3 β4 β0 β1 β2 β3 β4

-17 -12 -24
14 -14 11 -13 23 -25

0.25 -11 13 -12 -11 13 -13 -20 23 -23
4 0 -2 -19 9 -5 5 -19 0 3 -3 -14
6 -2 0 1 -12 2 2 -2 -1 -11 -3 4 -5 -7 -8

-12 -11 -18
8 -7 10 -11 17 -18

240 0.15 -8 6 -6 -10 12 -12 -16 18 -19
4 -4 4 -8 10 -7 7 -19 -3 4 -4 -17
8 -5 4 6 -10 0 1 -2 2 -3 3 -2 3 6 -5

-8 -4 -10
5 -4 3 -4 9 -9

0.05 -5 3 -3 -2 5 -5 -8 9 -10
3 -3 3 -9 10 -8 8 -17 -3 1 0 -9
6 -3 3 8 -10 -2 3 -3 4 -1 3 -2 2 7 -3

-7 -8 -22
6 -4 7 -7 21 -22

0.25 -5 4 -5 -6 6 -6 -19 21 -21
5 -4 4 -14 -1 4 -4 -11 0 1 0 -7

-4 4 -4 3 0 1 1 -1 -6 -7 1 -2 2 -3 -4
-3 -1 -11
2 0 1 -3 11 -14

720 0.15 -2 0 -1 -3 5 -6 -10 14 -16
-1 0 0 1 1 -1 1 0 2 -1 0 -2
7 -7 7 -3 1 0 3 -4 0 -4 -3 2 -3 -2 0
0 5 5
0 2 -4 2 -3 0

0.05 0 -1 1 2 0 -1 2 1 -2
-2 3 -3 -1 -4 3 -3 4 2 -1 0 -4
5 -7 7 -4 4 0 3 -3 2 -3 -4 3 -3 0 2

-9 -7 -14
8 -9 4 -4 14 -16

0.25 -5 8 -8 -4 4 -4 -13 15 -16
5 -2 1 -16 5 -2 2 -7 -4 3 -3 -2
1 -1 0 -3 6 7 -4 3 -3 -8 1 -2 2 3 -2
4 -7 -4

-4 4 4 -4 5 -7
1200 0.15 5 -4 3 -3 3 -3 -6 7 -8

0 -3 4 -1 4 -1 1 -11 3 -4 4 1
0 0 -1 4 2 0 -1 1 0 -1 -2 2 -2 -3 2

-2 -3 9
0 -1 0 1 -7 5

0.05 1 0 0 1 -1 0 5 -4 3
0 -1 3 -1 5 -1 1 -8 1 -2 3 10

-1 2 -3 1 1 3 -3 3 -4 1 0 -1 0 -4 2
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Table 5.14: Rel. Bias of V4 (or V4B), in %, Binary Response
SRS (V4) STSI (V4) SIC (V4B)

n pm β0 β1 β2 β3 β4 β0 β1 β2 β3 β4 β0 β1 β2 β3 β4

-7 -16 -20
8 -10 14 -14 18 -17

0.25 -8 10 -11 -13 13 -13 -16 15 -15
-2 4 -4 -11 -1 5 -4 -18 3 -2 3 -9
4 -2 2 0 -8 11 -9 9 -2 -13 5 -5 4 -1 0
0 -7 -2
1 -2 6 -6 2 -1

240 0.15 -1 3 -4 -5 5 -4 -3 2 -3
-2 3 -3 -4 1 1 -1 -9 2 -2 4 -3
-1 4 -5 -3 -4 -1 2 -2 -4 -3 1 0 0 -1 -11
2 0 -2

-2 1 0 -1 1 -1
0.05 1 0 0 0 1 -1 -3 2 -3

-3 2 -1 -1 0 4 -4 -6 4 -4 6 -2
-1 3 -3 -3 -4 -4 5 -5 -7 -2 5 -2 3 -5 -10

-10 -11 -11
10 -11 11 -11 10 -10

0.25 -10 11 -11 -11 11 -10 -9 9 -8
-6 6 -5 -3 4 -4 4 -6 0 2 -2 -7
5 -3 2 -1 -9 -1 4 -4 -2 -13 1 -1 0 -1 -5

-1 -10 -2
2 -4 8 -7 2 -1

720 0.15 -2 4 -4 -6 6 -5 -1 0 1
-3 3 -3 -1 0 0 1 -2 4 -5 4 5
-5 7 -6 -1 -7 5 -5 4 2 -5 -5 4 -4 -1 2
2 -7 4
0 -1 5 -4 -4 6

0.05 -1 2 -2 -4 3 -2 4 -6 6
-6 4 -4 7 0 0 0 1 -1 4 -6 5 4
-4 5 -5 4 -6 5 -5 5 -1 -3 -3 2 -2 0 4
-3 -1 -2
3 -4 0 0 3 -6

0.25 -3 4 -3 1 0 -1 -4 7 -9
0 3 -3 -7 -2 3 -4 -2 3 0 -1 -9
1 -1 1 0 -4 2 -1 1 -1 -1 0 3 -3 -2 -4

-9 3 7
9 -8 -5 5 -7 8

1200 0.15 -8 7 -6 5 -4 2 6 -7 7
-2 1 -1 -5 -3 4 -4 0 3 -3 2 -9
-2 2 -1 1 3 5 -4 2 0 -3 0 1 -1 1 1
-8 7 6
9 -9 -8 8 -4 3

0.05 -9 9 -8 8 -8 6 2 -2 1
-4 4 -3 -6 -4 4 -4 0 -1 0 -1 -4
0 0 1 -2 6 3 -3 1 3 -1 -1 1 0 2 2
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5.3.3 Variance Estimation Using the Alternative Variance Decomposi-
tion

We can think of several additional ways of evaluating the variance estimator. This is so be-
cause, in section 4.4, we decomposed the variance of β̂β , and its estimation, into two pieces,
sampling and imputation components. The first and easiest option is to use (for the “meat”)
just the naive estimator, V̂τnaı̈ve, of the sampling component. We call this estimator AV1:

AV1 = [Ĥ(β̂β )]−1V̂τnaı̈ve [Ĥ(β̂β )]−1.

Another way of estimating the total variance could be to include just an estimator of
the sampling component, but correcting for the fact that some of the values in the Horvitz-
Thompson estimator used are not actual observed values, but sample-based quantities. We call
this estimator AV2:

AV2 = [Ĥ(β̂β )]−1
(n

r

)2
V̂τnaı̈ve [Ĥ(β̂β )]−1.

A third method is to add up an estimator for each of the two pieces, sampling and impu-
tation components, but without the correction of the sampling piece that AV2 includes. This
estimator is:

AV3 = [Ĥ(β̂β )]−1[V̂τnaı̈ve + V̂arI[U∗n (ββ )]
]
[Ĥ(β̂β )]−1

= [Ĥ(β̂β )]−1
[
V̂τnaı̈ve +∑

s
w2

i
∂ µ̂µ′i
∂ β̂β

V̂−1
i

(0 0
0 diag(s2

τr)

)
V̂−1

i
∂ µ̂µi

∂ β̂β

]
[Ĥ(β̂β )]−1.

And the most complete estimator is the one that adds an estimator for each piece, but also
corrects for the naı̈ve sampling one:

AV4 = [Ĥ(β̂β )]−1[(n
r

)2V̂τnaı̈ve + V̂arI[U∗n (ββ )]
]
[Ĥ(β̂β )]−1

= [Ĥ(β̂β )]−1
[(n

r

)2
V̂τnaı̈ve +∑

s
w2

i
∂ µ̂µ′i
∂ β̂β

V̂−1
i

(0 0
0 diag(s2

τr)

)
V̂−1

i
∂ µ̂µi

∂ β̂β

]
[Ĥ(β̂β )]−1.

The performance of these four alternative variance estimators is evaluated by their relative
biases, calculated as for the previous nine variance estimators.

The relative bias of the four alternative estimators, AV1, AV2, AV3, and AV4, is shown
in Table 5.15 for binary response, SRS sampling, and smallest sample size of n = 240; in
Table 5.16 for binary response, STSI sampling, and largest sample size of n = 1,200; and in
Table 5.17 for continuous response, SIC sampling, and medium sample size of n = 720 (other
results are omitted, but the conclusions are similar).

These tables show that the estimators AV1 and AV3 perform consistently worse than the
other two. We remind the reader that these estimators do not correct the naı̈ve estimator of
the sampling component; and additionally, AV1 does not include a term for the imputation
component. This is an indication that it is necessary to “inflate” the term V̂τnaı̈ve by (n/r)2

in order to obtain a less biased estimator of the sampling component. Recall that not doing
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so is tantamount to treating the terms ȳτr in the Horvitz-Thompson estimator 4.26 as actual
observations.

Additionally, AV3 performs slightly better than AV1, which indicates that, at least if one
does not correct V̂τnaı̈ve, then it is better to include the imputation variance term.

The best estimators are AV2 and AV4, with AV4 being better than AV2. In most cases,
especially for small sample sizes and/or large missing percentages, AV4 is much better. This
means that it is generally better to include an estimator for the imputation component. Nonethe-
less, there is one situation in which it is immaterial to include it; or even better not to. It is
the case where the sample size is large and the missing percentage is small. Even in the few
situations in which AV2 is better than AV4, the relative bias of AV4 is only slightly bigger
than that of AV2. And also, in those cases, AV4 tends to overestimate, whereas AV2 tend to
underestimate.

In summary, AV4 is in most cases better than AV2. When the opposite happens, they
are close and AV4 has a tendency to overestimate and AV2 to underestimate. Since slight
overestimation of variance is preferable to slight underestimation, and the computation of the
imputation variance term is not burdensome, we recommend using AV4 always.

Another advantage of AV4 over AV2 is that its relative bias does not seem to be consistently
influenced by the missing percentage. As mentioned before, this is a good characteristic, and
also, obviously it relies on the MAR assumption and the missing fraction being within the
limits examined here.
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Table 5.15: Rel. Bias of Alternative Var. Estimators, in %, Binary
Response, SRS, n = 240

pm AV1 AV2 AV3 AV4

−51 −12 −35 3
48 −52 13 −15 34 −37 −2 1

.25 −45 51 −52 −12 15 −15 −32 36 −37 1 −0 0
4 5 −5 −51 −1 4 −4 −13 2 5 −5 −36 −4 4 −4 2

13 −3 3 0 −49 4 −2 2 0 −10 10 −3 2 0 −39 1 −2 2 0 0
−38 −4 −24 11

35 −39 3 −5 21 −24 −11 10
.20 −32 38 −40 −3 5 −6 −19 24 −25 10 −9 9

4 2 −3 −42 −0 1 −2 −10 2 2 −2 −29 −2 1 −1 4
10 1 −3 −3 −41 2 2 −3 −3 −8 8 1 −3 −3 −32 0 2 −3 −3 1
−33 −7 −21 5

31 −34 7 −9 20 −22 −4 3
.15 −29 34 −35 −7 9 −10 −18 22 −23 4 −2 2

2 3 −4 −33 −1 2 −3 −8 0 3 −3 −22 −3 2 −3 4
6 3 −4 −3 −34 0 3 −4 −3 −8 4 3 −4 −3 −26 −2 4 −5 −3 −1

−24 −6 −16 2
23 −26 7 −8 15 −17 −1 0

.10 −22 26 −27 −7 9 −10 −14 17 −18 1 0 −1
1 3 −3 −25 −2 3 −3 −8 −0 3 −3 −17 −3 2 −2 1
5 2 −3 −2 −25 0 2 −3 −2 −8 3 2 −3 −2 −20 −1 3 −3 −2 −3

−10 0 −6 4
9 −11 0 −1 5 −7 −4 3

.05 −9 11 −11 −0 1 −2 −5 7 −7 3 −3 2
−1 1 −1 −10 −2 1 −0 −0 −1 1 −0 −6 −2 1 −0 3

2 2 −3 −3 −13 −1 3 −3 −3 −4 1 2 −3 −3 −11 −1 3 −3 −3 −2
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Table 5.16: Rel. Bias of Alternative Var. Estimators, in %, Binary
Response, STSI, n = 1,200

pm AV1 AV2 AV3 AV4

−50 −11 −33 6
46 −50 10 −11 30 −32 −7 7

.25 −43 49 −50 −9 11 −11 −27 31 −32 7 −7 7
6 2 −3 −51 1 2 −2 −13 4 2 −3 −33 −2 2 −2 5

11 −2 1 −0 −48 3 −1 1 −0 −8 8 −1 1 −0 −37 0 −0 0 −0 3
−42 −9 −27 6

39 −42 8 −10 24 −27 −6 5
.20 −36 42 −44 −8 11 −13 −23 27 −29 5 −4 2

1 5 −5 −45 −3 4 −4 −14 −1 5 −5 −30 −5 4 −4 1
10 −3 3 −0 −41 3 −2 2 −0 −7 8 −3 2 −0 −30 1 −2 1 −0 3
−33 −7 −20 5

29 −32 5 −6 17 −19 −7 7
.15 −27 32 −34 −4 6 −8 −15 19 −21 7 −6 5

1 4 −4 −34 −2 3 −4 −9 −0 4 −4 −22 −4 3 −4 4
11 −4 3 −0 −34 5 −3 2 −0 −9 9 −4 2 −0 −26 4 −3 2 −0 −1
−22 −3 −12 6

19 −21 2 −2 10 −11 −7 8
.10 −17 21 −22 −1 3 −4 −9 11 −13 8 −7 5

−1 5 −5 −22 −3 5 −5 −4 −2 5 −5 −13 −4 5 −5 5
9 −4 2 1 −25 5 −3 2 1 −7 8 −3 2 1 −19 4 −3 1 1 −2
−8 2 −3 7

6 −7 −3 3 1 −1 −8 9
.05 −5 7 −9 4 −2 1 −0 2 −3 8 −8 6

−1 4 −4 −14 −3 4 −4 −4 −2 4 −4 −9 −3 4 −4 1
6 −3 2 3 −13 4 −3 2 3 −4 5 −3 2 3 −11 3 −3 2 3 −1
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Table 5.17: Rel. Bias of Alternative Var. Estimators, in %, Contin-
uous Response, SIC, n = 720

pm AV1 AV2 AV3 AV4

−52 −14 −41 −3
49 −53 15 −16 38 −41 4 −4

.25 −45 51 −52 −14 15 −15 −35 39 −40 −4 3 −3
7 −0 0 −53 3 −0 0 −17 5 −0 0 −35 −0 0 0 2
9 −2 2 −2 −49 2 −2 2 −2 −9 7 −2 2 −2 −39 0 −2 2 −2 1

−39 −5 −29 5
37 −41 6 −8 27 −30 −4 3

.20 −33 41 −43 −6 9 −10 −24 30 −32 3 −2 1
8 −3 1 −44 4 −3 2 −12 6 −2 1 −27 1 −2 1 5
5 1 −1 0 −41 −1 1 −0 0 −8 4 1 −1 1 −33 −3 2 −1 1 0

−31 −5 −23 3
30 −34 6 −9 22 −26 −2 −1

.15 −27 35 −36 −7 10 −12 −20 26 −28 0 2 −3
7 −2 0 −36 4 −2 1 −12 5 −1 0 −22 2 −1 1 2
3 2 −2 −2 −31 −1 2 −2 −2 −4 2 2 −2 −2 −24 −3 2 −2 −2 2

−18 1 −12 7
18 −22 0 −3 12 −15 −5 3

.10 −16 22 −24 −1 5 −6 −11 16 −17 4 −2 0
7 −1 −1 −28 4 −1 −0 −11 5 −1 −1 −18 3 −1 −1 −1
−1 4 −4 −2 −20 −4 4 −4 −2 −1 −2 4 −4 −2 −15 −5 4 −4 −2 3
−4 7 −0 10

5 −9 −4 1 2 −5 −7 5
.05 −5 10 −11 3 0 −2 −2 6 −8 6 −3 2

5 −2 0 −18 4 −2 0 −9 4 −1 0 −12 3 −1 0 −3
−2 3 −3 −0 −10 −4 3 −3 −0 0 −2 3 −3 −0 −7 −4 3 −3 −0 3
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In Table 5.18 and Table 5.19 we present the relative bias of AV4 for both, continuous
or binary response; for SRS, STSI, or SIC; for the smallest (240) medium (720) and largest
(1,200) sample sizes; and for the largest (0.25), medium (0.15), and smallest (0.05) missing
probabilities.

We confirm that, conditional on a given sample size, the performance of this variance
estimator does not seem to be influenced by the missing probability.

For the continuous response with SRS and the binary response with STSI or SIC, the largest
negative bias is −9% and the largest positive is about 13%. For the continuous response
with STSI, the largest negative is −13% and the largest positive is 7%. For the continuous
response with SIC, the largest negative is −8% and the largest positive 12%. For the binary
response with SRS, the largest negative is −10% and the largest positive is 11%. And for the
continuous response with SIC, the largest negative and positive relative biases are −12% and
14%, respectively.

It is clear that in all instances considered, this alternative estimator performs (much) better
than the estimator in the previous section. Obviously this variance estimator does a much
better job at handling both the variability due to the imputation and the sampling variability.

This variance estimator does not seem to have a consistently negative or positive bias.
Over all the scenarios and simulations considered, the highest and lowest relative biases were
14% and −13%, respectively. And in may cases, for a particular response variable, sampling
design, sample size, and missing fraction, the relative bias of the variance estimator is positive
for some β ’s and negative for others.

Although, in general, there appears to be a decreasing trend in the (absolute value of the)
relative bias of AV4 as the sample size increases, this tendency is not monotone. In several
cases the maximum relative bias (in absolute value) increases for a larger sample size. At the
moment we do not have a satisfactory explanation for this fact. It may be that the rate at which
the bias of AV4 decreases is not the same as the rate at which the actual MSE does. Since the
relative bias has the MSE as denominator, this could explain this phenomenon.

We observe that in some scenarios, here the variance estimator corresponding to β̂3 also
shows an irregular behaviour (compared to the others’). This further supports the hypothesis
that since the true MSE of β̂3 is close to zero, the measure of relative bias used may not be as
stable for this estimator as it is for the others.
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Table 5.18: Rel. Bias of Alternative Var. Estimator AV4, in %, Continuous Response
SRS STSI SIC

n pm β0 β1 β2 β3 β4 β0 β1 β2 β3 β4 β0 β1 β2 β3 β4

-5 6 -2
2 -1 -5 5 3 -5

0.25 -1 0 1 4 -4 4 -2 4 -3
0 2 -3 -2 4 -4 4 1 -1 3 -3 -2
5 -2 1 1 -6 1 2 -2 0 -4 -4 4 -4 -7 -2

-7 -4 -6
4 -1 4 -4 5 -6

240 0.15 -4 1 -1 -4 5 -6 -6 7 -7
2 -4 4 -2 8 -7 7 -10 -3 3 -4 -12
8 -5 4 6 -8 -1 1 -2 2 0 2 -2 3 6 -3

-5 2 -4
3 -1 -2 1 3 -4

0.05 -2 0 0 2 0 -1 -4 4 -4
2 -3 3 -6 9 -8 7 -12 -3 1 0 -5
5 -3 3 8 -8 -3 3 -3 5 2 2 -1 2 7 -2
3 1 -3

-4 6 -2 3 4 -4
0.25 3 -5 4 2 -3 4 -4 3 -3

3 -3 3 -5 -3 4 -4 0 0 0 0 2
-5 4 -4 3 4 -1 2 -2 -6 -2 0 -2 2 -2 1
1 3 3

-1 4 -2 1 -2 -1
720 0.15 1 -3 3 0 1 -2 0 2 -3

-1 -1 1 4 -1 0 1 5 2 -1 1 2
6 -8 8 -3 3 -1 3 -3 1 -2 -3 2 -2 -2 2
1 4 10

-1 3 -3 2 -7 5
0.05 0 -2 2 2 0 -1 6 -3 2

-2 2 -3 0 -4 3 -3 5 3 -1 0 -3
5 -7 7 -4 4 0 3 -4 2 -3 -4 3 -3 0 3

-2 2 7
1 -1 -4 5 -5 5

0.25 1 0 1 5 -5 5 3 -4 3
3 -1 2 -8 2 -1 1 2 -5 3 -2 8
0 -1 0 -3 10 6 -4 3 -3 -4 1 -2 2 3 3
7 -3 11

-8 7 1 0 -8 7
1200 0.15 8 -7 6 -1 0 0 6 -6 5

-2 -2 4 3 3 -1 1 -7 4 -4 4 6
0 0 -1 4 4 0 -1 1 0 1 -2 2 -1 -4 3

-1 -2 14
-1 1 -1 2 -11 10

0.05 2 -1 1 1 -1 0 9 -9 8
-1 -1 3 0 5 -1 1 -7 1 -2 3 12
-1 2 -3 2 1 3 -3 3 -4 1 0 -1 1 -4 3
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Table 5.19: Rel. Bias of Alternative Var. Estimator AV4, in %, Binary Response
SRS STSI SIC

n pm β0 β1 β2 β3 β4 β0 β1 β2 β3 β4 β0 β1 β2 β3 β4

3 -3 -8
-2 1 2 -1 7 -5

0.25 1 0 0 -2 1 0 -5 4 -3
-4 4 -4 2 -3 4 -3 -4 1 -2 3 4
1 -2 2 0 0 9 -9 8 -1 -3 3 -5 4 -1 9
5 -2 5

-4 3 1 0 -5 5
240 0.15 4 -2 2 0 0 1 3 -4 3

-3 2 -3 4 0 1 -1 -2 0 -1 3 3
-2 4 -5 -3 -1 -1 2 -2 -5 -1 1 0 1 -2 -8
4 3 2

-4 3 -3 2 -2 3
0.05 3 -3 2 3 -2 3 0 -2 1

-2 1 0 3 -1 4 -4 -1 3 -3 5 1
-1 3 -3 -3 -2 -5 5 -5 -7 2 4 -2 3 -5 -8
-1 -2 -1
2 -3 2 -2 1 1

0.25 -3 3 -3 -2 2 -1 0 -2 3
-7 6 -5 5 2 -3 3 2 -2 2 -2 2
3 -2 2 -1 -4 -2 4 -3 -2 -7 0 -1 0 -2 0
3 -7 4

-2 0 4 -3 -4 4
720 0.15 2 0 1 -3 2 -1 4 -5 6

-4 3 -3 2 0 -1 1 1 2 -4 3 10
-6 8 -7 0 -4 4 -4 4 2 -3 -5 4 -4 -2 4
3 -6 6

-1 -1 4 -3 -6 7
0.05 0 1 -1 -3 2 -2 6 -7 8

-6 5 -4 8 0 0 0 2 4 -5 4 6
-4 5 -5 4 -5 5 -5 5 -1 -2 -3 2 -2 -1 4
3 6 4

-2 2 -7 7 -3 1
0.25 3 -3 4 7 -7 7 3 -1 1

0 2 -2 0 -2 2 -2 5 1 1 -3 6
0 0 0 -1 1 0 0 0 0 3 -1 3 -4 -3 0

-7 5 4
7 -7 -7 7 -1 -1

1200 0.15 -6 5 -4 7 -6 5 0 2 -2
-2 1 0 -2 -4 3 -4 4 -3 3 -3 6
-2 1 -1 1 6 4 -3 2 0 -1 -4 4 -5 -3 7
-8 7 7
9 -9 -8 9 -4 0

0.05 -9 8 -8 8 -8 6 3 0 0
-4 3 -2 -6 -3 4 -4 1 -4 1 0 11
0 0 0 -2 6 3 -3 2 3 -1 -9 10 -10 -1 4



Chapter 6

Conclusions and Future Research

6.1 Concluding Remarks
In this thesis we argue that the most appropriate way of inference for analytical purposes based
on complex survey data is a joint randomization approach; where all sources of randomness
are considered together in order to draw inferences.

Under such perspective we showed that the pseudo-GEE with complete survey data pro-
vides consistent estimators of superpopulation parameters; and presented the break-down of
the variance of the estimator, into a sampling and an model variance component.

Using the same framework, we also showed how the weighted GEE proposed by Robins
et al. (1995), to deal with dropouts and missing waves in longitudinal studies, can be extended
to handle the complex survey situation. It turns out, in this case the method uses what we
called “wave-specific” survey weights in the estimating equation, to get the point estimators.

We proposed a hot-deck imputation scheme, and a corresponding hot-deck imputation
pseudo-GEE, to deal with missing responses in longitudinal surveys, when there is no missing
values in the covariates, and all covariates are categorical. We showed that the estimators ob-
tained by such a method are consistent for the superpopulation parameters when the missing
values occur at random (MAR). The consistency of the estimator is confirmed in the simulation
studies; the results also revealed that the estimator has good finite sample properties.

The simulations evaluated the performance of the proposed estimator for a continuous
response and a binary response, and for different sampling designs. We found that, in all
cases, the bias of the estimator is pretty small even for the small sample sizes and the largest
missing fractions considered.

Additionally, we developed mathematical expressions for the variance, and their corre-
sponding estimators, for the proposed point estimator, in two different ways. The first one
decomposed the total variance into three pieces, corresponding to the sampling variability, the
imputation variability, and a mixed component.

Based on the simulations we concluded that, although the expression for the variance con-
tains some double summation terms (over the sample), it is actually not required to calculate
these terms for the element sampling cases considered. On the other hand, for the cluster
sampling case it is necessary to compute a “between cluster” double summation over pairs of
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elements belonging to different clusters. But still, it is not necessary to compute any summa-
tions for pairs of elements belonging to the same cluster.

The simulation results also showed that this variance estimator performed well for the
binary response, but not so well for the continuous response. And the variance estimator has
the good property that its bias has a tendency to reduce as the sample size increases. However,
it has the drawback that in many cases, the larger the missing fraction, the larger the bias. We
conclude that this variance estimator does not capture the variability due to imputation quite
well.

The second variance decomposition and estimator, breaks up the total variability into a
sampling component and an imputation component. It makes an ad-hoc correction to a simple
variance estimator, does not require any double summation terms, and is easier and faster to
compute.

The simulation results show that this variance estimator performs generally pretty well, and
better than the first variance estimator. It has the nice feature that its bias does not depend on
the missing percentage. And the bias of this variance estimator does exhibit a decreasing trend
as the sample size increases, although this trend is not as pronounced as it for the previous
variance estimator.

6.2 Future Research
There are several directions that this thesis work can be extended or continued. The simulation
results reported in chapter 5 used the unweighted hot-deck imputation method. Repeating the
study with weighted hot-deck imputation procedure would be of some interest. In addition,
examination on the performance of the proposed estimation strategies under sampling with
selection probability proportional to a size measure would also be of interest. There are several
other less trivial aspects and/or directions I would like to pursue in future research.

(i) Simulation studies on the performance of the pseudo GEE estimators under imputation
for other types of response variables. Count or ordinal response variables will be of
primary interest.

(ii) Comparisons between the reweighing method of Robins et al. (1995) and the imputation
method proposed in this thesis.

(iii) Hot-deck imputation when some of the covariates used in the model are continuous.
An ad-hoc procedure in this case is to categorize the involved continuous covariates
when formulating imputation classes, and then use weighted or unweighted hot-deck
method to impute missing responses. It will have both practical and theoretical values
in exploring the impact of such a discretization of covariates on the estimation of model
parameters as well as on variance estimation.

A more attractive approach in the presence of continuous covariates is perhaps to use the
nearest neighbour imputation method. There are several related issues here. The very
first one is how much gain in efficiency from using the latter as compared to the former
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which is operationally simple; the second is the consistency of the resulting pseudo GEE
estimators under nearest neighbour imputation; and the third is the variance estimation
under the latter approach.

(iv) Theoretical justification of the alternative variance estimation method presented in sec-
tion 4.4. The ad-hoc adjustment by (n/r)2 seems to work well in the simulation studies
reported in chapter 5. This method is considerably simpler and is easy to implement, but
it requires further confirmation from theory before the method can be recommended for
longitudinal analysis.

(v) Variance estimators based on replicated bootstrap weights. There has been increased in-
terest in recent years among survey practitioners, especially those from Statistics Canada
and other large organizations, to use variance estimators based on replicated survey
weights, for which bootstrap variance estimators are the most popular ones. To develop
such variance estimation techniques for the pseudo GEE estimators under imputation for
missing responses will be a challenge and yet important task for the analysis of complex
longitudinal surveys.

(vi) Handling missing values in both the response variable and covariates. The difficulty of
this problem, which is quite common for all types of large scale surveys, becomes much
more pronounced for longitudinal surveys due to the complex structure over several time
points.



Appendix A

Detailed Description of the NLSCY

SAMPLING DESIGN
Target population. The NLSCY only surveys the non-institutionalized civilian population

(aged 0 to 11 at the time of their selection) in Canada’s 10 provinces. The survey excludes
children living on Indian reserves or Crown lands, residents of institutions, full-time members
of the Canadian Armed Forces, and residents of some remote regions. The sample is intended
to represent the population for both longitudinal and for cross-sectional purposes, at the time
of collection.

Sampling unit. “Most samples were drawn from the Labour Force Survey’s (LFS) sample
of respondent households, with the exception of one-year-olds sampled in 1998 and the five
year-olds sampled in 2000 who were selected using provincial birth registry data since the LFS
did not have enough eligible children to meet the survey’s needs” (Statistics Canada, Cycle4).
So, we have that for some cases (the ones from LFS) the sampling unit is the dwelling (not the
household), and in other cases (the ones from the birth registry) it is the child. (Even though
the observation unit is always the child). For our study, all the observations are from the first
cohort. So, all of them are selected from the LFS and then the sampling unit is the dwelling.

Sample size (Only longitudinal components for first four cycles are given since our study
concentrates only in this part). Cycle 1: Intended: 15,579 households [dwellings]; Achieved:
13,439 households [dwellings]; Achieved kids: 22,831 children 0 to 11. Cycle 2: Intended:
16,903 children (out of the 22,831; limiting to at most 2 children per hh); Achieved: 15,468
children 2 to 13. Cycle 3: Intended: 16,903 children Achieved: 14,997 children. Cycle 4:
Intended: 16,903 children; Achieved: 13,310 children. Respondents to all cycles; Achieved:
11,136 children

Collection period. Cycle 1: from Dec 1994 to April 1995. Cycle 2: from Dec 1996 to
April 1997. Cycle 3: from Oct 1998 to June 1999. Cycle 4: from Sept 2000 to May 2001.

Stratification.
Primary strata: Provinces are divided into economic regions and employment insurance

economic regions. Economic Regions (ERs) are geographic areas of more or less homoge-
neous economic structure. Employment insurance economic regions (EIER) are also geo-
graphic areas, and are roughly the same size and number as ERs, but they do not share the
same definitions. The intersections of the two types of regions form the primary strata. Census
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Metropolitan Areas (CMAs) are also an EIERs. These strata are classified into three types of
areas: rural, urban, and remote areas.

Secondary strata: In urban areas with sufficiently large numbers of apartment buildings,
the strata are grouped according to those based on apartment frames and those based on area
frames. [Within each secondary stratum further stratification is carried out to reflect differen-
tial population concentration and socio-economic characteristics]. In rural areas, stratification
strategies were based not only on concentration of population, but also on cost-efficiency and
interviewer constraints. [Further stratification to reflect differences among a number of socio-
economic characteristics within each stratum]. The remote area frame is stratified only by
province.

Allocation of sample to strata. The NLSCY sample for Cycle 1 was constructed taking
two important requirements into consideration. A sufficient sample was required in each of the
10 provinces to allow for the production of reliable estimates for all children 0 to 11 years of
age. The sample allocation was derived such that the smaller provinces had sufficient sample
to meet this requirement.

A second requirement was that it was necessary to have a large enough sample to produce
estimates at the Canada level by seven key age groupings or cohorts: 0 to 11 months, 1, 2
to 3, 4 to 5, 6 to 7, 8 to 9, and 10 to 11 years. It was possible to over sample households
which contained at least one child in the youngest two age groupings to allow for the sample
requirements for these age groups.

Sample clustering.
Each stratum is divided into clusters, and then a sample of clusters is selected within the

stratum. Dwellings are then sampled from selected clusters. Within each urban stratum in
the urban area frame, a number of geographically contiguous groups of dwellings, or clusters,
are formed based upon 1991 Census counts. The selection of a sample of clusters (always
six or a multiple of six clusters) from each of these secondary strata represents the first stage
of sampling in most urban areas. In some other urban areas, census enumeration areas (EA)
are used as clusters. In the low density urban strata, a three stage design is followed. Under
this design, two towns within a stratum are sampled, and then a multiple of six clusters within
each town are sampled. For urban apartment strata, instead of defining clusters, the apartment
building is the primary sampling unit. Apartment buildings are sampled from the list frame
with probability proportional to the number of units in each building. Within each rural (or
remote area) stratum, six EAs or two or three groups of EAs are sampled as clusters, whereas
remote settlements within each province are sampled proportional to the number of dwellings
in the settlement. In all three types of areas (urban, rural and remote areas) a listing of all
private dwellings in the cluster is prepared. From the listing, a sample of dwellings is then
selected. The sample yield depends on the type of stratum. For example, in the urban area
frame, sample yields are either six or eight dwellings, depending on the size of the city. In the
urban apartment frame, each cluster yields five dwellings, while in the rural areas and urban
EAs, each cluster yields 10 dwellings. In all clusters, dwellings are sampled systematically.
This represents the final stage of sampling [of households].

Selection of individuals. For Cycle 1, up to 4 eligible children were selected at random in
each selected household; however, for Cycle 2 from cycle two onwards only two children were
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selected in a household with more than two children interviewed in Cycle 1. “The longitudinal
sample will be comprised of all children sampled for Cycle 1 of the survey in responding
households. The plan is to follow these children over time every two years” (Statistics Canada,
cycle 1).

Breakdown of responding children by province at Cycle 1.
Newfoundland: 1,232
Prince Edward Island: 764
Nova Scotia: 1,532
New Brunswick: 1,426
Québec: 4,065
Ontario: 6,020
Manitoba: 1,789
Saskatchewan: 1,878
Alberta: 2,185
British Columbia: 1,940
TOTAL: 22,831
Approximately self-weighting at household level within strata. For the urban strata,

each cluster has approximately the same number of dwellings (“are formed based upon 1991
Census counts”) and these clusters are selected by SRS (constant probability for each cluster).
Then, 6 or 8 dwellings are selected, presumably by SRS, which is constant again; so, we are
left with (approximately) constant inclusion probability for every dwelling unit. The same ar-
gument applies to urban EAs and rural areas, assuming the EAs from the census are roughly
of the same size. In the low density urban strata it is not very clear but if we assume that the
number of clusters selected in a town (6, 12, 18,...) is approximately proportional to the num-
ber of cluster, then this can also be thought of as approximately self-weighting. In the urban
apartment strata, a big building is more probable to be selected; but since 5 units are always
selected within, these units have less chance of being selected if they are in big buildings, and
the two steps compensate each other.

CONSTRUCTION OF SURVEY WEIGHTS
Basic weights. Reciprocals of selection probabilities adjusted for household non-response

(at cycle 1). The non-response adjustment used weighting adjustment cells defined using the
following information: province, economic region, census metropolitan area, type of sector
(urban, rural), apartment frame, whether special region or not. Each of the strata had at least
30 children and a response rate of at least 70%. Strata that were too small or had a response
rate of less than 30% were grouped until these restrictions were met.

Extra correction. Correction for households with more than two eligible children. Done
from cycle 1 to cycle 2.

Correction for attrition. At each cycle (2, 3, 4), the previous cycle’s weight is adjusted for
attrition within cells in that cycle, which are formed using all the available information from
the earlier cycles. For example, at cycle 3, adjustment classes are formed using information
from cycles 1 and 2, and in each cell, cycle 2’s weight is adjusted to compensate for the attrition
in cycle 3 in that cell.
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Benchmarking or calibration. After the correction for attrition at cycle 4 has take place,
this last adjustment factor ensures consistency between the estimates produced by the survey
and Statistics Canada’s population estimates (poststratification). The target population is the
set of all children between the ages of 0 and 11 at the beginning of 1995. The poststratification
adjustment of that sample ensures consistency between the sum of the weights and the January
1995 population estimate for each province-age-sex combination.

NON-SAMPLING ERRORS AND DATA QUALITY
Mode of data collection. Households in which all the selected children were aged 3 or

under: The computer-assisted interview and the paper questionnaire on Ages and Stages were
completed by telephone since neither the child nor the parent’s consent and signature were
required for questionnaire administration. The interview was conducted in two stages. Dur-
ing the initial call, the interviewer completed the computer-assisted interview and determined
which version of the Ages and Stages questionnaire should be used. The interviewer told the
respondent that a questionnaire would be mailed to him/her, and made an appointment to call
one or two weeks later to collect the responses.

Households in which the selected children were aged 4 or over: The first few components
of the computer-assisted interview were completed by telephone; the rest of the interview,
which had both computer-assisted and paper components, had to be completed during a field
visit. Between the initial call and the field visit, the parents of the 4-5 subgroup also received
the appropriate version of the Ages and Stages questionnaire by mail so that they could com-
plete it before the interviewer’s visit.

Effort to contact, follow-up. All cases not processed in early stages of each cycle for
reasons such as no contact, hard refusal or language barriers were returned to the interviewers
for inclusion in a new phase sample.

Who is the respondent (proxy). In each NLSCY household, for each selected child, a
question was asked about who in the household was the person most knowledgeable about
this child. This person was labeled as the PMK. The PMK provides the information for all
selected children in the household and then gives information about himself/herself and his/her
spouse/partner.



Appendix B

NLSCY Covariates Description

- “Age”: Age of the child (002-011). Treated as continuous variable.
- “Age2”: The square of the age of the child (002-011). Treated as continuous variable.
- “DeprePMK”: Depression score of the person most knowledgeable about the child (PMK),
ranging from 0 to 36 - a high score indicates the presence of depression symptoms. Treated as
continuous variable.
- “Punitive”: Punitive (aversive) parenting score (asked for children from 2-11 years old),
ranging from 0 to 19 - a high score indicates punitive/aversive interactions [between parent
and kid]. Treated as continuous variable.
- “Region”: Region of residence (at baseline). A categorical variable with five categories:
Ontario, Quebec, British Columbia, Prairie (Alberta, Manitoba, Saskatchewan), and Atlantic
(New Brunswick, Newfoundland, Nova Scotia, Prince Edward Island).
This variable is entered in our models as four dummy variables, as follows:
if Ontario then Region 1=0, Region 2=0, Region 3=0, Region 4=0;
if Quebec then Region 1=0, Region 2=0, Region 3=0, Region 4=1;
if British Columbia then Region 1=0, Region 2=0, Region 3=1, Region 4=0;
if Prairie then Region 1=0, Region 2=1, Region 3=0, Region 4=0;
if Atlantic then Region 1=1, Region 2=0, Region 3=0, Region 4=0.
- “GENDER”: Gender of child - Cycle 1 gender of the child: Male, Female. Categorical vari-
able, two categories.
This variable is entered in our models as one dummy variable, as follows:
if Male then AMMCQ02 F=0;
if Female then AMMCQ02 F=1.
- “FamStat”: Family Status. Child’s Parent Status - Child lives with: Both biological parents,
One single biological parent, One biological parent and one step parent, Other. Categorical
variable with four categories.
This variable is entered in our models as three dummy variables, as follows:
if Both biological parents then FamStat 1=0, FamStat 2=0, FamStat 3=0;
if One single biological parent then FamStat 1=0, FamStat 2=0, FamStat 3=1;
if One biological & one step parent then FamStat 1=0, FamStat 2=1, FamStat 3=0;
if Other then FamStat 1=1, FamStat 2=0, FamStat 3=0.
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- “Income”: Household Income Status. Ratio of income to the low-income cut-off (LICO) for
the economic family: Less than 1.0, More than or equal to 1.0. Categorical variable with two
categories.
This variable is entered in our models as one dummy variable, as follows:
if More than or equal to 1.0 then LowIncome 1=0;
if Less than 1.0 then LowIncome 1=1.
- “Hours”: Number of hours in daycare. Number of hours per week spent in all care arrange-
ments. A categorical variable, with three categories: Not in daycare, Less than 50 hours, 50
hours or more.
This variable is entered in our models as two dummy variables, as follows:
if Not in child care then Hours 1=0, Hours 2=0;
if Less than 50 then Hours 1=0, Hours 2=1;
if 50 or more then Hours 1=1, Hours 2=0.
- “Age*Puni”: Age by Punitive Parenting Interaction. A continuous variable equal to the prod-
uct of the two variables Age and Punitive.
- “Age*Inco”: Age by Household Income Status interaction. A continuous variable equal to
the product of the two variables Age and Income.
It is equal to Age if LowIncome 1=1 and equal to zero if LowIncome 1=0.
- “Age*Regi”: Age by Region interaction. Four continuous variables equal to the product of
the two variables Age and Region, as follows:
if Ontario, AgeRegion 1=0, AgeRegion 2=0, AgeRegion 3=0, AgeRegion 4=0;
if Quebec, AgeRegion 1=0, AgeRegion 2=0, AgeRegion 3=0, AgeRegion 4=Age;
if BC, AgeRegion 1=0, AgeRegion 2=0, AgeRegion 3=Age, AgeRegion 4=0;
if Prairie, AgeRegion 1=0, AgeRegion 2=Age, AgeRegion 3=0, AgeRegion 4=0;
if Atlantic, AgeRegion 1=Age, AgeRegion 2=0, AgeRegion 3=0, AgeRegion 4=0.
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