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Abstract

CMOS remains the mainstream IC technology for the foreseeable future. This thesis ad-
dresses modeling and optimization of conventional and differential CMOS logic styles, pro-
vides insightful analysis, and derives formulas for optimal transistor sizing of mixed logic-
style CMOS circuits. Furthermore, as an application platform, the thesis deals with the
less developed area of asynchronous circuits, rather than the commonly used synchronous

circuits.

The scope of the modeling and optimization technique presented in this work covers the
device, switch, logic, and module levels of abstraction. At the device level, we propose a
simple model for evaluating the saturation current of submicron MOS devices. This model
reproduces the short-channel characteristics of modern MOS transistors accurately. At the
switch level, we recognize and model four types of delays: PMOS rising delay, NMOS falling
delay, NMOS rising delay, and PMOS falling delay. The delay models at this level, capture
the effect of input signal slope and characterize the behaviour of MOS transistors connected
in series. At the logic level, we apply the switch-level delay models to formulate delay
macromodels for different CMOS logic styles including conventional, DCVSL, and CPL. We
also derive closed-form optimal transistor sizing formulas for several popular CMOS logic
styles. At the module level, using the optimal transistor sizing formulas, we demonstrate

that it is feasible to optimize the delay of a circuit involving mixed CMOS logic styles.

Part of this work is devoted to comparing different CMOS implementations of logic gates.
We develop a fair method for this purpose and study the performance and energy consump-
tion of various conventional and differential CMOS implementations of the C-element and
XOR gate, which are the most widely used primitives in asynchronous control circuits. For
each primitive, we express our recommendation regarding the most appropriate implemen-
tation. We also introduce a differential logic style that has a static memory and, hence, is

suitable for implementing primitives such as the C-element.

Finally, a theory of delay optimization evolves from our work that states the delay in a
circuit consisting of conventional CMOS logic gates is minimal if for each stage along the
critical path of the circuit, the delay due to that stage as a load equals the delay through that

stage as a drive.
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Chapter 1

Introduction

Since its inception in the early 1960s, Complementary Metal Oxide Silicon (CMQS) technol-
ogy has sustained a tremendous evolution in complexity and performance. Today’s CMOS
microprocessors contain millions of transistors and operate at speeds approaching one GHz.
Without the low power consumption of CMOS circuits, it would have been impossible to
integrate so many transistors on a die running at such speeds. This low power consumption
combined with large noise margins, another intrinsic feature of CMOS circuits, has made
portable computers and personal digital assistants a reality. In other words, CMOS is the
enabling technology for the modern information age. Moreover, the trend towards higher
integration densities and the increasing demands for high-speed and low-power integrated
electronics secure the position of CMOS as the mainstream VLSI technology for the years

to come.

This dissertation deals with an essential concept in the field of CMOS technology; that is,
modeling and optimization of digital CMOS circuits. This concept is almost as old as CMOS
technology itself and, yet, remains a major focus of research. The thesis, however, attempts
to present a more comprehensive and intuitive perspective of this concept. The thesis covers
the modeling and optimization of a variety of CMOS logic styles, provides insightful analysis,
and derives closed-form formulas for optimal transistor sizing of digital CMOS circuits.
Furthermore, as an application platform, the thesis deals with the less developed area of
asynchronous circuits, rather than the commonly used synchronous circuits. Although the

primary concern of optimization in this work is the performance of a design, the energy

1



CHAPTER 1. INTRODUCTION 2

dissipation is carefully observed to avoid wasting resources. In particular, when comparing

two designs performing a similar function, both the performance and energy are considered.

This introductory chapter continues with a section on the perspective and motivation of
this work. This is followed by some background material organized in three sections. The
first one defines basic terminologies like the delay and energy. The second one explains the
operation of MOS transistors. And the third background section briefly discusses different
CMOS logic styles. Due to the nature of this work and the chosen area of application,
it relates to previous work from various areas. A major part of this chapter is devoted to
explaining the scope of the thesis in relation to related work from the literature. This chapter

concludes with an overview of the chapters of the thesis.

1.1 Perspective and Motivation

Although the literature is abundant with accurate models for evaluating and optimizing the
performance of digital CMOS gates, especially the inverter, they are often too complicated
for intuitive analysis and quick optimization. To clarify our point, consider Figure 1.1. The
figure shows the simplest CMOS logic gate, an inverter, and its environment. This is a basic
and the least complicated scenario in a digital circuit. The environment usually consists of
other CMOS gates, but the details are irrelevant now. Even for this case, without resorting
to circuit simulators and CAD tools, the following problem seems quite challenging.

o Design the gate such that the rising delay is minimal.

Similar problems may be posed for the falling and average delays. Unfortunately, the Liter-
ature does not have accurate, short, and explicit answers to these problems. Instead, the
literature usually offers a solution using mathematical programming in dealing with such

problems.

Why is such a simple case important, one may ask, especially when there are CAD tools

that handle much more complicated situations? Well, there are a number of good reasons.

1. The basic cases are related to our fundamental knowledge of handling digital cir-
cuits. The approach of mathematical programming actively pursued in the literature,
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Figure 1.1: A CMOS gate (inverter) and its environment.

although capable of treating circuits with a large number of gates and sometimes in-

evitable, fails to provide an intuitive understanding of optimal circuit design.

2. If we derive a relation between the optimal sizing of a gate and its input and output
environment, we would be able to use the results to optimize a critical path of an
arbitrary number of gates by dividing it into smaller sections of three gates each. As

far as the literature is concerned, this seems an innovative and quick technique.

3. There is usually more than one CMOS topology to implement a logic function. We may
enhance our optimization technique by choosing the right gate topology in addition to
the right transistor sizing. To perform a fair comparison between different implemen-
tations of a function, however, it is necessary to first optimize each implementation
for the given environment and then evaluate its performance. So far, this concept of

fairness has been ignored in the literature to a large extent.

These points summarize the perspective from which this thesis approaches the problem of
modeling and optimization of digital CMOS circuits.

Another concern is that the literature on modeling and optimization of digital CMOS
circuits is confined to the conventional CMOS design style. This confinement is in spite of
the fact that in many cases unconventional styles may be advantageous in terms of speed or
energy dissipation. Models for evaluation and optimization of unconventional CMOS styles
enables mixing conventional and unconventional gates for optimizing the overall performance

of a circuit. The reader may think of unconventional CMOS styles as implementations
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not resembling the structure of the inverter in Figure 1.1, which is a conventional CMOS

implementation.

For the applications of this work, we have turned our attention towards the area of
asynchronous design, because this area has become increasingly promising. In synchronous
circuits, it is vitally important to simultaneously supply all components of a system with a
clock edge. In the view of demands for even higher speeds and chip densities, this is becoming
an increasingly challenging task. Since the late 1980s, the VLSI community has been exerting
an intensifying effort on designing asynchronous circuits that, unlike synchronous circuits,
operate without a global clock. Asynchronous circuits may also be beneficial in terms of
performance, power dissipation, noise immunity, electromagnetic compatibility, and ease of

interfacing. A separate chapter details the motivations for asynchronous circuit design.

In short, this work deviates from the current literature in the following aspects.

o Approach: Provides an intuitive understanding and explicit models leading to closed-

form formulas.

o Comprehensiveness: Covers both the conventional and unconventional CMOS styles,

such as DCVSL and CPL.

o Application: Investigates optimal implementations of asynchronous primitives and cir-

cuits.

1.2 Basic Terms and Definitions

This section introduces and defines the basic mathematical expressions for the terms perfor-
mance, delay, energy, and power, which are frequently used throughout this thesis.

The performance is defined as the inverse of the propagation delay, also called the average
delay D, which is expressed in terins of the rising delay D and the falling delay D.

b= .D—zi—Q (1.1)
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The falling and rising delays are defined as the time interval between the middle of the
input voltage swing (Vpp/2) and the middle of the output voltage swing (Vpp/2), when the
output signal is falling and rising, respectively. In CMOS circuits, the power supply voltage
is usually denoted by Vpp. We often find the notion of total delay D more convenient than
the average delay. The total delay signifies the delay over one switching cycle of the output.

A switching cycle consists of a rising and a falling transition.

D=D + D (1.2)
The delay is always associated with charging or discharging capacitances. The general
delay equation states that the delay for charging an initially empty capacitance C to a

potential V with an average current I equals
Vv

This equation also governs the discharging delay of C from an initial potential V' to ground.
In transistor circuits, (1.3) can be directly applied by substituting V with Vpp/2, if the
input signal of a gate is a step waveform. The delay in response to such an input is called
the step delay. In practice, however, a circuit signal exhibits an exponential behaviour and
is best approximated by a ramp waveform. The delay in response to a ramp input is called
the ramp delay. Deriving a general model for the ramp delay has proven complicated. Under
certain restrictive, but realistic, assumptions the ramp delay of a gate can be expressed as a
linear combination of two step delays, the step delay of the gate itself and the step delay of
the preceding gate.

The power dissipation is the energy per unit of time. Therefore, the average power

dissipation P over a period T is given by
P===———=V1I (1.4)

where E is the total amount of energy dissipated, @ is the total charge consumed, V is
the average voltage, and I is the average current. Accordingly, if the energy consumed by
a certain task is reduced in proportion to the time taken to perform the task, the power

remains constant, while obviously fewer number of electric charges are spent. The power
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is only a measure of expenditure per second, but doesn’t give any indication of what is
accomplished for the cost. This can be better understood in terms of the energy per task.
Thus, we prefer to use the term energy, which implies the energy dissipation per switching

cycle.

Like the delay, the energy is also associated with capacitances. The energy for charging
an initially empty capacitance C to a potential V' through a power supply voltage Vpp is
expressed by

E=Q Vpp=CV Vpp (1.5)

Since no energy is spent for discharging C, (1.5) represents the energy per switching cycle
of C as well. It is important to make a distinction between the energy stored in C and the
energy consumed for charging C given by (1.5). The energy stored in C when charged to V
can be formulated by

v v 1
Ec=/o dec=/0 C Ve dVe =3 CV*

where V¢ represents the potential across C. Therefore, E is always larger than E¢. Since the
energy is conserved, the amount of energy E — Ec must have been dissipated in the form
of heat by the resistance connecting the power supply to C. The amount of electrical energy
converted to heat is, interestingly, independent of the value of this resistance. In a similar
fashion, it can be deduced that during the discharging process, the total energy stored in
C is also converted to heat by the resistance connecting C to ground. Another point worth
mentioning is that there are two types of energy loss in transistor circuits: dynamic and
static. The dynamic energy is only dissipated when the nodal capacitances are switching,
whereas the static energy is continuously consumed as long as the circuit is supplied with
power. Nevertheless, the relative magnitude of the static energy is so small that it is always
ignored during switching. Hence, (1.5) only applies to the dynamic energy in circuits.

1.3 MOSFET Operation

In a MOSFET the channel current is modulated through the gate voltage. The conventional
MOSFET model proposed by Shockley in 1952 [87], when device channels exceeded 10 um,
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is summarized in Table 1.1. This model is still used in textbooks for hand-analysis of MOS
circuits [72,102]. It is, however, very inaccurate in predicting the behaviour of today’s

submicron short-channel MOS devices. We use the model here to introduce a number of

parameters.
Table 1.1: Shockley Model for an MOS transistor.
Operation Mode Current Voltages
Cutoff Ip=20 Ves| < |Vr|
Linear Ip= (%’-) b Coz [(Vqs - VT) Vbs — % V‘%s] 0< [VDSI < IVGS - VT[
Saturation Ip= % (p_g_) # Coz (Vgs - VT)2 0< IVGS - VTl < |Vps|

Parameters L and W are the effective device length and width respectively, u is the
mobility of the carriers in the channel, and C,. is the gate oxide capacitance per unit area
given by

Coo = 2= (1.6)

toz

where € is the permittivity of the gate oxide and ¢, is the gate thickness. Often, the process-
dependent factors are combined into k& = uC,.. Then, the transistor gain factor B can be

expressed in terms of technology and geometry factors as

W
B=k T (1.7)

The expressions given in Table 1.3 are equally valid for N- and P-type devices when V7
is replaced with Vrx and Vpp, respectively; except that the negative sign of the P-type
threshold voltage must be accounted for. According to Shockley’s model, the operation of
an NMOS transistor is as follows. If a voltage greater than some threshold, Vry, is applied
to the gate, the substrate surface beneath the gate is inverted and an N-type channel is
formed. No current passes through the channel if the source and drain are both grounded
(cutoff mode). However, as the drain-to-source voltage Vps, is raised, an almost linearly

proportional current Iy, is established (linear mode). When Vs is increased such that Vgp
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falls below Vpy, the channel no longer reaches the drain and is pinched-off. In this case,
channel electrons are injected into the drain and the current is controlled by the gate voltage
alone, independent of the drain voltage (saturation mode). The voltage across the pinched-off
channel also remains fixed at Vgs — Vrny regardless of the drain voltage. Shockley’s Model
is particularly unreliable in reproducing the saturation mode behaviour of short-channel
devices. For an intuitive understanding of the so called short-channel effects, the reader may
refer to [76,95).

1.4 CMOS Logic Styles

A PMOQOS transistor is a good transmitter of a logic 1 and a weak transmitter of a logic
0. An NMOS traasistor, on the other hand, is a good transmitter of a logic 0 and a weak
transmitter of a logic 1. Therefore, PMOS transistors are normally used in the pull-up
sections of CMOS logic gates and NMOS transistors are normally used in the pull-down
sections of CMOS logic gates. This original style of implementing a CMOS logic gate is
termed conventional. Some other popular CMOS logic styles, however, use transistors of
the same type to play both pull-up and pull-down roles. These CMOS logic styles are
generally referred to as unconventionel. The conventional logic style is still the most widely
practiced, because it is more familiar, easier to automate and, most importantly, offers a
good balance of performance and energy dissipation. Nevertheless, using an unconventional
logic style is sometimes beneficial in reducing the device count for implementing a function
which, in turn, may improve the delay, energy consumption, and area. There is a variety of
unconventional CMOS logic styles. Occasionally, a logic function may even have more than
one conventional CMOS implementation, like that of the C-element studied in later chapters
of this thesis. Within the conventional category, we refer to the CMOS implementation
obtained from a Boolean function through the standard procedure outlined in text books
like [102] as the standard CMOS implementation of a logic gate. Figure 1.2 illustrates the
schematics of a conventional and two unconventional CMOS implementations of the XOR
gate. The primary inputs of the gate are denoted by a and b and their complements are
denoted by a' and ¥, respectively. Similarly, ¢ and ¢ denote the output of the gate and its

complement, respectively.
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Figure 1.2: CMOS implementations of XOR in different logic styles.

A dominant group of unconventional CMOS logic gates belong to the category of differ-
ential logic styles. A differential logic gate usually has a symmetrical structure and requires
both the input signals and their complements. In return, it produces the output and its com-
plement. Although differential logic circuits typically double the wiring requirements, they
counterbalance this deficiency by lowering the device count. The most well-known differen-
tial CMOS logic families are Differential Cascade Voltage Switch Logic (DCVSL) [42] and
Complementary Pass-Transistor Logic (CPL) [105]. The unconventional implementations of
the XOR gate depicted in Figure 1.2 belong to these two logic styles.

A DCVSL gate consists of a network of NMOS transistors and a couple of cross-coupled
PMOS transistors forming a dynamic latch. When one of the outputs is pulled down by
the NMOS network, the other output is pulled up through the corresponding PMOS tran-
sistor. Hence, unlike the case of a conventional gate, the NMOS network of a DCVSL gate
is partially involved in the pull-up process. DCVSL was first introduced in [42]. Later, [16]
described a design procedure for DCVSL circuits, and [17] presented a comparison between
conventional and DCVSL full-adder circuits. DCVSL is, especially, very efficient in design-
ing full-adders [73]. DCVSL gates are used in asynchronous circuits as completion signal
detectors [61].

The switching activity of a CPL gate is entirely controlled by a network of NMOS tran-

sistors. A CPL gate usually uses a minimum size PMOS latch to avoid excessive static
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energy dissipation. CPL was first introduced in [105], where it was incorporated to design
a fast multiplier circuit. Design issues regarding CPL circuits are discussed in [69]. Double
Pass-transistor Logic (DPL) is another differential CMOS logic style, which has a similar
structure to CPL. Compared to CPL, DPL doubles the number of transistors to achieve
higher performance [94]. We study CPL, DPL, and similar gate topologies under the cat-
egory of pass-transistor logic (PTL). By PTL we refer to the general category of CMOS
circuits in which signals, not necessarily Vpp or ground, are passed from their inputs to

their outputs through a chain of MOS transistors.

1.5 Scope of Thesis Based on Abstraction Levels
and Related Work

Digital circuits are studied at different abstraction levels. Commonly used abstraction levels
in digital circuits are, in order of increasing abstraction, the device, switch (or circuit), logic
(or gate), module (or functional block), and system levels. Although there is a generally
shared understanding of these abstraction levels, there is no consensus on a precise definition
for each level. As indicated, more than one term may refer to the same abstraction level. We
have noted our preference by enclosing the terms we find more ambiguous within parentheses.
For example, we prefer the term switch level over circuit level, because circuit is a very general
term and may have different meanings depending on the context. We also like to avoid using
the term gate level, because gate refers to one of the three terminals of an MOS transistor

as well as a logic circuit primitive.

The scope of the modeling and optimization technique presented in this work covers a
few abstraction levels extending from the device level to the module level. Nevertheless, the
study of the details is not equally distributed among the levels, and most of the effort is
focused at the logic level. This section outlines our method related to the device, switch,
logic, and module levels of abstraction. Qur contribution at each abstraction level is also
stated. We have followed a bottom-up approach in our modeling, such that the results
obtained at one level are incorporated into the next higher abstraction level. Figure 1.3
illustrates the concepts studied at each abstraction level. The reader is asked to refer to the
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corresponding part of this figure when scanning the following subsections.

1.5.1 Device Level

The basic delay equation (1.3) suggests that accurate estimation of the current and capaci-
tances is essential in predicting the delay. Both of these delay components are related to the

device level of abstraction.

In a delay calculation, usually the saturation current of an MOS transistor is of concern.
With the advent of IC technology, resulting in small device geometries, the conventional
MOSFET model of Shockley [87] is no longer valid. Shockley’s model doesn’t include short-
channel effects, such as velocity saturation and mobility degradation; hence, new MOSFET
models have been proposed. A modified version of Shockley’s MOSFET model, which ac-
counts for channel length modulation, is used in SPICE as the elementary Level 1 MOSFET
model. Higher level SPICE MOSFET models, including Level 13 used in our simulations,
are based on the semi-empirical model known as BSIM [86]. This model is too complicated
for hand calculation and intuitive analysis. A simpler model is proposed in [95] that gives
an intuitive understanding of a number of parameters. Sakurai and Newton have developed
the so called a-power law for short-channel MOSFETs [76-78]. The a-power model is pop-
ular due to its simplicity and similarity to Shockley’s model. Motivated by the considerable
mismatch between HSPICE simulations and the a-power law, we introduce another model
for the saturation current of submicron MQOS transistors. The new model shows a high pre-
cision in reflecting short-channel effects. Qur MOSFET saturation current model uses three
empirical parameters, which are extracted with HSPICE simulations.

MOSFET capacitances consist of several types and can be categorized into the total
effective gate capacitance and the total effective capacitances at the source and the drain. All
of these capacitances are non-linear functions of the bias voltage. Therefore, the values for a
rising transition are different from a falling transition. Although there are simple expressions
for calculating these capacitances, they are not very accurate [72, 102]. The more accurate
expressions, however, are complicated and suitable for CAD tools. We present a method
for extracting these capacitances for rising and falling transitions with the aid of HSPICE

simulations. This assures that the average effect of junction overlap capacitances is also
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taken into account.

1.5.2 Switch Level

At the switch level we study the switching delay of a number of transistor circuit scenarios
that are frequently encountered in CMOS logic styles. Most importantly, in order to cover
different CMOS logic styles we define and accommodate four types of switching delays: 1)
Rising delay through a PMOS transistor, 2) Falling delay through an NMOS transistor, 3)
Falling delay through a PMOS transistor, and 4) Rising delay through an NMOS transistor.
Expressions for these delays are derived by applying the current model, developed at the
device level, to each case. The distinction between these delays and the consequent modeling

of each has not been addressed in the literature before.

Another concern at this level is the delay through MOS transistors connected in series.
The usual practice is to use the well known theory of Elmore [35] to approximate the delay
in such cases. First, we present an RC model of serially connected MOS transistors. Then,
we apply Elmore’s theory in conjunction with some simulation results to come up with a new
expression for the delay of these structures. The delay expression has two components; one
related to the capacitances of the internal nodes and one related to the output capacitance.
A particularly important conclusion of this part of the investigation is that the delay opti-
mization of similarly sized, serially connected MOS trausistors is independent of the internal

capacitances.

The delay of a gate is affected by the finite slope of its input signal. To simplify the delay
modeling, the input signal is usually approximated by a ramp waveform. Hedenstierna and
Jeppson [40] were the first to suggest that if the input slope exceeds one-third of the output
slope, then the delay of a gate can be obtained by adding a fraction of the input rise or fall
time to the step delay of the gate. This idea has been well received by circuit designers and
CAD tool developers. The delay expression derived in [40] is based on the characteristics
of long channel MOS devices which are now outdated. Sakurai and Newton [76] generalized
that delay expression to comply with the behaviour of today’s short-channel MOS devices.
We demonstrate the extension of this concept to the four delay types introduced earlier.
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The combination of the step delay, input slope factor, and the effect of serial connec-
tions suffices for the delay modeling of conventional CMOS gates. In order to cover non-
conventional CMOS gates as well, we introduce additional delay models for the cases where
the currents of two branches in a circuit overlap at a node or oppose each other. These cases
are schematically illustrated in Figure 1.3. A prominent example of the overlapping currents
situation is a CMOS transmission gate. The case of opposing currents, on the other hand,

is most evident in DCVSL gates.

1.5.3 Logic Level

The majority of the modeling, optimization, and application work presented in this thesis
concerns the logic level of abstraction. We present two methods of modeling and opti-
mization at this level: One which employs simplifying approximations and another which is
considerably more accurate and rigorous. The former is restricted to conventional CMOS
gates, and its application to modeling and comparing conventional CMOS implementations
of an important asynchronous circuits primitive, the C-element, is detailed. The latter is
more comprehensive, because it is systematically developed based on the previous levels of
abstraction. This formulation is applied to optimization and comparison of conventional and
unconventional CMOS implementations-of the XOR gate, which is a widely used primitive in

asynchronous and synchronous circuits.

Many related publications at this level have treated the characterization of the conven-
tional CMOS inverter in detail; for some recent ones the reader may refer to (7,23,31}. Often,
it is not clear how these delay models can be generalized to cover more complex conventional
CMOS gates. Separate papers, like [66], have dealt with the issue of generating an inverter
equivalent for conventional CMOS gates. In addition, most of the published delay models
express the delay in terms of a load capacitance from which the effect of changing the sizes
of the transistors is not immediately clear to a designer. Circuit optimization work that is
specifically related to the logic level of abstraction is mainly concerned with optimal buffer
design for driving large loads [15,53,98]. We demonstrate that this concept is a special case
of our general formulation. In contrast to conventional CMOS logic, the literature seems to
lack any substantial work dealing with the delay modeling of unconventional CMOS logic
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styles. Therefore, one part of our contribution at the logic level can be summarized as fol-
lows: developing delay models for CMOS logic styles, including unconventional ones, that
are explicit in terms of the width of the transistors and that lead to closed-form formulas for
the delay optimization of CMOS gates implemented in any style. The formulas relate the
optimal transistor sizing of a gate to the size of its succeeding, loading gate and the size of

its preceding, driving gate.

Another part of our work at the logic level concerns developing methodologies for per-
forming a fair comparison between different implementations of a logic gate. These method-
ologies are exemplified by applying them to the implementations of the C-element and the
XOR gate. The message is that, since the performance of a gate is characterized by its op-
erating environment, one should optimize the transistor sizing of each implementation for
the given environment before evaluating and comparing their performance. This has not
been strictly observed in the literature, even in recent publications such as [109]. Hence, one
may question the credibility of the results and the suggestions reported in papers comparing
different logic styles [18,52,59,94,105]. The difficulty of performing such a fair comparison
is that it requires exhaustive simulations, since the available optimization tools usually do

not handle unconventional CMOS logic styles. Our formulation greatly facilitates this task.

When examining the CMOS implementations of the C-element, we realized that all re-
ported designs belonged to the conventional family. We introduce a differential CMOS logic
style (DIL) which is similar to DCVSL, but uses an inverter latch instead of a PMOS latch.
Thus, DIL has an inherent static memory. This property of DIL makes it suitable for im-
plementing primitives like the C-element. Part of this work discusses the cons and pros of

the DIL C-element and a number of modified versions of it.

The delay and energy for DCVSL and DIL gates are affected by the race between the pull-
up PMOS transistor and the pull-down NMOS network during output switching. Neglecting
the race problem results in considerable underestimation of the delay and energy. A method
of calculating the delay and energy of DCVSL gates that captures the race problem had not
been reported before. A similar type of race problem also exists in conventional CMOS logic
styles using an inverter latch at the output. This is also addressed and treated in the thesis.
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1.5.4 Module Level

Delay modeling and optimal transistor sizing eventually targets the module and system
levels of abstract. Circuit optimization at this level has been actively studied since the late
1970’s [75] for over two decades [68]. A number of techniques from the 1980’s express the
delay with posynomials and solve them using geometric programming or heuristic approaches
[36], [90]. However, the delay models in these earlier works, including (75], [19], and [41],
do not accommodate the effect of the finite waveform slopes. Gate sizing is formulated
as a nonlinear programming problem in [19] and [41]. In [45], although the delay models
include the input slope effect, the accuracy of the optimization is somewhat compromised
by assuming a fixed size ratio of PMOS transistors to NMOS transistors within a gate. A
convex programming formulation solved by an interior point method is used for the problem
of gate sizing in [79]. In [25], a gate sizing algorithm is developed based on a table lookup
nonlinear delay model. More recently, an approach for minimizing total power dissipation
under delay constraint is presented in [68]. In general, the literature on this subject is
confined to conventional CMOS logic styles and evolves around the method of mathematical

programming, which seems inevitable for constrained delay optimization.

This thesis follows a different approach in delay estimation and optimal transistor sizing
at the module level. The technique evolves naturally from our delay models and optimization
formulas developed at the logic level. At the logic level, we have derived a set of delay models
and optimal transistor sizing formulas for the popular CMOS logic styles. This enables us
to deal with modules consisting of mixed logic styles. For delay estimation along a path,
we simply add the delay equations for the gates on that path. For delay optimization along
a critical path, we solve a set of nonlinear equations by iteration. This method is more
convenient, faster, and more intuitive than mathematical programming. Furthermore, it
doesn’t show any convergence problem. We investigate the optimization of modules with

and without feedback loops. Loop structures play a significant role in asynchronous pipelines.

We should mention that the only work which, to some extent, shares our outlook is the
so called theory of logical effort by Sutherland and Sproull [91,93]. Their method, however,
is limited to standard CMOS logic gates, uses a uniform PMOS to NMOS size ratio for all
logic gates, assumes rising and falling delays are equal and, in general, does not support
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branching within a path. Moreover, they use a delay model which does not include signal

slope effect and a short-channel view of series-connected transistors.

A theory of delay optimization evolves from our work that states “the delay in a circuit
consisting of conventional CMOS logic gates is minimal if for each stage along the critical
path of the circuit, the delay due to that stage as a load equals the delay through that
stage as a drive”. This theory also generally holds for logic gates which experience no cases
of overlapping and opposing currents. We show that the theory is valid even when the
input slope factor and the effect of serial connection of transistors are taken into account.

Moreover, branches and spurious capacitances along the path do not void the theory.

1.6 Thesis Overview

The order at which the chapters of the thesis appear follows the natural course of the devel-
opment of this work, rather than the abstraction levels presented in Section 1.5. Figure 1.4
illustrates the organization of the chapters in the thesis and indicates the relation between

them.

Chapter 2 is entirely devoted to an overview of asynchronous circuit design and covers
motivations, models, methodologies, and design techniques. Chapter 3 presents a formulation
for quick evaluation and optimization of conventional CMOS circuits and its applications to
an inverter chain, tapered buffer design, and generation of complementary signals. Chapter
4 applies the model derived in Chapter 3 to single-rail implementations of the C-element
and identifies the most qualified implementation for a high-performance, energy-efficient
design environment. Chapter 5 introduces the DIL logic style and compares the DIL C-
element and its modified versions with the conventional implementations of the C-element.
The chapter demonstrates cases where an asynchronous pipeline using differential C-element
gates may fail due to the divergence of complementary signals. A more comprehensive,
rigorous, and accurate delay modeling technique starts from Chapter 6, which introduces a
model for the saturation current of MOS transistors. This chapter also deals with the delay
modeling issues related to the device and switch levels of abstraction. Chapter 7 incorporates
the arguments of Chapter 6 to derive delay models and optimal transistor sizing formulas
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for various conventional and differential CMOS logic styles. The same chapter includes a

comparison between the optimized CMOS implementations of the XOR gate. Chapter 8

presents an optimization technique for modules with and without feedback loops. Chapter

9 concludes the thesis with a summary of the contributions and a list of directions for future

research.



Chapter 2
Asynchronous Circuits

Digital VLSI circuits are usually classified into synchronous and asynchronous circuits. Syn-
chronous circuits are generally controlled by global synchronization signals provided by a
clock. Asynchronous circuits, on the other hand, do not use such global synchronization sig-
nals. Between these extremes there are various hybrids. Digital circuits in today’s commer-
cial products are almost exclusively synchronous. Despite this big difference in popularity,

there are a number of reasons why asynchronous circuits are of interest.

In this chapter, we present a brief overview of asynchronous circuits !. First we address
some of the motivations for designing asynchronous circuits. Then, we discuss different
classes of asynchronous circuits and briefly explain some asynchronous design methodologies.

Finally, we present a typical asynchronous design in detail.

2.1 Motivations for Asynchronous Circuits

Throughout the years researchers have had various reasons for studying and building asyn-
chronous circuits. Some of the often mentioned advantages of asynchronous circuits are
speed, low energy dissipation, modular design, immunity to metastable behavior, freedom

from clock skew, and low generation of and low susceptibility to electromagnetic interfer-

YThis chapter is based on our invited article on the topic of asynchronous circuits for the Encyclopedia
of Electrical and Electronics Engineering published by John Wiley [84].
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ence. We elaborate here on some of these potentials and indicate when they have been

demonstrated through comparative case studies.

2.1.1 Speed

Speed has always been a motivation for designing asynchronous circuits. The main reasoning
behind this advantage is that synchronous circuits exhibit worst-case behavior, whereas
asynchronous circuits exhibit average-case behavior. The speed of a synchronous circuit is
governed by its clock frequency. The clock period should be large enough to accommodate
the worst-case propagation delay in the critical path of the circuit, the maximum clock skew,
and a safety factor due to fluctuations in the chip fabrication process, operating temperature,
and supply voltage. Thus, synchronous circuits exhibit worst-case performance. This worst-
case behavior is dictated by the global clock and, in spite of the fact that the worst-case
propagation in many circuits, particularly arithmetic units, is improbable and may be much

longer than the average-case propagation.

Many asynchronous circuits are controlled by local communications and are based on the
principle of initiating a computation, waiting for its completion, and then initiating the next
one. When a computation is completed early, the next computation can start early. For this
reason, the speed of asynchronous circuits equipped with completion-detection mechanisms
depend on the computation time of the data being processed, not the worst-case timing. Ac-
cordingly, such asynchronous circuits exhibit average-case performance. An example of an
asynchronous circuit where the average-case potential is nicely exploited is reported in [103],
an asynchronous divider that is twice as fast as its synchronous counterpart. Nevertheless,
to date, there are few concrete examples demonstrating that the average-case performance
of asynchronous circuits is higher than that of synchronous circuits performing similar fanc-
tions. The reason is that the average-case performance advantage is often counterbalanced

by the overhead in control circuitry and completion-detection mechanisms.

Besides demonstrating the average-case potential, there are case studies in which the
speed of an asynchronous design is compared to the speed of a corresponding synchronous
version. Molnar et al. report a case study of an asynchronous FIFO that is every bit as fast
as any synchronous FIFO using the same data latches [64]. Furthermore, the asynchronous
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FIFO has the additional benefits that it operates under local control and is easily expandable.
At the end of this chapter we give an example of a FIFO with a slightly different control

circuit.

2.1.2 Immunity to Metastable Behavior

Any circuit with a number of stable states also has metastable states. When such a cir-
cuit gets into a metastable state, it can remain there for an indefinite period of time before
resolving into a stable state [12,54]. Metastable behavior occurs, for example, in circuit
primitives that realize mutual exclusion between processes, called arbiters, and components
that synchronize independent signals of a system, called synchronizers. Although the prob-
ability that metastable behavior lasts longer than period ¢ decreases exponentially with ¢,
it is possible that metastable behavior in a synchronous circuit lasts longer than one clock
period. Consequently, when metastable behavior occurs in a synchronous circuit. erroneous
data may be sampled at the the computation time of the clock pulses. An asynchronous
circuit deals gracefully with metastable behavior by simply delaying the computation until

the metastable behavior has disappeared and the element has resolved into a stable state.

2.1.3 Modularity

Modularity in design is an advantage exploited by many asynchronous design styles. The
basic idea is that an asynchronous system is composed of functional modules communi-
cating along well-defined interfaces. Composing asynchronous systems is simply a matter
of connecting the proper modules with matching interfacial specifications. The interfacial
specifications describe only the sequences of events that can take place and do not specify
any restrictions on the timing of these events. This characteristic reduces the design time
and complexity of an asynchronous circuit, because the designer does not have to worry
about the delays incurred in individual modules or the delays inserted by connection wires.
Designers of synchronous circuits, on the other hand, often pay considerable attention to
satisfying the detailed interfacial timing specifications.

Besides ease of composability, modular design also has the potential for better technology
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migration, ease of incremental improvement, and reuse of modules [91]. Here the idea is
that an asynchronous system adapts itself more easily to the advances in technology. The
obsolete parts of an asynchronous system can be replaced with new parts to improve system
performance. Synchronous systems cannot take advantage of new parts as easily, because
they must be operated with the old clock frequency or other modules must be redesigned to
operate at the new clock frequency.

One of the earliest projects that exploited modularity in designing asynchronous circuits
is the Macromodules project [21]. Another nice example where modular design has been
demonstrated is the TANGRAM compiler developed at Philips Research Laboratories [6].

2.1.4 Low Power

Due to rapid growth in the use of portable equipment and the trend in high-performance
processors towards unmanageable power dissipation, energy efficiency has become crucial
in VLSI design. Asynchronous circuits are attractive for energy-efficient designs, mainly
because of the elimination of the clock. In systems with a global clock, all of the latches and
registers operate and consume dynamic energy during each clock pulse, in spite of the fact
that many of those latches and registers might not have new data to store. There is no such
waste of energy in asynchronous circuits, because computations are initiated only when they

need to be done.

Two notable examples that demonstrated the potential of asynchronous circuits when in
energy-efficient design are the work done at Philips Research Laboratories and at Manchester
University. The Philips group designed a fully asynchronous digital compact-cassette (DCC)
error detector which consumed 80% less energy than a similar synchronous version [4]. The
AMULET group at Manchester University successfully implemented an asynchronous version
of the ARM microprocessor, one of the most energy-efficient synchronous microprocessors.
The asynchronous version achieved a power dissipation comparable to the fourth generation
of ARM, around 150 mW [37], in a similar technology.

Recently, power management techniques are being used in synchronous systems to turn

the clock on and off conditionally. However, these techniques are only worthwhile imple-
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menting at the level of functional units or higher. Besides, the components that monitor the

environment for switching the clock continue dissipating energy.

It is also worth mentioning that unlike synchronous circuits, most asynchronous circuits
do not waste energy on hazerds, which are spurious changes in a signal. Asynchronous
circuits are essentially designed to be hazard-free. Hazards can be responsible for up to 40%

of energy loss in synchronous circuits [11].

2.1.5 Freedom from Clock Skew

Because asynchronous circuits generally do not have clocks, they do not have many of the
problems associated with clocks. One such problem is clock skew, the technical term for
the maximum difference in clock arrival time at different parts of a circuit. In synchronous
circuits, it is crucial that all modules operating with a common clock receive this signal
simultaneously, that is, within a tolerable period of time. Minimizing clock skew is a difficult
problem for large circuits. Various techniques have been proposed to control clock skew, but
generally they are expensive in terms of silicon area and energy dissipation. For instance, the
clock distribution network of the DEC Alpha, a 200 MHz microprocessor at a 3.3 V supply,
occupies 10% of the chip area and has a 40% share in the total chip power consumption [30].
Although asynchronous circuits do not have the clock skew problem, they have their own

set of problems in minimizing the overhead needed for synchronization among the parts.

2.2 Models and Methodologies

There are many models and methodologies for analyzing and designing asynchronous circuits.
Asynchronous circuits can be categorized by the following criteria: signaling protocol and
data encoding, underlying delay model, mode of operation, and formalism for specifying and

designing circuits. This section presents an informal explanation of these criteria.
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2.2.1 Signaling Protocols and Data Encodings

Modules in an asynchronous circuit communicate data with some signaling protocol con-
sisting of request and acknowledgment signals. There are two common signaling protocols
for communicating data between a sender and a receiver: the four-phase and the two-phase
protocol. In addition to the signaling protocol, there are different ways to encode data. The
most common encodings are single-rail and dual-rail encoding. We explain the two signaling
protocols first and then discuss the data encodings.

If the sender and receiver communicate through a two-phase signaling protocol, then each
communication cycle has two distinct phases. The first phase consists of a request initiated
by the sender. The second phase consists of an acknowledgment by the receiver. The request
and acknowledgment signals are often implemented by voltage transitions on separate wires.
No distinction is made between the directions of voltage transitions. Both rising and falling

transitions denote a signaling event.

The four-phase signaling protocol consists of four phases: a request followed by an ac-
knowledgment, followed by a second request, and finally a second acknowledgment. If the
request and acknowledgment are implemented by voltage transitions, then at the end of
every four phases, the signaling wires return to the same voltage levels as at the start of the
four phases. Because the initial voltage is usually zero, this type of signaling is also called
return-to-zero signaling. Other names for two-phase and four-phase signaling are two-cycle

and four-cycle signaling, respectively, or transition and level signaling, respectively.

Both signaling protocols can be used with single and dual-rail data encodings. In single-
rail data encoding each bit is encoded with one wire, whereas in dual-rail encoding, each bit

is encoded with two wires.

In single-rail encoding, the value of the bit is represented by the voltage on the data
wire. When communicating n data bits with a single-rail encoding, during periods where
the data wires are guaranteed to remain stable, we say that the data are valid. During periods
where the data wires are possibly changing, we say the data are invalid. A two-phase or
four-phase signaling protocol is used to tell the receiver when data are valid or invalid . The
sender informs the receiver about the validity of the data through the request signal, and the
receiver, in turn, informs the sender of the receipt of the data through the acknowledgment
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signal. Therefore, to communicate n bits of data, a total number of (n+2) wires are necessary
between the sender and the receiver. The connection pattern for single-rail encoding and

two or four-phase signaling is depicted in Figure 2.1(a).
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(a) Bundled Data Convention (b) Dual-Rail Data Encoding

Figure 2.1: Two different data communication schemes

Figure 2.2(a) shows the sequence of events in a two-phase signaling protocol. The events
include the times when the data become valid and invalid. The transparent bars indicate
the period when data are valid, during the other periods, data are invalid. Notice that a
request signal occurs only after data become valid. This is an important timing restriction
associated with these communication protocols, namely, the request signal that indicates
that data are valid should always arrive at the receiver after all data wires have attained
their proper value. The restriction is referred to as the bundling constraint. For this reason
the communication protocol is often called the bundled data protocol. Figure 2.2(b) shows a
sequence of events in a four-phase protocol and single-rail data encoding. Other sequences

are also applicable for the four-phase protocol.

The dual-rail encoding scheme uses two wires for every data bit. There are several dual-
rail encoding schemes. All combine the data encoding and signaling protocol. There is
no explicit request signal, and the dual-rail encoding schemes all require (2n + 1) wires as
illustrated in Figure 2.1(b). In the case of four-phase signaling, there are several encodings
that can be used to transmit a data bit. The most common encoding has the following
meaning for the four states in which each pair of wires can be in: 00 = reset, 10 = valid 0,
01 = valid 1, and 11 is an unused state. Every pair of wires has to go through the reset state
before becoming valid again. In the first phase of the four-phase signaling protocol, every

pair of wires leaves the reset state for a valid 0 or 1 state. The receiver detects the arrival of a
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Figure 2.2: Data transfer in two-phase signaling (a), and four-phase signaling (b)

new set of valid data when all pairs of wires have left the reset state. This detection replaces
an explicit request signal. The second phase consists of an acknowledgment to inform the
sender that data has been consumed. The third phase consists of the reset of all pairs of

wires to the reset state, and the fourth phase is the reset of the acknowledgment.

In a two-phase signaling protocol, a different dual-rail encoding is used. An example of
an encoding is as follows. Each pair of wires has one wire associated with a 0 and one wire
associated with a 1. A transition on the wire associated with 0 represents the communication
of a 0, whereas a transition on the other wire represents a communication of a 1. Thus, a
transition on one wire of each pair signals the arrival of a new bit value. A transition on
both wires is not allowed. In the first phase of the two-phase signaling protocol, every pair of

wires communicates a 0 or a 1. The second phase is an acknowledgment sent by the receiver.

Of all data encodings and signaling protocols, the most popular are the single-rail encod-
ing and four-phase signaling protocol. The main advantages of these protocols are the small
number of connection wires and the simplicity of the encoding, which allows using conven-
tional techniques for implenenting data operations. The disadvantages of these protocols
are the bundling constraints that must be satisfied and the extra energy and time wasted
in the additional two phases compared with two-phase signaling. Dual-rail data encodings
have been used to communicate data in asynchronous circuits free of any timing constraints.
Dual-rail encodings, however, are expensive in practice, because of the many interconnec-
tion wires, the extra circuitry to detect completion of a transfer, and the difficulty in data

processing.
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2.2.2 Delay Models

An important characteristic distinguishing different asynchronous circuit styles is the delay
model on which they are based. For each circuit primitive, gate or wire, a delay model
stipulates the sort of delay it imposes and the range of the delays. Delay models are needed
to analyze all possible behavior of a circuit for various correctness conditions, like the absence

of hazards.

A circuit is composed of gates and interconnection wires, all of which impose delays on
the signals propagating through them. The delay models are categorized into two classes:
pure delay models and inertial delay models. In a pure delay model, the delay associated with
a circuit component produces only a time shift in the voltage transitions. In reality, a circuit
component may shift the signals and also filter out pulses of small width. A delay model
which captures this fact is called an inertial deley model. Both classes of delay models can
have several ranges for the delay shifts. We distinguish the zero-delay, fized-delay, bounded-
delay, and unbounded-delay models. In the zero-delay model, the values of the delays are
zero. In the fixed-delay model, the values of the delays are constant, whereas in the bounded-
delay model the values of the delays vary within a bounded range. The unbounded-delay
model does not impose any restriction on the value of the delays except that they cannot
be infinite. Sometimes two different delay models are assumed for the wires and the gates
in an asynchronous circuit. For example, the operation of a class of asynchronous circuits is
based on the zero-delay model for wires and the unbounded-delay model for gates. Formal
definitions of the various delay models are given in [10].

A concept closely related to the delay model of a circuit is its mode of operation. The
mode of operation characterizes the interaction between a circuit and its environment. Clas-
sical asynchronous circuits operate in the fundemental mode [58,97], which assumes that the
environment changes only one input signal and waits until the circuit reaches a stable state.
Then the environment is allowed to apply the next change to one of the input signals. Many
modern asynchronous circuits operate in the input-output mode. In contrast to the funda-
mental mode, the input-output mode allows for input changes immediately after receiving
an appropriate response to a previous input change, even if the entire circuit has not yet
stabilized. The fundamental mode was introduced in the sixties to simplify the analysis and
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design of gate circuits with Boolean algebra. The input-output mode evolved in the eighties
from event-based formalisms to describe modular design methods that abstracted from the

internal operation of a circuit.

2.2.3 Formalisms

Just as in any other design discipline, designers of asynchronous circuits use various for-
malisms to master the complexities in the design and analysis of their artifacts. The for-
malisms used in asynchronous circuit design can be categorized into two classes: formalisms
based on Boolean algebra and formalisms based on sequences of events. Most design method-

ologies in asynchronous circuits use some mixture of both formalisms.

The design of many asynchronous circuits is based on Boolean algebra or its derivative
switching theory. Such circuits often use the fundamental mode of operation, the bounded-
delay model, and have, as primitive elements, gates that correspond to the basic logic func-
tions, like AND, OR, and inversion. These formalisms are convenient for implementing logic
functions, analyzing circuits for the presence of hazards, and synthesizing fundamental-mode
circuits [10,97].

Event-based formalisms deal with sequences of events rather than binary logic variables.
Circuits designed with an event-based formalism operate in the input-output mode, un-
der an unbounded-delay model, and have, as primitive elements, the JOIN, the TOGGLE,
and the MERGE, for example. Event-based formalisms are particularly convenient for de-
signing asynchronous circuits when a high degree of concurrency is involved. Several tools
have been generated for the automatic verification of asynchronous circuits with event-based
formalisms [29,32]. Examples of event-based formalisms are Trace Theory (3,34, 99], DI
Algebra [50], Petri nets, and Signal Transition Graphs [18,60].

2.3 Design Techniques

This section introduces the most popular types of asynchronous circuits and briefly describes
some of their design techniques.
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2.3.1 Types of Asynchronous Circuits

There are special types of asynchronous circuits for which formal and informal specifications

have been given. Here are brief informal descriptions of some of them in a historical context.

There are two types of logic circuits: combinational and sequential. The output of a
combinational circuit depends only on the current inputs, whereas the output of a sequential
circuit depends also on the previous sequences of the inputs. With this definition of a
sequential circuit, almost all asynchronous circuit styles fall into this category. However,
the term asynchronous sequential circuits or machines generally refers to those asynchronous
circuits based on finite state machines similar to those in synchronous sequential circuits
[48,97).

Muller was the first to give a rigorous formalization of a special type of circuits for which
he coined the name speed-independent circuits. An account of this formalization is given
in (63,65]. Informally, a speed-independent circuit is a network of gates that satisfies its

specification irrespective of any gate delays.

From a design discipline that was developed as part of the Macromodules project [21]
at Washington University in St. Louis, the concept of another type of asynchronous circuits
evolved, which was given the name delay-insensitive circuit, that is, a network of modules
that satisfies its specification irrespective of any element and wire delays. It was realized
that proper formalization of this concept was needed to specify and design such circuits in
a well-defined manner. Such a formalization was given by Udding [96].

Another name frequently used in designing asynchronous circuits is self-timed systems.
This name was introduced by Seitz [80]. A self-timed system is described recursively as
either a self-timed element or a legal connection of self-timed systems. The idea is that
self-timed elements can be implemented with their own timing discipline, and some may
even have synchronous implementations. In composing self-timed systems from self-timed
elements, however, no reference to the timing of events is made; only the sequence of events

is relevant. In other words, the elements “keep time to themselves.”

Some have found the unbounded gate-and-wire delay assumption, on which the concept

of a delay-insensitive circuit is based, to be too restrictive in practice. For example, the
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unbounded gate-and-wire delay assumption implies that a signal sent to multiple recipients
by a fork can incur a different unbounded delay for each of the recipients. They proposed
to relax this delay assumption slightly by using isochronic forks [56]. An isochronic fork is a
fork whose difference in the delays of its branches is negligible compared with the delays in
the element to which it is connected. A delay-insensitive circuit that uses isochronic forks
is called a quasi-delay-insensitive circuit [3,56]. Although the use of isochronic forks gives
more design freedom in exchange for less delay insensitivity, care has to be taken with its

implementation [2].

2.3.2 Asynchronous Sequential Machines

The design of asynchronous sequential finite state machines was initiated with the pioneer-
ing work of Huffman [48]. He proposed a structure similar to that of synchronous sequential
circuits consisting of a combinational logic circuit, inputs, outputs, and state variables [97].
Huffman circuits, however, store the state variables in feedback loops containing delay ele-
ments, instead of in latches or flip-flops, as synchronous sequential circuits do. The design
procedure begins with creating a flow table and reducing it through some state minimiza-
tion technique. After a state assignment, the procedure obtains the Boolean expressions
and implements them in combinational logic with the aid of a logic minimization program.
To guarantee a hazard-free operation, Huffman circuits adopt the restrictive single-input-
change fundamental mode, that is, the environment changes only one input and waits until
the circuit becomes stable before changing another input. This requirement can substantially
degrade the circuit performance. Hollaar realized this fact and introduced a new structure
in which the fandamental mode assumption is relaxed [44]. In his implementation, the state
variables are stored in NAND latches, so that inputs are allowed to change earlier than the
fundamental mode would allow. Although Hollaar’s method improves the performance, it
suffers from the danger of producing hazards. Besides, neither technique seem to be adequate
for designing concurrent systems. Models and algorithms for the analysis of asynchronous
sequential circuits have been developed by Brzozowski and Seger [10].

The quest for more concurrency, higher performance, and hazard-free operation, resulted

in the formulation of a new generation of asynchronous sequential circuits known as burst-
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mode machines [22,26]. A burst-mode circuit does not react until the environment performs
a number of input changes called an input burst. The environment, in turn, is not allowed to
introduce the next input burst until the circuit produces a number of outputs called an output
burst. A state graph is used to specify the transitions caused by the input and output bursts.
Two synthesis methods have been proposed and automated for implementing burst-mode
circuits. The first method employs a locally generated clock to avoid some hazards [67]. The
second method uses three-dimensional flow tables and is based on Huffman circuits [108].

One limitation of burst mode circuits is that they restrict concurrency within a burst.

2.3.3 Speed-Independent Circuits and STG synthesis

Speed-independent circuits are usually designed by a form of Petri nets [71). A popular ver-
sion of Petri nets, signal transition graphs (STG), was introduced by Chu. He also developed
a synthesis technique for transforming STGs into speed-independent circuits [18]. Chu's work
was extended by Meng, who produced an STG-based tool for synthesizing speed-independent
circuits from high-level specifications [61]. In this technique, a circuit is composed of com-
putational blocks and interconnection blocks. Computational blocks range from a simple
shifter module to more complicated ones, such as ALUs, RAMs, and ROMs. Interconnec-
tion blocks synchronize the operation of computational blocks by producing appropriate
control signals. Computational blocks generate completion signals after their output data
become valid. The interconnection blocks use the completion signals to generate four-phase
handshake protocols.

2.3.4 Delay-Insensitive Circuits and Compilation

Several researchers have proposed techniques for designing delay-insensitive circuits. Eber-
gen [33] has developed a synthesis method based on the formalism of Trace Theory. The
method consists of specifying a component by a program and then transforming this program
into a delay-insensitive network of basic elements. The program notation allows specifying
parallel behavior. Ebergen’s method has been applied to the design of small components

like stacks, various counters, and arbiters [34].
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Martin proposes a method [56] that starts with a specification of an asynchronous circuit
in a high-level programming language similar to Hoare's Communicaeting Sequential Processes
(CSP) [43]. An asynchronous circuit is specified as a group of processes communicating over
channels. After various transformations, the program is mapped into a network of gates.
This method led to the design of an asynchronous microprocessor (57] in 1989. Martin’s

method yields quasi-delay-insensitive circuits.

Van Berkel [3] has designed a compiler based on a high-level language called Tangram. A
Tangram program also specifies a set of processes communicating over channels. A Tangram
program is first translated into a handshake circuit. Then these handshake circuits are
mapped into various target architectures, depending on the data-encoding techniques or
standard-cell libraries used. The translation is syntax-directed, which means that every
operation occurring in a Tangram program corresponds to a primitive in the translated
handshake circuit. This property is exploited by various tools that quickly estimate the
area, performance, and energy dissipation of the final design by analyzing the Tangram

program. Van Berkel's method also yields quasi-delay-insensitive circuits.

Other translation methods from a CSP-like language to a (quasi-) delay-insensitive circuit
can be found in [9,101].

2.4 A Typical Asynchronous Design

In this section we present a typical asynchronous design, a micropipeline [92]. The circuit
uses single-rail encoding with the two-phase signaling protocol to communicate data between
stages of the pipeline. The control circuit for the pipeline is a delay-insensitive circuit. First
we present the primitives for the control circuit, then we present the latches that store the

data, and finally we present the complete design.

2.4.1 The Control Primitives

Figure 2.3 shows a few simple primitives used in event-based design styles. The schematic

symbol for each primitive is depicted opposite its name.
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Figure 2.3: Some delay-insensitive primitives

The simplest primitive is the WIRE, a two-terminal element that produces an output
event on its output terminal b after every input event on its input terminal a. Input and
output events in a WIRE must alternate. An input event ¢ must be followed by an output
event b before another event a occurs. A WIRE is physically realizable with a wire, and events
are implemented by voltage transitions. An initialized WIRE, or IWIRE, is very similar to a
WIRE, except that it starts by producing an output event b instead of accepting an input

event a; after this, its behavior exactly resembles that of a WIRE.

The primitive for synchronization is the JOIN, also called the RENDEZVOUS [21]. A JOIN
has two inputs a and b and one output ¢. The JOIN performs the AND operation of two events
a and b. It produces an output event ¢ only after both of its inputs, a and b, received an
event. The inputs can change again after an output is produced. A JOIN can be implemented

by a Muller C-element, explained in the next section.

The MERGE component performs the OR operation of two events. If a MERGE component
receives an event on either of its inputs, a or b, it produces an output event c. After an input

event, there must be an output event; successive input events are not allowed. A MERGE
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can be implemented by a XOR gate.

The TOGGLE has a single input a and two outputs b and c. After an event on input a, an
event occurs on output b. The next event on a results in a transition on output c. An input
event must be followed by an output event before another input event can occur. Thus,
output events alternate or toggle after each input event. The dot in the TOGGLE schematic

indicates the output which produces the first event.

2.4.2 Storage Primitives

Now we discuss two event-controlled latches due to Sutherland [92], as depicted in Figure 2.4.
Their operation is managed through two input control signals: capture and pass, labeled ¢
and p respectively. They also have two output control signals: capture done, cd, and pass
done, pd. The input data is labeled D, and the output data is labeled Q. Implementation
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Figure 2.4: Two event-driven latch implementations

(a) is composed of three so-called double-throw switches. Implementation (b) includes a
MERGE, a TOGGLE, and a level-controlled latch consisting of a double-throw switch and an
inverter. A double-throw switch is schematically represented by an inverter and a switching
tail. The tail toggles between two positions based on the logic value of a controlling signal.
A double-throw switch, in fact, is a two-input multiplexer that produces an inverted version
of its selected input. A CMOS implementation of the double-throw switch is shown in
Figure 2.5 [92]. The position of the switch corresponds to the state where ¢ is low.
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Figure 2.5: A CMOS implementation of a double-throw switch

An event-controlled latch can assume two states: transparent and opaque. In the trans-
parent state no data is latched, but the output replicates the input, because a path of two
inverting stages exists between the input and the output. In the opaque state, this path is
disconnected so that the input data can change without affecting the output; the current
data at the output, however, is latched. Implementations in Figures 2.4(a) and 2.4(b) are
both shown in their initial transparent states. The capture and pass signals in an event-
controlled latch always alternate. Upon a tramsition on c, the latch captures the current
input data and becomes opaque. The following transition on cd is an acknowledgment to
the data provider that the current data has been captured and that the input data can be
changed safely. A subsequent transition on p returns the latch back to its transparent state
to pass the next data to its output. The p signal is acknowledged by a tranmsition on pd.
Notice that in implementation (a) of Figure 2.4, signals cd and pd are merely delayed and

possibly amplified versions of ¢ and p, respectively.

A group of event-controlled latches, similar to implementation (a) of Figure 2.4, can be
connected, sharing a capture wire and a pass wire, to form an event-controlled register of
arbitrary data width. Implementation (b) of Figure 2.4 can be generalized similarly into a
register by inserting additional level-controlled latches between the MERGE and the TOGGLE.
A comparison of different micropipeline latches is reported in [28] and later in [107].



CHAPTER 2. ASYNCHRONOUS CIRCUITS 36

2.4.3 Pipelining

Pipelining is a powerful technique for constructing high-performance processors. Micropipelines
are elegant asynchronous circuits that have gained much attention in the asynchronous com-
munity. Many VLSI circuits based on micropipelines have been successfully fabricated. The

AMULET microprocessor {37] is one example.

The simplest form of a micropipeline is a FIFO. A four-stage FIFO is shown in Figure 2.6.
It has a control circuit composed solely of interconnected JOINs and a data path of event-
controlled registers. The control signals are indicated by dashed lines. The thick arrows
show the direction of data flow. Data is implemented with single-rail encoding, and the data
path is as wide as the registers can accommodate. Adjacent stages of the FIFO communicate
through a two-phase, bundled-data signaling protocol. This means that a request arrive at
the next stage only when the data for that stage becomes valid. A bubble at the input of
a JOIN is a shorthand for a JOIN with an IWIRE on that input. It implies that, initially,
an event has already occurred on the input with the bubble, and the JOIN can produce an

output event immediately upon receiving an event on the other input.
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Figure 2.6: A four-stage micropipeline FIFO structure

Initially, all control wires of the FIFO are at low voltage, and the data in the registers are
not valid. The FIFO is activated by a rising transition on R;,, which indicates that input
data is valid. Subsequently, the first-stage JOIN produces a rising output transition. This
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signal is a request to the first-stage register to capture the data and become opaque. After
capturing the data, the register produces a rising transition on its cd output terminal. This
causes a transition on A;, and a transition on r1, which is a request to the second stage of
the FIFO. Meanwhile, the data has proceeded to the second-stage register and has arrived
there before the transition on r1 occurs. If the environment does not send any new data,
the first stage remains idle, and the data and the request signals propagate further to the
right. Notice that each time the data is captured by a stage, an acknowledgment is sent
back to the previous stage which causes its latch to become transparent again. When the
data has propagated to the last register, it is stored and a request signal R,; is forwarded
to the consumer of the FIFO. At this point, all control signals are at high voltage except
for Agyt. If the data is not removed out of the FIFO, that is, A,,¢ remains low, the next
data coming from the producer advance only up to the third-stage register, because the
fourth-stage JOIN cannot produce an output. Finally, A,,; also becomes high when the
consummer acknowledges receipt of the data. Further data storage and removal follows the
same pattern. The operation of each JOIN can be interpreted as follows. If the previous
stage has sent a request for data capture and the present stage is empty, then send a signal

to capture the data in the present stage.

Figure 2.7: A general four-stage micropipeline structure

The FIFO can be modified easily to include data processing. A four-stage micropipeline,
in its general form, is illustrated in Figure 2.7. Now the data path consists of alternately

positioned event-driven registers and combinational logic circuits. The event-driven registers
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store the input and output data of the combinational circuits, and the combinational cir-
cuits perform the necessary data processing. To satisfy the data bundling constraint, delay
elements may occasionally be required to slow down the propagation of the request signals.
A delay element must at least match the delay through its corresponding combinational
logic circuit, either by some completion detection mechanism or through the insertion of a

worst-case delay.

A micropipeline FIFO is flexible in the number of data items it buffers. There is no
restriction on the rate at which data enters or exits the micropipeline, except for the delays
imposed by the circuit elements. That is why this FIFO and micropipelines generally, are
termed elastic. In contrast, in an ordinary synchronous pipeline, the rates at which data enter
and exit the pipeline are the same, dictated by the external clock signal. A micropipeline
is also flexible in the amount of energy it dissipates, which is proportional to the number
of data movements. A clocked pipeline, however, continuously dissipates energy as if all
stages of the pipeline capture and pass data all the time. Another attractive feature of a
micropipeline is that it automatically shuts off when there is no activity. A clocked pipeline,
on the other hand, requires a special clock management mechanism to implement this feature.

This sensing mechanism, however, constantly consumes energy, because it should never go

idle.

2.5 Concluding Remarks

We have touched only on a few topics relevant to the area of asynchronous circuits and
omitted many others. Among the topics omitted are the important areas of verification,
testing, and performance analysis of asynchronous circuits. We hope, however, that within
the scope of these pages we have provided enough information for further readings. For more
information on asynchronous circuits, please see [27], [10], or [39]. A comprehensive bibliog-
raphy of asynchronous circuits can be found in [70]. Up-to-date information on research in

asynchronous circuit design can be found at [38].



Chapter 3

A Formulation for

Quick Evaluation and Optimization of
CMOS Logic Circuits

From a digital circuit designer’s point of view, the design parameters are often limited
to the widths of the transistors. The supply voltage is usually fixed by the management
and the threshold voltage is dictated by the technology. Just recently, altering the supply
voltage within the chip and multi-threshold voltage technologies for saving energy are being
practiced. But the former produces overhead and the latter is costly. Although literature is
abundant with models for the performance of digital CMOS gates (e.g. (1, 31, 40,49, 76,90]),
they are often too complicated for quick hand-analysis and optimization. Most of these
models express the delay in terms of a load capacitance, from which the effect of changing

the sizes of the transistors is not immediately clear.

The purpose of this chapter® is to introduce a first-order for the delay and energy of
CMOS gates explicitly expressed in terms of the widths of the transistors. We demonstrate
the convenience of using this model and report some important results obtained through
direct applications of the model. We present simple expressions for optimum transistor

sizing for minimizing the rising delay, falling delay, total delay, and energy-delay product of

1The content of this chapter appears in [85].

39
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standard CMOS logic circuits. To keep the model simple, we ignore some of the secondary
effects, such as the contribution of finite signal slopes to delay. We also use a very simple
model for MOS capacitances. Later chapters present a more accurate and comprehensive
formulation. Considering that in practice the input sigral to a gate is the output of the
preceding gate and, in turn, the output of a gate is the input to the succeeding gate, the
formulation and the parameters are derived for a set of three inverting buffers: a driver,
a cell, and a load. In a separate section, we discuss the applications of the model to the

classical problem of driving large loads, and generation of complementary signals.

3.1 Single Stage CMOS Inverter

The parasitic capacitances of a circuit characterize its delay and energy consumption. In an
MOS transistor, there are two main capacitances: the gate capacitance, and the source and

drain diffusion capacitances. Figure 3.1 shows the layout of an MOS transistor.

Figure 3.1: Layout of a single MOS transistor.

The gate capacitance can be expressed as
C,=CoAy = CouW = KW (3.1)

where A, is the gate area, C,; is the gate oxide capacitance per unit area, L is the effective
gate length, and W is the effective gate width of the transistor. The diffusion capacitance

at the source or drain can be expressed as
Ci=(CjaZ +2C;,)W +22Cj, = Koy W +C: (3.2)

where Z is the diffusion length, C;, is the average diffusion junction capacitance per unit area,

and Cj, is the average diffusion periphery capacitance per unit length. For convenience, we
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assume that the area and periphery junction capacitances for NMOS and PMOS transistors
have the same corresponding values. The above expression shows that a diffusion capacitance
has two components: one which linearly grows with W, and another one which is constant
independent of W. We have ignored the gate to drain overlap capacitances and the miller

effect. If included, however, overlap capacitances grow linearly with W.

Figure 3.2 illustrates the schematic of a CMOS inverter driving a total capacitive load of
C which includes all the gate and diffusion capacitances at the output node. The delay of
discharging C from Vpp to ¥22 through the NMOS transistor of width W, is given by

Lw, c
7

Figure 3.2: Schematic of a CMOS inverter driving a capacitance C.

_ CVpp

b
21,

(3.3)

where [, is the average value of the current during the discharging period. Assuming a linear

relation with W,,, we can write
In = Kinn

where the constant Kj, is a function of Vpp, the threshold voltage Vry, and technology
parameters. The capacitance at the output could be split into two components. One com-
ponent C, includes all the gate capacitances at the output node, while the other component

Cq includes all the diffusion capacitances at the output node. Thus,

(Cg + Ca)Vpp
21,
VDDng Wn + VDDde v—Vi‘i‘ VDDCx 1
2}(1'10 Wn 2Kiw Wn 2K£w Wn

D,




CHAPTER 3. QUICK EVALUATION AND OPTIMIZATION OF CMOS CIRCUITS 42

where W, is the total width of the gates at the output node, W; is the total width of the
diffusions at the output node including W, and W, and N is the number of diffusions at
the output node. The above equation can be simplified as the following by introducing

parameters Kp, Kp, and K.

. W, N
D=KD'%+K1')-VV¢—+ g—WT

Wﬂ (3‘4)

A similar equation can be written for the charging delay through the PMOS transistor of
width W,. If p represents the ratio of the saturated currents in an NMOS transistor to that
of a PMOS transistor of the same width, then

D=pD, if Wo=W,
Analytically, p is given by

T e—

Hn (VDD - ‘/TN)Q
Hp

Vpbp - Vrp

where u, and pu, are the effective electron and hole mobilities, and « equals 2 for long
channel devices and around 1.25 for short channel devices [76]. Alternatively, p is defined as
the width ratio of the PMOS transistor to NMOS transistor at which the rising and falling
delays are equal. Using this definition, p can be found by simulating a chain of inverters.
Figure 3.3 shows that for our technology at Vpp = 3 V, p = 2.2. Note that the rise time and
fall time (i.e., 10% to 90% of output signal value) are not equal at this value, as illustrated
in the figure.

The dynamic energy required to charge and discharge the capacitance C is approximately
given by

E = Vjp C = Vpp(C, +Ca)

= VipKpuW,+ VipKsuWa+ VA,C.N
Which can be simplified as
E =KgW, + K’gwd + KEN (3.5)

Here, we have ignored the effect of short-circuit current.
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Figure 3.3: Simulation results for a chain of five inverters to extract the value of p.

3.2 Cascaded CMOS Gates

The delay of a CMOS gate is characterized by its driving gate and the gates it drives. To
simplify design and analysis, a CMOS gate can usually be represented by an equivalent
CMOS inverter [66]. In Figure 3.4, a CMOS gate, its driving gate, and its load have all been
modeled as inverters. The ratio of PMOS to NMOS transistors in the inverters is represented
by r. We are assuming a uniform r for all three gates. This restriction is removed in later

chapters.

3.2.1 Total Delay

The total delay, D, defined here as the sum of a rising transition delay and a falling transition
delay between the input of the drive and the output of the cell is given by

D =D, + Dy (3.6)
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Drive. °~ Cell ° Load
Figure 3.4: A CMOS driver, gate (cell), and load represented by CMOS inverters

Where the delay due to the gate capacitances is denoted by

_— Wir+1) pW(r+1l) Wi(r+1)  pWr(r+1)
D, = KD[ Wb + rWp + W + rW
_ 4 W "
= Ko(p+r+le1) (WD+ )
W W
= J(WD * W) (3.7)

and the delay due to the diffusion capacitances is denoted by

Py = K, [ng: 1) + pWI:I(;:- 1) + W(;; 1) + pwg; 1)
= 2Ky (p+r+E+1) + 2K5(1+0) (WLD+-;I7)
= 2§ + 26" (-Wl,;+ 'v117) (3.8)

Parameters 4, &', and 8” are constants defined by the above equations. For further simplifica-
tion, the second term in Dy can be neglected, since it is relatively small for typical values of
W and Wp, and it also decreases as W and Wp increase. Therefore, as a first approximation

D=4 (WKD + %ﬁ) + 26 (3.9)

So, the delay consists of two terms: a gate-delay term, which depends on the size of the
transistors, and a diffusion-delay term, which depends solely on the number of the diffusions.
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The larger the driver and the smaller the load, the smaller is the delay. If Wp > W and
WL < W, then D is reduced to its minimal value and approaches Dy = 2§’. For fixed Wp
and Wy, the optimum value of W obtained by solving 58% = 0 is expressed by

W =/ WoWr (3.10)

This is an important result for optimization of CMOS digital circuits. It is interesting to
note that the above expression remains valid even if the driver is driving some other gates
in addition to the cell. Using the above formula it can be easily shown that the maximum
frequency in a chain of inverters is achieved if all inverters are of the same size. Figure 3.5
shows the variations of D as a function of W obtained by HSPICE simulations of the circuit
in Figure 3.4 with = = 2. The driver size Wp is fixed at 5um and W, is changed from 5um
to 100um. The optimum values of W as obtained from Equation 3.10 are indicated on each

curve; good agreement with simulation is observed.
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Figure 3.5: Variations of delay as a function of the size of the cell for a fixed driver size and
various load sizes. Minimums obtained by the model using equation 3.10 are indicated on

each curve.
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The optimum ratio of PMOS to NMOS transistors for minimizing the delay can be found

from % = (, and is governed by

F=\/p (3.11)

independent of W, Wp, and Wy. In [47] the above has been derived under the assumption
that the total width of the PMOS and NMOS transistors W, + W, is kept fixed. We

emphasize that the above, as derived, is valid in general.
Using these values for W and  in (3.9), the minimum achievable delay for fixed Wp and
Wy is

Wi

Drin =2(P+2\/ﬁ+1) [KD W

+ K} ] (3.12)

3.2.2 Rising and Falling Delays

In a similar fashion to the total delay, the rising and falling delays can be expressed as

’ W W
D=Kp(1+r)[-w-;+—ée]+1{p(p+r+ +1) (3.13)
and
P WL ’ P
D= Ko(1+7) =2+ 5 +KD(p+r+;+1) (3.14)

respectively. The optimum W for minimizing the rising delay is, then, given by

W= WDWL:’-:, (3.15)
and that for the falling delay by

W= WDWL% (3.16)

In the same way, the optimum r for the rising delay is obtained by

i d Kp(Wi/W) + K} (3.17)

KD(W/WD)+K'
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and that of the falling delay is obtained by

[ Ko(WiWo) + Kb
P = \J”KD(WL/W) T K, (318)

Sometimes a designer may be interested in transistor sizing for equal rising and falling
delays. On the one hand, by definition D = D at r = p for any W. On the other hand, if
we solve D = D for W, the result is

W = /WpW, (3.19)

independent of 7. This is the same expression as Equation 3.10, which minimizes the average

delay. Hence, if the number of cascaded gates in a path is n, then by setting

W: = WiaWi, 0<i<n
VP

T

the designer minimizes the total delay while ﬁlatching the rising and falling delays of the
signal along the path.

3.2.3 Energy and Area

The total energy dissipation of the drive, cell, and the load in Figure 3.4 can be approximated
by

E = (Ke+Kg)r+1)(Wp+W +W.)+2x3 Kg
= (n+n)Wp+ W+ W)+ 39" (3-20)

where n = Kg(r + 1), 7' = Kg(r + 1), and " = 2Kg. The last term is relatively small and

can be ignored.

Assuming that the total gate and diffusion area of a CMOS cell is a fair indication of its
total layout area, the area of a single NMOS transistor of width W can be expressed by

A= (L+22)W = K.W (3.21)
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where K4 is a constant. Hence, the area of the cell in Figure 3.4 (assuming an actual inverter)

is
A=Ky (r+1) W =60W (3.22)

where 8 is a constant. For our technology Z = 2.5 ym and K, = 5.8 ym.

3.2.4 Energy-Delay Product

A parameter which is sometimes used as the optimization criterion in VLSI design is the

energy-delay product denoted here by

= Wo +W +We) [ (5 + 72 ) + 4] (3.23)

with ¢ = 8(n + ') and ¢’ = 28'(n + 7).
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Figure 3.6: Variations of optimal r with p for delay and energy-delay product.

The optimum r for minimizing F found from solving F/8r = 0 is given by

r= % (m - ,,) (3.24)
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which ranges between 0.6 to 0.7 for the typical values of p between 2 to 3. The optimum

value of W for minimizing F is the root of the following polynomial
K'
2W3 + W? (WD + WL + "EWD) — (WLW,_% + WDWE) =0 (3.25)

for which the closed form solution is rather lengthy. The variations of optimal r with p for

minimizing the delay and energy-delay product are illustrated in Figure 3.6.
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Figure 3.7: Variations of the delay D, energy E, and energy-delay product F for a driver,

cell, and a load based on the formulation.

Figure 3.7 shows the variations of the delay, energy, and delay-energy product as a
function of the ratio of the PMOS to NMOS transistor width. The curves are obtained from
equations 3.9, 3.20, and 3.23 for Wp = W = W = 1; each curve is then normalized to its
value at » = 1. One realizes that while D has a broad minimum from r = 1 to r = 25, F
has a relatively narrow minimum from r = 0.5 to » = 0.8. Figure 3.8 show the variations
of F as a function of W using simulations of the circuit in Figure 3.4 with »r = 2. Wp is
fixed at 5pm and Wy is changed from 5um to 100sm. The minimums as obtained from the
equations 3.25 are indicated on each graph; good agreement with simulation is observed.
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Figure 3.8: Variations of energy-delay product as a function of the size of the cell for a fixed
driver size and various load sizes. Minimums obtained by the model using equation 3.25 are
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3.3 Some Applications and Observations

3.3.1 Inverter Chain

The period of oscillation of a chain of M inverters, where M is an odd integer, can be

expressed by
P=M(Kp+ Kp)(p+2p+1) (3.26)

independent of the size of the inverters. Figure 3.9 shows the variations of P, E, and F as a
function of » for a chain of five inverters. The results are obtained both through the model
and through HSPICE simulations; good agreement between the two is observed. The period
curve is almost flat at the minimal value of about 2.2 ns for a wide range of r. While the
maximum variation of the delay in the flat region is less than 1.4%, the energy variation
is 45% in the same region. Hence, by choosing a value of r close to the lower end of the
flat region, the energy saving is huge while the delay cost is negligible. Of course, this can
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only be done where poor rise time is tolerable. Designers usually design for equal rising
and falling delays by setting 7 = p. In an energy-efficient design environment, this practice
should certainly be limited to the exceptional spots. For instance, in this technology at r = P
although the delay is close to its minimum, the energy is 1.5 times the case when r = 1.

The energy-delay product curve is also almost flat at the minimal value of 10.5 pJ-ns for the
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Figure 3.9: Variations of the delay (period P), energy E, and energy-delay product F in
an inverter chain as a function of the PMOS to NMOS transistor size ratio r based on

simulations and model

range of 7 between 0.4 and 0.7. The maximum variation of F in this range is less than 4%
while variations of P and E for the same range are 17% and 18%, respectively. Thus, by
setting r = 0.7 instead of 0.4, the designer is gaining the same fractional amount in the delay
as losing in the energy, whereas F still remains very close to its minimum. Therefore, we
conclude that if the optimization criterion is the delay, it is preferable to choose r close to the
lower end of the flat delay curve range because saving in energy is considerable. However,
if the optimization criterion is the energy-delay product, it is preferable to choose r close to
the upper end of the flat F' curve range, because gaining in the delay equals the energy cost.
Overall, for energy-efficient designs, r = 1 seems a very reasonable choice.
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3.3.2 Tapered Buffer Design

Figure 3.10: Tapered buffer circuit for driving large load.

Figure 3.10 illustrates the classical problem of driving a large load by a group of cascaded
buffers. The size of the first stage buffer is known. The load is also known and represented
by a buffer. We are interested in finding the optimal number of stages n and the size of each
stage to minimize the total delay. Assume that all of the buffers have the same r. Usually
it is also assumed that the buffers decrease in size from W, to Wy by a constant tapering
factor 8 and, hence, the name tapered buffer chain [53]. Here, however, we don’t make such
an assumption and start by applying Equation 3.10. To minimize the delay, each stage ¢,
where 0 < 7 < n, must satisfy W; = /W;_;W;;., which can be rewritten as

Wi Wi, _ (Wb)%
Wi~ W, = g = W, (3.27)

Thus, the constant tapering factor 3 appears naturally as a necessary condition rather than
an assumption. In [89], this condition is proven using the fact that the arithmetic average
of N positive integers is always larger than their geometric average. The total delay can be
expressed as

D = 6fn+&'n (3.28)

Solving % = ( for optimum n yields

w,
an

QEe 71 (3:29)

n=

where Q(z) is the Omega or Lambert W function [24] satisfying

Q(z)e™®) =z (3.30)
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The Omega function is included in some computational tools such as Maple. The optimum

B as obtained by substituting 3.29 into 3.27 is given by

& -1

8= () (3.31)

This result is, in fact, equivalent to those obtained by authors who included the effect of
the diffusion capacitances of the buffers, e.g. [53], although none of them has mentioned the
relation to the Omega function. Figure 3.11(bottom) shows a plot of # as a function of §'/4.
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Figure 3.11: The Omega function 2(z) (top) and the optimum tapering factor 3 as a function
of the buffer’s intrinsic to output capacitance ¢'/§ (bottom).



CHAPTER 3. QUICK EVALUATION AND OPTIMIZATION OF CMOS CIRCUITS 54

3.3.3 Generation of Complementary Signals

Sometimes a designer may want to generate a pair of complementary control signals, for
instance, two phases of a clock signal. In such cases it is important that both signals arrive at
the load almost simultaneously. With reference to Figure 3.12, assume that using the signal
at the input of the driving buffer of size Wp, we want to produce a pair of corresponding
complementary signals at a pair of equal loads represented by two buffers of size W each.
The values of Wp and Wy are known.
w w,
W, ————{ >o——><}
WL

T

W W,
Figure 3.12: Circuit for producing complementary signals.

Let us denote the delay through the upper path D, and the delay through the lower path
Dy, both of which are obtained using Equation 3.9.

_ w Wi WL) .

D. = J(WD+WD+ 7E) + 26 (3.32)
_s(r.m w ﬂ) '

D = 5(%+WD+W1+W2 +34 (3.33)

W, Wa W, (W\'®
Wo S W, W, =P '(ITVZ) (3:34)

From which we obtain W; and W;. Next, we solve D; — D, = 0 for W which results in

WL

= m (3.35)

For example, if Wi, = 20 ym and Wp = 5 um, the above formulas give W = 4.51 um,
Wy = 7.93 ym, and W2 = 12.60 ym. HSPICE Simulation shows that with these values, D,
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and D, are apart by less that 10%. Note that this is only a first-order model and the fine

tuning is still left to the schematic and layout simulations.

3.4 Extracting Delay and Energy Parameters

A circuit simulator such as HSPICE can be used to extract the constants in the delay and
energy expressions. Alternatively, they can be calculated using the standard equations for
the capacitances and saturation currents. We have chosen the former method using a chain
of five inverters. Although using a chain of three inverters seems equally appropriate and
simpler, the parameters obtained in this way may be less accurate due to the possibility
of the partial-swing behaviour of the signals. For Vpp = 3 V with the 0.8 um BiCMOS
technology we have used, the values of the constants are listed in Table 3.1. The values of
4, &', and &” can be calculated using this table and Equations (3.7) and (3.8). Similarly, the
values of n, 7, and %" can be calculated using the table and Equation (3.20).

Table 3.1: Delay And Energy Parameters Extracted for a 0.8 um Bicmos Technology at
Via=3Vadr=2

Delay Energy

Kp = 0.0256 ns Kg =0.0176 pJ/pm

Kp; =0.0319 ns g = 0.0207 pJ/pm
p = 0.0194 ns-pm | Kg = 0.0104 pJ

The parameters can be obtained through the following three-step simulations:

o Simulate the inverter chain using large transistors, e.g. W = 100 p m, so that the
effects of §” and n” can be neglected. Measure the period of oscillation D1 = 54 + 56’
and the energy E1 = 5Wn + 5Wr'.

@ Insert an inverter load of size W/5 at each node of the chain, as shown in Figure 3.13
with the dashed lines, and repeat the simulation. Measure the period of oscillation
D2 =64 + 5¢' and the energy E2 = 6Wn + 5Wy'. Calculate the values of 4, 5, &', and

’

7.
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e Remove the loads and simulate the chain with small transistors, e.g. W = 2um, to
capture the effects of §” and 7"”. Measure the period of oscillation D3 = 54 + 54’ +
(10/W)é" and the energy E3 = 5Wn + 5Wn’ + 51”. Calculate the values of §” and n”.

I ! I
| | |
Figure 3.13: The circuit used to extract the delay and energy parameters. through simulation

3.5 Concluding Remarks

In this chapter, we have introduced a formulation for the delay of a CMOS gate based on the
widths of the transistors of the gate itself, the preceding gate (driver), and the succeeding
gate (load) in a path. We argued that in most cases the widths of the transistors are the
only parameters a designer can adjust and, hence, it is important to have an adequate
model explicitly expressing the change in performance as a function of the widths of the
transistors. This model is intended for fast evaluation of circuit performance, providing
appropriate initial guess for starting running a circuit simulator or optimization tool, giving
insight into simulation results. The model is kept simpler by ignoring some secondary effects.
These effects were added later to improve the accuracy and suitability for CAD tools. Using
this model, we have derived expressions for optimal transistor sizing for minimizing the total
(average) delay, rising delay, falling delay, and energy-delay product. To demonstrate the
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convenience of using the model, we applied it to the classical problem of driving large loads

and designing a circuit for generation of complementary signals.



Chapter 4

Modeling and Comparing
Single-Rail CMOS Implementations
of the C-Element

Various applications have demonstrated that asynchronous circuits have great potential for
low-power and high-performance design. One of the most primitives frequently used in
asynchronous control circuits is the C-element [92]. For instance, the C-element plays an
important role in the asynchronous, micropipeline-based version of the ARM microproces-
sor, AMULET [37]. In this chapter! we compare and give optimizations of the most popular
CMOS implementations of the C-element using the formulation of Chapter 3. This chapter
deals only with non-differential implementations of the C-element, which all happened to
be of the single-rail type. Hence, we also refer to them as the single-rail implementations
of the C-element. A study on differential (double-rail) implementations of the C-element
appears in the next chapter. Sometimes the single-rail implementations seem to be favoured
over the differential implementations, because they reduce the wiring requirements and elim-
inate the potential problems associated with the difference in the propagation delays of the
complementary signals.

The CMOS implementations studied here differ in topology for maintaining the state

1The content of this chapter has also appeared in [81] and [83].

58



CHAPTER 4. SINGLE-RAIL CMOS IMPLEMENTATIONS OF THE C-ELEMENT 59

of the output when the gate is idle. One single-rail, conventional implementation of the
C-element has been introduced by Sutherland [92] and is used often in high-performance
micropipelines; a second implementation has been introduced by Martin and has been used
in the Caltech asynchronous microprocessor [57] and an asynchronous, low-power version
of the ARM developed at Manchester University [37]; a third implementation has been
introduced by Van Berkel and is being used in the TANGRAM silicon compiler for low-
power design at Philips Research Laboratories [5,6]. The implementations are evaluated
with respect to delay, energy consumption, and silicon area using analytical approximations
and HSPICE simulations. Simulations are performed for two typical test environments: one
to measure the individual performance of the particular implementation and to evaluate the
effect of its input capacitance and driving ability, and another one to measure the group
performance of a series of cross-coupled C-elements, where the performance of individual

elements are mutually dependent.

First, we introduce the C-element and its various single-rail implementations. Then, The
first-order model of Chapter 3 is applied to each implementation followed by a comparative
analysis. Next, the two test environments and the significance of each are described. For each
environment, a comparative study is performed using HSPICE simulations. The simulations
support the results deduced from the first-order analysis. Finally, we conclude by indicating
the most suitable single-rail CMOS implementation for an energy-efficient, high-speed design

and an intuitive justification of the results.

4.1 The C-element

The C-element has been introduced by D. E. Muller [65] and is therefore also called the
“Muller C-element.” A C-element has two inputs @ and b and one output c. Traditionally,
its logical behaviour has been described as follows. If both inputs are 0 (1) then the output
becomes 0 (1); otherwise the output remains the same. For the proper operation of the
C-element, it is also assumed that once both inputs become 0 (1), they will not change until
the output changes. A state diagram is given in Figure 4.1 along with a commonly used

schematic.
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Figure 4.1: State diagram and schematic of the C-element.

The behavior of the output, ¢, of a C-element can be expressed in terms of the inputs a

and b and the previous state of the output, ¢, by the following Boolean function
c=¢-(a+b)+a-bd

The C-element is closely related to the JOIN [34], or RENDEZVOUS [20]. The JOIN has a
slightly more restrictive environment behaviour in the sense that an input is not allowed to
change twice in succession. So in the state graph, the bidirectional arcs should be replaced
by unidirectional arcs. One could also say that the JOIN performs the AND operation of
two events, where an event could either be a rising or a falling voltage transition. Thus,
a JOIN produces an output transition only after both inputs have received a transition. In
asynchronous circuits, a C-element is most often operated as if it was a JOIN. In fact, any
C-element implementation can be used to realize a JOIN. In this chapter, we assume that

environment behaviour satisfies the restrictions for the JOIN environment.

4.2 Dynamic C-element

The single-rail dynamic C-element of Figure 4.2 constitutes the basic fanctional part of a
static single-rail implementation of the C-element. The static versions, thus, differ only in
mechanisms for preserving the state of the output. Since these mechanisms insert additional
parasitics, we expect the dynamic C-element to be faster and less energy consuming than
the static versions. The design parameters in this circuit are the main body size W, the

output inverter size U, and r.
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Figure 4.2: Dynamic implementation of the C-element.

In order to derive the delay of the dynamic C-element, assume the general environment
of Figure 3.4, such that the C-element is driving an inverter load of Wy (i.e. NMOS width
is Wi and PMOS width is 7Wy) at the output node ¢ and W}, at node ¢’. The delay, hence,

is governed by

Do Wp  0.5W U Wo tT

Wo 0w T U
4
- 5(W+2U”K£+-'@)+45' 41)

=5(W U+W£+WL)+J,(WD w U)

Wb w U

which has been intentionally written out in some detail so that the reader can verify. The

energy and area are simply as follows
Ep =n(2W +U) + (W + U) (4.2)
Ap = 62W + ) (4.3)

We compare the delay, energy, and area of the dynamic C-element to the values for the static
implementations to measure the deviations from an ideal case. Also, we use the dynamic
C-element to find the optimal design parameters in a given environment and use the same

values for the static C-element implementations.
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4.3 Standard Implementation of the C-element

The standard pull-up pull-down static realization of the C-element is shown in Figure 4.3.
This circuit has been presented in [92] by Sutherland. This implementation is ratioless,
i.e. it does not impose any restrictions on the sizes of the transistors. From the operation
of the circuit, we conclude that N1, N2, and N6 are the main pull-down transistors which
contribute to output switching; they are of size W, W, and U, respectively. Whereas N3,
N4, and N5 only provide the necessary feed-back to hold the state of the output when values
of the inputs do not match; hence, they are made as small as possible to reduce their loading
effect. Similarly, the feed-back transistors P3, P4, and P5 have minimum width w, while P1
and P2, and P6, the normal pull-up transistors, have widths rW, rW, and rU, respectively.

a—d[e,s m]p-b
—d[[es

b-d[ r2 ps |[0—

C’' - - C

b—{[ n2 Ns | —

—|| N6
b—[ns m]l—a
)

Figure 4.3: Standard implementation of the C-element [92].

The delay of the standard implementation can be expressed by

(W U+WL Wi\, . (Wo W g)
De = 5(%* 0w T U)”(WD*o.sW*U
2w 2wp 2w 2wp
Ko ( )
oo \wmptwnr T T T T,

, [ 2w 2wp
+&p (O.SW t oW r)
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- P ¥
= DD+2KD(1+1') [WD+U]

4K (1 + :—’) [-;’,—] (4.4)

which has two extra terms compared to that of the dynamic implementation. The two terms
represent the cost of the output-state-holding mechanism and vanish as Wp, W, and U are
increased such that w becomes negligible. The energy and area, as given below, also become

approximately equivalent to those of the dynamic implementation for large W and U.

Ec = n2W+U0)+nf(W+U)+ Keb6w+ Kg2w
Ep+6w Kg+2w Kg (4.5)

Ac=0(2W+U)+KA6w=AD+6wKA (46)

4.4 Implementation of the C-element

with Weak Feedback

The C-element implementation illustrated in Figure 4.4 has been presented by Martin [55].
This circuit utilizes an inverter latch to maintain the state of the output when the inputs do
not have the same logic level. Hence, in this chapter it is referred to as the Weak Feedback

Implementation. The circuit suffers from a race problem at node ¢

There is an inherent resistance to switching the state of the latch that can be reduced,
but cannot be eliminated. For a proper operation of the circuit, certain size ratios must be
imposed on the transistors. The feed-back inverter should be a weak one to allow changes in
the state of the latch. The race problem reduces as the resistance of the feed-back inverter
transistors increases. This can be done by increasing the length of these transistors with
respect to their width. This solution, however, increases the load at the output and makes
node ¢ more susceptible to noise. Therefore, minimum size transistors are chosen for this

inverter.

The delay of this circuit has extra components due to the race problem at node ¢’; it can
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Figure 4.4: Implementation of the C-element with weak feedback inverter [55].

be expressed as

W W
= —_— —_— 6’
Dr J(WD + U ) +2
U+W+r)  U+WL)(1+7) 2w 2wp
+Kp 0.5W—% 0.5W§—¥ + i + Tr
(Wt +2w  WE+1) + 20
+Kb | 05w - 2 0.5WZ - ¥ (4.7)

The first two terms represent the gate and diffusion delays for the input node a or b and the
output, except the output gate delay due to the feed-back inverter. The third term represents
the gate delay at node ¢’ and the gate delay at the output due to the feed-back inverter. The
fourth term is the diffusion delay at node ¢’. When node ¢ is to switch from high to low, a
current proportional to 0.5W flows to ground through N1 and N2. This current, however,
is opposed by a current proportional to w/(2p) which flows from P3 into ¢/. Note that if ¢
was a stable low, the current through P3 would have been w/p, and when c goes to a stable
high, the current through P3 will become zero. Hence, here we are taking an average value
of the current to capture the effect of ¢ being driven high at the same time as ¢ is falling.
The net current discharging ¢/, thus, is 0.5W — w/(2p) which appears in the denominators
of the appropriate terms in the delay expression. Similarly, the net current charging ¢’ is
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0.5Wr/p - (w/2) as it appears in the delay expression. Hence, the delay expression demands
that W > w/p for N1 and N2, and that W > pw/r for P1 and P2 for the output low-to-high
and high-to-low switchings to take place, respectively. Comparing the delay expression with
that of the dynamic implementation, we realize that the third term has replaced 26U/W and
the fourth term has replaced 2é’. The third and fourth terms are reduced to the mentioned

terms, respectively, if w = 0.

The energy expression for the weak feedback implementation, stated below, consists of
two parts: the useful energy, E“, spent on charging and discharging the nodes, and the

energy wasted in the race at ¢/, B,

Br = Bp+EF (4.8)
% = Ep+2w(Kgs + Kg) (4.9)
v = [Kg(U+WL)(1+71)+ Ke(W(r+1) +2w)]

7 i
8 (o.sw —E Toawz= g) (4.10)

The useful energy is the energy of the dynamic implementation plus the energy spent on the
feed-back inverter. In general, the wasted energy at a node with a total load capacitance C

can be approximated by

E* = ["VppD* = I"’VDDC‘;DD
IW
= T (KsW, + KsWa) (4.11)

Where, [™ is the wasted current, D* is the duration (delay) of wasting energy, I is the
average net current flow during D*, and W, and W; are the gate and diffusion components
of C. Applying this to node ¢/, expression (4.10) is obtained. According to this expression,
the wasted energy decreases as W increases, because the duration of wasting energy gets

smaller.

The weak feedback implementation has a device count of 8 compared to the 12 of the

standard implementation. It also has a smaller area by 4wK,.

Ar = Ap + 2wK, (4.12)
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A modified version of the weak feedback implementation is shown in Figure 4.5. In this
circuit, the feed-back inverter has two additional transistors, N5 and P5. These transistors
are weak and skinny acting as resistances to limit the current flow and reduce the race
problem during switching. We refer to this circuit as the Resistive Implementation of the
C-element. We have implemented N5 and P5 with a channel length of L’ = 2u (instead of
the minimal 0.8u) and the minimum channel width w = 1.4u. A disadvantage of using these

skinny transistors is that node ¢’ becomes more sensitive toward noise.

Figure 4.5: Implementation of the C-element with resistive inverter at the feedback.

By inserting N5 and P5, the pull-up and pull-down currents through the feed-back are
scaled by a factor of h given by

L

h=17T

(4.13)

Therefore, the delay and energy expressions for the resistive implem.entation can be easily
obtained by modifying the corresponding expressions for the weak feedback implementation,
i.e., by replacing all the occurrences of w/2 by wh/2 and those of w/(2p) by wh/(2p). Since
h is less than unity, one can verify that Dy is less than Dp and that Eg is less than Ep.
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The area of the resistive implementation, however, increases compared to the weak feed-

back implementation by 4w(Z + L’) as a penalty for the modification made.

Ap=Ap+2Ks,w+2(Ka+ L' — L)w (4.14)

4.5 Symmetric Implementation of the C-element

The C-element implementation by Van Berkel [2] is shown in Figure 4.6. In this circuit, the
output state is maintained through a feed-back conducting path of three transistors in the
pull-up tree or the pull-down tree. If the input values are not equal and the output is low,
the conducting path consists of either P1, P3, and P35, or P4, P3, and P2. By symmetry,
when the output is high, a path of N1, N3, and N5, or N4, N3, and N2 is responsible
for latching the output. Two parallel paths of P-devices or N-devices contribute to output
switching. During output rising, P1 and P2 in parallel to P4 and P5 are conducting. During
output falling, N1 and N2 in parallel to N4 and N5 are conducting. Similar to the standard
implementation, this circuit is also ratioless. An advantage of this implementation is that it
is symmetric with respect to the inputs and, thus, we call it the Symmetric implementation
of the C-element. For the circuit to have the same pull-up and pull-down resistances (when
switching) as the previous implementations, the normal N-tree and P-tree transistors, except
those of the output inverter, must be made half the size (i.e. W/2). The feed-back transistors
N3 and P3 are, as usual, of minimum size, and N6 and P6 have a normal size to achieve the

load driving capability of the previous circuits.

The delay, energy, and area of the symmetric implementation are governed by the fol-

lowing expressions.

Ds = Dp +2Kp (1 + :—’) (4.15)

o
U
Es = Ep + 2wKEg (4.16)

As =Ap +2wK, (4.17)
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Figure 4.6: Symmetric implementation of the C-element [2].

The delay expression has one additional term compared to the dynamic implementation.
Interestingly, this extra term also appears in the delay expressions of the standard, weak
feedback, and resistive implementations. Hence, for the same value of W, the symmetric
implementation is expected to have the lowest delay compared to the other static imple-
mentations. The very same argument applies to the energy when compared to the energy
expressions of the other static implementations. The area of the symmetric implementation
equals that of the weak feedback implementation and is less than those of the resistive and
standard implementations. The symmetric implementation has a device count of 12, equal
to that of the standard implementation and higher than the weak feedback and resistive

implementations by 4 and 2, respectively.

Qur analysis shows that the symmetric implementation is the best candidate for energy-
efficient, high-speed designs, as it gives the least delay per unit energy among the static
implementations. Our model also indicates that as W and U are increased, eventually, the
delay and energy of all of the static implementations coincide with the asymptotic delay and

energy of the dynamic implementation.
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4.6 Effect of Arriving-Time Order of Inputs

As mentioned before, the dynamic C-element structure is common to all static C-element
implementations considered here; hence, the following arguments are made in reference to
Figure 4.2. Let’s name the internal node between the two NMOS transistors “N”, and the
internal node between the two PMOS transistors “P”. To produce an output, there are
two possible orders of input events: a arrives before b and b arrives before a. Assume,
initially, the inputs are low, thus ¢’ and c¢ are high and low, respectively. If a rises first,
node N is discharged; and when b rises, ¢’ goes low with minimal body effect. If b rises first,
however, charge distribution takes place between nodes N and ¢’. In the dynamic C-element,
the charge lost in ¢’ cannot be replaced, and the consequence is that when a rises, ¢ is
discharged relatively slower due to the higher body effect. The scenario is worse in the static
C-elements in the case of b arriving after a, because the charge lost in ¢ is gradually replaced
through the keepers and N can charge up to Vpp — Vzy. Hence, the total effective charge in
switching could increase by Cn(Vpp — V), where Cl is the total capacitance at N. This of
course, increases the delay and energy consumption. A similar argument applies to node P
in the process of discharging the output, if b falls before a does. Again, the effective charge
in switching could increase by Cp(Vpp — Vzp), where Cp is the total capacitance at P.

The extra delay per cycle, ignoring the body effect, can be approximated by

(2W 27W
Do = KD (—W— 4 ;'vv—/p') v = 2KD(1 +p)'0. (4.18)

where v = (Vpp — Vt)/Vpp. The extra energy per cycle, can be expressed by
Eo = vn'(2W) (4.19)

The effect of the order of input arrival on the keepers is usually negligible due to the small

size of their transistors.

4.7 First Test Environment

Figure 4.7 illustrates the first measurement setup. The C-element is driven by two inverters
which are fed by the ideal sources V; and V;. At the output, the C-element is driving a
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Figure 4.7: First measurement setup: testing for optimal sizing for known fan-out.

number of inverters similar to the input inverters in size. The NMOS and PMOS transistors

of the inverters are 4 and 10 microns wide, respectively.

The input inverters and the C-element gate are supplied with the voltage source Vpp,
whereas the fan-out inverters have a separate power supply, Ve.. This is to make sure that,
when measuring the energy consumption, the effect of the input capacitance of the C-element
and its own internal parasitics are accounted for. The typical testing input waveforms and
the expected output waveform are also depicted in Figure 4.7. The delay through the C-
element depends on the order and arriving times of the input signals. Exhaustive simulations
are needed to find the worst-case delay by altering the arriving interval between the input
signals. Simulations have shown that in the case of the C-element, the worst-case delay is
obtained when omne input arrives shortly (less than 1 ns) after the other. A slightly less
accurate, but faster technique is to be only concerned with the arriving order of the input
signals. As shown in the figure, using this method, six cases are considered and the respective
delays produced are measured: V; rises before V; gives Ty, V; falls before V; gives T;y, V3
rises before V; gives Tya, V; falls then V; gives T,;, V; and V; simultaneously rising gives T%s,
and simultaneously falling gives T.3. Accordingly, the worst-case fall time Dy, the worst-case
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rise time D,, and the overall worst-case delay D, are obtained by the following.

Dy = max(Ty, Ty, Tts)
D,. = max(Trl ) Tr27 T7'3)
D = max(Dy,D,)

In cases where one input changes before the other, the time difference between them is 5 ns.

The energy consumption of the C-element per output transition also depends on the
arriving times and order of the inputs. We measure the average energy consumption per

output cycle E, corresponding to the illustrated waveforms, from the following.
T
E= P(VDD)‘T; (4.20)

where P(Vpp) is the average power extracted from Vpp, and T is the total period of the
output waveform. The SPICE simulations for this setup were performed at a frequency of
40 MHz.

Assume that we would like to design the C-elements for a standard cell library and test
them in the environment of Figure 4.7. We chose r = 2.5 very close to the value of p (i.e.
3.08 in our technology) to obtain almost equal rise and fall times. We need to decide upon
the optimal value of U. For this purpose, we use the dynamic implementation as reference
point and take its delay equation as in (4.1).

(W U+W, W ,
DD_S(WD+2 - +U)+46 (4.21)

This yields the following value for optimum U

WW,
Uopt = |/ —5 L (4.22)

We further assume that our optimal design targets a fan-out of two C-elements. Hence,
WL = 2W and Ugpy = W. The only remaining design parameter is W, which now can be
obtained by assuming some value for Wp and a target delay.

The simulations for this environment are performed for a range of W = 2 ... 30, U =
W, and fan-out of three inverters. Each inverter has an NMOS transistor width of 4 um
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and a PMOS transistor width of 10 ym. Figure 4.8 shows the energy dissipation versus
the propagation delay for the C-element implementations. The size of the C-element gate
increases for each curve from the right hand side of the graph toward the top of the graph.
Thus, one might get two different energy readings for the same delay and implementation.

but they correspond to two different sizes.
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Figure 4.8: SPICE simulation results, energy versus delay, for the C-element gates in the
first test setup.

Point “X" in the figure shows the minimum delay achievable using the weak feedback
implementation of the C-element. This delay is around 1.34 ns costing 6.2 pJ in energy
and 100 pm? in area. For the same delay, if we chose the standard implementation (see
the cross point between the dotted vertical line and the standard implementation curve), we
would spend 3.6 pJ and occupy only 50 um?, a saving of 42% in energy and 50% in area.
Furthermore, if we chose the symmetric implementation, it would consume only 2.6 pJ and
occupy 30 pm?. A saving of 58% in energy and 70% in area over the weak feedback circuit.
Similarly, point “Y”, D = 1.27 ns and £ = 5.2 pJ, shows the minimum obtainable delay using
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the standard implementation with an area of 90 pum? The symmetric circuit obtains the same
delay for 2.85 pJ and 35 um?, saving 45% and 61% in energy and area, respectively. Notice
also that delays between 1.15 ns to 1.27 ns can be achieved by the symmetric circuit but not
by the other static implementations. The performance of the resistive implementation (with

L' = 2.0) is very similar to that of the standard implementation.

Energy-delay (E-D) graphs similar to that of Figure 4.8 are convenient to compare al-
ternatives. In such graphs, the outermost curve closest to the origin represents the best
choice. The graph demonstrates that the first test is very much in favour of the symmet-
ric implementation of the C-element. Although the minimum delays of the circuits are all
within a 10% difference, the symmetric implementation achieves a significant energy savings
of about 50% for the same delay. Drawing the E-D graphs for other fan-out values, it is ob-
served that the energy savings of the symmetric implementation for the same delay further
increase (with respect to the other implementations) as the fan-out decreases, since energy
consumption due to the capacitive load becomes a less significant portion of the total energy
consumption. The same is true for energy savings using the standard implementation over

the weak feedback implementation.

4.8 Comparing the Model with the Simulation Results

Figure 4.9 shows the Energy-Delay graph of the different C-element implementations based
on the model. The calculations include -};E’o, since Eg is only relevant in two out of six
input transition cases. For example, for the symmetric implementation at W = 10 uym, Fo
is over 17% of the total energy per cycle. The delay D calculated by the formula for each
implementation is actually the sum of the rising and falling delays. In Figure 4.9 we have
plotted D/2, which is the average of these delays; thus we have a way of comparing the
results obtained from the formulas with the results obtained from the simulations. Notice
that the calculated delay D does not distinguish rising and falling delays, nor does it include
Do, the extra delay caused by a difference in arrival time of the inputs. The generated graph
is in good agreement with the results obtained by simulations shown in Figure 4.8. Firstly,
we observe that the general shape of the curves matches that of the simulations. Secondly,

the relative order and position of the curves correspond to those of the simulations; even the
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Figure 4.9: Energy-Delay graph of the C-element implementations in the first test environ-

ment based on the model.

point where the resistive implementation curve crosses over the standard implementation
curve has been captured by the model. Some disagreements in the values of the energies and
delays arise from the fact that the simulation results are plotted for the “worst-case” delays.
More complicated phenomena affecting the delay are not included in our model, such as the

body effect and the impact of the initial conditions at the internal nodes.

A more detailed comparison is found in Table 4.1. In the first column, the basic transistor
width, W, is listed. The comparisons are made for a range of relatively (i.e., with respect to
the load) small to large widths. Columns 2 to 4, list the average energy, the maximum delay,
minimum delay, and average delay (of six cases) obtained through simulations. Notice that
the range of the delays for a particular W can be quite large. For example at W = 3 um for
the weak feedback implementation, the minimum delay is almost half the maximum delay.
Also considerable is that the “best” over all maximum delays (obtained by the symmetric
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Table 4.1: Comparing SPICE simulation results with those of the analytical model for the

C-element implementations.

SPICE SIMULATIONS MODEL DIFFERENCE

W || AveE | MaxD | MinD | AveD E D A AveE,E | AveD, D

(pm) | (pJ) | (ns) | (ns) | (ns) || (pd) | (ms)| (um?) % %
Dynamic Implementation

3.00 | 256 | 1.28 | 1.06 | 1.16 | 249 |1.17] 182.70 | 588 | -1.15

10.00 | 538 | 1.11 | 0.95 | 1.05 || 4.95 | 1.07 | 609.00 | 792 | -175

25.00 | 11.28 | 1.37 | 1.15 | 1.28 || 1040 [1.37 | 152250 | 774 | -7.14
Standard Implementation

3.00 | 278 | 1.56 | 128 | 140 | 2.61 [1.20| 23142 || 5.93 8.11

1000 | 526 | 1.27 | 1.06 | 1.16 || 515 [1.12] 65772 | 190 | 377

25.00 | 10.65 | 141 | 1.24 | 1.35 | 1061 [140 157222 035 | -3.89

Weak Feedback Implementation

3.00 | 3.55 | 247 | 1.33 | 1.87 | 3.22 | 1.69| 19894 || 9.26 9.48

1000 || 544 | 1.3¢ | 1.06 | 1.18 | 5.41 |1.16 | 62524 | 0.38 1.67

25.00 | 10.81 | 147 | 124 | 1.36 1082 [141[1538.74 | -0.18 | -3.31
Resistive Implementation ]

3.00 | 282 | 1.67 | 125 | 1.44 || 262 |1.33] 21854 || 6.81 7.44

1000 | 521 | 1.25 | 1.04 | 1.14 || 5.15 {1.11| 644.84 | 1.11 241

25.00 || 10.66 | 1.39 1.23 | 1.33 | 10.60 | 1.39 | 1558.34 0.56 -4.41

L

Symmetric Implementation
3.00 | 255 | 1.36 | 120 | 127 [ 245 [1.20] 10894 | 338 | 5.1
1000 | 503 | 115 | 1.06 | 111 | 5.00 [1.08] 62524 | 053 | 3.0

25.00 | 10.37 | 1.38 | 1.20 | 1.33 | 1045|137 | 153874 || -082 | -335
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implementation) are larger than the “worst” over all minimum delays (obtained by the
weak feedback implementation). The next 3 columns list the energy, delay, and silicon
area calculated using the model. Finally, in the last two columns, we have the percentage
difference between the results of the simulations and the model. It is interesting to note the
calculated delay value is always within the delay range obtained by simulations, i.e., it is
never larger than MaxD or smaller than MinD.

4.9 Second Test Environment

The second measurement setup is shown in Figure 4.10. The C-elements in the chain are
all of the same size. This setup differs form the first setup in that the performance of the
C-elements are now mutually dependent, which affects the overall performance of the chain.
A bubble at the input of a C-element schematic means that an inverted version of that input
must be used. This, of course, can be implemented using an inverter. Alternatively, if the
input signal is coming from a gate which produces complementary outputs, the complement
of the output can be directly used. For this test, the latter technique is chosen. The chain
of the C-elements shown, without the inverters at the two ends, form the control circuit
of an n-stage micropipeline. The inverters are added to make the micropipeline self-driven
and oscillating. The signals at the nodes indicated by r(#), where “#” represents the stage
number, can be interpreted as “request for the next stage”. Initially, all nodes are set to low,
and the only possible event is the rising of (0). This logic “one™ then propagates through
all the request nodes. Meanwhile, other transitions are produced at r(0) which propagate
toward the end, in turn. If not interfered, the oscillation of the nodes continues forever. A
much simplified waveform is shown in the same figure. The parameters of interest in this
test are the throughput and energy per throughput E. The frequency of oscillation of the
micropipeline F, which is half its throughput, is the inverse of T. The energy dissipation
during this period is

E =T P(Vpp)

where P(Vpp) is the average power extracted from Vpp.
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Figure 4.10: Second measurement setup: testing for optimal sizing of a chain structure in

presence of feed-back.

Figure 4.11 illustrates the dynamic C-element in the micropipeline test environment. In
order to maximize the frequency of operation of the micropipeline, the delay around the

boldface loop, i.e. the period, must be minimized. The period can be expressed by

U+W W ,
o +7)+56 (4.23)

T=45 (4
and the optimum U obtained is
W
Uopt =5 (4.24)

Thus, the period is reduced to

Topt = 86 + 56" (4.25)
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Figure 4.11: The dynamic C-element in the second test environment.

which is independent of W according to our model. However, as we shall see, simulations
show that the period does depend on W for small W. This can be partly explained by the
approximation made in (3.9). SPICE simulations have confirmed that the optimal value
of U for the micropipeline test circuit is 0.5W as shown in Figure 4.12. Figure 4.12(left)
illustrates the simulation results for W = 25u, U = 0.4W, as r varies. The maximum
frequency is achieved around r = 1.5. If we want to design a circuit with symmetrical rise
and fall times, we would choose r around 3, but simulations show that this increases the
energy consumption by 60% and reduces the frequency by 10%. Figure 4.12(right) illustrates
the simulation results for W = 25u, r = 1.4, as U varies. The frequency is at its maximum
around U = 0.5W. Hence, the static C-elements are designed with » = 1.5 and U = 0.5W.
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Figure 4.12: Optimization of the dynamic C-element in a micropipeline control circuit.

The results of the simulations for the second test environment are depicted in the form
of an energy-frequency (E-F) graph in Figure 4.13. Similar to the E-D graph, in an E-F
graph the outermost curve (here furthest from the origin) is the best alternative. For every
implementation, each data point is taken at a different size. As we go from the left to the
right along the curves, the size of the implementations increase, yielding higher frequencies at
higher energy costs. The curve for the dynamic implementation is also shown in the figure to

measure the deviation of the performance of each implementation from this ideal behaviour.



CHAPTER 4. SINGLE-RAIL CMOS IMPLEMENTATIONS OF THE C-ELEMENT 80

100 1 1 I |
90 8-Stage Micropipeline Control Circuit

" 0.8 Micron BiCMOS Technology
80 VDD=3'0 \"

—
Asymptote

— e -
- e o e m o -

30 +

10 | Resistive _——"
Standard
1

1 1
0.15 0.2 0.25 0.3 0.35 04 0.45 0.5
Frequency (GHz)

| L

Figure 4.13: Energy-frequency graphs based on SPICE simulations for the single-rail C-

element implementations under the second test.

The almost vertical ine at 0.425 GHz, i.e., the highest frequency obtainable with the dynamic
implementation is the asymptote for the performance of the single-rail implementations.
This is 15% higher than the value predicted by our model, 0.362 GHz. The reason is that,
according to the simulations, node ¢ has a voltage swing of around 0.8Vpp rather than
Vop. Considering the energy-frequency trade-offs, the symmetric implementation seems to
be the circuit of choice among the static implementations for frequencies below 0.4 GHz.
For instance, a frequency of 0.375 GHz can be obtained by the symmetric implementation
at an energy of 14 pJ at W = 9 um. The same frequency costs 27 pJ, W = 17 um, with
the standard (or a little more with the resistive) implementation and 54 pJ, W = 35 pm,
with the weak feedback implementation; that is, extra energy by factors of 1.93, and 3.86,
respectively. The dynamic implementation is capable of producing the same frequency for
less than 5 pJ with W = 3.5 um. We also observe that the curves for the standard, weak
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feedback, and resistive implementations are heading towards the asymptote, whereas that
of the symmetric implementation saturates at a lower frequency. The reason is that these
three implementations have exactly the same pull-up pull-down topology as the dynamic
implementation does. The symmetric implementation differs, however, in that it has two
parallel pull-up pull-down structures symmetric with respect to the input signals, and thus,
it is unable to take advantage of the difference in arrival time of the two input signals as the
other implementations would do. This was not predicted by our analytical model.

4.10 Concluding Remarks

A comparative study of the single-rail CMOS implementations of the C-element in terms of
energy, delay, and area has been presented based on a first-order analysis and SPICE simu-
lations. Four single-rail implementations from the literature have been considered. Special
attention has been given to the energy efficiency of the implementations in order to identify
the proper choice for an energy-efficient high-speed design environment. The techniques we
discussed can be extended to compare different implementations of other primitives. The
energy-delay and energy-frequency graphs illustrated in this chapter are a convenient way of
presenting the trade-offs between energy and delay (or frequency).

The simple first-order model for the delay and energy of CMOS gates presented in Chapter
3 has been applied to the C-element implementations for optimization and comparison.
Good agreement is observed between the model and simulation results. The C-elements
were tested in two different environments using simulations. In the first one, a C-element of
variable size and fan-out is driven by fixed-size inverters. The energy dissipation and delay
of the different implementations were measured through SPICE simulations. In the second
test environment, the circuits were tested for their performance in the presence of feed-back.
For this purpose, a chain of eight C-elements in the form of a micropipeline control circuit
was used. Using SPICE simulations, the energy dissipation per cycle and the frequency of
oscillation of the control circuits were measured and reported. The results obtained through
the first setup are useful when we want to insert a C-element in a spot where the input
drive and output capacitance are known. The second setup, however, can give suggestions

for the implementation of a subsystem in which the C-elements are mutually dependent. In
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our study we did not include any layout considerations. We have also ignored wire loads.
Considering that wire loads play a more important role in future technologies, the results

obtained here should be used cautiously.

Both first-order analysis and simulations in the two test environments identify the sym-
metric implementation as the right choice for energy-efficient, high-speed applications. In
both tests, the shape of the energy-delay curve for the symmetric implementation is closest
to that of the dynamic implementation of the C-element, because the symmetric implemen-
tation has the least overhead for maintaining the state of the output. The keepers in the
symmetric implementation are only two minimum size transistors, which do not resist output
switching. In the standard implementation of the C-element, the keepers are six minimum
size transistors which do not resist output switching either. In the weak feedback implemen-
tation of C-element, however, the keepers are in the form of an inverter, which does resist
output switching. Hence, the curve of the weak feedback implementation is farthest from
that of the dynamic C-element. The resistive implementation is a modified version of the
weak feedback implementation with two additional transistors to make it less resistive to
output switching. The performance of the resistive implementation can be improved at the

cost of higher noise sensitivity.

This comparison demonstrates that minimizing the number of transistors dedicated to
latching (keepers) and avoiding topologies that resist output switching may result in sig-
nificant energy savings. In a low-power environment, a designer can not afford to spend
energy on transistors that do not contribute to output switching and are only dedicated to
latching the output, even if they are made of smallest size. After all, in a low-power design,
most transistors are made small, and the keeper transistors may have a large share in the
total energy consumption. This study also demonstrates how the various implementations
of the keepers change the performance of the very same circuit and affects the energy-delay
trade-off.



Chapter 5

Differential CMOS Implementations
of the C-Element

Differential logic circuits, also called double-rail circuits, usunally require both the input
signals and their complements. In return, they produce the output and its complement
in a symmetrical manner. Although differential logic circuits usually double the wiring
requirements, they may be beneficial in terms of speed, energy, and area, as reported for
example in [105]. The most well-known differential CMOS logic families are Differential
Cascade Voltage Switch Logic (DCVS) [42] and Complementary Pass-Transistor Logic (CPL)
[105]. The C-element implementations in this chapter do not quite correspond to either logic
families, because they use an inverter latch to hold the state of the outputs. Hence, we refer
to their class as the Differential logic with Inverter Latch (DIL).

This chapter! first introduces the basic DIL implementation of the C-element. Then, a few
modified versions of the DIL C-element are presented and their advantages and disadvantages
are explained. After that, the problem of divergence of complementary outputs in a pipeline
is addressed. Finally, we conclude with an overall comparison of the single-rail (including
conventional) and double-rail (differential) implementations in the two typical environments
discussed in the previous chapter. It is important to note that in this chapter evaluations
and optimizations of the circuits are mainly based on HSPICE simulations. The reason is
that the formulation introduced in Chapter 3 does not conveniently cover differential logic

1The content of this chapter has also appeared in [82].

83



CHAPTER 5. DIFFERENTIAL IMPLEMENTATIONS OF THE C-ELEMENT 84

gates. A unified model for delay estimation and optimization of conventional and differential
logic gates will be introduced in the next two chapters. In fact, the exhaustive simulations
required for optimizing the DIL implementations motivated us to develop the delay model

of the next chapters.

5.1 Basic DIL Implementation of the C-element
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Figure 5.1: DIL implementation of the C-element.

The basic CMOS implementation that uses differential logic and an inverter latch (DIL) is
shown in Figure 5.1. It consists of two pull-down trees of NMOS transistors and an inverter
latch formed by the devices PFL, NFL, PFR, and NFR. If the inputs are both high, then ¢
goes low and c is pulled up through the P-device of the right hand side inverter of the latch,
PFR. Similarly, if both inputs are low, then ¢ goes low and ¢ rises through the P-device of
the left inverter of the latch, PFL. If the inputs don’t match, the inverter latch holds the

previous values of the outputs.

The NMOS transistors of the inverter latch are inactive during switching and, thus,
are of minimum size w to reduce their capacitive loading effect. The PMOS transistors of
the inverter latch, on the other hand, are active during switching and their proper sizing

is critical to delay optimization. For the circuit to function properly, the pull-down trees
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must be made less resistive than the latch P-devices. Accordingly, the following must hold:
W, < 0.50W; where W, is the width of the P-devices in the inverter latch and W is the
width of the N-tree transistors, as shown in the figure. Although this gives an upper-bound
for Wy, it leaves the designer with a wide range of widths to choose. However, we know that
if Wy, is made too small, the circuit will suffer from high rise-time delay. A large W, on the
other hand, intensifies the race problem at the falling output node and results in both large
falling and rising delays.
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Figure 5.2: Delay and Energy of the DIL implementation for various sizes of the PMOS
device in the latch.
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Figure 5.2 shows the results of HSPICE simulations for the DIL implementation at various
values of W,/W. The simulations are done for fan-outs of 3 and 7 inverters. The minimum
rising delay for a fan-out of 3 occurs at around V_:va = 0.6. When the load is increased to
a fan-out of 7, i.e. more than doubled, very little shift is observed for the minimum delay
point along the horizontal axis to a value of 0.7. In our designs we have chosen v—;’- = 0.6
for the DIL implementation regardless of the load. The analysis of Chapter 7 indicates that
for loads much larger than the input capacitance, minimum delay is achieved when -vavz ~ &,
which evaluates to about 0.6. The figure shows that the falling delay increases as W,/W

increases.

Moving our attention toward the energy graph of Figure 5.2, we realize that for both fan-
outs the energy linearly increases as W, /W increases up to a certain point, after which the
increment occurs more rapidly. It is interesting that this point of deviation from linearity
coincides with that of the minimum delay. That is, after this point, not only the delay
increases, but also it costs more in terms of energy and obviously area. The more rapid
change in the energy can be intuitively explained as follows. Starting near the origin, as
W, /W increases the parasitic capacitances also increase and so does the energy. However, as
we pass the minimum delay point by further increasing W,/W, the duration of the fighting
increases and we end up spending extra energy for the race on top of the usual amount spent
on the capacitances. The deviation from linearity, shown in the graph, indicates the energy

cost for the race.
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Figure 5.3: Modified DIL (MDIL) implementation of the C-element
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Due to the fighting at one of the outputs during switching, the DIL implementation
has large delay and energy sensitivities with respect to load. This means that as the load
increases, the DIL implementation will have severe disadvantages compared to the single-
rail implementations in terms of both delay and energy. One way of reducing the delay
and energy sensitivities with respect to load is to insert a couple of inverters between the
outputs of the DIL implementation and the loads, as illustrated in Figure 5.3. We refer to
this implementation as the modified DIL (MDIL) implementation.
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Figure 5.4: Delay and Energy of the MDIL implementation for various sizes of the output

inverter (fan-out of three inverters)



CHAPTER 5. DIFFERENTIAL IMPLEMENTATIONS OF THE C-ELEMENT 88

The operation of this circuit is similar to the DIL implementation except that the worst-
case delay is now characterized by the falling delay. With MDIL, the designer has to decide
the width of the output transistors, namely W;, and W,. Let ¢ = W;,/W;, and u = W/W,.
Figure 5.4 illustrates the results of HSPICE simulations for the MDIL implementation with
various values of ¢ and u. If ¢ = p, the output inverters have a threshold of Vpp/2. This
would be high for this circuit and results in poor fall time delay, because the origiral DIL
implementation has a high rise time. As g is reduced, the threshold of the output inverters
moves toward ground. However, if q is made too low, the circuit will suffer from poor
rise time and looses sharpness in its low-to-high transitions. Larger g also means larger
energy dissipation, because of higher parasitic capacitance. As u increases, the falling delay
decreases, because W, is also proportionally increased. The rising delay, however, first

decreases and then increases as « increases, with the minimum being around u = 1.

Because of the above trade-offs, the optimum choice of ¢ and u depends on the particular
design requirements. In the next section we see how a design environment may restrict the

value of g while we choose © = 1 to obtain the minimum rising delay.

5.2 Divergence of the Complementary Outputs

In differential circuits there is a time difference between the production of complementary
outputs. In synchronous circuits this doesn’t pose much of a problem, because of the presence
of a clock signal and the absence of feed-backs. In asynchronous circuits, however, this time
difference can be troublesome in two cases. One is when the faster output of a gate is fed
back to the same gate and arrives at the gate before the other slower output is produced.
Another case is when a series of differential gates form a long path and the divergence of the
complementary outputs increases along the path until they become so much apart that at
some stage one of the gates fails to respond to its inputs.

If the differential gates in a circuit are active high, i.e. activated only when some of their
inputs become high, and their falling outputs are produced first, then the gates function
properly no matter how long the production of the rising outputs take. On the contrary, if
the gates are active high and the rising outputs are produced first, then the divergence of the
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complementary outputs could affect the operation of the gates. The DIL implementation,
for example, belongs to the first category whereas the MDIL implementation is in the second

category.
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Figure 5.5: Divergence of the complementary outputs in a micropipeline control circuit:
outputs of different stages at the first cycle (top), outputs of the same stage at different
cycles (bottom).

Figure 5.5(top) shows the time difference between the complementary outputs of the

C-elements at various stages of the micropipeline control circuit. The C-elements are im-
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plemented in DIL and MDIL with ¢ ranging from 1 to 1.25. Obviously, as ¢ increases the
complementary outputs get further apart. Nevertheless, in all cases the time difference be-
tween the outputs remains almost constant along the pipeline except for the two ends. At
the two ends the loads of the C-elements are higher and thus, in the case of DIL the outputs
become further apart while in the case of MDIL the outputs get closer. Figure 5.5(bottom)
shows the time difference between the complementary outputs of some C-element at the
middle of the pipeline at different cycles. For the DIL implementation we can see that after
4 cycles the time difference between the outputs converges to around 0.57 ns. For the MDIL
implementation, ¢ = 1.0, after some fluctuations the time difference converges after the sev-
enth cycle. If g is increased to 1.10, the fluctuations increase, but the time difference finally
seems to converge. Further increase in ¢ to 1.20, results in a large jump in the time difference
between the second and third cycles, and the pipeline fails to oscillate after the third cycle.
Of course, the problem becomes worse if q is made any larger. This test illustrates that if
the MDIL implementation is to be used in such a micropipeline control circuit, ¢ must be
made less than or equal to unity. If the C-elements are driving some latches (load), g can be
made larger, because loading decreases the time difference between the outputs of the MDIL
implementation. Successive simulations show that for a micropipeline control circuit without
any load, the frequency is maximized if u = 0.7 and ¢ = 1.2 (we were able to set ¢ = 1.2 by
reducing u from 1 to 0.7) . These are the values used for the MDIL implementation in the
comparative study made for the second test environment. For the first test environment,

however, ¢ and u are both set to unity.

5.3 DILP and DILN Implementations

Two possible modifications of the DIL implementation are shown in Figure 5.6. They are
both intended to reduce the rising delay which is the main draw-back of the DIL imple-
mentation. In Figure 5.6(left), two pull-up trees of PMOS traasistors have been added to
the original DIL implementation. We refer to this implementation as the DILP C-element.
When both inputs are low or both are high, one of the outputs falls and the other one rises
almost simultaneously. Thus, the outputs switch independently, in contrast to the original
D’L implementation. In this case, the inverter latch is merely used for maintaining the states
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Figure 5.6: Schematics of the DILP and DILN C-element implementations.

of the outputs and, hence, have minimum size P- and N-devices. Later, we will see that the
minimum size latch could be troublesome in the presence of feed-back. This implementation
has less delay and energy than the DIL implementation, and less delay but higher energy
than the MDIL implementation. The reason for the relatively high energy consumption is
its high input capacitance. The input capacitance can be reduced by replacing the P-tree
with an N-tree as shown in Figure 5.6(right). We refer to this implementation as the DILN
C-element. In the DILN implementation, during switching, one of the outputs falls from Vpp
to ground, while the other output simultaneously rises from ground to Vpp — Vry. Then, it
is boosted to Vpp with the help of the inverter latch. Thus, the rise and fall times are not
symmetric, as in the case of the DILP implementation. However, the amount of symmetry

is greatly enhanced over the DIL implementation.

In a micropipeline, because of the presence of feed-back, the divergence of the com-
plementary outputs in the DILP implementation could be troublesome. Even if all of the
complementary inputs of a DILP implementation arrive simultaneously, there is no guaran-
tee that the complementary outputs would be simultaneously produced. The reasons are
that, firstly, the P-tree and N-tree exhibit different resistances depending on the load and
the state of the output voltages. Secondly, if the minimum size latch is nsed, then during




CHAPTER 5. DIFFERENTIAL IMPLEMENTATIONS OF THE C-ELEMENT 92

50 T T T T T T | R B T Y T
45 .
—
40 Increase in size -
35| y -
oy 3/7 g
g, 30 ——— . .
= ~— .
25 2/5 -
b5 - — - _
] 20 — A ¢
(84| 1.4/3.5 :
I5F S =amao_. -
10 o -
s Inverter Latch Wn/Wp=1.4/1.4
0 1 L 1 1 1 | 1 L L L ] L
0.1 0.12 0.14 0.16 0.18 02 0.22 024 026 028 03 032 034 0.36
Frequency (GHz)

Figure 5.7: HSPICE results for the DILP C-element implementation.

switching the P-tree has to fight a resistance proportional to w, whereas the N-tree has to
fight a resistance proportional to w/p. The second factor could be overcome by using a
latch in which the P-devices are p times larger than the N-devices. The first factor could be

compensated for by increasing the overall size of the latch as the loading increases.

Figure 5.7 shows the results of HSPICE simulations for the DILP implementation. The
graph shows the frequency of operation of the micropipeline control circuit as the size of the
C-element is increased. With inverter latches of W,,/W, = w/w = 1.4/1.4, a frequency of
0.22 GHz is obtained at a gate area of about 25 um?. Further increase in the sizes of the
C-elements results in failure. If we use symmetric latches with inverters of W,/W, = 1.4/3.5,
we can achieve a wider range of frequencies up to 0.3 GHz, after which increasing the sizes
of the C-elements leads to failure. To get higher frequencies we have to use larger symmetric
latches. For example, by using latches with W,/W, = 3/7 a frequency of 0.32 GHz is also
achievable. The draw-back is that each time we use a larger latch, we get to a higher level
of energy consumption, as shown in the graph, because we are increasing the amount of

parasitic capacitance.

The DILN implementation is much more robust than the DILP implementation in a
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Figure 5.8: HSPICE results for the DILN C-element implementation.

micropipeline environment and rarely fails, because, like the basic DIL implementation,
it is active-high and its rise-time delay is larger than its fall-time delay. The frequency
versus gate area and energy versus frequency graphs for the DILN implementation are shown
in Figure 5.8. With 1.4/1.4 latches, the complementary outputs are far apart and the
performance is very poor. Using 1.4/3.5 latches helps to increase the frequency up to 0.22
GHz at an area of around 30 pm?. Further increase of the area is counter productive and
reduces the frequency, because the feed-back signals become so fast that they slow down the
full generation of the forward signals. Increasing the size of the latch is of some help, since
it increases the race and slows down the feed-back signals. The energy increases a lot by
using larger latches without much gain in frequency. In order to avoid counter-productive
intcraction of signals in a micropipeline control circuit using the DILN implementations
one can add a couple of inverters to the outputs of each DILN implementation. We call
this implementation the MDILN implementation. The MDILN implementation for which
the simulation results are reported in the next section is designed with a 1.4/3.5 latch and
output inverters with N- and P-transistors 2.5 times larger than the N-tree transistors (i.e.

v =0.4 and g =1).
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5.4 Results and Discussion

This section presents the results of comparing the optimized single-rail and differential im-
plementations of the C-element for the two typical environments introduced in the previous

chapter.

Figure 5.9 depicts the energy-delay graphs under the first test (with fan-out of three
inverters) based on simulation results for all of the C-element implementations considered.
The best delay obtained by a conventional implementation is 1.15 ns and belongs to the
symmetric C-element. The same delay can be obtained using the DILP or DILN implemen-
tations with 20% less energy consumption. Delays below 1.15 ns to 1.0 ns could only be
obtained with the differential implementations. For a lower number of fan-outs, the results
are even more in favour of the DILP and DILN implementations. The DILP and DILN

C-elements for this environment are implemented with minimum size latches.

10 T T T T ! h L b '
9.5 ;. .« Standard T
9L RN i
8.5 o ° *-. t"' i
8 ™ .:o"" .'*'..
75 e 3 < Weak Feedback
- 7 | . R B
2 65+ . SR
& 6 DILP. P
g 55 x ST
B st L DILN o8 .
45+ x R R N R
4+ X o/' [ Symmetric N0 oL, Te
35 F Ao, B
~o— B "ﬂ:. ................
3k T g o -
250 T ® .
2 L ! 1 L ! ! L . . —L
0.95 1 105 11 115 12 125 13 135 14 145 15
Propagation Delay (ns)

Figure 5.9: HSPICE results for the single-rail and double-rail C-element implementations
under the first test.
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Figure 5.10: Simulation results for the single-rail and double-rail CMOS implementations of

the C-element in a micropipeline environment.

The overall results of the simulations for the single-rail and double-rail implementations
of the C-element under the second test are depicted in Figure 5.10. It shows the energy-
frequency curves for the four single-rail implementations and of the MDIL and MDILN
implementations. The curves for the other double-rail implementations are omitted, because
of poor performance. (The curves for the DILP and the DILN implementations are depicted
separately in Figure 5.7 and Figure 5.8 respectively.) The performance of each implementa-
tion has been optimized according to the preceding discussions. For every implementation,
each data point is taken at a different size. As we go from the left to the right along the
curves, the size of the implementations increase, yielding higher frequencies at higher energy
costs. Of course, in an energy-frequency graph like this one, the outer curves indicate better
energy-frequency trade-offs. The curve for the dynamic implementation is also shown in

the figure as a representative of an almost ideal case, and to measure the deviation of the
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performance of each implementation from this more ideal behaviour. The dashed vertical
line at 0.45 GHz, i.e. the highest frequency obtainable with the dynamic implementation,
is the asymptote for the performance of the single-rail implementations. The double-rail
implementations seem not to be able to cross that line either. The MDILN implementa-
tion comes very close, but fails afterwards, because of the divergence of the complementary
outputs. In terms of energy and frequency, the symmetric C-element outperforms the other
single-rail implementations. However, frequencies over 400 MHz are only obtainable with the
double-rail implementations. The MDILN implementation offers the best energy-frequency
trade-off followed by the MDIL implementation.

5.5 Concluding Remarks

We have presented a comparison of the optimized CMOS implementations of the C-element
in terms of performance and energy. Beside the dynamic implementation of the C-element,
we have addressed eight static implementations, four of which are single rail and the rest are
double rail. The single-rail implementations are the standard, weak feedback, resistive, and
symmetric C-elements introduced in the previous chapter. The double-rail implementations
are the DIL implementation of Figure 5.1, the MDIL implementation of Figure 5.3, and the
DILP and DILN implementations of Figure 5.6. We also briefly mentioned the MDILN im-
plementation, which is basically the DILN implementation with a couple of output inverters.
Ways to optimize the performance of the various implementations have been discussed. One
should be very cautious when using the differential logic implementations in pipelines in-
cluding feedback loops, as we have observed some divergence phenomena with these circuits
leading to failure. Although we have explained methods for reducing the problem, further
study is needed to fully explain this behaviour.



Chapter 6

Delay Modeling at the Device and
Switch Levels

This chapter presents a new, unified, and simple model for estimating the charging and
discharging delays of an MOS transistor, whether of NMOS or PMOS type. In other words,
this model covers the delay of an MOS transistor for transferring both a logic 1 and a
logic 0. Armed with such a model, it is possible to predict the delay of a CMOS logic
gate implemented in any style. In conventional CMOS logic gates, NMOS transistors are
solely used to discharge the output capacitance, i.e. to transfer a logic 0 to the output.
Correspondingly, PMOS transistors are dedicated to charging the output capacitance, i.e. to
transfer a logic 1 to the output. In general, both types of transistors may be used to carry
a logic 1 or a logic 0, such as in a CMOS transmission gate. This idea has led to a number
of innovative CMOS logic styles, such as complementary pass-transistor logic (CPL) [105]
and the differential cascode voltage switch logic {DCVSL) [42]. NMOS transistors are also
widely used in latches and flip-flops for passing both 1’s and 0’s. For developing a delay
model which covers the various combinations of the tramsistors in a circuit, we basically
need to predict accurately the current through NMOS and PMOS transistors during both
charging and discharging scenarios.

First, we introduce a new and simple model for the saturation current in MOS transistors
and demonstrate that it is more accurate than the model proposed in the literature with the

same level of complexity. Then, we argue that the same model can be applied to predict the

97
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current in an NMOS transistor when charging a node and, similarly, to a PMOS transistor
when discharging a node. We are not aware of any such model in the literature, except for
the very rough techniques discussed in the text books like [72]. Next, we discuss the effect of
finite input signal slope. This is followed by the extension of a ramp delay model to circuit
scenarios involving overlapping and opposing currents. After that, we further extend the
delay model to cover a chain of series-connected transistors. Finally, we present a procedure

for extracting the empirical parameters of our model with HSPICE simulation.

Note that starting from this chapter, we use a 0.5 yum CMOS technology for modeling
and HSPICE simulations, instead of the 0.8 ym BiCMOS technology used in the previous

chapters.

Since we deal with two types of transistors and two types of delays for each transistor
type, we need to establish a notation. We use the subscripts “n” and “p” to indicate
correspondence of a parameter to NMOS or PMOS devices, respectively. We also use the
accents ““” and “* " to indicate correspondence of a parameter to rising or falling delay,

respectively.

6.1 On Short-Channel Effects

Shockley’s square law over-estimates the saturation current in short-channel devices. The
major reasons for this are the velocity saturation and the mobility degradation effects, which
are not accounted for in the square-law. While the former effect is attributed to the compo-
nent of the electric field along the channel, the latter effect is attributed to the component
of the electric field perpendicular to the channel.

The velocity of the carriers v is proportional to the applied electric field E as long as E
is less than E,q =~ 10° V/cm. The constant of proportionality is the carrier mobility. For
larger values of E, the carrier velocity tends to saturate at around 107 cm/s. This effect
severely limits the saturation current in MOS devices.

On the other hand, since the oxide thickness is also scaled down besides the channel
length, the effective carrier mobility in short-channel devices degrades due to the vertical
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component of the electric field. It is known that the effective surface mobility depends on
the vertical electric field according to the following approximation [62]

Ho
. 1
e = T O(Vos — Vi) (6.1)

Where g is the low-field surface mobility and € is an empirical factor with a typical value of
around 0.2. Then, taking into account the effects of the lateral field and velocity saturation,
the effective mobility, as used in SPICE Level 3, can be approximated by [62]

= Hs
#= 1 + p, [VDS/(UmazL)] (62)

where vpq: is the maximum drift velocity of the carriers and, in saturation, Vpg is replaced

by its saturation value.

6.2 MOSFET Delay and Current

The delay D of charging or discharging a capacitance C to Vpp/2 through a transistor of
width W is governed by the following general delay expression.

_gvm_,© _~ o

b 21Ip W

We prefer to combine all supply voltage and technology dependent parameters in v and write
the delay expression as above. This form also clearly shows the relation between the delay
and the width of the transistor.

Before proceeding any further with the details of MOSFET current models, let’s see
which mode of operation of the MOSFET is of interest to us. Figure 6.1 illustrates the
current-voltage behaviour of a 0.5 um NMOS transistor. The horizontal arrow in the figure
shows the trace of the value of the current through the transistor when transferring a logic
0 half-way through. That is, from the time the output is at Vpp = 3 V until it is discharged
to half Vpp. At the beginning of a logic 0 transfer, Vps and Vgs both equal Vpp. At the
end of the transfer, Vps equals 0.5Vpp, while Vgs remains equal to Vpp. In short-channel
devices, thanks to their relatively extended saturation region, this process takes place almost
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Figure 6.1: I'V-characteristic curves for a 0.5 um NMOS transistor showing the change in

current during transferring a logic 1 and a logic 0.

entirely in the saturation mode and, hence, the value of the current remains constant, as
shown by the arrow. The oblique arrow in the figure shows the trace of the value of the
current when transferring a logic 1 half-way through. That is, from the time the output is
at zero volts until it is charged to half Vpp. The initial condition at the beginning of a logic
1 transfer is exactly similar to that of a logic 0 transfer. At the end of a logic 1 transfer,
however, Vps and Vgs both reduce to half Vpp. In this case, although the value of the
current decreases, the device still remains in the saturation mode, as shown by the arrow.
Note that the presentation in this figure is only superficially true, because it doesn’t show
the body effect. )

A PMOS transistor has a similar behaviour. Therefore, whether it is a rising delay or a
falling delay that we want to calculate, the current in the general delay expression (6.3) is

some average saturation drain current Ip. Hence, we may limit our search for a simple and
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accurate MOSFET model to the saturation region.

6.3 A New Model for MOSFET Saturation Current

Shockley’s model stipulates that the saturation current is proportional to (Vgs — Vr)?, that’s
why it is also known as the square law. The popular a-power law proposed in [76-78] argues

that due to the velocity saturation effects, the saturation current in modern devices follows

W
Ip = —L— Pc (Vgs ~ V7)° (6.4)

Where P, is a technology-related parameter and « is a number between 1 and 2 called the
velocity saturation indez. For long-channel devices a = 2 and the model is reduced to that of
Shockley’s square law. For short-channel devices under velocity saturation effect a is closer
to 1. Similar models in very recent publications claim that a equals 1.25 [14] or 1.3 [13] for
deep sub-micron devices. Studies presented in [76] for devices as narrow as 0.5 pm show

that the a-power approximation is generally good.

Figure 6.2 depicts the relation between the drain current and the gate voltage in the
saturation mode for an NMOS transistor. The solid line in the figure is obtained by HSPICE
simulation Level 13. The dashed lines with and without dots are obtained using the a-power
law. Since the a-power law has two parameters, namely Pz and a, you can obtain their
values by fitting the curve into the simulation data at two different points. The dashed line
is the result of this fitting at Vgs = 3 V and Vg = 4 V which leads to a = 1.03. With this
value of a the model loses its accuracy as Vs decreases and approaches Vpy. It is clear that
at Vgs = 1V the error is over 50% compared to simulation. If we try to fit the model at
lower values of Vgs, for example at Vgs =1 V and Vgs = 2 V, we end-up with the dashed
line with dots. We have to increase a from 1.03 to 1.46. Now the model becomes inaccurate
towards higher values of Vs and, for instance, over-estimates the value of current as much

as 33% at Vgs = 4 V. Hence, a clearly needs to be decreased as Vs increases.

As Vgs increases, it has an incremental and, at the same time, a decremental effect on
Ip. Increasing Vgs, on the one hand increases the number of the mobile charges in the
channel which boosts the current; and on the other hand, it reduces the effective mobility
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Figure 6.2: Simulated and calculated values of Ip as a function of Vgs using the a-ﬁower
law and the new model. The threshold voltage of the device Vry = 0.66 V.

of the carriers which limits the current. The combination of these two physical phenomena

do not seem to be accurately reproduced by the a-power law. The a-power law only models
the incremental effect of Vgs on Ip.

As an extension of Shockley’s square-law and Sakuai’s a-power law, we are proposing the
following model for the saturation drain current of a MOSFET.

- ¢y
ID =W (Vas - v&') GS (6.5)

Where a has been replaced by the Vs dependent index £ + 9/Ves. Now the index com-
bines both short channel effects, velocity saturation and mobility degradation. The velocity
saturation effect is captured by £ and the mobility degradation effect is captured by J. The
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Figure 6.3: Step delay of an NMOS transistor discharging an output capacitance as Vpp
changes. HSPICE simulation results are compared with the results obtained by the a-power
law and the results obtained by the new model represented by small circles.

parameter x depends on the technology and the effective channel length. We’ve hidden the
channel length inside %, because digital designers rarely use transistors with channel lengths
larger than the minimum feature length specified by the technology. This model has about
the same complexity as the previous models using a constant index, but it is more accurate.
Since this model has an additional parameter, we need three points for curve fitting. The
curve represented by small circles in Figure 6.2 is obtained by fitting the model at Vs equal

to 1, 2, and 3.5 volts. The model nicely reproduces the saturation region characteristics of
an MOS device.

Figure 6.3 shows a comparison between the HSPICE simulation, the a-power model, and
the new model in predicting the delay of discharging an output capacitance by an NMOS
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transistor at different power supply voltages. Although we had the values of the parameters
a, Pc, €, 4, and & from the previous experiment, we repeated the curve-fitting process here
to obtain better matches. The minor differences in the values of the extracted parameters
compared to the previous experiment are due to the overshooting that appears in the output
voltage signal through the coupling capacitances. The simple delay equation does not include
this effect. The a-power law curve is done for two sets of voltages, different from the previous
experiment. The dashed line represents the delay obtained by the a-power law fitted at the
points of Vpp equal to 2 V and 3 V, while the dashed line with dots represents the delay
obtained by the same model fitted at the middle points of Vpp equal to 1 V and 4 V. For our
model, the fitting points are the same as in the previous experiment, i.e. Vpp equals to 1 V,
2 V, and 3.5 V. Note that the values of a obtained here are very close to those suggested
in [14] and [13]. This experiment confirms the superiority of the new model compared to the

a-power law in predicting the delay over a wide range of the supply voltage.

6.4 Generalization of the Model

In reference to Figure 6.1 we mentioned that even if an NMOS transistor is used to transfer
a logic 1 instead of a logic 0, our concern would still be the saturation current. This suggests
that we might be able to use the same model as well. What follows explains our attempt in

extending the model to predict the delay of an NMOS transistor when charging a capacitance.

Figure 6.4 illustrates the simulation and our modeling results for this case a variety
of supply voltages. The solid line is, as usual, obtained by HSPICE simulations. At the
initial state of the discharging process, Vgs = Vps = Vpp. While the capacitance is being
discharged, both Vgs and Vps decrease, but remain equal. At the end of the process, the
output reaches Vpp/.! = Vgs = Vps. Note that the minimum Vpp applied here is 1.5 V
rather than 1 V, because Vpp has to be at least 2Vyy for the output to reach Vpp/2. As our
first attempt, we use the same equation as the falling delay, but replace Vpp with 3/4 Vpp,
i.e. the value of Vgs at the middle of the charging process. The result of this technique
is shown with the dashed line. It loses its accuracy very fast as it approaches the lower
end of the Vpp scale. One important factor that we have ignored is the body effect, which
dyrnamically increases Vry during the charging process. Hence, in the next attempt, the
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Figure 6.4: Step delay of an NMOS transistor charging an output capacitance as Vpp
changes. HSPICE simulation results are compared with the results obtained by the new
model.

result of which is shown by the dashed line with dots, we replace Vry by Vi to include the
body effect. The following, generally known [72], expression is used.

Ve = Vo +7 (| - 26F + Vsal — /—2¢r) (6.6)

Where « is the body effect coefficient, ¢ is the Fermi potential, and Vsp is the source to
bulk potential. Midway in the process, Vsp = 1/4 Vpp. This technique almost solves the
problem for higher values of Vpp, but the current behaviour seems to be so non-linear that
the technique obviously fails at lower values of Vpp. Observing that the shape of the delay
curve resembles that of the discharging case, the final choice is to use direct fitting of the
model into the simulation data. Thus, we define a separate set of parameters %, £ and ¢ for

the case of the rising delay. This method is highly successful as depicted in the figure by
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Figure 6.5: Charging and discharging delays of PMOS transistor as obtained by simulations
and using the model.

the small circles. Notice that, comparing to the cases of the falling delay, £ is only slightly
larger, whereas 9 is larger by an order of magnitude. This shows that the NMOS rising delay
is much more sensitive to Vpp changes than its falling delay.

Figure 6.5 shows that the model is equally valid for PMOS transistors in the charging
and discharging cases. Note that £ for the PMOS rising delay is larger than £ for the NMOS
falling delay; this indicates that the velocity saturation effect is less severe in the PMOS
transistors of this technology. We should mention that while £ and ¥ of the NMOS falling
delay and PMOS rising delay are directly related to the corresponding saturation currents
and are associated with some physical phenomena, these parameters for NMOS rising delay
and PMOS falling delay are not directly related to the same phenomena.



CHAPTER 6. DELAY MODELING AT THE DEVICE AND SWITCH LEVELS 107
6.5 Effect of Input Waveform Slope on Delay

The simplest way of accounting for the effect of the input signal slope on the delay, is to use

an approximation of the form [40]
Dr=D+ 5,7 (6.7)

This technique adds a fraction S of the input rise or fall time 7 to the step delay D to obtain
the ramp delay Dr. It has been mentioned that this approximation is valid if the input slope
exceeds one-third of the output slope [40]. On the ground that this rule is usually true in
VLSI circuits, one may use the above formula. Otherwise, the input slope effect is much
more complicated as analyzed for example in [7,31,49, 78]. In fact, if the input changes too
slowly, the delay may be negative. When applying the above formula to a CMOS inverter,
an additional source of error is the short-circuit current, which increases as the input slope

decreases. Using his a-power law, Sakurai has derived the following expression for S, [76].

_ 1 1 - VT/VDD
St =3 l+a (68)

This is similar to the expression derived in [40] for long channel devices, where a = 2. We
use this expression in our work. However, instead of having an a value for NMOS devices
and one for PMOS devices, we introduce four values for « corresponding to the four types
of the delays. Figure 6.6 illustrates the relation between the four delay types and the input
signal slope. The figure compares the simulation results with the above expression for the
four cases at two different Vpp settings. The value of a for each case is stated in the figure’s
caption. This experiment demonstrates that with the right values of a, the same delay
model as (6.7) can be used for charging and discharging cases through NMOS and PMOS

transistors.

For delay calculations of cascaded gates, one should relate the input transition time 7 of
a gate to the step delay of the preceding, i.e. driving, gate. Although [76] has suggested a
formula for this purpose, our simulations show that a step delay is approximately equivalent
to half of the corresponding transition time. Hence, the delay of a gate i can be expressed
in terms of its own step delay D; and the step delay of it driving gate D;_, as follows.

Dpi = D; + SD; (6.9)
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Figure 6.6: A comparison between the results of HSPICE simulations and the delay model
for the four delay types: NMOS Falling (a = 1.2), PMOS Rising (a = 1.35), NMOS Rising
(a = 2), and PMOS Falling (a = 2).

Where S = 25, is called the slope factor. We define a slope factor for each of the four delay
types.

6.6 Overlapping and Opposing Currents

In this section we discuss modifications of the delay expression for two cases which are
common in digital CMOS circuits, namely, the cases of overlapping and opposing currents.
A prominent example of the former is a CMOS transmission gate which is widely used in

memory structures and multiplexers. Examples of the latter include level resorters, latches,



CHAPTER 6. DELAY MODELING AT THE DEVICE AND SWITCH LEVELS 109

2500 T L] 0 ) T t ] L) ¥ L ¥
o Model .
2250 HSPICE Simulation | 1
G
2000 I\i i
" 0O
Q.
—1750 T_[—L—- -
k) o
3 I
O 1500 o . 1
(3 1250 d
S
L 1000 Ramp Delay 4
Q o
750 J
Step Dela 2.0 0 0o D
500 P y 9900000000000 ®
250 L 1 — L - A 1

1 125 15 175 2 225 25 2.75 3.25 35 375 4
V : Power Supply Voltage (V)

Figure 6.7: Variations of the step and ramp (7 = 1 ns) delays of a CMOS transmission gate
(Wn =10 pm and W, = 20 ym) discharging an output load (C = 1 pF).

and DCVSL gates.

Let’s consider a CMOS transmission gate with a PMOS transistor of width W, an NMOS
transistor of width Wy, and an output load C. We develop an expression for the falling delay.
A similar argument can be made for the rising delay. Since both transistors cooperate to
discharge the output, the step delay can be simply written as

= c VDD /2 "/pl‘/n
D= — — = - — C 6.10
Iﬂ + Ip Wpun + Wﬂyp ( )

Next, we consider the effect of the input signal slope. Predicting the exact effect of the input
slope is very complicated, because in practice the arrival time and the slope of each input

signal may be different from the other. We can, however, make reasonable assumptions. For
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all the cases when the difference between the arrival times of the two input signals is much
smaller than the delay, we may assume that both transistors are activated at the same time
with a similar rise and fall time 7. This is the ideal case of operation of a transmission gate.
At the other extreme, for all the cases when the input signals are far apart relative to the
delay, we may assume that only one of the transistors has contributed to the delay. This
situation is avoided, because it defies the purpose of having both a PMOS transistor and an
NMOS transistor in the circuit. For the ideal case, based on intuition, we propose that the
slope factor S of each transistor should be weighted by its share of the total current. Hence,

the overall slope factor is approximated by

g Sndn + S by _ S Wl + 5, Wo/ty

: : = - - 6.11
7 In + I Wa/in + W/t (@11

Thus, the value of the total slope factor is between the values of the individual slope factors.
Note that this is valid independent of the formulation used for calculating the individual
slope factors. Therefore, the total falling delay is given by

Dr=D + %“-' T (6.12)

Figure 6.7 illustrates the close match achieved between this model and the results of HSPICE
simulations for both step delay and ramp delay with 7 =1 ns at different supply voltages.

Now we turn to the case of opposing currents. In this case, a network of one or more
transistors tries to charge (discharge) a node while, simultaneously, the node is being dis-
charged (charged) by, usually, a single transistor. The opposing transistor is often already
active when the network is activated by an arriving input signal. For example, assume a
capacitance C which is already charged by a PMOS transistor of width W, and is about
to discharge through an NMOS transistor of width W,, while the PMOS transistor remains
active. For the step delay, we simply subtract the two currents and obtain

Upln
Watp, — Wob,

D= C (6.13)

For the ramp delay, we take a similar approach as in the case of the transmission gate. Since
the input is only applied to the NMOS transistor, we weigh its slope factor by its share of
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Figure 6.8: Variations of the step and ramp (7 = 1 ns) falling delays of a CMOS structure
involving opposing currents (W, = 10 um, W, = 20 pm, and C =1 pF).

the total current, and calculate the total slope factor by the following expression. The total
delay can, then, be calculated using 6.12.

Sn Wo /P (6.14)

Wn/ '>n - p/ l"P

Sr=

Therefore, the slope factor for the delay through a transistor influenced by opposing currents
is higher than the delay through the same transistor operating free of such an influence. Fig-
ure 6.8 shows the match achieved between this model and the results of HSPICE simulations
for both step delay and ramp delay with 7 = 1 ns at different supply voltages.

The technique described in these two examples can be applied to a variety of situations
involving two types of currents. The important point is the ability to accurately predict



CHAPTER 6. DELAY MODELING AT THE DEVICE AND SWITCH LEVELS 112

the amount of each current. This is facilitated by using the current model presented in the

previous sections.

6.7 MOS Transistors Connected in Series

One of the complications involved in modeling transistor circuits is delay estimation through
a chain of series-connected devices. In such cases, usually, an equivalent RC network is used
for modeling the delay. We assume a uniform size for the series-connected transistors in a
gate. Another choice is the so called graduated [89] or progressive [72] sizing of cascaded
transistors. An analytical procedure for progressive MOSFET sizing is presented in [8] and
used in [100]. Progressive transistor sizing seems particularly useful in designing dynamic
CMOS logic gates [89,100,104]. For today’s short-channel devices, however, the literature
suggests only marginal improvement in the delay by using progressive transistor sizing over
uniform transistor sizing. In [45], it is reported that for a 3-input NAND gate, the graduated
version shows less than 4% and 2% delay improvements over the uniform version for in
1.5 pm and 1 um technologies, respectively. Hence, this delay improvement should even be
less for deep submicron technologies. Besides, progressive transistor sizing increases the area

and energy consumption of a gate.

Consider the RC network of Figure 6.9. Assume that initially all nodes are precharged
to Vpp. In 1948, Elmore [35] showed that the voltage drop at node =, after a zero-going step

is applied at the input, is governed by the following dominating time constant.

™N = i Cg i: Rj (6.15)

i=1 ' j=1
Rubinstein, Penfield, and Horowitz generalized Elmore’s theory for an RC tree. They also

provided precise lower and upper bounds on the voltage waveforms in an RC tree [46, 74].

Many computer-aided timing analyzers have incorporated these theories.

Elmore’s approximation is very useful, provided that the values of all resistances and
capacitances are known. A major obstacle, however, is the determination of these value,
especially those of the resistances. Sakurai and Newton have shown that short-channel
devices do not obey the RC models used to predict the delay in series-connected long-channel
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Figure 6.9: A general RC chain.

MOSFETs [77]. In a pull-up or pull-down chain of transistors, usually the transistor closest
to the output operates in the saturation mode and the rest operate in the linear mode [77).
We use this assumption, combined with Elmore’s theory, to simplify the delay modeling.
This is reflected in Figure 6.10, where a chain of series connected transistors are replaced by
an RC chain, and R; stands for the equivalent resistance of a transistor in the linear mode,
R stands for the equivalent resistance of a transistor in the saturation mode, C stands for

the diffusion capacitance per transistor, and CL stands for the load capacitance. Applying

Vin J\T’“ ’\'f’ i '\’;’ J_ J\RFJ_ J‘Vout
T T T

Figure 6.10: An equivalent RC chain for series-connected MOS transistors.

Elmore’s approximation gives

T o= RAC[N+2+3+...+(N-1))+[R(N-1) + B (C + Cp) (6.16)
= C[R(N?*~-1)+R] + CL[R(N - 1) + R] (6.17)

which results in the following, if Cy is much larger than C.
T=Cr[R(N —1)+ R] = [y(N -1)+1]RC,, (6.18)

where y = R;/R. On the other hand, for very large Cy, simulations show that the delay of n
series-connected transistors is proportional to the delay of a single transistor with the same

load through the voltage-dependent delay degradation factor Y.

Y=1+(N-1)a - bY";—”) (6.19)
T
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Where a and b are empirical parameters with the typical values of 1.2 and 0.1, respectively.
Comparing (6.19) with (6.18) shows that

y=a-— b‘%’ (6.20)

Replacing R; with yR in (6.17) yields
r=R(XC+YCL) (6.21)

Where X = y(N2—-1)+1 and Y =y(N —1) + 1. Hence, using our formulation, we may

express the delay through N series-connected transistors by
Dy = 7’;,- (XC +YCy) (6.22)

The values of a and b are obtained through simulations for each case. When C, dominates,

X can be set to zero. For fast hand-analysis, Y = N is a good approximation.

Before concluding this section, we should mention an important point deduced from
(6.22). Note that the diffusion capacitance C is proportional to the transistor width W.
Hence, the first term in (6.22), that is, the term related to the internal nodes, is a constant
and does not depend on W. Therefore, in pull-up and pull-down tramsistor chains, only
the load capacitance determines the optimal transistor sizing for minimizing the delay, and
the internal nodes can be ignored in that regard. We rely on this finding in dealing with
optimization of CMOS logic circuits in the next chapter.

6.8 Extraction of Delay Parameters

To fully characterize the delays in a particular technology, we should extract four sets of pa-
rameters corresponding to four types of currents or delays. The symbols for these parameters
and their values for our technology are listed in Table 6.1 and Table 6.2.

The following steps summarize the parameter extraction procedure. These steps have to

be repeated for each of the four delay cases.
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Table 6.1: Current Model Parameters, Symbols, and Values for a 0.5 gum CMOS Technology.

Delay Type u s (mA/pm/V—¢-9/Voo) ¢ J (V)
D.: NMOS Falling || &, = 0.12065 &, = 1.1265 | 3, = 0.4061
D,: PMOS Rising kp = 0.04564 €, =1.3765 | 9, = 0.3756
D,: NMOS Rising fn = 0.01408 o =1.3203 | §,, = 4.6958
D,: PMOS Falling %, = 0.00295 £, = 1.5065 | 9, = 6.8598

Table 6.2: Delay Degradation Parameters, Symbols, and Values for a 0.5 umm CMOS Tech-
nology.

Delay Type a a b

n: NMOS Falling | & = 1.20 | &, = 1.12 | b, = 0.10
. PMOS Rising || ¢, = 1.35 | 4, = 1.45 | b, = 0.14
»: NMOS Rising || &, = 2.00 | é, = 1.25 | b, = 0.09

by

»: PMOS Falling || &, = 2.00 | &, = 1.45 | b, = 0.09

O

U\

O

U\

1. Select a relatively large output capacitance C (e.g. 1 pF') and a reasonable transistor

size W (e.g. 10 pm).

2. Measure the step delays D, D,, and Dj at three different supply voltage settings V;,
V2, and V3, respectively.

3. Calculate { and 9 from the following set of equations.
Va—Vr Va-V; ‘55'] D, W
1 ( )+01 [,, =1 (—-)-1 (—)
$lely v Blvv®] ~ B\p,) ~lely
Vs—Vr) [V—V 1’;‘] (Dz) (Vz)
I —] + 91 3T = 1 — ) =1 —
§ log ViV og m %€\p,) el

4. Calculate s from

_ C v
T 2D, W (V- V) 49

K
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5. At Vpp = V; apply a ramp signal with rise time or fall time 7 (e.g. 1 ns) and measure

the delay Dr. Calculate a from

o~ (- /G- 252)

6. At Vi measure the step delay D;; due to two identical transistors of width W con-

nected in series to C. Similarly, at V; measure the step delay Dj; due to two identical
transistors of width W connected in series to C. Calculate a and b from the following

set of equations.

Dy, 12
D, - l+a-—- bVT
Dy _ v,
D, - l+a bVT

6.9 Extraction of MOSFET Capacitances

The gate and diffusion capacitances in MOS devices are both voltage dependent and, thus,
have different average values during the rising delay and the falling delay. We use g, gp,
dn, and g, corresponding to gate capacitance per unit width for PMOS rising delay, PMOS
falling delay, NMOS rising delay, and NMOS falling delay, respectively. Similacly, d,, d,,
d,, and d, denote diffusion capacitances per unit width for the above cases, respectively.

The values of these parameters for our technology are listed in Table 6.3.

Table 6.3: Gate and Diffusion Capacitances per Unit Width: Symbols and Values for a

0.5 um CMOS Technology.

Type / Transition | g (fF/um) | d (fF/um)
NMOS / Falling | . =200 | d, =125

PMOS / Rising 6 =225 | d,=250

NMOS / Rising go=155 | d, =175
PMOS / Falling 5 =135 | d,=3.00
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It is important to note that for energy calculations the average gate and diffusion ca-
pacitances over one switching cycle should be used. The average PMOS and NMOS gate

capacitances per unit width are given by

’ + \ 'n+ \n
g =& 2 J» =3 ! 9 (6.23)

respectively. Similarly, the average PMOS and NMOS diffusion capacitances per unit width

are given by

dp = _é";;_d" d, = d“_;;“ (6.24)

respectively.

For quick estimation of the delay and energy, one may use the following values for a
transistor gate capacitance per unit width and a transistor diffusion capacitance per unit

width, respectively.

g=g’°—;—g'l d=d";d" (6.25)
This is the approximation used in the formulation of Chapter 3. For the 0.5 pm CMOS
technology, according to Table 6.3, g = 1.85 fF/um and d = 2.13 fF/um. For example, if
the load of a logic gate entirely consists of gates of NMOS transistors, this approximation
gives about 20% error in estimating the rising step delay due to the load. Therefore, the
approximation is, particularly, not suitable for PTL circuits.

Consider the inverter chain of Figure 6.11. The rising and falling propagation delay
between the input and the output of the cell are given by

T2 (Wi Gp + Win dn + Wy dy + Wo do)
P

+ 5,

Dy

WA(WP 35+ Wa g + Wop dp + Wpn do) (6.26)
Dn

Dic = 7 Wip p+ Win dn + Wy dy + Wa do)

W, dp + Wa gn + Wpp dy + W dn) (6.27)

s, b
+ Sn"_P—
WD,,(

The following procedure may be used to extract the values of the MOS capacitances.
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Figure 6.11: A CMOS inverter chain.

- Initially, let W, = Wp, = Wi, = Wip(= 20um) and W, = Wp, = Wi, = Wia(=
10pm). Measure D, = D'dc and bl = bdc.

. Let Wi, = Wy,(= 30um). Measure D, and D,. Then, calculate the following.

. _ Wy, Di- D,
% = ’}p WIP—sz
gp — Wln bl— b2

Uy Wiy — Wy

. Reset all transistor sizes back to Step 1. Let Wi, = Wan(= 20um). Measure Dj and
Ds. Then, calculate the following.

. _ Wy, Di— Dy
= T Win- Wan
4. = Wi Di— D
" Uy Win - Wi,

- Reset all transistor sizes back to Step 1. Let W, = Wy,(= 30um). Measure D),. Then,
calculate the following.

‘_Wln b1—b4 s !:'p,
d,,— 27 (Wlp"w‘lp - Snwlp gp)

- Reset all transistor sizes back to Step 1. Let W,, = Wi, (= 20pm). Measure 155. Then,
calculate the following.

;. Wy Di— Dy 4 b,
= (Wm—Wsn S W ”")
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6. Reset all transistor sizes back to Step 1. The only unknown parameters are d,, and
d,. Change the width ratio of PMOS transistor to NMOS transistor in the inverters
from 2, as in Step 1, to 1.5. Measure Dg and De. Express 1'71 — Dg and b; — De.

Solve these two equations for the two unknowns.

A diffusion junction capacitance is a non-linear function of the voltage across the junction.
It is possible to obtain an average value for C; over the voltage range of interest, V] to V3,

using the following.

Co (%[, VI™
C"“v;—vl/v.[l_ﬁ dv. (6.28)

Where Cj is the value of the capacitance at zero potential, V} is the junction’s built-in
potential, and m is the grading coefficient. The above expression yields:
Ver [(% + Va)0—™ — (1 + )0

(m - 1)(Vi - V) '

For energy calculations we are interested in the value of the junction capacitance over the

C;=Cjo

(6.29)

range of full voltage swing C;p,.

Y [(%+ Vo)t - ™)
Cirs = Cjo ' m=1)Vop (6.30)

For delay calculations, however, we are interested in the value of the junction capacitance

over the range of half voltage swing. Hence, we need to have two expressions: one for the

rising delay
vm [(Vb + %VDD)(I-m) _ Vb(l—m)]
C;Hapre = 2Cjo 1 —m)Vop - (6.31)
and one for the falling delay
Vi* |(Vs + Vbp)~™ — (W + 3Vpp)t-m)
Ciaere = 2Cjo 2 [ V20) ] . (6.32)

(1—m)Vpp

We presented a method of extracting the diffusion capacitances for a reference supply
voltage through simulations. Comparing the calculated and extracted values for the reference
Vop (3 V in our case), gives us an adjustment factor. For a different Vpp, first we calculate
the diffusion capacitances using the above formulas. Then, we multiply the adjustment factor
with the calculated results to obtain the values of the diffusion capacitances for using in our
model.
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6.10 Concluding Remarks

In this chapter, we have presented a discussion on the components of a new, unified delay
model for CMOS circuits, which is applicable to pull-up and pull-down chains of both PMOS
and NMOS transistors. This is especially useful in pass-transistor circuits, where NMOS
transistors usually are used to transfer a logic 0 as well as a logic 1. The delay components
include the current, the gate and diffusion capacitances, the input slope factor, and the
series-connection delay degradation factor. We have also offered procedures for extracting

the values of these components through circuit-level simulations.



Chapter 7

Modeling and Optimization
of CMOS Logic Styles

A method of enhancing performance and saving energy in digital CMOS circuits is to use
a combination of conventional and non-conventional logic styles, such as DCVSL and PTL,
when appropriate. Unfortunately, the literature has little to say about delay and energy
calculations in unconventional CMOS styles in general. This chapter applies the unified delay
model of the previous chapter to CMOS gates implemented in the conventional, DCVSL, and
PTL styles. It also presents closed-form formulas for optimal transistor sizing in each style.
These formulas are simplified further to rules of thumb for quick optimization of CMOS logic
circuits.

Since the delay of a gate is characterized by its driving gate and its load, we write the
delay expression for three cascaded gates. We refer to the gate at the middle as the cell. The
advantage of expressing the delay for three cascaded gates is that one can obtain closed-form
formula for optimum transistor sizing of the cell with respect to its drive and its load. These
formulas can then be used to optimize a critical path of an arbitrary number of gates. For
convenience, we deal with the gates at an abstract level. That is, we concern ourselves only
with the critical path in a gate and assume that all series-connected transistors along that

path have the same size.

The formulation of Chapter 3 neglects the signal slope effect, has a long-channel view of

121
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series-connected transistors, assumes a uniform PMOS to NMOS size ratio for all logic gates,
uses a uniform gate capacitance value per unit width for PMOS and NMOS transistors, uses
a uniform diffusion capacitance value per unit width for PMOS and NMOS transistors, uses
similar capacitance values for rising and falling transitions, and, most importantly, is confined

to the conventional CMOS logic style. In this chapter, we remove all of these limitations.

The previous chapter showed that the internal node capacitances in a chain of similarly
sized, series-connected transistors do not affect optimal transistor sizing. Hence, for simplifi-
cation, the delay expressions in this chapter, which are used to derive the optimal transistor
sizing formulas, do not include those capacitances. Their contributions to the delay, however,
have been taken into account for producing the delay curves, as explained in the previous

chapter.

We use the familiar XOR gate as an example to verify our technique. The XOR gate,
known as the MERGE in delay-insensitive circuits [34], is widely used in asynchronous design.
This chapter also includes a comparison between various CMOS implementations of the
XOR gate. We assume that the XOR gate is operating in an asynchronous environment as a

MERGE. This assumption imposes the following.

o Gate optimization concerns the total delay over one switching cycle.

e One input may change at a time followed by an output transition.

7.1 Conventional CMOS Style

The most widely practiced CMOS logic style is the conventional one, which is well introduced
in text books such as {51,72,102]. The conventional CMOS logic style usually offers a good

trade-off between the performance and energy consumption.

Figure 7.1 depicts the schematic of a CMOS cell implemented in the conventional pull-up
pull-down style with its drive and its load. The input of the drive is assumed to be a step
voltage function. Capacitance Cy includes the interconnect capacitances and any other gate
and diffusion capacitances at the output of the drive. Similarly, Capacitance C; includes

the interconnect capacitances and any other gate and diffusion capacitances at the output
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Figure 7.1: A conventional CMOS cell between a driving gate and output load.

of the cell. Hence, the values for C; and C; may be different values for a rising delay and
for a falling delay. The critical path in the pull-up section of the cell consists of n, PMOS
transistors of which, usually, the closest one to Vpp is driven by the drive. This scenario
produces the worst-case delay if the transition time of the input signal to the cell is not very
large [77]. Each of the series-connected transistors in the critical path have width W,. Due
to symmetry, the drive may also be connected to some other transistors of the same width
within the pull-up section of the cell. Let m, indicate the number of these transistors. At
the output of the cell, again due to symmetry, there are g, drain diffusions of width W,
The pull-down section of the cell can be described in a similar fashion by replacing W, with
Wh, np, with n,, m, with m,, and ¢, with g,. Each pull-up or pull-down section in the drive
or the load is also characterized by some W, n, m, and q. Therefore, we are considering a

general case.

As an example consider the carry generation circuit shown in Figure 7.2 [72]. Assume
that signal b is along the critical path. Considering the pull-up section, for instance, sym-

metry may force one to optimize both branches involving b simultaneously. Hence, m, = 2,
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np, = 2, and g, = 2. Symmetry has to be usually observed in designing cells for a library of
logic gates. In most other circumstances, however, only one of the branches determines the

worst-case delay. In such cases, the symmetry is void and mp, =1, n, = 2, and ¢, = 1.

-

aq[ b4[ b4

2

=

a{ b{ b
]

o)
LFuL
&

Figure 7.2: Carry generation circuit in a mirror adder.

Turning back to Figure 7.1, let’s combine all capacitances at the output of the drive

except those related to W, into one component Cp as follows.

Cp = Ci+qpWpp d, +Wpn gpn dn (7.1)
C"D = éd + QDpWDp &p + Wpn qDn &n (72)

Similarly, let C, represent all capacitances at the output of the cell except those related to
W,.

G, = G+ mrWip §p + Win mpn gn (7.3)
C'L = C'z +mrWip dp + Win MLn gn (7.4)

The rising delay between the input of the drive to the output of the cell can be expressed as
D= Do+ 1+ .S"p) Dp (7.5)

where D¢ and Dp are the step delays of the cell and the drive, respectively.

Dp = = Vou(maWa u +m,W, 3 + Cb) (7.7)

Wpa
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By solving g’vT.i, = 0 one may obtain the optimum W, for minimizing the rising delay.

Wy = \|Wpy Cet@Wndn Yo (7.8)
Mp 9p Un YDn(l + Sp)

Rearranging the terms in the above expression leads to

2 VoW, 3p(1+ Sp) = =2 ¥, (guWn da + C1) (7.9)
WDn W

4

The term at the left is the falling delay at the input of the cell due to only W, and the term
at the right is the rising delay at the output of the cell through W, due to the load excluding
W,. Thus, the optimum W, for rising delay must satisfy the following condition.
Input falling delay due to W), as load= Output rising delay through W, ezcluding its own load
This expression may be modified into a better form by observing the addition of the term
WL: 1'/P ‘IPWP Jp
to both sides of (7.9). By doing so, the right hand side will become the total delay in
producing a rising output transition due to W, as load and the left hand side will become
the total delay in producing that output through W, as a drive . Hence, the optimum sizing
condition may be restated in this form.

Delay due to W, as load = Delay through W, as drive

Now we try to impose some approximations to simplify (7.8). Note that, in general, W,,
depends on W,,. If the output load is much larger than the diffusion capacitance related to
W.,, then ¢, W, d, may be ignored in favour of ¢y in (7.8). By using this approximation
and replacing 7,/ &, with A, (7.8) takes the following form®.

’

5 Y,
W, = JAW Cf . P 7.10
? o 3o You(l+ S) (7.10)

We need to perform further approximations to obtain a simple rule of thumb for circuit

designers in optimizing the rising delay. A circuit designer doesn’t know the exact value of

1A is equivalent to p defined in Chpetr 3.
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C. before examining the layout. However, since the fanout gates are known, Cy may be
replaced by the total width of the fanout Wy, times the average gate capacitance per unit
width g. Using this approximation for C"L, l'/,, x np, l"p,, RZ Npn, and neglecting the input

slope effect in (7.10) yields the following rule of thumb for optimizing the rise time.

Np

W, = \/AWD,,WL, (7.11)

m,,np,,
An advantage of (7.11) is that its parameters are physical and technology independent,
except A. For A, there is evidence that in the future deep submicron technologies it has a
constant value of around 2.2 [13,14].

Similar to W,,, there is an optimum W, = W, for the falling delay. The falling delay
from the input of the drive to the output of the cell can be expressed as

D= Dc+(1+ 8,) Dp (7.12)
where

De = % Yo(qaWa dn + oW, dp + CL) (1.13)

Dp = v;'z’, Yop(maWi Gn + mpW, ép + Cp) (7.14)

The optimum W, for the falling delay is then given by the following exact and approximated
formulas. In the approximated form, the output load is assumed to be much larger than the
diffusion capacitance related to W,,.

W, = | Wp Cr+ Wy dy ,“’"f’” ~ | Wop C ,“"‘i’" (7.15)
P mnga 9, Yoo (1 + $,) Mo a0, You(1+ Sa)

By some rearrangements the following condition now appears.
Input rising delay due to W, as load= Qutput falling delay through W, ezcluding i.s own loed
This may be modified to
Delay due to W, as load = Delay through W,, drive
Applying the same approximations as for W,, results in the following rule of thumb for
minimizing the falling delay.

W, = ‘/ WooWe: (7.16)
A munp,
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Note that there are no optimum W, and W, for the falling and the rising delays, respec-
tively. Summing the rising and falling delays gives the total delay.

D=D+ D (7.17)

From the total delay we can obtain a set of equations for the optimum sizing by setting
dD/8W, = D|8W, = 0. However, we may as well use a short-cut method by extrapo-
lating the rules obtained in the optimization of the rising and falling delays. We speculate
that optimized values of W, and W, for the total delay would satisfy the following set of
conditions.

Total Delay due to W, as load = Total Delay through W,

Total Delay due to W, as load = Total Delay through W,
Consider the first condition. If the similar terms are cancelled out from both sides of the
equality, the left hand side has three components: one component due to the gate capacitance
during the input rising transition, one due to the gate capacitance during the input falling
transition, and one due to the diffusion capacitance during the output falling transition. The
right hand side has only one component, since W), is only active during the output rising
transition. Writing these components in the same order, the above speculation translates

into

(1+ Sp)mpW, § Jow Yon + (1+ Sa)mW, ép'ﬁ% Yop + @&W; de_VK: Y,
= { CL + ¢ Wa J,.)-V-‘,'fi- YP

Similarly, the second condition for the optimum W, translates into

L+ Sa)maWn oz Yoo + (L4 Sp)maW, g,.ﬁ,—n- Yon + @ Wodoi2 ¥,
= (C'L‘*'%Wp dp)#:

Combining the above two conditions, gives the following set of formulas for simultaneous

optimization of the pull-up and pull-down sections of the cell.

2

: (Cr+aWadn) 3 Y,
mp Jos Yoa(1+ Sp) +mp Gogpes Yop(l + Sa) + g5 dpii Y

(7.18)
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~ Cu %, ¥, (7.19)
\ mp gPWD YDn(l + 3 ) +mp gpw YDp(]- + Sﬂ)
W, = S— .(C”q"‘fv"f’) Vo Yo ——  (7.20)
\ Mn guW; YDp(l + Sn) +my gnw—:: YDn(l + 'gp) +qn dny_yﬁ Yp
s CL U Ya (7.21)
\ mMa gn WD YDP(]' -+ Sn) +m, gnw YDn(l + ép)

Solving 8D /W, = D /8W,, = 0 confirms our speculations, as it leads exactly to the same
results. If the approximated formulas are used, then they are independent and may be solved
separately. Otherwise, the two equations can be solved together by iteration. The value
obtained from the one can be used in the other and so forth until the changes in the values
are very small. Usually it takes a few iterations to get the final results. The initial values
of Wp and W, for starting the iteration process may be obtained by the approximated set
of formulas. A point worth mentioning is that the optimization is supply voltage dependent
mainly through Jp, and ,. Using further approximations, as for the cases of the rising and
falling delays, leads to the following rules of thumb for optimization of the total delay.

i n WD WDnWLt
W = AL - 7.22
? \[ m, npaWpp + Anp,Wpn (7.22)
i in WDPWDﬂWLt Wp
Wo = V. = F 7.23
‘/; npnWpp + Anp,Wpn T (7.23)

Where [ is the optimum width ratio of PMOS to NMOS transistors for minimizing total
delay given by?

= /A2 (7.24)
Mphin

which equals v/A if the cell is an inverter. This is an interesting result, because it is inde-
pendent of the driving gate.

As far as the optimization of conventional CMOS gates is concerned, there is enough

evidence, as demonstrated, to claim the theory shown in Figure 7.3, where the term “due to

2D is equivalent to r defined in Capter 3.
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Given a conventional CMOS logic gate producing the output signal OUT,
the size of a transistor MOS along the critical path of the gate is optimal,
if
the signal delay in producing OUT due to the transistor MOS as the load
equals
the signal delay in producing QUT through the transistor MOS as the drive.

Figure 7.3: Informal claim regarding optimization of conventional CMOS circuits. The delay
may be a rising delay, falling delay, or average delay.

the transistor MOS” includes the transistor MOS itself and those related to this transistor by
symmetry, if any, as previously explained. This theory may find applications in developing
CAD optimization tools. It also saves time in quick hand-analysis and optimization by just

writing the relevant delay terms rather than the whole delay expressions.

7.1.1 Conventional XOR

Figure 7.4 depicts the schematic of a conventional XOR gate. Each input comes from a
driving gate, in this case an inverter. The output capacitance Cp, includes the loads due to
the fanout and interconnects. One of the driving inverters, one of the pull-up (pull-down)

chains, and Cp, constitute the critical path. Here is a typical statement of the problem.

e Given are the following data on the environment.

1. The driver’s'p = -gfﬁ- =2

2. Theload Cr =200 fF and Vpp =3 V.
¢ Find the following.

1. The optimal transistor sizing of the cell such that the delay over one cycle is
2. The minimum delay and its corresponding energy dissipation.

3. The behaviour of the minimum delay and its energy cost as Vpp is scaled.
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Figure 7.4: Conventional CMOS XOR Implementation.

This section only answers the first part of the problem and leaves the rest for a later section
when CMOS implementations of the XOR gate are compared. From the schematic we obtain

my,=1 m,=1 np=2, na=2, gp=2,and g, =2.

Table 7.1: Optimal transistor sizing for the conventional XOR gate.

[

Applied Formula Set W, (um) | Wy, (um) | T

Exact: 7.18 and 7.20 41 28 1.46
Approximation: 7.19 and 7.21 44 25 1.76
Rule of Thumb: 7.22 and 7.23 50 31 1.61

Solving the problem calls for applying the optimal transistor sizing formulas of the total
delay. There are three choices: the exact set of formulas (7.18 and 7.20), the approximate
set of formulas (7.19 and 7.21), and finally the rules of thumb (7.22 and 7.23). (The term
exact here implies preciseness with respect to the delay model, which of course, may be
different from SPICE and the real world.) The result of applying these pairs of formulas are
summarized in Table 7.1. The values obtained from the three formulas are fairly close to
each other. Considering the fact that the delay usually has a broad minimum with respect
to transistor sizing, all three pairs of transistor sizes are acceptable. Actually, HSPICE
simulations show that the difference in the total delay using these pairs of transistor sizes is
less that 2%. Recall, however, that we are dealing with a particular situation and are unable
to generalize the difference in the results of the three formulas. For instance, if Cr =0, the
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approximate and the rule-of-thumb formulas both return null answers. Regarding the energy
dissipation, HSPICE simulations show that the transistor sizing pair obtained by the rules
of thumb results in 10% more energy dissipation than the transistor sizing pairs obtained

by the exact and approximate formulas. Figure 7.5 shows the results obtained by the exact
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Figure 7.5: Optimal transistor sizing of the conventional XOR gate using the derived formulas.
The solid lines are obtained with the initial values of W, = W, = w = 1 um. The dashed

lines are obtained with the initial values calculated from the approximated formulas.

formulas (7.18 and 7.20) through iteration. If the minimum transistor width w =1 pm is
used as the initial value for both W, and W,, it takes about 10 iterations to establish the
final results. However, the number of required iterations reduces by half, if the initial values
are calculated from the approximate formulas (7.19 and 7.21). Note that this is, in fact,
a constrained, non-linear optimization problem. Hence, a natural alternative approach in
obtaining the optimal sizes is to use a non-linear optimization technique. This has been
the standard method in dealing with the problem of gate sizing. In order to confirm our
results and evaluate the efficiency of our iterative technique, we also solved the problem using
MATLAB's constrained optimization package. The problem was defined for MATLAB as
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e Minimize D as given by (7.17)
Subjectto W,>w and W, 2w

As Figure 7.6 illustrates, MATLAB gave exactly the same results after about 90 iterations.
That is, about 10 times the number of iterations required by the pair of formulas. Realizing
that each iteration in MATLAB’s program takes much longer than merely evaluating a pair

of formulas, our iterative technique is considerably more efficient in terms of computation
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Figure 7.6: Optimal transistor sizing of the conventional XOR gate using the delay models
and optimization package of MATLAB.

It is difficult to confirm the optimal sizing results with HSPICE simulations, because
exhaustive simulations would be needed. A partial confirmation may be obtained by fixing
for example W, at W,, = 41 pm and checking whether the optimal W,, found by HSPICE cor-
responds to W, found by the model. The outcome of this experiment is shown in Figure 7.7,
which includes the average, rising, and falling delays as obtained by HSPICE simulations as

well as the model. One can make a few observations based on this figure.
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1. The delay has a broad minimum, such that spotting the exact minimum point on the
graph is hard. Therefore, we may consider an optimal range of W,, between 24 ym and

33 pum for which the delay is very close to its minimum.

2. The delay drops sharply as W, increases from w to the beginning of this optimal range.

Hence, the process of optimal transistor sizing is, indeed, necessary.

3. As W, increases beyond the optimal range, however, the delay increases rather slowly.
Yet, this does not justify using arbitrarily large transistors, because the energy dissipa-
tion increases linearly as the transistors become larger. Thus, over-sizing the transistors

is a waste of energy. This is another solid reason in support of optimal transistor sizing.

4. The optimum W, found by the model W, = 28 ym not only is well within the optimal
range, but also exactly matches the optimum W, offered by HSPICE simulations. This
is confirmed by inspecting the delay values obtained by the simulations.

5. Finally, very good agreement is achieved between the results of the model and those
of HSPICE simulations for the average, rising, and falling delays.

7.2 DCVSL CMOS Style

DCVSL was first introduced in [42]. Later, [16] described a design procedure for DCVSL cir-
cuits and [17) presented a comparison between conventional and DCVSL full-adder circuits.
DCVSL is, especially, very efficient in designing full-adders. For instance, [73] reports the
design of fast asynchronous full-adder structures implemented in DCVSL. DCVSL gates are
used in asynchronous circuits as completion signal detectors [61]. The operation of DIL gates
is similar to DCVSL gates, except that DIL gates have memory, which is made possible by
two additional minimum size NMOS transistors. Since these two transistors do not interfere
with the switching activities of the gate, the arguments of this section applies to the DIL
style as well.

Figure 7.8 illustrates the schematics of a general DCVSL cell, its drive, and its load. A
DCVSL gate, produces the output signal on one side and the complement of the output on
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Figure 7.7: Delay estimation for the conventional XOR gate using simulations and the model.
The width of PMOS transistor W, is fixed at W, = 41 ym obtained by the model.

the other side. The assumption is that, by symmetry, the loads at both outputs are equal to
CL, which includes the fanout and the interconnects capacitances. The drive, as illustrated
in the figure, may be a conventional CMOS gate or another DCVSL gate. The difference in
the abstract representation of a conventional gate and a DCVSL gate is that in a DCVSL
gate the pull-up section is always characterized by m, = 0, 17,', =n, =1 and g = 1.
Hence, it is more convenient to replace m,, with m, n, with n, and ¢, with ¢, as shown in
the figure. The pull-down network of a DCVSL gate has two parts, often interconnected,
corresponding to the two outputs. These two parts are related to each other by symmetry
and, thus, optimal transistor sizing of one automatically dictates the transistor sizing in the

other one.

In DCVSL gates, the rising output is actually produced by the falling output and, hence,
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Figure 7.8: A DCVSL CMOS cell between a driving gate and output load.

the worst-case delay is always represented by the rising delay. Considering this fact, the
optimization process only concerns the rising delay. The rising and the falling delays between
the input of the drive and the output of the cell are expressed by

D = (14 Sr) Dp+(1+ Sp) D+ De (7.25)
D = (1+ 87r2) Dp+ D¢ (7.26)

respectively. Where D is the cell’s falling step delay and Dc is the cell’s rising step delay.
Note that Dc is not obtained by applying a step rising voltage to the input of the cell,
but rather by applying an imaginary, internal step falling voltage to the gate of the PMOS
transistor producing the rising output. Also note that in the above equations only the rising
step delay of the drive is used, as in this model, the falling delay of the drive does not affect
the output delay of the cell. In reality, however, poor falling delay of the drive might prolong
the production of the output signal by generating short-circuit current. The rising delay of
the cell depends on the falling step delay through (1+ 5,) Dc. The falling delay experiences
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a case of opposing currents and, hence, its slope factor is calculated according to

S'Tn Sn Wn/( Vn K’l)

AR AR A (7.21)

Using this term complicates the derivation of the optimal sizing formulas. Since in func-
tional DCVSL gates the pull-down network must dominate over the pull-up transistor, we

approximate S7, by S, in deriving those formulas.

The current for the falling step delay Dc is the current through the pull-down chain
minus the current through the PMOS transistor. During the falling transition, the PMOS
current changes from zero to its saturation value. Therefore, the average PMOS current,
which is considered in delay calculations, equals half of its saturation value. Following are

the expressions for the step delays involved in the total rising and falling delay equations.

Vp

bD = W, }’,Dp(m éan+ éD)
Dp
\ Y ‘n ‘Y" . . LY
be = e —[( 3o+ )W, +q daWa + Ci

W, 0p — 0.5W,, &, Ya
Do = 2l s+ )Wy +qdiWat (il
P

Solving &2 = &2 = 0 yields the following set of formulas for the optimal W, and W,

minimizing the rising delay.

W = \J ALt 50) [Cr + Wol(dp t+ §y) +05AW, an] | 1, (7.28)
1+ Sn) Yppm §n/Wpp + q du/W, 2
1 W, 1,, CL+qWad, W(&,,+g)] 1
> = —==J@1+§ [—A’ T+ A Bl + -4 7.29
r W, ‘J( ? |2 Co+qWod, ~ Cr+qWad, 2 (7.29)
with
wn . _ ?n

and I being the optimum width ratio of the PMOS transistor over that of the NMOS

transistor for minimizing the rising delay. The above shows that I increases as the output
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load increases. For DIL implementations, one should add wn( d, + d,) to C. and
wa( dp + §p) to C. in the above formulas to account for the NMOS transistors of
the inverter latch. Here, w, denotes the smallest allowable width for an NMOS transistor.
Usually, the smallest allowable width for a PMOS transistor, w,, and that for an NMQOS

transistor, wy,, are equal. Therefore, we can denote both by w.

If the cell's own output capacitances are ignored in favour of the fanout and interconnect

capacitances, the above set of formulas can be approximated to

rd 2
W, = \[ A— \C",WD" : (7.30)
m Ypp Y gn (1+ Sn)
= Mo A 2 - (7.31)
Wo Yai14,20+ 5,)
The rules of thumb are obtained by further approximations as follows.
’ 2 W W
W, = ,/A-—’iﬂ—L (7.32)
mn npp
rd _- Wp _ 3
' = W= 4nA (7.33)

Where 2/(1 +/2(1 + $,)] ranges between 0.75 to 0.78 for the typical values of .S",, between
0.4 to 0.2, respectively. For a DCVSL inverter, where n = 1, [* = 0.75A, which is about 2 at
Vop = 3 V in our 0.5 um CMOS technology. As n increases, the pull-down chain becomes
weaker and, hence, I decreases to maintain the functionality of the DCVSL gate. Note that
because of the race problem that exists in the operation of DCVSL gates, the rules found
for the optimization of conventional CMOS circuits are not directly applicable to DCVSL
circuits.

The dynamic energy dissipation in CMOS gates with an output capacitance C is usually
calculated from E = VppV,uingC, if short-circuit current and the internal capacitances are
negiected. This formula can be readily applied to the conventional and PTL gate styles.
In DCVSL gates, however, there is an additional component to the energy due to the case
of opposing currents, which cannot be neglected. Therefore, we may express the energy



CHAPTER 7. MODELING AND OPTIMIZATION OF CMOS LOGIC STYLES 138

consumption in a DCVSL gate as the sum of two energies, a useful component used to

charge and discharge the output node and a wasted component.

E = Euseful + Ewa.sted

The useful energy component per cycle is calculated from

Euseful =2 VgD[CD + CL + Wn(mngn + qndn) + Wp(gp + dp)]

The wasted energy component per cycle is governed by

Eyasted = 2 X supply voltage x wasted current x duration of wasting energy
[ 2

= 2Vpp —22 D¢ (7.34)
1 W, N

= 2Vpp (5 = Vop) [D.(1+ gp) + Dc]
229y

1 W A , 4
= 3 VI;D —t [ D(1+ Sp) + D)

2 Up

Where the wasted current is the current supplied by the PMOS transistor while it is fighting
the output switching. As for the delay model, this current is estimated as half of the PMOS
transistor saturation current [,. The duration of wasting energy is, in fact, the duration of
the fight, which is estimated as the time when the gate is activated until the rising output

is produced Dce.

We should mention that the theory of delay optimization, as mentioned for the conven-
tional logic style, does not precisely apply to DCVSL style. The reason is the presence of
overlapping currents in DCVSL gates.

7.2.1 DCVSL xor

This section applies the DCVSL delay and energy models to the XOR gate whose schematic
is depicted in Figure 7.9.
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Figure 7.9: Schematic of DCVSL XOR gate.

Table 7.2: Optimal transistor sizing for the DCVSL XOR gate.

Applied Formula Set W, (um) | W, (pm) | T
Exact: 7.28 and 7.29 27.5 35 0.78
Approximation: 7.30 and 7.31 41 35 1.17
Rule of Thumb: 7.32 and 7.33 41 42 0.97

The specifications for the drives and the load are similar to those defined for the conven-
tional XOR gate, i.e. Wp,/Wp, = 20/10. However, the total 200 fF output capacitive load
is equally divided between the two outputs of the DCVSL XOR gate, i.e. Cz = 100 fF on each
side of the gate. The optimization problem we want to address is also similar to the problem
statement made for the conventional XOR gate. In that case it was required to optimize
the delay over one cycle, i.e. the total or average delay. For a DCVSL gate, the delay over
one cycle is twice the rising delay. Hence, the optimal transistor sizing should target the
rising delay. Since input a is driving two transistors, whereas input b is driving only one,
the critical path is more likely to involve a rather than b. Therefore, the schematic identifies
m =2, n =2, and ¢ = 2. Table 7.2 summarizes the results of the optimization using the
three formula sets: the exact set of formulas (7.28 and 7.29), the approximate set of formulas
(7.30 and 7.31), and finally the rules of thumb (7.32 and 7.33). HSPICE simulations show
that using the transistor sizing listed in Table 7.2, the rising delay is 381 ps for the exact
formula set, 420 ps for the approximated formula set, and 401 ps for the rules of thumb. The
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energy dissipations for the three sizing sets are 12.3 pJ, 15.8 pJ, and 16.0 pJ, in the same
order. Therefore, there is a maximum difference of about 10% among the minimum delays
achieved by the three formula sets, with the lowest delay produced by the exact formulas.
This percentage of difference is much more than the 2% for the conventional XOR gate. We

leave the reason for a later paragraph.
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Figure 7.10: Delay estimation and optimization for the DCVSL XOR gate using simulations
and the model. The ratio W,/W, is kept constant to find the optimum W,.

In order to confirm the results of the model with HSPICE simulations, we report two
sets of simulations. In the first set of simulations, as shown in Figure 7.10, W, /Wn is kept
constant at its optimal value 0.78 found by the model while W, is changed from 5 um to
50 pym. These simulations confirm the value of 35 um for the optimal W,, obtained by the
model. There is also a good agreement between the rising and falling delays predicted by
the model and simulations. The rising delay has a broad minimum covering a wide range of
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W, values. The value of W,, at which the falling delay is minimum is far less than the value

required to minimize the rising delay.
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Figure 7.11: Delay estimation and optimization for the conventional XOR gate using simu-
lations and the model. W, is kept constant to find the optimum W,/W,.

In the second set of HSPICE simulations, W, is kept constant at its optimal value while
changing W,/W,. As illustrated in Figure 7.11, simulations approve the optimum W,/W,
determined by the model. It is noticeable that the delay does not exhibit such a broad
minimum with respect to W,/W, as it does with respect to W,. In fact, the delay of a
DCVSL gate is more sensitive towards W,/W, when compared to a conventional CMOS
gate. For instance, the average delay of a CMOS inverter has a broad minimum between
Wo/W, = 1.3 to 3, approximately. Whereas this range for the delay of the DCVSL xoRr
is only between W, /W, = 0.5 to 0.9, i.e. four times smaller. The higher significance of
W,/W, in the case of a DCVSL gate is that this ratio, on the one hand, determines the fate
of the fighting during the output switching and, on the other hand, determines the delay. If
W, /W, is made too large, the battle is lost, and if it is made too small the delay is poor.
Looking back at Table 7.2, we realize that the values of 1A predicted by the three formula



CHAPTER 7. MODELING AND OPTIMIZATION OF CMOS LOGIC STYLES 142

sets are close to each other, but the same is not true for the values of I'. This justifies
the reason behind the differences in the resultant minimum delays from the three sets of

formulas.
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Figure 7.12: Energy estimation for the conventional XOR gate using simulations and the
model.

Finally, Figure 7.12 shows the the energy dissipation of the DCVSL XOR as a function
of W,. The figure compares the results of HSPICE simulations with hand calculations. The
circles represent calculations including the wasted energy based on the model of expression
(7.35). The squares represent calculations neglecting the wasted energy. The former are in
good agreement with simulations. In this case, the energy wasted on fighting constitutes
around 25% of the total energy consumption. Note that the total energy includes the energy
dissipated by the output load and the diffusion capacitances of the drive besides the the
energy dissipated by the cell. Hence, the wasted energy is a major part of the DCVSL cell’s

energy consumption, which cannot be neglected.
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7.3 PTL CMOS Styles

By pass-transistor logic (PTL), we refer to the general category of CMOS circuits in which
signals, not necessarily Vpp or ground, are passed from their inputs to their outputs through
a chain of MOS transistors. There are different styles of PTL circuits. Complementary Pass-
transistor Logic (CPL), introduced in [105], is the most widely used PTL style. Design issues
regarding CPL circuits are discussed in [69]. Double Pass-transistor Logic (DPL) is another
PTL style which, compared to CPL, uses double the number of transistors to achieve higher
performance [94]. According to our definition, the DILN C-element is a PTL circuit. PTL
usually uses fewer transistors than DCVSL and conventional CMOS style for implementing

the same function.
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Figure 7.13: A PTL CMOS cell between driving gates and output load.

Figure 7.13 illustrates the schematics of a PTL cell, its drives, and its load. A PMOS
latch is usually used at the output of PTL circuits to reduce short-circuit energy dissipa-
tion. The latch transistors have the minimum PMOS width allowed by the technology w,.
Because of the small size of the latch and the fact that both sides of the latch switch almost
simultaneously, the latch does not intexrfere in the operation of the circuit. This is in contrast
to the case of the PMOS latch in a DCVSL circuit. The inputs to the transistors’ sources
in CPL are only the variable signals and in DPL are combinations of the variable signals,
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ground, and Vpp. In general, the drive for the gates of the transistors and the drive for the
sources of the transistors may be different, as shown in the figure. To distinguish between
the two, we refer to the former type of driving circuits as G-drives and refer to the latter
type of diving circuits as S-drives. If a drive is connected to both the gates and sources
of the transistors, for convenience, we still categorize it as an S-drive. The varieties in the
structure of PTL circuits create a number of situations which need to be considered for the
delay calculation and optimization. In PTL circuits the rising delay is the worst-case delay
and the subject of optimization, because NMOS transistors are slower in transferring a logic
1 than transferring a logic 0. The critical path in PTL circuits, however, may extend from a
G-drive to the output or from an S-drive to the output. The critical path may also involve
both a G-drive and an S-drive, as the upcoming discussions clarify. Therefore, there are

three different cases, which are addressed in the following sub-sections.

7.3.1 Critical Path Involving G-Drive

In this case, the NMOS chain along the critical path producing the rising output is connected
to Vpp and, by symmetry, the NMOS chain producing the falling output is connected to
ground. Although this scenario is rare in PTL circuits, it should be covered as a possibility
in the modeling of PTL circuits. This is also the least complicated case among the three. An
example of this scenario is the DILN C-element. The following arguments are with reference
to Figure 7.13, if the S-drive is ignored.

The rising and falling delays as functions of the step delays are given by

D = (1+ §,) D¢+ De (7.35)

A

D = (14 8) D¢+ Dc (7.36)

where the step delays are calculated from these expressions.

DG = W;'P ?Gp(mﬂwﬂ ﬁn + éG)

Gp
DC = Wy‘ﬂ' i’n( g'pwp + d’pwp + Qan d’n+ CL)
bc = il }\,n( Gpwp + &Pwp + . W, &n + C"L)

Wa
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Where Cg includes all capacitances at the output of the G-drive , except the capacitances
related to the cell. The above results in the following expression for the optimum W, for the
rising delay.

W o | e Wop Cot (dpt+ d)un] | tn Y  CiWe, (7.37)
"N pYe  méal+ Sa) Op Yopm ga(l+ Sn)

Where the approximation is almost always valid, because of the small size of the PMOS

latch. As before, the rule of thumb is obtained by replacing C; with a total loading gate-

oxide capacitance g Wi,.

, U n
W, = \Jm WepWee (7.38)

Inspection of (7.37) reveals that the theory of delay optimization stated for the conven-
tional style, also applies to a PTL gate whose delay is governed by a G-drive. It doesn’t
apply, however, to a PTL gate whose delay is governed by an S-drive or by both drives.
In fact, the theory applies to any CMOS topology that does not include overlapping and

opposing currents.

7.3.2 Critical Path Involving S-Drive

This seems to be the dominant case in PTL circuits. MOST CPL gates, like the OR/NOR gate
shown in Figure 7.14, resemble this structure. In this scenario, as depicted in Figure 7.14,
the NMOS chain along the critical path is connected to the output of another circuit, an
S-drive. The S-drive also controls the gates of m transistors of width Wy, in the cell, where
m is greater than or equal to zero. If m = 0, then the assumption is that the transistors
along the chain have already been turned on by a G-drive. There are g, diffusions of width
W, at the output and ¢; such diffusions at the input, as shown in the figure.

The rising falling delay expression is as follows.

’

D= (W"P— YS,+§-}".,)[(}L+.1,,W,.J,.+(§,+ dyw)] +(1+ S.) Ds  (739)
Sp n
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Figure 7.14: A PTL CMOS cell connected to an S-drive along the critical path. A CPL

OR/NOR gate is also shown as an example.

Where the first term represents the step rising delay of the cell. In this term, the parentheses
enclose the total resistance of the critical path, which is the sum of the S-drive’s pull-up
resistance and the resistance of the NMOS chain. A similar expression governs the falling
delay. The S-drive step rising delay is given by

4
P v

Dg = Wp Ysp( és + q;Wn ‘in +mW, g'n) (7'40)
Sp

where Cs includes all capacitances at the output of the S-drive, except the capacitances
related to the cell. The optimal transistor sizing for the rising delay can be calculated using
the following formula

Wa = \J b Yo Wepl Cot U+ dylwl (7.41)
Vp YSP (m gn+qda)(l+ S',,) +q dn
~ J l;n f’n éLWSP
Up Ysp (M gn + ¢ du)(1 + $2)

which leads to this rule of thumb.

P Upm
Wﬂ = ’, W W 7-42
J Opnsp (m+q) T (7-42)
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7.3.3 Critical Path Involving Both G-Drive and S-Drive

In this case, as illustrated in Figure 7.15, the assumption is that the input signal, which is
the output of an S-drive, has already arrived at the source of the NMOS transistors chain.
Once the chain is turned on by the G-drive, the output of the S-drive is transferred to the
output of the cell. Therefore, both drives influence the delay. The CPL XOR/XNOR gate
shown in Figure 7.15 is an example of a circuit subject to the scenario discussed here.
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Figure 7.15: A PTL CMOS cell connected to an S-drive along the critical path controlled
by a G-drive. A CPL XOR/XNOR gate is also shown as an example.

Because of the complications involved in the delay modeling for this case, we need to
use some approximations, which we shall justify using an RC network model. Consider the
RC network of Figure 7.16. Initially, C, is fully charged, but C, has no charges stored.
We are interested in estimating the delay from the time the switch is closed to the time
when the potential across C, reaches half of the value of the supply voltage, i.e. until C; is
halfly charged. This network with its initial condition can be easily solved by the standard
methods of circuit theory. The result, however, is complicated and involves many terms.
Using Elmore’s theory [35], if C; had no initial charges, the delay would be

Dgrc = 0.69 [C2(Ry + R2) + C1Ry]
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Since C, is already charged, the term C; R, should be spared. However, by doing so, the
influence of C, on the delay is totally ignored, which is a good approximation if C; is much
smaller than C;, but may result in large errors otherwise. On the other hand, if C; is
much larger than C,, the delay does not depend on R, because C, supplies C, with all the
necessary charges. Hence, the following approximation of the delay is valid, at least, in these

two extreme cases.

Drc = 0.69 C3(R. + Rlﬁ%;)
Where the factor 2 appears in the denominator to account for the fact that C, is fully
charged, as opposed to the halfly charged state of C, we are seeking for the delay estimation.
Figure 7.16 shows how this approximation compares to the simulation results for a range of
C.2/C:. As expected, the approximation works well when C; is much larger or much smaller
than C;. In between these two cases, the accuracy of the approximation depends on the
relative values of R, and R;. The error seems to be larger when R; > Rl, but this is very
unlikely in our application.

Turning back to the PTL circuit of Figure 7.15, C, resembles the total capacitance at the
input of the cell Cy, i.e. output of the S-drive, and C, resembles the total output capacitance

of the cell Co.

C: = Cs+qWa.d, (7.43)
C"o = éL + quﬂ ‘in + ( ép + d’P)wP (744)

Using the RC network approximation yields the following expressions for the rising and
falling delays.

2

D=1+ ) DG+W Y. Co+Wp (éo C'o+2é1) (7.45)
Un Dy Co
D=1+ 8) bﬁﬁnc’:ﬁw (co ca+zc,) (7.46)

Assuming Cp is much larger than C, results in

W = \J Gny  WoWs[Cot (dpt dp)uy] (7.47)
I;P (1 + gn)WSP YGp m g’n + WGp YSpqo dn
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Figure 7.16: An RC network for modeling the delay in PTL circuits involving both a G-drive
and an S-drive

and, consequently, the following rule of thumb for optimal transistor sizing.

Wﬂ = - 748
\j Oy Wepnicy m + Wopnsplo (7.48)

If Cr is much large than Cg, then the S-drive may be ignored, as if the source of the NMOS
chain is connected to Vpp. That is, the scenario simplifies to the first case discussed in

Section 7.3.1, and the optimal sizing formula becomes

.= | Zn oy Wel Crt (gt dy (7.49)
Vp 1+ 5',.) Yo, m gn



CHAPTER 7. MODELING AND OPTIMIZATION OF CMOS LOGIC STYLES 150

7.3.4 CPL XORr
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Figure 7.17: Schematic of CPL XOR gate.

The CPL implementation of the XOR gate is depicted in Figure 7.17. As mentioned before,
the worst-case delay is more likely to involve both the driving gate for b and the driving gate
for a. The sizes of the driving inverters and the output load are similar to those previously
defined for the conventional and DCVSL XOR gates, i.e. Wp,/Wp, = 20/10 and Cr = 100 fF
on each side. The schematic reveals that m = 2, n = 1, and ¢, = 2. Applying (7.47) results
in W, = 14.70 pm, whereas (7.48) yields W, = 16.40 um. Both results are acceptable and
within the range of W, producing a minimum delay, as confirmed by HSPICE simulation
results shown in Figure 7.18. Figure 7.18 also demonstrates the good agreement between
the model and the simulations in predicting the rising and falling delays of the CPL XOR
gate. Note that the CPL XOR gate involving both drives, as examined here, represents the
most complicated scenario among the three cases presented for the delay estimation in a
PTL gate. As explained, we have incorporated some additional approximations in the delay
modeling for this particular case and, naturally, expect some degree of disagreement with
HSPICE results.
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Figure 7.18: Delay estimation for the conventional XOR gate using simulations and the model.

7.4 Comparing CMOS Implementations of XOR

Being able to optimize the performance of the gates implemented in various logic styles, we
are now ready to perform a fair comparison between the CMOS implementations of the XOR
gate. When the gates are implemented in different logic styles, there is a high possibility
that their performances are not equally affected by the supply voltage scaling. Hence, for the
XOR gate, we are adding another dimension to our comparison technique developed for the
case of the C-element. That is, the performance and the energy of the gates are evaluated at
different supply voltages. At each value of the supply voltage, the gates are sized to deliver
the minimum worst-case delay over one switching cycle. The optimization is performed using
the formulas derived in this chapter.
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Figure 7.19 shows the behaviour of the minimum delays and their corresponding energies
for the conventional, DCVSL, and CPL XOR gates at different values of the supply voltage.
The results are obtained by the model and HSPICE simulations. Very good agreement is
observed between the two for the delays and energies of all three styles. The outcome of the
comparison is very much in favour of the CPL implementation in terms of delay and energy.
However, it is noticeable that the performance of the CPL XOR gate degrades faster than the
conventional and DCVSL XOR gates as the supply voltage is scaled down. For instance, at
Vbp = 1.5 V, the conventional and DCVSL XOR gates both outperform the CPL XOR gate.
In this study, we have not considered the behaviour of the gates in relation to the difference
in the arrival times of the complementary input signals and the possible effects of the charge

sharing phenomenon.

7.5 Concluding Remarks

In this chapter, we have derived macromodels for the main CMOS logic styles by applying
the delay model developed in the previous chapter. The CMOS logic styles studied include
conventional, DCVSL, and PTL. Based on the macro-models, we have derived exact and
approximate closed-form formulas for the optimal transistor sizing of the various CMOS
logic styles in terms of the driving gates and the loads. In addition, further approximations
were applied to come up with a set of simple formulas to be used as rules of thumb for the
optimization of each CMOS logic style. The macro-models and the optimal transistor sizing
formulas were compared with HSPICE simulations for different CMOS implementations of
the XOR gate. Finally, the optimally-sized XOR gates were compared in terms of the delay

and energy at various values of the supply voltage.
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tations of the conventional (standard), DCVSL, and PTL (CPL) XOR gates. The drive’s
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Chapter 8

Delay Estimation and Optimization at
the Module Level

This chapter demonstrates how our findings in the previous chapters can be used to estimate
and optimize the delay in a structure consisting of a number of logic gates. Such an structure
is usually called a functional block or 2 module. One section in this chapter is devoted to
delay estimation and optimization of conventional CMOS logic circuits. Another section is
devoted to delay estimation and optimization of mixed logic style CMOS circuits. Finally,
the chapter concludes with some remarks. The following two paragraphs present a quick
summary of the previous two chapters and shows how they are related to the content of this
chapter.

At the device level, we presented a unified model for the average current in an MOS device
that covers a logic 1 transfer and a logic 0 transfer. Using this model at the switch level,
we formulated the PMOS rising delay, NMOS falling delay, PMOS falling delay, and NMOS
rising delay. The swich-level delay models accommodate the signal slope effect and the
short-channel behaviour of series-connected MOS transistors. At the logic level, we applied
the switch-level delay model to derive delay macromodels for different CMOS logic styles
including conventional, DCVSL, and PTL. The macromodel for a logic gate is expressed in
terms of the size and the topology of the gate itself, the size and the topology of the driving
gate, the size of the loading gates, and any spurious capacitances. In the delay and energy
macromodels for a DCVSL gate, we included the effect of the race between the PMOS latch

154
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and the NMOS network during output switching. We also derived three macromodels for
a general PTL cell based on whether the critical path involves a gate drive, a source drive,
or both. At the module level, to estimate the delay of a path containing mixed logic styles,
we simply add the delays of the gates along the path using the developed logic-level delay

macromodels.

As far as delay optimization is concerned, at the logic level, we derived exact and approx-
imate optimal transistor sizing formulas for minimizing the delay of different CMOS logic
styles. We also developed a theory for delay optimization of conventional CMOS logic gates.
At the module level, we use these findings to address the problem of delay optimization.
Given a circuit with an arbitrary number of logic gates, it is possible to use the formulation
presented in the previous chapter to obtain the worst-case delay in the circuit and minimize
it by iteration. The worst-case delay is the maximum delay over all of the paths in the cir-
cuit extending from the input to the output. Sometimes it is possible to identify the critical
path in a circuit by inspection. If in doubt, the paths’ delays may be re-estimated after the

optimization process.

8.1 Conventional CMOS Logic Circuits

The previous chapter showed that the size of a transistor in a conventional CMOS gate is
optimal if the delay due to that transistor (and any other related transistor due to symmetry)
as a load equals the delay through that transistor as a drive. We mentioned that, since a
CMOS gate may have more than one branch in its pull-up and its pull-down networks, any
possible symmetry between the sizes of the transistors in these branches should be considered.
For this purpose, with reference to Figure 7.1, we denoted the number of transistor gates
related by symmetry with m and the number of transistor diffusions related by symmetry
with g. The symmetry is often important in designing cell libraries and optimizing the delay
of individual gates for a given input drive and an output load.

In a circuit consisting of a number of conventional CMOS gates, however, usually only
one of the pull-up branches and one of the pull-down branches in a gate determine the worst-
case delay of that gate along the critical path of the circuit. Therefore, observing symmetry



CHAPTER 8. MODULE LEVEL DELAY ESTIMATION AND OPTIMIZATION 156

in optimizing the gates is not necessary. We call the combination of such a pull-up branch
and such a pull-down branch within a gate a stage. For a stage, usually m =1 and ¢ = 1.
In a module or a path, we need to optimize these stages along the path. Hence, we may
state that the delay of a circuit consisting of conventional CMOS logic gates is optimal if
for each stage along the critical path of the circuit the following holds: the delay due to that
stage as a load equals the delay through that stage as a drive. According to the derivation of
Section 7.1, spurious capacitances along the path, signal slope factor, and series-connected

transistors do not void this theory of delay optimization in conventional CMOS logic circuits.
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Figure 8.1: Three stages along the critical path of a conventional CMOS logic circuit.

Figure 8.1 illustrates three stages along the critical path of a CMOS logic circuits con-
sisting of conventional gates. Using the stated theory, for optimizing the rising delay of stage

1 we have
Dﬂ A rd yd ]} 2
YoicoWony (14 S,) = =2 Y5y <1+ Sn>
Wy T Wath Ip( ») W () n

x (Way dn + é(e) + W) p + Wagisr) §a) (8.1)

where the left hand side represents the delay of the stage as a load and the right hand
side represents the delay through the stage as a drive. Note that the delay slope factor of
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stage i must be accounted for if 7 is not the last stage to be optimized. This is indicated
by <1+ S, > in the above equation. Also note that, in order to express the complete
delays, we should add the following delay term due to the internal capacitances to both sides
of (8.1).

17

Dine = W". Xo Wiy & = 0 Xp(i) dp

pli)

This term, however, cancels out from both sides. The reason for adding this term on both
sides is that it is a delay term in which the pull-up network appears as both a load and a drive.
For quick checking of optimization results, a designer may use the following approximation

of (8.1).

v . v,
w. — T Woii) § = 7= ) [(Wh) d+ Ciy + (Waiiar) + Wagin)) 9 (8.2)
n(i-1) Wp(.')

Where the signal slope factors have been ignored, the series-connection factor Y has been
replaced by n, the PMOS gate capacitances per unit width for rising and falling transitions
gp and §, have been replaced by the average gate capacitance per unit width g, the NMOS
diffusing capacitance per unit width for rising delay d, has been replaced by the average

diffusion capacitance d and, similarly, the rising delay load C:'(,-) has been replaced by Cj;).

As far as the total or average delay is concerned, according to the theory, the following

set of equations must hold for each stage ¢ on the path.

' Un [ (Whaii-1) K(i—l)) W) o (1 + S,)
+ Op/ (Wpi=1) Yotie1) Woy Gp (1 + Sn)
+ 0/ (Way Yo)) Wiy dp <1+ §,> =
Oo] (Wots) o)) (Wagy dn + Ciiy + Wigann) dp + Wagirs) da) <1+ 8>
] (8.3)
V) (Wag-1) Yagi-1)) Wn(;) (L4 Sp)
+ Gp/ (Witi-1) Yp(i-1) Wa da (L+ 50)
+ O/ (W) Vo) Wy dn <1+ Sa> =
[ Un/ (Wn(t') ﬁ({)) (Wp(i) dp + C'(i) + Woi+1) 9p + Wagier) 9n) <1+ .S",, >
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Similarly, the following must hold for optimizing the falling delay of stage ¢

';P ’ S , N '>ﬂ S »,
YoicitvWaiy gn(1 + Sn = = Yoiy <14 S, > 8.4
Wy, Tre-nWoe 4 ( ) Wy P (8.4)

x  (Wyiy dp + Ciy + W) 9p + Waiis1) 9n)

Consider a critical path with N logic stages. For optimizing the total delay, there are 2N
equations and 2N unknowns. This system of non-linear equations may be solved by iteration

with the minimum allowable transistor width w as the initial value for all transistors.

I W U
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Figure 8.2: An example of a critical path in a conventional CMOS logic circuit.

For example, the critical path of Figure 8.2 includes four gates G; through G4. The
driving gate Gp has Wy = 20 pym and W,,p = 10 ym. The spurious load capacitances are
Co = 300 fF, C, = 150 fF, C; = 100 fF, C5; = 200 fF, and C; = 250 fF. Using (8.3) gives
the results listed in Table 8.1 for optimizing the total delay in the path. With a circuit of
this size, it is almost impossible to verify the optimization results by a circuit level simulator
such as HSPICE.

Table 8.1: Optimal transistor sizing for the critical path of Figure 8.2.

A Wz [ Was Wys [ Was Wos | Wos |

"52pm/56pm 180 pm / 50 pm | 65 pm / 118 um 69um/57,um||

Although the conditions for optimizing the rising, falling, and total delays in conventional
CMOS logic circuits may be turned into closed-form formulas, similar to those of the previous
chapter, the message we want to convey in this section is that one may easily derive these

formulas by knowing the developed theory of delay optimization. This is important for a
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quick hand analysis of the optimization results. Let us check the results of Table 8.1 by
examining, for example, W,,. From the theory, we know that the total loading effect of
ng on the delay must equal its driving effect on the delay. Therefore, the following must
approximately hold for W,,,.

2%szg+1ﬁ?:wng+1wulwxﬂd; 4W_%_[Wn2d+02+(W,,3+Wn3)g]
n P n2 p2

Where factors 2, 1, 1, and 4 are the numbers of series-connected transistors in the NMOS
network of G;, PMOS network of G;, NMOS network of G;, and PMOS network of G,
respectively. Substituting the values for the parameters yields

4.15 10.95 4.15 , 10.95
180 (2—5~6- 185+ = 185+ 2.13) L4722 (50 213+ 100 + (65 + 118)1.85]

The left hand side evaluates to 151 ps and the right hand side evaluates to 132 ps. Considering
that we have ignored a number of effects, the difference of about 10% between the two sides
is quite acceptable. On the other hand, if we calculate W, from

: 4.15 10.95 4.15 10.95
W (2—= 1.85 + —— 1.85 + —— 2. ) _ 410 . L
P2 ( 56 85 + 53 85 + 50 2.13 4 Woa (50 2.13 + 100 + (65 + 118)1.85]

the result is 169 um, which is very close to the value listed in Table 8.1. Such a quick check
gives the designer some degree of assurance that the optimal transistor sizing produced by
the employed CAD tool are indeed valid.

8.2 Mixed Logic Style CMOS Circuits

This section discusses optimization of digital CMOS circuits involving mixed logic styles.
Table 8.2 summarizes the optimal transistor sizing formulas for different CMOS logic styles.
The formulas are similar to those of Chpater 7, except for the terms enclosed within “< >”.
Such a term accounts for the signal slope effect of the stage being optimized on the next
stage. Therefore, they should not be included if the stage being optimized is the last stage on
the path. In this regard, the formulas given in Chapter 7 as rules of thumb remain unchanged
for optimizing a path, except I' for DCVSL, which changes from (3/4n)A to (4/5n)A. As
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Table 8.2: Optimal transistor sizing of CMOS logic styles. Terms enclosed within “< >"
should not be included if the stage being optimized is the last stage. Notation: subscripts
n (NMOS), p (PMOS), D,G, S (drives), and L (load); Accents: “*” (rising transition) and
“*7 (falling transition); A = U,/ &,. The parameters are defined in Chapter 6 and Chpater 7
with reference to Figure 7.1 for conventional CMOS, Figure 7.8 for DCVS], and Figure 7.13
for PTL.

CONVENTIONAL CMOS LOGIC STYLE

o . & _ Cr+qnWa dn  Vp Yp<l+ Sn>

Rising Delay: W, = \JWDn — ;ﬁ l‘fD ir &
. . o C'L+q W, g, Un Ya<l+ $o>

Falling Delay: W, = \JWD,, R
Average or Total Delay:
W. = ‘ ( Cr+anWa dn) ip Yp<lt+ Sp> ‘

P mp ng!Dnn— I‘,D‘n(]-'*‘ S' +mp épW’{L pr(l'l' g‘n +q? dpﬁl ?n<1+ $p>
W = ( CrtaWp dp) bn Ya<lt Sp>

" mn gnW'L YDp(li’ S'n)‘*'mn gnW-"- Ypn(1+ Sp)+gn dnwa Yp<l+ Sp> |

DCVSL and DIL STYLES

(1+ Sp) |1 ( Yn) Cr+qWa dn , Y Wal dpt+ 3p) 1 Y
_,.B. - - nl I 4 ==
W J<1+ 30> Z\A) CrtaWads VA CrraWnda| T 2°A

a1+ ) [ CotWol dpt 340553 dal 1 1/
A (1+ S'n) Yme én/WDp + q dn/Wp

PTL STYLES (CPL, DPL, DILN, DILP)

Gate Drive: W, = |t Ya Wesl Cr+( dot dpluwp]<i+ Sp>
" Up Yop m dn(l1+ Sn)

_bn Yo Wspl Cr+( dp+ dplup|<1+ Sn>
\ Up Ysp (m gnt+gq; dn)(1+ 3n)+‘Io

. , < W W[C+(g+dp)w]<1+sn>
: = |Za Gp “Spl YL T Ip 2
Both Drives: Wn -N Up Y ®(1+ Sn)WS Yo, m jn+W, YS go dn

Source Drive: W,
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we mentioned in the previous section, the symmetry related parameters m and g for the
conventional logic stages usually equal unity. This, however, is not true for the differential
logic styles. Due to the inherent symmetrical structures of DCVSL and PTL styles, the
symmetry related parameters are often larger than unity for these logic styles. The reader
is reminded that, for DIL implementations, one should include w( dp + gp) in C. and
w( d,, + gp) in Cy in the corresponding formulas listed in Table 8.2. This is to account for
the NMOS transistors of the inverter latch, which are not active during switching. We should
also remind that the parameters used in formulas of Table 8.2 are defined in Chapter 6 and
Chpater 7 with reference to Figure 7.1 for the conventional CMOS logic style, Figure 7.8 for
DCVS], and Figure 7.13 for PTL.

We have implemented the optimal transistor sizing formulas of Table 8.2 as functions in
a programming library. Each set of formulas corresponding to a logic style is represented by

a function of the following pattern.

(W,,W,) = LogicStyle-opt(Vpp,{< Drive Info > Wpy,npp, Wpn, Dn},
{< Cell Info > Wp, mp, npq q;n Wrn M, nﬂ’ qﬂ}!
{< Load Info > Gate and Diffusion Capacitances}) (8.5)

Where LogicStyle is conve for a conventional CMOS implementation, dcvsl for a DCVSI
implementation, ptlgd for a PTL implementation whose worst-case delay is governed by a
G-drive, ptlsd for a PTL implementation whose worst-case delay is governed by an S-drive,
and ptlbd for a PTL implementation whose worst-case delay is governed by both a G-drive
and an S-drive. Note that Vpp has to be specified, because some of the parameters, such
as v, Y, S, and the capacitances are supply voltage dependent. Separate functions in the
library calculate each of these parameters for NMOS and PMOS transistors and, for each
transistor type, for rising and falling transitions. The calculations are based on the models
of Chapter 6. In addition to the optimization functions, the library includes functions for
estimating the delays of the CMOS logic styles. These functions are based on the delay
macromodels developed in Chapter 7. The rest of this section presents an example for delay
optimization and estimation in a CMOS circuit including mixed logic styles.

Chapter 2 explained that, in asynchronous circuits, there are two common signaling

protocols for communicating data between a sender and a receiver: the four-phase and
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Figure 8.3: A four-to-two phase converter [34].

the two-phase protocol. If the sender is using the four-phase protocol and the receiver is
using the two-phase protocol, then a module called four-to-two phase converter provides the
interface between the sender and the receiver. A delay-insensitive implementation of the
four-to-two phase converter is depicted in Figure 8.3 [34]. This module uses a TOGGLE, a
JOIN (C-element), and a MERGE (XOR gate). In the figure, rf denotes the request signal
from the four-phase sender, af denotes the acknowledgment signal to the four-phase sender,
rt denotes the request signal to the two-phase receiver, and at denotes the acknowledgment
signal from the two-phase receiver. An operation cycle of the four-to-two phase converter
starts with a transition on rf and ends with a transition on af. In between these two
transitions, there are two sets of events that may take place in parallel. One set of events
consists of a transition on af followed by a transition on rf. The other set of events consists

of a transition on rt followed by a transition on at.

Assume that a designer has decided to implement this four-to-two phase module with a
conventional CMOS TOGGLE, DIL C-element, and CPL XOR gate. The DIL C-element and
CPL XOR gate were introduced in the previous chapters. The behaviors of the outputs of
the TOGGLE, b and ¢, can be expressed in terms of the input a and the previous states of
the outputs, b and ¢, by the following Boolean functions.

b=ac + a'b
c=4db+ aé
A conventional implementation of the TOGGLE derived from these expressions is illustrated

in Figure 8.4. A similar implementation with an additional initialization signal is presented
in {37] under the name Yantchev TOGGLE. In the TOGGLE implementation of Figure 8.4,
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Figure 8.4: Schematic of a conventional implementation of the TOGGLE.

some of the tramsistors are not active during output switching and are only dedicated to

maintaining the state of an output. These transistors are assigned the minimum width w.

Figure 8.5 depicts the transistor-level schematic of the four-to-two phase converter. Each
input and each output of the module is connected to a buffer with a PMOS transistor of
width Wy, = 15 ym and an NMOS transistor of width Wy, = 10 um. The transistor sizing
parameters to be determined for the TOGGLE include Wy, Way, Wya, Waa, Wiy, Wis, Wi,
and W,,. Similarly, the transistor sizing parameters to be determined for the C-element
include Wps, and W,,5. The XOR gate has only one transistor sizing parameter, Wy,s. The
rest of the transistors in the circuit have the minimum width w, as indicated. One way
of optimizing this circuit is to target minimal delay in conveying the request signal to the
receiver, i.e. producing r¢, and minimal delay in producing the last event of an operation
cycle of the module, i.e. producing the second transition on af. This requires calling the

following functions, which are evaluated in a number of iterations.

(Wpl, Wul) = COTI‘UC-Opt (3 \7, {pr, 1, Wnb, 1}, {Wﬂ, 1, 2, 1, Wn;, 1, 2, 1},
{(Wy2 + Wis)gp + (Wna + Wes + 2Wog)ga + w dn + w dp} )
(WP2! an) = conve-opt (3 ‘/, {Wpla 21 Wﬂh 2}1 {sza 17 1’ 11 an: 11 17 l}y
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{(Was + Wps + w)gp + (Wob + Was + w + 2Wos)gn})
(Wps, Was) = conve-opt (3 V,{Wps, 1, Wps, 1}, {Wps,1,2,1, W3, 1,2, 1},

{(Wor + Woa)gp + (Way + Wig + Wis)gn + w dn +w dp} )
(Woa, Wna) = conve-opt (3 V,{Wp3,2, Was, 2}, {Wps,1,1,1, Wy, 1, 1,1},

{w gp + (0 + Waas)gn} )
(Wes, Was) = dcusl-opt (3 V, {Wp4, 1, Way,1}, {W;s,0,1,1, Wes, 1,2, 1},

{w gp +w gn + (2Wes + w)dn +w dp} )
(Wpe, Wag) = dptsd-opt (3 V,{Wps,1, Was,1},{w,0,1,1, W,e,0,1, 2},

{Wes 9o + Wos 9n} )

The reader may verify our procedure by inspecting Figure 8.5 and the general pattern for
the optimization functions given in (8.5). Table 8.3 lists the results of the optimization
process. To evaluate the delay along a path, we add the delays of the logic stages along
that path. Using the transistor sizings suggested in Table 8.3, the estimated average delay
between receiving the first transition on rf and producing the following transition on =t is
210 ps, and the estimated average delay between receiving the second transition on rf and

producing the following transition on af is 750 ps.

Table 8.3: Optimal transistor sizing for the four-to-two phase converter of Figure 8.5.

W [ W Wez [ Waa Was | Waa
46 pm [/ 32 pm | 43 pm / 33 pm | 52 pm [/ 46 pm
W [ Wha Woes | Was Wee | Wae
27pm /21 pm |32 pm / 49 pm | w pm [/ 13 pm

8.3 Concluding Remarks

This chapter has demonstrated a method of delay optimization in conventional and mixed
logic CMOS circuits by using the theory of delay optimization for conventional CMOS cir-
cuits and the logic-level delay macromodels developed in the previous chapter. The delay
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Figure 8.5: Transistor-level schematic of an asynchronous four-to-two phase converter.
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macromodels may also be used to optimize a circuit under multiple constraints of delay,
energy, area, and supply voltage. This issue, however, is not part of this thesis. Another
possible work is delay optimization at the system level. System level optimization requires
a separate study, because optimizing the delay along a path may actually increase the delay

of another path which, in turn, may increase the overall worst-case delay of the system.



Chapter 9

Conclusion

In this thesis, we have presented a technique for modeling, evaluation, and optimization of
digital CMOS circuits. Based on this technique, we have derived delay models and closed-
form optimal transistor sizing formulas for several conventional and differential CMOS logic
styles. The scope of our technique covers the device, switch, logic, and module levels of
abstraction. The technique evolves from the idea of explicit formulation of the delay of a
logic gate in terms of its own size and the sizes of its driving and loading gates. We have
applied the developed delay models and optimization formulas to a number of asynchronous

circuits primitives and modules.

One of the contributions of this thesis is the theory of delay optimization in CMOS logic
circuits. The theory states that the delay in @ circuit consisting of conventional CM(QOS
logic gates is minimal if for each stage along the critical path of the circuit, the delay due
to that stege (as a load) equals the delay through thet stage (as a drive). In other words,
if the loading effect of each stage equals its driving effect, then the delay along the path
is minimal. This theory also generally holds for logic gates which experience no cases of
overlapping and opposing currents. We have shown that the theory is valid even when the
input slope factor and the effect of serial connection of transistors are taken into account.
Moreover, presence of branches and spurious capacitances along the path does not void the
theory. This theory simplifies the process of delay optimization into expressing and solving
a system of non-linear equations by iteration. The theory is also convenient for checking the
optimal transistor sizing results of a CAD tool.

167
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Another contribution of this thesis is the derivation of the optimal transistor sizing for-
mulas for both conventional and unconventional CMOS logic styles. These optimal transistor
sizing formulas enable optimization of mixed logic-style CMOS circuits. The logic styles cov-
ered include conventional, DCVSL, and PTL. We have derived three optimal sizing formulas
for PTL style, based on the position of the driving gate or gates. We have demonstrated

optimal transistor sizing of a mixed logic style module by using these formulas.

A third contribution of this thesis which, in fact, has led to the previous two contributions,
is the development of a unified delay model for CMOS logic styles. The delay model includes
an expression for the saturation current of short-channel MOS transistors that is equally valid
for rising and falling transitions. The model captures the effect of input signal slope and
characterizes the behaviour of MOS transistors connected in series. This model shows that
the internal diffusion capacitances of a chain of similarly-sized series-connected transistors

do not affect optimal sizing of the chain.

These three contributions are likely to have impact on developing logic simulators and
optimization tools that support mixed CMOS logic styles in future. The rest of this chapter
reviews the results of this thesis and highlights directions for future work.

9.1 Review

The following is a review of the material presented in this thesis divided into subsections on

modeling, optimization, and applications. This summary is intended to be self-contained.

9.1.1 Delay Modeling

The scope of the delay modeling technique presented in this thesis covers a number of
abstraction levels. At each level, the reliability of the model has been verified by HSPICE
simulations. In general, the proposed model exhibits very good agreement with HSPICE
simulations. We have followed a bottom-up approach in delay modeling.

Starting at the device level, we have proposed the following expression for evaluating the
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saturation current of submicron MOS devices.
Ip=rW (Vas — V¢) %3

Where W is the effective width of the device, parameter « depends on the technology and the
effective channel length, index € captures the velocity saturation effect, and index ¥ captures
the mobility degradation effect. This model is considerably more accurate than the popular
a-power law, which replaces £ + ¥/Vgs with a constant index a. With proper parameters,
the above expression is also used to represent the saturation current in an NMOS device
transferring a logic 1, rather than 0, and in a PMOS device transferring a logic 0, rather
than 1. Overall, four sets of parameters x, £, and ¥ are required to characterize the four
types of currents. Procedures for extracting these parameters through circuit simulations

have been provided.

At the switch level, we recognize four types of delays: PMOS rising delay, NMOS falling
delay, NMOS rising delay, and PMOS falling delay. These delays are derived using the
corresponding four types of currents. To capture the effect of input signal slope, we have
extended a previously reported technique to the four delay types. This technique adds a
fraction of the input transition time to the step delay. Moreover, we have offered a semi-
empirical model that characterizes the delay behaviour through a chain of MOS transistors
connected in series. According to our model, the general expression for the delay through ¥

similarly-sized transistors connected in series is given by
D= "v';7 (XdW +Y(g Wy, +d Wia+C)] + S Do

Where D is the step-delay of the driving gate, S is the input slope factor, and X and Y
are the degradation factors related to N. Parameter » = WVpp/(2Ip), Wi, is the total
gate-oxide width of the load, W is the total diffusion width of the load, g is the gate-oxide
capacitance per unit width, d is the diffusion capacitance per unit width, and C; is the load
capacitance due to interconnects. Note that different X, Y, and S are defined for each of
the four delay types. Also, g and d are different for NMOS and PMOS transistors as well
as for the rising and falling transitions. We have included expressions for X, Y, and S and
methodologies for extracting d and g through circuit simulations. From the above expression
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for the delay, it is clear that neglecting the diffusion capacitances does not affect optimal
transistor sizing. Other topics studied at this level include the influence of overlapping and
opposing currents on the delay. We have suggested intuitive expressions to cover these two

cases.

At the logic level, we have applied the switch-level delay model to formulate delay macro-
models for different CMOS logic styles including conventional, DCVSL, and PTL, as depicted
in Figure 9.1. Defining and accommodating the four types of delays at the switch level has
proven an innovative move that enabled us to treat CMOS gates implemented in a variety
of logic styles. The proposed macromodel for a logic gate is expressed in terms of the size
and the topology of the gate itself, the size and the topology of the driving gate, the size
of the loading gate or gates, and the interconnect capacitances. At this level, a pull-up or
pull-down network along the critical path of a gate is represented by parameters n, m, and
q, as illustrated in Figure 9.1. In the delay and energy macromodels for a DCVSL gate, we
have included the effect of the race between the PMOS latch and the NMOS network dur-
ing output switching. Neglecting the effect of opposing currents may result in considerable
underestimation of the delay and energy. We have derived three macromodels for a general
PTL cell based on whether the critical path involves a gate drive, a source drive, or both,
as illustrated in the figure. At the module level, to estimate the delay of a path containing
mixed logic styles, we add the delays of the gates along the path using the developed delay

macromodels.

9.1.2 Delay Optimization

Using the logic-level delay macromodels, we have derived closed-form formulas for the opti-
mization of CMOS logic styles. For each logic style, there is an expression for the optimal
sizing of the pull-up network and another one for the pull-down network. In their exact
forms, these two expressions are not independent and, hence, are solved by a few itera-
tions. However, we have also approximated these expressions into simpler formulas for quick
optimizations, as listed in Table 9.1. In these formulas, all parameters, except v, are phys-
ical and identifiable through the schematics. Using the optimal sizing formulas, we have

demonstrated that it is feasible to optimize a circuit involving mixed CMOS logic styles.
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Figure 9.1: General schematics of a conventional (top), DCVSL (middle), and PTL (bottom)
gate.
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Table 9.1: Optimal transistor sizing in CMOS logic styles for minimizing the delay over
one cycle. Notation: subscripts » (NMOS), p (PMOS), ¢t (total NMOS+PMOS), D,G, S
(drives), and L (load); Accents: * (rising transition) and * (falling transition); A = £,/ Vy.

Style Wa ] W
Conv. r—:l: nnn%,:?:"n;?;"on W A%:ﬁ%
DCVSL 3/ e Wa 2 A
PTL ntp s S —— | Wpin

For the special case of inverter circuits with a uniform PMOS to NMOS width ratio I,
we have shown that the following optimization formulas are valid for minimizing the total
delay, rising delay, and falling delay, respectively.

=/WpW, W = WDWL% W= WDWLI—[;-

Where W, Wp, and W} are the widths of the NMOS transistor in a reference inverter, its
driving inverter, and its loading inverter, respectively. The technology dependent parameter
A is the PMOS-to-NMOS driveability ratio. In addition, we have been able to derive the
following relation for minimizing the energy-delay product, which is a design criterion in

some VLSI circuits.
[ = (VATEA - A)

For typical values of A such as 2.5, the above evaluates to 0.65. On the other hand, Our
formulation confirms that the total delay is minimum when ' = /A, which is around 1.5.
The formulation also clearly shows that in designing a chain of buffers for driving a large load,
tapering the buffers by a constant factor is a necessary condition rather than an arbitrary

assumption.

9.1.3 Circuits and Applications

A considerable part of this work has been devoted to comparing different CMOS implemen-
tations of logic gates. We have developed a fair method for this purpose. Based on this
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method we have proposed that two rules should be observed. The first rule is that before
evaluating different implementations of a gate, each of them should be optimized for the par-
ticular environment. The second rule is that the performance of the implementations should
be compared in light of their cost in terms of energy dissipation. Qur optimal transistor
sizing formulas facilitate fulfilling the first rule. To comply with the second rule, we have
introduced the idea of using energy-delay and energy-frequency graphs. Our methodology
has been exemplified by applying it to the implementations of the C-element and XOR gate.

We have studied the performance and energy consumption of eight CMOS implementa-
tions of the C-element. Four out of the eight implementations belong to the single-rail family
of logic styles, and all have been used in practical circuits. The other four are based on a dif-
ferential logic style introduced in this thesis under the acronym DIL. DIL resembles DCVSL
in structure and operation but, unlike DCVSL, has a static memory. This property of DIL
makes it suitable for implementing primitives like the C-element and the TOGGLE. We have
compared the performance and energy dissipation of the C-element implementations in two
typical environments. The first environment evaluates a C-element operating in isolation,
while the second environment evaluates a group of C-elements that are mutually dependent.
In both environments, the C-elements were optimized for their best performance. Results
show that among the single-rail implementations, the symmetric C-element by Van Berkel
offers a better balance between performance and energy in both test environments. The
reason is that, compared to the other single-rail implementations, the symmetric one has
the least overhead for maintaining the state of the output. This is realized by first, having
a topology that does not resist output switching and, second, having fewer keeper transis-
tors. These studies demonstrated that minimizing the number of transistors dedicated to
latching (keepers) and avoiding topologies that resist output switching may result in signif-
icant energy savings. The symmetric implementation, however, is outperformed in the first
test environment by two modified versions of the DIL implementation, namely DILP and
DILN. In the second test environment, the symmetric C-element is still preferred, because
the differential implementations may fail in structures with feedback loops due to the prob-
lem of divergence of complementary outputs. These studies demonstrated that minimizing
the number of transistors dedicated to latching (keepers) and avoiding topologies that resist
output switching may result in significant energy savings.
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We have also compared the conventional, DCVSL, and CPL implementations of the xOor
gate. Since the performance and optimal transistor sizing of a gate are both functions of the
supply voltage, we have added another dimension to our comparison technique for the case of
the XOR gate. We have evaluated the optimized performance and the corresponding energy
of the implementations for a range of power supply voltages. The results of the comparison
are in favour of the CPL implementation followed by the conventional implementation of the

XOR gate.

9.2 Directions for Future Research

Considering the scope of this work, it may be extended in a number of directions. This

section outlines some relevant potential future work.

We have paved the way for developing a CAD tool for logic simulation and optimization
of digital CMOS circuits. This is the most obvious extension of our work. The tool would
support circuits including mixed CMOS logic styles. We are not aware of any such tool
currently available. The results of our work indicate that the CAD tool would be a fast
and accurate one. Resorting to a CAD tool is inevitable for delay estimation and optimiza-
tion at the system level. System level optimization requires special considerations, because

optimizing one path of the system may increase the delay in another one.

The applications of this work may be extended to cover additional asynchronous and
synchronous primitives. The most important elements on the priority list include latches and
flip-flops [28,106]. This opens the door for delay estimation and optimization of sequential
synchronous and asynchronous circuits. For example, it would then be possible to optimize
a complete micropipeline structure, which consists of a control circuit and a data path.

Another interesting application for this work is the area of dynamic CMOS circuits.

The delay models developed in this thesis may be used to optimize mixed logic-style digi-
tal CMOS circuits under multi-constraints on the delay, energy, area, and power supply volt-
age. This requires an investigation into finding or developing efficient non-linear optimization
algorithms for this purpose. The literature seems helpful in this regard {25,45,68,79].

Another interesting work would be to relate the parameters of our MOSFET current
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model to the basic technology factors such as the carrier mobilities and doping densities.
An investigation into progressive transistor sizing of cascaded MOS transistors also seems

interesting [8, 88].

9.3 Publications That Arose from the Thesis

We have already published some of the early results of this work presented in chapters 2
through 5. The major results presented in chapters 6, 7, and 8, however, remain to be

prepared for publication.

e M. Shams, M. Elmasry, “A Formulation for Quick Evaluation and Optimization of
Digital CMOS Circuits,” to appear in IEEE International Symposium on Circuits and
Systems, ISCAS-99, June 1999.

e M. Shams, J. Ebergen, M. Elmasry, “Modeling and Comparing CMOS Implemen-
tations of the C-Element,” IEEE Transactions on VLSI Systems, Special Issue on
Low-Power Electronics and Design, pp 563-567, December 1998.

e M. Shams, J. Ebergen, M. Elmasry, “Asynchronous Circuits,” in Encyclopedia of Elec-
trical and Electronics Engineering, Editor: J. Webster, John Wiley, pp 716-725, March
1999.

e M. Shams, J. Ebergen, M. Elmasry, “Optimizing CMOS Implementations of the C-
Element,” in IEEE International Conference on Computer Design, ICCD-97, pp 700-
705, October 1997.

e M. Shams, J. Ebergen, M. Elmasry, “Comparing CMOS Implementations of an Asyn-
chronous Circuits Primitive: the C-Element,” in IEEE International Symposium on
Low-Power Electronics and Design, pp 93-96, August 1996.
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