Numerical Simulation of Flow and Chemical Transport in

Integrated Surface-Subsurface Hydrologic Systems

Joel E. VanderK waak

A thesis
presented to the University of Waterloo
m fulfillment of the
thesis requirement for the degree of

Doctor of Philosophy
in
Earth Sciences
Waterloo, Ontario, Canada, 1999

© Joel E. VanderK waak 1999



g |

National Library
of Canada

Acquisitions and
Bibliographic Services

395 Wellington Street
Ottawa ON K1A ON4

Bibliotheque nationale
du Canada

Acquisitions et
services bibliographiques

395, rue Wellington
Ottawa ON K1A ON4

Canada Canada
Your file Votre rélérence
Our file Notre référence
The author has granted a non- L’auteur a accordé une licence non
exclusive licence allowing the exclusive permettant a la
National Library of Canada to Bibliotheéque nationale du Canada de
reproduce, loan, distribute or sell reproduire, préter, distribuer ou
copies of this thesis in microform, vendre des copies de cette thése sous
paper or electronic formats. la forme de microfiche/film, de
reproduction sur papier ou sur format
électronique.
The author retains ownership of the L’auteur conserve la propriété du

copyright in this thesis. Neither the droit d’auteur qui protége cette thése.
thesis nor substantial extracts from it  Ni la thése ni des extraits substantiels

may be printed or otherwise de celle-ci ne doivent étre imprimeés
reproduced without the author’s ou autrement reproduits sans son
permission. autorisation.

Canada

0-612-38276-1



The University of Waterloo requires the signatures of all persons using or photocopying this
thests. Please sign below, and give address and date.



Abstract

Stream water quality is affected by processes occurring in and below the stream channel, by baseflow
contributions from groundwater, and by the short-duration, high-volume contributions from
precpitation events. Defining the source and pathway of stream water inputs is a prerequisite to
understanding the impact of contaminants originatng in rainfall, from industry and agriculture, and
from urban runoff. Numerical models provide a useful tool in evaluating possible flowpaths and the
timing and magnitude of stream inputs from various sources.

An integrated numerical model is developed and evaluated in this work. This numerical
model considers the flow of water and transport of multiple solutes on the two-dimensional land
surface and three-dimensional, dual continua subsurface. Linkage is through first-order, physically
based flux relationships or through continuity assumptions. Coupling of flow and transport is
achieved by assembling and solving one system of discrete algebraic equatons so that water and
solute fluxes between continua are determined as part of the solution. Specified boundary conditons
can be spatially- and temporally vaniable, or in the case of state-dependent flux boundaries, can be
specified as nonlinear functions of the local flow or transport solution.

The numerical model is modular in form, is tailored towards irregular geological, surficial
and areal geometries, and udlizes robust and efficent discretization and solution techniques. A new
prism-based discretization is introduced and shown to be consistent with two and three-dimensional
finite elements, while udlizing less memory and computational effort and generating significanty
fewer negative influence coefficients. An adaptive temporal—weigﬁting scheme is presented which
partitions the flow and transport equations into active and inactive zones. Solutions for inactive
equations are calculated using explicit temporal weighting and are excluded from the flow or
transport Jacobians, reducing assembly and solution time.

The numerical model is evaluated by simulating two-dimensional laboratory and three-
dimensional field expedments of coupled surface-subsurface flow and transport. Observed surface

discharge volumes and timings are simulated with reasonable accuracy using published or measured



parameter values and minimal calibradon. The observed dynamic response is 2 nonlinear function of
multiple parameters, affected by subsurface permeability, surface roughness, topography, and inital
conditions. Excess rainfall and groundwater seepage flow overland, generating surface ponding and
streamflow along topographic lows. The ponded surface water forms an internal, transient constraint
on the porous medium pressure head at the land surface. Solutions based on traditional seepage face
algorithms do not reflect the effects of this ponded surface water on the distribution of subsurface
head gradients. Groundwater seepage is therefore overestimated during rainfall events while
infileraton of ponded surface water is neglected at all tmes.

Simulations of the transport of a conservauve tracer introduced with rainfall indicate that
processes affecting solute concentrations in the surface water are restricted to a relatively thin region
adjacent to the land surface. Concentrations in surface water are very sensitive to which equations
the rainfall boundary conditon (ie. specified flux) is applied. For rainfall applied to the surface
equations, mixing between the surface and subsurface continua is more heavily influenced by the
magnitude of diffusive/dispersive exchange coefficient. The magnitude of advective exchange is
controlled by hydrodynamics within the porous medium and not by the movement of excess rainfall
from the porous medium to the surface continuum. While having litte affect on the flow solution,
subtleties in rainfall boundary conditon assignment in the discrete equations impact predictions of
tracer concentrations in discharge water and, therefore, also affect interpretations of water origin.

Application of the coupled surface-subsurface model to the transport of conservative tracer
in the field-scale experiment re-enforces the conclusion that mixing processes occurring at the land
surface interface dominate tracer concentrations in stream discharge. Simulated hydrograph
separations (Le. relative concentration multiplied by stream discharge) replicate separations based on
measured values with reasonable accuracy only if rainfall is applied to the surface equations and both
advective (Le. infiltration/seepage) and diffusive exchange processes are considered. Simulated flux-
weighted concentrations, however, exceed measured concentraﬁons during hydrograph sise.
Simulation of field-scale transport processes is considerably more complicated than at the

laboratory-scale, where topography is better defined and extremely fine spatial discretization can be



utilized. Successful simulaton of coupled surface-subsurface transport depends on the accurate
representaton of the spatal and temporal vadability of water exchange processes (L.e. advection) and
diffusive-type processes associated with concentration differences between continua.

The field-scale simulations clarify the role of the capillary fringe on streamflow generation in
the relatively homogeneous sand underlying CFB Borden. The coupled surface-subsurface flow
model is able to reproduce the observed rapid water table response and resulting overland and
stream flow. Observed surface discharge volumes and timing are simulated with reasonable accuracy
using published or measured parameter values and minimal calibration. The simulated response of
the capillary fringe to rainfall is consistent with both theory and observations but suggest that
increased subsurface head gradients do not cause significant groundwater seepage. Rather,
infiltration rates along the stream axis are reduced, with runoff formed largely by excess rainfall over
a dynamic contributing area. The corresponding transport simulations suggest that, despite the rapid,
large-scale response of the capillary fringe, rainfall tracer dilutdon occurs largely by diffusive
processes as water flows over the land surface to the stream, over relatively short flow paths, and
subsequently down the stream channel Tracer orginating above the initial water table enters the
surface water by similar processes, augmenting the small volumes of seepage (advective transport)
caused by increased subsurface hydraulic gradients. The simulations suggest that hydrograph
separation theory is fundamentally flawed if diffusive modificaton of tracer concentrations in

surface water is prevalent in nature.
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Chapter 1 Introduction

Streams, rivers and lakes are visible expressions of the terrestrial hydrologic cycle. These features
represent the mrtersection and interaction of precipitation with water onginating from both above
and below the land surface. Surface water is in indmate contact with the biosphere and chemically
reflects the biology, the local geology and climate. Recent reporting in the United States [USEPA,
1998] indicates that the leading cause of surface water quality impairments is polluted runoff (see
Table 1-1). Degradation of surface water quality is widespread (see Table 1-2), ansing from human
actvities in urban areas and from forestry, farming, ranching, and mining operations. Surface water
quality impairments affect wetlands, stream corridors, and coastal areas critical to the health of
aquatic systems. Impairments include siltaton and habitat alteration and the addition of excess
nutrients (e.g. nitrogen and phosphorus), bacteria, oxygen-depleting substances, metals, pesticades,
and organic toxic chemicals.

Understanding and predicting stream water quality requires the concomitant knowledge of
water orgin and flow paths [e.g. Burns, 1980; Wheater et al., 1986; Blowes and Gillbam, 1988;
Christopherson and Neal, 1990; Beck et al, 1990; Mulholland et al., 1990; Bishap et al, 1990; Wilson et al.,
1990; Lundin, 1995; Mulder et al., 1995; Elsenbeer et al, 1995; Laundin, 1995; A/ and Blowes, 1996; and
others] as stream water chemistry is intimately linked with catchment hydrology [e.g. Bazk ez al, 1974;
Braden and Uchtmann, 1985; Ahuja, 1986; Pionke et al, 1988; McKnight and Bencala, 1990; Leonard, 1990;
Cirmo and McDonnell, 1997; Anderson et al., 1997 a,b]. While groundwater baseflow can provide long-
term, low-concentration contributions of contaminants to surface water bodies, short-duration, high
concentration contributions to surface water bodies may arise during precipitation or snow-melt
events. Flow over the land surface or through preferential subsurface pathways may minimize soil

contact and the associated buffering process. Concentrations of contaminants arriving at surface



water bodies may differ little from concentraton values at the source [e.g. Sklash, 1990; Eshleman et
al., 1993]. The dominance of sluggish flowpaths through the porous medium or fast flowpaths on
the land surface, or through preferential subsurface pathways, is difficult to determine, yet is crucial
to developing the ability to predict and protect surface water quality.

As stated in USEPA [1998]: “More accurate estimates of the sources, transport, and impacts
of polluted runoff are needed to guide the implementation of management actons. Effective
monitoring of polluted runoff is challenging because of many vanables, including intensity of
storms, the time of year, and a mosaic of different environmental settings and land uses. Because of
its wide distribution, monitoring alone cannot adequately charactenize polluted runoff. Better survey
methods and computerized models are needed, with special attention given to determine the
location and relative contrbuton of sources of nitrogen and phosphorus. Modeled estimates need
to be validated using available water quality data from stations at the mouth of the watersheds.” In
the opinion of this author, however, numerical models also require validation against information
internal to the catchment, ensuring that the conceptual models of hydrologic response and solute
transport are self-consistent. This thesis presents the development and evaluaton of an integrated,
physically-based numerical model of surface and subsurface hydrologic response to precipitation and

the transport of multiple chemical species within such coupled hydrologic systems.



Rank Rivers Lakes Estuzanes

1 Agnculture Agriculture Industral Discharges

2 Municipal Point Sources Unspecified Point Sources ~ Urban Runoff/Storm Sewers
3 Hydrologic Modificadon Atmospherdc Deposition Municipal Point Sources

4 Habirtat Modification Urban Runoff/Storm Sewers Upstream Sources

5 Urban Runoff/Storm Sewers Municipal Point Sources Agriculture

Table 1-1. Five leading sources of surface water quality impairment related to human actvites

[after USEPA, 1998].

Surveyed Partally or fully impaired Threatened water quality
72% of coastal estuaries 38 % 4 %
94 % of Great Lakes shore miles 97 % 1%
40 % of all lake acres 39 % 10 %
19 % of all stream miles 36 % 8 %

Table 1-2. Summary of state reports on surface water conditons in 1996 [after USEPA, 1998].



17 Previous Work: Field Observations

Results from numerous laboratory and field observatons provide a rather extensive list of
surface and subsurface processes affecting the transport of solutes in coupled surface-subsurface
flow regimes. These processes form a continuum, but have been broadly categorized into those
occurnng in the hillslope and dparan zones, and into m- and near-stream (hyporeic) regions.
Processes affecting water and solute exchange between streams and the underlying and adjacent
porous medium can be summarized as: “pumping effects” due to the iteraton of small-scale water
depth (pressure) variatons and stream bed geometry (l.e. tipples and dunes) [e.g. Thibodeaux and
Boyte, 1987; Savant, 1987; Elliot and Brooks, 1997a,b]; shallow water exchange due to varations in
water surface slopes, in turn caused by stream bed topographic vanation [e.g. Harvey and Bencala,
1993; McMahon and Bohlke, 1996]; shallow substream flow via preferential pathways in the stream
bed, enhanced by stream curvature [e.g. Vaux, 1968; Kennedy et al., 1984; Jackman et al., 1984; Castro
and Hornberger, 1991; Harvey and Bencala, 1993; McMahon and Boblke, 1996]; and interaction between
stream stage and the local groundwater flow system (bank storage) [e.g. Coagper and Rorabaugh, 1963;
Pinder and Sauer, 1971; Nolan and Hzlf, 1990].

The local groundwater flow system provides base flow to streams [Toth, 1963; Freeze and
Witherspoon, 1968] and lakes [e.g. Winter, 1983), and is largely driven by topography and the slow
drainage of water from the unsaturated zone between precipitation events. Harvey and Bencala [1993]
suggest that small-scale topographic controls on surface-subsurface water exchange can affect solute
transport processes at larger scales, that stream exchanges may intersect regional flow, and that the
volume of water exchange may be greater than total baseflow. Water fluxes from riparian zones and
hillslopes increase sharply in response to precipitation events, overwhelming both baseflow and
near- and in-stream exchange processes. Surface and subsurface flow processes interact to transport
water and solutes to the stream dunng these high-flux events.

Hillslope and vadose zone hydrology have received considerable attention in the past 40

years, and a complete review of relevant field observations and associated theory is clearly beyond



the scope of this bref mtroducton. The following paragraphs attempt to summarize extensive
discussions provided in the texts edited by Kirksy [1978] and Anderson and Burt [1985, 1990], and the
reviews by Freege [1974], Beven and Germann [1981), Dunne [1983), White [1985], Nielsen et al. [1986], van
Genuchten and [ury [1987), Kirkby [1988), Feddes et al. [1988), Gee et al [1991], Agua Terre Consultants
[1991], Bren [1993], and Bone// [1993].

Hillslope hydrology can be described by combinations of subsurface and surface processes,
which interact at the land surface. Processes by which subsurface flow can rapidly contrbute to
steamflow are as follows: increasing hillslope transmissivity as infiltradon generates higher
saturations and/or perched warer tables above relatively low hydraulic conductvity layers [e.g.
Whipkey, 1965; Kirkby and Chorley, 1967; Whipkey and Kirkby, 1978; Dunne, 1978; Rodbe, 1989; Bishap et
al., 1990]; unsaturated water flow (interflow or throughflow) may anse from rapid saturation of near-
surface porous medium causing a transient anisotropy in the hydraulic conductivity [Whipkey and
Kirkby, 1978; Zalvsky and Sinai, 1981; McCord et al, 1991; Jackson, 1992]; near-stream groundwater
ndging resulting from a rapid change to positive water pressure in a tension-saturated porous
medium following the additdon of a small volume of water at the land surface [e.g. Ragan, 1968;
Sklash and Farvolden, 1979; Gillham, 1984; Stauffer and Dracos, 1986; Abdul and Gillbam, 1985, 1989}]; and
preferendal (bypass) flow through lower storage capacity, higher permeability features such as root
holes, cracks or pipes in soils, or through fractures or dissolution features in bedrock [e.g. Whipkey,
1965; Whipkey and Kirkby, 1978, Mosely, 1979, 1982; Beven and Germann, 1982; Germann, 1990;
Luscmoore et al., 1990; McDonnell, 1990; Montgomery et al., 1997; Anderson et al, 1997). Such higher
permeability features may extend outside local topographic boundaries, linking rapid streamflow
response to the regional groundwater system [e.g. Generaux ¢t al., 1993].

Surface saturation and possible subsurface discharge (seepage or return flow) can occur [e.g.
Chorley, 1978]: when subsurface flow converges in slope concavities and water arrives faster than can
be transmitted downslope as subsurface flow [e.g. Kirkby and Chorley, 1967; Dunne and Black, 1970;
Hewlett and Nutter, 1969, 1970; Beven, 1977]; where soil layers conducting subsurface flow are locally
thin [e.g. Kirkby and Chorley, 1967]; where perched water tables or capillary fringes intersect the land



surface [e.g. O'Loughlin,1981; Gillbam, 1984]; and by water displacement or translation of pressure
waves (piston flow) from the hillslope to ncar-stream saturated or wetland areas [e.g. Hewlest and
Hibbert, 1967; Hewlett and Nutter, 1970; Waddington et al., 1993].

Rainfall may be converted directly to overland flow via: precipitation rates in excess of the
maximum saturated hydraulic conductivity and durations longer than the time required for surface
saturaton [Horfon, 1933]; and precipitation onto saturated soil generated in dynamic (vardable) source
areas [Hewlett and Hibbert, 1967; Kirkby and Chorley, 1967; Ragan, 1968; Betson and Marious, 1969; Dunne
and Black, 1970]. Overland flow velocities may be considerably greater than those in the subsurface.
The flow regime may be classified as mixed sheet or rll (channels and gullies) and is neither fully
turbulent or fully laminar [e.g. Moore and Foster, 1990]. Water may be stored in surface depressions or
mfiltrate downslope. Many of the surface-subsurface exchange mechanisms defined previously for
streams may also apply to ovedand flow [e.g. Snyder and Woolbiser, 1985]. Rainfall directly onto
streams bypasses the hillslope entirely, providing an early peak in stream discharge. Superimposed
upon the previous processes are evaporation and transpiration.

Some or all of the streamflow generating mechanisms may operate simultaneously on a
given watershed [e.g. Pifgrim et al,, 1978]. The relatve importance of each may fluctuate seasonally or
even during a single precipitation event as a function of precipitation intensity and antecedent
conditons [Whipkey, 1965; Beven, 1978]. As stated by Whipkey and Kirkby [1978] "there are thus a
bewildering number of possibilites for the dominant processes and response times in forming a
slope hydrograph. At very low rainfall intensities (relative to soil permeability), unsaturated
subsurface flow or groundwater flow may be dominant, leading to response times of many weeks.
At moderate storm intensities, saturated subsurface flow often becomes more important in well-
horzonated soils, with or without some saturation ovetland flow. At extreme storm intensities,
infiltraton-excess overland flow may dominate. It becomes easy to see how the wide range of
observed responses can arise, and how difficult it is to make detailed generalizations or models for

more than a narrow range of soil conditions at a ime."



12 Previous Work: Numerical Modelling

The basic components of an integrated surface-subsurface flow model have been known for
some time [Freege and Harlan, 1969]. A general overview of physically based watershed hydrologic
modeling can also be found in papers by Freege (1974, 1978), Dunne [1983], Germann [1988], Kirkby
[1988], Bonell [1993], and O ‘Connell and Todini [1996]. The texts by .Anderson and Burt [1985] and Singh
1996 ab] summarze a large number of existing surface and watershed hydrologic models.
Numerical models have been developed for surface water flow [e.g. Wooding, 1965 a,b; Cranford and
Linsley, 1966; Chow and Ben-Zvi, 1973; Xanthopoulos and Koutitas, 1976; Ponce, 1978; Vieira, 1983;
Hromadka et al,, 1985, 1987; Zhang and Cundy, 1989; Waoolbiser et aL, 1990, 1996; Meselbe and Holly, 1993;
Gottardi and Venutell, 1993, Playan et al, 1994; di Giammarco et al., 1996; Feng and Molts, 1997]; for
variably-saturated flow in porous media [e.g. Freeze and Witherspoon, 1968; Freeze, 1971; Neuman, 1973;
Narasimban and Witherspoon, 1976; Narasimban et al, 1978; Beven, 1977, 1978; Huyakorn et al, 1984,
1986 a,b; Simunek et al, 1985; Beven et al., 1987; Binley et al, 1987, 1989 a,b; Paniconi and Wood, 1993;
Calver and Wood, 1996]; and for flow in dual-continua subsurface matenals [e.g. Edwards et al,, 1979;
Hoagmoed and Bouma, 1980; Neretnieks and Rasmuson, 1984; Davidson, 1985 a,b; Germann, 1985; Beven and
Clarke, 1986; Pruess, 1991; Jarvis et al, 1991; Gerke and van Genuchten, 1993a,b, 1996; Updegraff et al.,
1991; Smettem et al., 1991; Gwo et al, 1994]. Numercal models of surface water flow generally
consider subsurface processes using an infiltration mass sink [e.g. Green and Ampt, 1911], while
models of subsurface water flow consider surface processes via a seepage face sink [e.g. Neuman,
1973]. Coupling of dual continua subsurface flow processes is accomplished using a one-way Green-
Ampt type sink [e.g. Beven and Clarke, 1986]; first-order, quasi-steady, exchange relationships driven
by pressure gradients [e.g. Barenblatt et al, 1960; Warren and Roof, 1963]; or pressure continuity
assumptions [e.g. Therrien and Sudicky, 1996].

Coupled surface-subsurface flow models have also been developed [e.g. Smith and Woolbiser,
1971; Freeze, 1972 a,b, 1974; Beven and Kirkby, 1979; Cunningham and Sinclatr, 1979; Akan and Yen,
1981; Smith and Hebbert, 1983; Abbott et al., 1986a,b; Govindaraju and Kavvas, 1991; Brown, 1995; Pohll et



al, 1996; Perkins and Koussis, 1996; Querner, 1997; Bronstert and Plate, 1997]. With the exception of
Brown [1995], coupling in surface-subsurface flow models is accomplished by matching boundary
conditons at the land surface interface. The boundary at the land surface is assumed to be a
specified flux undl surface ponding occurs, at which point the pressure head at the land surface is
constrained to a value equivalent to the surface water depth. Such an approach presents both
algorithmic and computadonal difficulties, as subsurface response is both transient and spatially
variable in complex topography overlaying 2 heterogeneous subsurface hydraulic conductivity.
Coordinating the interaction between coupled models at internal boundares represents a severe
numerical challenge for transient system responses [e.g. Beven, 1985; Perkins and Koussis, 1996].
Further complexity arises in the boundary condidons describing the partitioning of rainfall between
the porous medium and macropores or between the porous medium and surface continua [e.g.
Brown, 1995].

Several of the referenced studies deserve further discussion. Using the finite difference
method, Freege [1971, 1972 a,b] coupled three-dimensional varably-saturated subsurface flow with
one-dimensional channel flow, with groundwater seepage routed to the stream with a simple time-
delay algorithm. His simulatons of hypothetical hillslopes illustrate the role of subsurface flow on
streamflow generation, and the rarty of Hortonian overland flow. Beven [1977, 1978] utlized the
finite element method to simulate subsurface flow in two-dimensional hillslopes, thereby
demonstrating the role of topography, slope convergence, and antecedent moisture conditions on
hydrologic response. More recently, Brown [1995] investigated coupled surface-subsurface flow on
hillslopes by redefining the capacitance and conductivity of the uppermost layer in the TRUST flow
simulator [Narasimban et al., 1978]. Surface flow was represented by a one-dimensional form of the
Darcy-Weisbach equation with the two-dimensional Richards' equation governing subsurface flow.
Modified porous medium charactedstic curves were utilized to include effects of relatively high
macropore permeabilities near saturation. His simulations indicate macropores enhance stream
discharge contrbutions from soil horizons, and that channel geometry and structural heterogeneity

affects the relative contribution of surface and subsurface flow. Brown's work is significant, as the



discrete surface and subsurface flow equations are solved simultaneously, eliminating iterative
matching of boundary conditions. None of these efforts considered solute transport.

The Systéeme Hydrologique Européen (SHE) [Beven, 1985; Abbott et al, 1986 ab; Bathurst,
1986a,b; Bathurst et al., 1996; Refigaard and Storm, 1996] represents the most elaborate suite of
physically-based catchment models in existence. In its original form [Beven, 1985; Abbott et al, 1986
a,b; Bathurst, 1986a,b], SHE consisted of code modules describing one-dimensional channel flow,
two-dimensional (rectangular plan) overland flow, one-dimensional vertical unsaturated flow in
porous media, and two-dimensional (rectangular plan) saturated groundwater flow. Additional code
modules provided source/sink terms for evapotranspiration, snowmelt, and canopy interception.
Flow processes were simulated separately, with independent time steps and a mixture of explicit and
implicit techniques. An interface module synchronized time steps and provided matching boundary
conditions. Subsurface discretization in SHE precludes consideration of a significant number of the
runoff generation mechanisms discussed above, while boundary condition convergence is reported
to be difficult [e.g. Beven, 1985]. Bathurst et al. (1996] and Refsgaard and Storm [1996] indicate ongoing
improvements in numerical methods, and the inclusion of modules describing solute and sediment
transport, geochemical processes, erosion, dual subsurface porosity, and an extension to three
dimensional groundwater (saturated) flow. Further elaboration is omitted here due to a paucity of
published documentadon.

Bdiley et al. [1974] descdbed the basic components of a coupled surface-subsurface solute
transport model which, when “piggybacked” onto a coupled flow model [e.g. Freeze and Harlan,
1969}, would provide a tool useful for predicting pesticide and nutrient runoff. A large number of
models have been developed along these lines [e.g. Metcalf and Eddy et al, 1971; Donigian et al., 1977,
Huber and Dickenson, 1988; Bicknell et al., 1993; Dorigian et al.,, 1996; Huber, 1996}, but, while integrating
a substantial number of surface flow and transport processes, these models generally lack rgorous
consideration of subsurface processes.

A step towards integration of surface and subsurface processes was presented by Gowndaraiu

[1996], who, by matching boundary conditions, could couple two-dimensional variably-saturated



subsurface flow and transport with one-dimensional flow and transport on the land surface.
Empirical mass-transfer coefficients were utlized to descrbe solute movement between a thin
mixing zone and the surface and subsurface continua. This mixing zone concept is utilized in many
surface water quality models [e.g. Ahuja, 19806]. In contrast, Wallach et al. [1988, 1989 a,b] and Wallach
and van Genuchten [1990] describe surface-subsurface solute transfer by a mixture of diffusion and
advection. The diffusive coupling parameter can be viewed as equivalent in function to the first-
order exchange coefficients utlized by Bencalz [1984 a,b] and Bencala et al. [1984] to couple transport
in streams with the underlying porous medium. First-order exchange coefficients are well established
to couple transport in dual subsurface continua [e.g. van Genuchten and Wierenga, 1976; van Genuchten
and Dalton, 1986; Rasmuson et al,, 1990; Jarvis et al,, 1991; Gerke and van Genuchten, 1993a,b, 1996}, and

are utilized in many of the dual-continua numerical models currently available.

13 Objectves and Scope

The objective of this thesis is to develop and evaluate 2 general, physically-based numerical
model that incorporates all of the streamflow generation mechanisms discussed above, including the
transport of muldple dissolved-phase chemicals. Snowmelt, and canopy interception, and sediment
transport are not considered at present. The two-dimensional diffusion-wave equaton 1is
implemented to describe flow in shallow surface water, while flow in varably-saturated dual
subsurface continua (porous medium and macropores/fractures) is described by the three-
dimensional Richards equadon. Transport in both the surface and subsurface continua is descubed
by advection-dispersion equations. Linkage is through first-order, physically based flux relationships
or through contnuity assumptions. One system of discrete algebraic equations is assembled and
solved such that fluxes between continua are determined as part of the solution. The term znfegrated is
used, therefore, to differentiate the numerical model developed here from previous efforts [e.g.
Freeze, 1978]. Utilization of the first-order coupling approach eliminates many convergence and
boundary condition assignment algorithms. The numerical model is modular in form, is tailored
towards irregular geological, surficial and areal geometres, and utilizes robust and efficient

10



discretizaton and soluton techniques. Surface topography and the associated effect on storage and
potenual gradients is imbedded in the structure of the numercal model

The flow of water and transport of solutes on the land surface is integrated with processes
occurring within a variably-saturated porous medium containing macropores or fractures. To the
author's knowledge, this work presents the first rigorous attempt to link flow and transport
processes on the land surface with those in vanably-saturated, dual-continua subsurface. The
intended application is the evaluation of conceptual models of hydrologic response, solute transport,
and stream water orgin developed on hillslopes and subcatchments. Many other applications are
possible, although data requirements may be prohibitve [e.g. Beven, 1989]. While the objective of this
work is the development of an integrated numerical model of surface and dual-continua subsurface
flow and transport, model application is restricted to allow a detailed analysis of hydrologic response
and tracer transport in coupled surface-porous medium systems. Transport simulations are restricted

to address conservative solutes.

14 Thesis Organization

The governing equations and related assumptions are discussed in Chapter 2. Chapter 3
presents spatial and temporal discretization methods and methods utilized to solve the resulting
nonlinear, coupled system of discrete equations. All component modules of the numerical model are
tested in Chapter 4 by comparing solutions with published experiments, analytical solutions, or the
results of existing numerical models. Coupled surface-subsurface flow and transport is investigated
in detail by comparing solutions with a laboratory experiment [4bdw/, 1985]. Chapter 5 presents
simulations of a field-scale experiment of coupled surface-subsurface flow and transport [Abdul,
1985] and investigates the sensitivity of predicted discharge volumes and tracer concentrations to
topography and channel incision, initial water table elevations, hydraulic conductivity, and stream
roughness. Comparisons are made with solutions based on traditional seepage face boundary
conditions, and the relationships betwc;cn rainfall-runoff response, tracer transport processes and

hydrograph separation of stream discharge are investigated. Summary and conclusions are presented

11



in Chapter 6. Appendix A discusses spatial discretization issues, evaluates solution sensitivity to grid
refinement, and introduces and compares an alternative, prsm-based discretization scheme with

isoparametric prsm and tetrahedral finite elements. References follow the appendix.
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Chapter 2 Theoretical Development

This chapter presents the development of equations governing the flow of water and transport of
solutes on the land surface and in an underlying porous medium which contains macropores. First-

order flux relavonships are presented for use in coupling flow and transport between continua.

2.1 Govemning Flow Equations

The movement of water on the land surface and in the porous medium, including its
macropotes, is assumed to be proportional to hydraulic potental gradients. The air phase is assumed
infinitely mobile in the subsurface and hysteresis is not considered, although the latter could be
included. Water density and temperature are assumed constant water is assumed incompressible.
Varably-saturated subsurface flow is assumed laminar and Richards’ equation is applied under
unsatirated conditions. Macropores (fractures), if present, form 2 second vanably-saturated
subsurface contnuum in which Richards’ equation is taken to be valid. Surface flow is described by
the diffusion wave and Manning equations. Coupling between continua is implemented with first-
order exchange flux relationships drven by pressure head gradients [e.g. Barenblatt et al, 1960; Warren
and Root, 1963] or by continuity of the pressure head [e.g. Therrien and Sudicky, 1996].

Preferendal flow paths in the porous medium may be caused by root or worm holes, by
desiccaton cracks, or by fractures. These features, referred to here as macropores, may be
represented as discrete enudes if widely spaced [e.g. Therrien and Sudick:, 1996). The macropores may
be grouped into a second overlapping continuum if spacings are small such that the porous medium
representative elementary volume (REV) contains sufficient numbers of macropores. Two pressure
heads then can be defined for every point in the flow domain, representing the average head in the
REV for the porous medum (Wp ) and macropores (Y ), respectively. This dual continuum
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Figure 2-1. Schematic diagram of water flow and solute transport in surface water overlaying a

porous medium containing macropores.

conceptualization is referred to as a dual porosity model if one continuum dominates storage
potential while flow processes dominate in the second [e.g. Warren and Root, 1963]. If significant

flow occurs in both continua, the conceptualization is known as a dual-permeability model. Many
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varations of these conceptualizations are possible if muldple continua can be identified. The
volume fraction of porous medium (2.11) may be subdivided fusther to more accurately calculate
transient water exchange, following the multple interacting continua (MINC) approach of Preuss
and Narashimhan [1985]. The following paragraphs present the development of equatdons
goveming the movement of water on the land surface and in the dual-continua subsurface. The
subscrpts p, 7, and 5, denote porous medium, macropore, and surface varables, respectively.

The flow of water in a vanably-saturated porous medium and inside the macropores is

assumed to be described by [Richards, 1931]:

¢S, (2.1)

=V.-fig+q® +q°
fo.,r ffqxq

where ¢ = time [T]; S, = water saturadon [-]; ¢ = porosity []; g’ = specified rate source/sink
[T']; ¢° = rate of water exchange with macropores or the surface continuum [T']; f* = volume
fracton associated with each contnuum [-]; and f“ = area fracton associated with each
continuum [-]. The Darcy flux is given by:

_ 2.2
q:-km%kV(w+ z) @2

where i = pressure head [L]; z = elevadon head [L}; k,,, = relative permeability [-]; k = intrinsic
permeability vector [L7]; p,, = density of water [ML"]; 4, = viscosity of water [ML'T"}; and g =
gravitational acceleration [LT?. The porosity of the porous medium is assumed a function of

pressure head and is approximated as (Krgpins£i, 1990]:
¢p =¢pd[1+ﬂppwg;”p] (2'3)

where f, = compressibility of porous medium [LT*M'] and @, = a reference porosity at
atmospheric pressure. Macropore deformation is not considered in this work (5, =0).

Saturation, S,,(¥), and relative permeability, k,,,(S,, ), are assumed to be nonhysteretic and
can be descrbed by tabulated laboratory data or by functional relitionships [e.g. Brooks and Corey,
1964; Mualem, 1976; Gillham et al., 1976; van Genuchten, 1980]. For example, the van Genuchten [1980]

functional relationships are given by:

15



S.(v)=5,, +(1-S,, )[1 +[ayf["]—m;m =1-1/n 249
k. (S.)= 55/2[1 ~(1- s,'/"')"']2

where @ [L"] and n are empircal curve-fitting parameters. The effective saturation, S, , is defined as:

S, —Sw’) (2-5)

S, = max| 0,——=
-5,

where S, = residual saturadon. The van Genuchten-type relative permeability curves for

macropores are scaled at low sarurations using:

k. = ko, (2-:6)
0 5, < Sz
z=1[(5. - sz faszme] sz <, cosm
| 282 < S,

where S is the effective saturation at which flow begins. This scaling introduces an additional
degree of independence between the saturaton and relative permeability funcdons and provides
explicit control over the inination of macropore flow at low saturation.

The effect of hysteresis and saturation-dependent anisotropy on the combined relative
permeability-hydraulic conductivity tensor [Bear ef al, 1987; McCord et al, 1991] is not considered in
this study. The combined effect of these processes on flow and transport at the watershed scale will
be difficult to predict as wetting and drainage states are spatially- and temporally-variable, affecting
both the initial state of the system and its transient response dunng multiple precipitation and
evaporation sequences. An investigation of these effects in the context of a fully coupled numercal
model with multiple interacting continua is left for future studies.

Macropore geometry, effective permeability, and effective porosity values may represent
laboratory or field measurements or can be calculated directly given measurements of macropore
distributions and sizes and a geometric model [e.g. Luxmoore et al, 1990]. Volume and area fractions

can also be derived from geometric models. Assuming the macropore aperture or radius to be much
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less than the spacing between macropores (4, <<a,, ), one can define the effective interfacial area,
A: [L?, between the macropore and porous medium continua [e.g. Preuss and Narasimban, 1985;
Barker, 1985; Gerke and van Genuchten, 1996] as:

A=V @7

where V; =V +V, is the totl averaging volume [L’]; and V, and V,, are the volumes associated
with the porous medium and macropores, respectively. For rectangular porous medium blocks,
the surface area to volume ratio, {¥ [L’L”], of the macropore-porous medium interface is

approximated as:

2 2.8
J2a) 3 g s 28)

 (2a,)  a,

G

for equal macropore spacings of 2a,, and:

gl L1 2.9)
m, Am,  Gm,

for unequal spacings, where 2a,, , 2a,, , and 24,, are the macropore spacings in the x-, y-, and z-

m',

directions, respectively (Figure 2-1). Other geometric models will yield different parameters or

funcdons. The volume fraction associated with the macropores is given by:

v _ ba4, . (2-10)
fr="te bl
Vr
with the remaining volume fraction:
fp"zl_f"‘:=1__bmé’:' 2.11)

being associated with the porous medium, which may be subdivided further [e.g. Prewss and
Narashimban [1985]. The effectuve porosity of the macropore system given by (2.11) is unity but
may be reduced due to mineralization or sedimentation [e.g. Nerefnieks and Rasmuson, 1984].
Macropore permeability can be derived from geometric models as well. Macropores could be
conceptualized, for example, as consisting of a set of parallel tubes to represent root or worm holes,

with intrinsic and effective permeability calculated using the Hagen-Poiseuille equation [e.g. Dunne
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and Phillips, 1991; Brown, 1995]. Macropores can also be conceptualized to consist of non-deforming
parallel plates representing, for example, desiccation cracks in structured soils [Davidson, 1985 ab].

Intrinsic and effective permeabilities are then given as [Swow, 1969; Bear, 1972]:

L () (212
" 12

Re g — » prd — a
K =kn, —k"'rrr =kt

where 2b,, is an effective macropore aperture [L], and:

2b 2b
¢ =_ m =—2-p
fm (am +bm) a m << am

(2.13)
defines the approximate fractional area available for macropore flow per total unit area in each
principle direction. The area available for flow within the porous medium is reduced by an

equivalent fracton:

fo=1-fo 2.14)

Effective permeabilities for unequal macropore apertures or spacings can be calculated as:

2 2 2.15
(26,,) b, (26,) 5, b, b, (2-15)
k= T e
12 a, 12 a, a, a4,
2 2
o n e () b b
“" 2 &, 12 a, " a, a,
2 2
26} b 2b, | b b b
b= =( ) m,+( ".'v) m';f,:,“—m‘—*’i
i 12 a, 12 a, °™ a, a,
Gerke and van Genuchten [1996] approximate area fractions with volume fractions:
v v, (2.16)
@ o f¥V - m T fV=t=1-F"

This approximation is reasonable, as the fractional area associated with each continuum is often an

assumed or fitted parameter.
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The conceprualizaton introduced above effectively groups systems of connected
macropores together to form a second subsurface continuum. The average properties of this
continuum may be spatially variable. Tacit additional assumptions are that a representative
elementary volume exists, that macroscopic potental gradients drve the flow of water within the
system of connected macropores, and that the flow of water is Jaminar. However, not all
macropores may be fully actve in the flow process at a given macroscopic water saturation: this
process is descrbed functionally in this work by the characteristic relationships. These assumptions
could be relaxed in future studies to include flow channeling through subsets of connected
macropores, although parameterization would be exceedingly difficult at the field scale.

Two-dimensional surface flow is conceptualized as a third continuum that interacts with the
porous medium and macropores through a thin soil layer at the land surface interface. The thickness
of this layer, a, [L], is assumed to be proportional to the permeability of the underlying porous

medium [e.g. Richardson and Parr, 1991]:
a, o [l @17)

and represents a characteristic length scale related, for example, to momentum exchange between
the surface water and undetlying porous medium. Assuming a unit interface area (( ¢ = 1), a, is
equivalent to the volume fraction f” [] and pressure head, through continuity, is assumed
equivalent to the water depth [e.g. Freeze, 1978].

The transient flow of surface water can be described by the diffusion wave approximation of
the depth-integrated shallow water equations. This simplified surface flow equation adequately
resolves backwater effects and is applicable to flow on flat surfaces except in situatons involving
very steep waves [D7 Glammarco et al, 1996]. Assuming a negligible influence of inertial forces and a
shallow depth of water, ¥, [L], one can describe the conservation of water on the land surface by
[Xanthopoulos and Koutitas, 1976; Ponce et al., 1978; Vieira, 1983):

I(S,.h+v,) _ (2.18)
= =V VA tag tag
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where g, = surface water velocity [LT']; ¢° = source/sink [T'], and g° = surface-subsurface
exchange [T']. The surface saturation S, and storage depth, ¥, , are defined as:

Sw‘ = min[l, max[O, /8 /h_']] l//:, = ma_x[o’ v, — hs] hx > a, (2.1 9)

where h_ [L] represents the average height of non-discretized surface microtopography [Waolbiser et
al, 1990; 1996). The mobile water depth, ¥, is defined as:

v, =ma{0.y, —yr™] yr™ =S, h (2.20)

where ¥ is the depth of ponded water that does not participate in overland flow (e.g-

depression storage) and S, 1s the residual surface saturation. Varables utlized in the surface flow
equations are defined in Figure 2-2.

o - v ------
) ¥, = MAX(0,y, -w™"™) -»
o v, =MAX(0,y, - h ) =

N
= S,=MIN(1,MAX(0,¥/h)) 2

pond .
V. water depth VY. immobile surface water depth

¥, mobile surface water depth
storage above microtopography S, surface saturation

h, height of microtopography
Ys

Figure 2-2. Definition of surface water flow varnables.

The surface velocities are calculated utilizing a two-dimensional form of the empirical,

though well-established, Manning water depth/friction-discharge equation [Manning, 1891]:
3

W @.21)
.= ZPV? V(y+ z),
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where 7i = Manning’s surface roughness tensor [TL"’]. The friction or energy slope, ® [, is
approximated as:

o[zl (2=l T -
* y

The Manning roughness coefficient in (2.21) is assumed to incorporate all surface boundary
friction and wrbulence effects. The numerical value of the local Manning roughness should,
furthermore, be viewed in a spatally-averaged sense, as it can represent both mixed sheet and
concentrated (L.e. rll or gully) flow in the overland portions of a watershed [Moore and Foster, 1990].

Surface water flow is assumed to be gradually varying with respect to space such that
pressure and velocity are distaibuted uniformly over 2 flow cross section; land surface slopes are also
assumed to be gradually varying. Following Chow and Ben-Zvi [1973), equation (2.18) is assumed to
descrbe both overland and channelized stream flows. Special consideration for one-dimensional
channel flow can be included in future studies, although the morphology of natural channels is often
an assumed parameter in most routing models and can be emulated through varation of the surface

roughness coefficient [Grayson et al, 1992] and discretizadon of the channel topography.

2.2 Governing Transport Equations

The equation describing advective-dispersive transport of each species in each varably-

saturated subsurface contanuum is:

f "[%5+ /ICR] =-V-fGC+V-f[(¢5,D, +45,D,)VC|+[ACR] , @23)

+g*(C-C") £ f*(q°C* +4™)
where C = concentration in water [ML; R = composite storage/retardation term []; D =
dispersion coefficient tensor [L’T"]; A = first-order decay constant [T"']; par = indicates chain
decay parents; C = concentration in injected water [ML’); C° = concentration in upstream
continua [ML7; and ¢ = diffusive exchange between continua [MT"']. Equilibrium partitioning is

assumed between the mass of each species in the water phase and the masses in the sotbed and air
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phases, respectively. Water-solid partitioning is assumed to be described by linear isotherms. Water-
air partitioning is assumed to follow Henry’s Law. Under these assumptions, the porous medium
composite storage/retardadon term is defined as:

R, =¢,,Swp +K,,¢,,S“P +de o, (2.24)

where §, =1-S, = air phase saruration [-]; K, = water-air partitioning coefficient [; K, =
macropore surface partitioning coefficient [L’M”; and p, = porous medium bulk density [ML?].
The macropore composite storage/retardation term is defined as:

R,=¢.S, +K,0,5, +¢.5, K, / b, (2.25)
where K, = water-interface wall partiioning coefficient [L]. The mass in all phases is allowed to
decay at the same rate. This latter restriction can be removed by defining sépa.tate first-order decay
constants for each phase.

Dispersion tensors, D [L*T], are, for the mechanical mixing and diffusion in the mobile
water phase [Bear, 1972]:

= q4 . (2.26)
¢SWDW =(a1 _al)_(;-l-a’lq‘é:j-‘-mwer 6{[ i,f:'xyy,z
a
and, for diffusion in the passive air phase:
¢Sa§a = Kh¢5‘ar‘l Dtau ir j = xsy + Z (2.27)

where D, = diffusion coefficient in water [L*T"]; D, = diffusion coeffident in air [L’T"]; @, =

longirudinal dispersivity [L]; ¢, = transverse dispersivity [L]; q[ = magnitude of Darcy flux [LTJ;

and §; = Kronecker delta []. A modified form of (2.26) is used to allow different transverse
vertical, ¢, , and transverse horizontal, &, , dispersivities [Burnett and Frind, 1987]. Tortuosity, T
[-], for each phase can be specified or defined as 2 function of saturation and porosity [Milington,
1959; Millington and Quirk, 1961]:

(59)" @29

T=
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Transport 1n the surface water is described by [Peyton and Sanders, 1990; Rivin and Wallach,

1995; Govindaraju, 1996]:

[c?g_;& + ;LC,RS] =-V-y.3.C.+V [y/ DW’VCS] +[AC,R], (2.29)
ta;qi’(C _ C’) ia,[q‘C‘ +q0‘]
Surface storage/retardadon, R, [L], is described by:
R =[S, K, +v, ] 230)

where K, = linear water-surface soil/vegetation partitioning coefficient [L]. Note that surface

concenrrations represent depth-averaged quantities because rapid vertical mixing in shallow water

is assumed. The two-dimensional dispersion tensor, D,, representing diffusion and spreading due
to turbulent mixing, is assumed to be described by:

(2.31)

4.4,

Dw =(6U,!x —arx)"l?l—-f' a,,lq,[§,.,.+D;5,.,. Lj=x,y

s

2.3  First-Order Coupling Relationships

Exchange of water and solutes between contnua is approximated with first-order
relationships:
g =a'Ay g = a®AC (2.32)
which descrbe the rate at which continua interact. The interaction or exchange coefficients, o
[L'T"], and @™ [T'], can be interpreted as: (1) lumped fitting parameters utilized to match observed
responses [e.g. Bencala, 1984; Brussean and Rao, 1990; Govindaraju, 1996; Ray et al, 1997} or (2)
functions of interface geometry (2.8) and charactenstic length scales:

. e 2.33
o & 4 (2.33)
a

a =k, a® =g 2
a

where the parameters @° [LT"] and ¢ [L?T"] are defined as functions of fluid or solute properties

and system parametets such as saturation or permeability [e.g. van Genuchten and Dalton, 1986; Wallach
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et al., 1988, 1989; Sudicky, 1990; Gerke and van Genuchten, 1993a,b, 1996]. This later approach is udlized
in this work, with water and solute exchange assumed to be described by one-dimensional Darcy
and advectuon-dispersion equations, respectively. Use of large exchange coefficient values promote
concentraton and pressure head condnuity berween two interacting continua, and small values
promote disequilbnum. The following sections provide funcuonal definitons of the coupling

coefficients & and .

2.3.1 Water Exchange

First-order coupling relatonships, while approximate, have a long history in coupled
subsurface flow [e.g. Barenblatt et al, 1960; Warren and Root, 1963]. The use of such relationships to

couple surface and subsurface flow, however, is unique. The coupled system of equations udlized in

this work is:
99,5, a , . . (2.34)
5 o = V- 5% *q i-qp.‘ i-‘sz
s :
Iu b = V-f'q  *q, *q, *q;,
3
I(S..h+v, ) B , L L
0—, t = V : w:’ qs iasq: iasQr‘,, i-aSQt:

which provides for distunct porous medium and macropore storage capacities and veloaties, and
allows an analysis of the effects of by-pass flow on infiltration and solute transport. The first-order
flux relatonship (2.32) eliminates iteration between the surface and subsurface flow solutions to
determine matching boundary conditions. In this way, specified fluxes are apportioned between
continua in an implicit, natural manner [VanderKwaak and Sudicky, 1995, 1996]. Water added to one
contnuum is stored, transported within the contnuum, or transferred between continua. The time
scale of response associated with each continuum is maintained but is intimately linked to the
dynamics of the coupled system. In contrast, Brown's [1995] coupled system of equations can be

wrtten as:
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26 .S (2.35)

p.mT W - V_— i_ b i_ 4

at ql’-’" %.m qi.m,
35, (w,) _ j
Z2w\Ps) . +gb  +g

ar % % %.n

where the interface area and characteristc length scale are determined by the spacings of the
discretized volumes.

The exchange of water berween condnua is assumed analogous to a one-dimensional
variably-saturated form of Darcy's equation. The exchange coefficients are thus nonlinear and the
magnitude of pressure head disequilbrium between any two coupled continua is affected by the
degree of saturation. Subsurface water ex e is assumed to be described by [e.g. Barenblatt et al,

1960; Warren and Root, 1963]:
% = ClVe =¥, )=, @36

For equal macropore spacings and an isotropic porous medium, the water exchange coefficent is:

e e e :; (2'37)
amp = knv¢mp ;

a,
¢'¢np - Ze pwg ke

w

The interface permeability, k° [L?%, is approximated by a harmonic average of the respective
contirua, weighted by volume or area fractions:

k k(£ + £7) _ k,k., (2.38)
kol thndy knfu +k, (1= £2)

€ _

This average is dominated by the porous medium permeability if macropore volumes are small. The
exchange coefficient utilized for rectangular porous medium blocks with unequal spacings is given

by: '
e Q, e;: (2.39)
a==m«pwg[k2 W u«,}
K, |a., a, a,



The dimensionless parameter, X, is udlized to scale the magnitude of (2.36). This scaling
may represent an altered effective permeability due to interface mineralization or microfracturing
le.g. Prewss and Wang, 1987], or an altered interfacial area caused by channeling of flows along
macropore walls [e.g. Hoogmoed and Bouma, 1980). Gerke and van Genuchren [1993a,b] udlize a scaling
parameter to compensate, in part, for the first-order coupling reladonship (2.37), which tends to
underestimate water exchange under large potenual gradients. This inaccuracy can be minimized by
further subdivision of the porous medium into muldple interacting continua (MINC), as
demonstrated by Pruess and Narashimban [1985]. In the study by Gerke and van Genuchten [1993a,b], the
macropore contgnuum was both fully saturated and the source of water, the macropore continua,
was taken to be upstream of the porous medium continuum at all times. The validity of a constant
scaling parameter for bi-directional exchange under varably-saturated conditions is unclear. One
possible functional form of ¥~ is:

x=S (2.40)

.
W

which scales the degree of interaction (or area) by the macropore saturation [e.g. Wang and

Narasimban, 1983]. If evaluated implicitly, (2.40) will represent an additional nonlineanty in the first-

order coupling.
The relative permeability, k7, [-], is defined in the upstream continuum:
pe = km;» Y, 2y, : (2.41)
"k Ve > Y,

which ensures that the discretized soluton is monotone [e.g. Kropinskz, 1990]. Gerke and van Genuchten
[1993a,b] and Zimmerman et. al [1996] suggest that the relative permeability be evaluated using the
porous medium characteristc curves and the interface potential which, through conunuity, is equal

to that in the macropore system:

ke, =k (5., (¥2) 242)

The relative permeabilides predicted by (2.41) and (2.42) will be within an order of magnitude in

value, which is reasonable given the uncertainty associated with the geometry (2.7) and interface
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permeability (2.38). Use of a scaling factor such as (2.40), furthermore, reduces water exchange by a

similar order of magnitude.

&

mp» Cause rapid equilibration of pressure

Large subsurface water exchange coefficients, &
head between interconnected continua [e.g. Gerke and van Genuchten, 1993 a,b, 1996]. The subsurface
contnua then respond concurrently to pressure changes, with the influence of the macropore
permeability becoming more dominant as the pressure head approaches the macropore entry value.
This represents one possible form of an equivalent porous medium representation of the coupled
subsurface flow process. A small influence (i.e. 2 small &) decreases the macropore-porous medium
interaction and provides for increased by-pass flow to depth.

Surface-subsurface water exchange is given by:

¢ =a,(v,-v,)=-4, g =a: (W, ~¥.)="4, (243)

where the water exchange coefficients are:

(4 e 2-44
o = kgt o o = ke i St @49
a, a,
e __ ae P8 do. 7,22 e __ e Pw8 a Lz
¢:p—Z pr kp (0_",,—;( L, fm km

The upstream-weighted relative permeability (2.41) will be unity if groundwater discharge (seepage)
is occurring at the land surface. For infiltradon conditions, interface relative permeabilities can be
specified using the empirical surface saturaton function (2.19) in combination with the relative
permeability function of the underdying porous medium. Psuedo-relative permeability is defined in

this work as a simple power function of an effective saturation (2.5):
k,, =SX5) (2.45)

which ensures continuous derivatives as water depths approach zero. Continuous derivatives are also
generated as water depths approach the height of the microtopography (see Figure 2-3), with the
relative permeability attaining a constant value of unity when water depths are greater than the height

of surface microtopography. Specification of a non-zero residual saturation, S, , in combination
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with a nonzero mobile water depth (2.20) ensures that the surface transport equation is defined at all
values of water depth (including negatve). This depth-based function can be interpreted as reducing
the area utlized in coupling the surface and subsurface flow continua, resulting in restricted
infiltration from concentrated ponding in olls [Dunne et al., 1991]. This reduced area limits infiltraton
from ponded water, which will also affect surface hydrodynamics, as more water is available for
overland or stream flow. Such effects may be significant once rainfall ceases or when subsurface
heterogeneity causes spatially varable infiltration and surface water run-on [Woolhiser et al, 1996].
Semi-permeable surfaces (Le. crusted soils, roads or leaky concrete channels) can also be considered
through the scaling coefficient (0< ¥ <1). Setting this coefficient to zero accommodates
impermeable surfaces by decoupling the surface and subsurface flow systems entirely.

1r —=
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3 g ;s
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[ 4
§> 0.6 E 3 ;"
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[«+] (
a. 4
o 0.4 K4
2 g
3 03}
S k,,=$
0.2 E S eememes k= ST
0.1 E ’,."

0 01 02 03 04 05 06 0.7 08 09 1
Saturation (S,)

Figure 2-3. [llustraton of the empirical surface relative permeability function.

Infiltration and discharge seepage rates are determined by pressure head gradients and the
propertes of the underlying porous medium and macropores. Subsurface heterogeneity and its
influence on infiltration, subsurface flow, and seepage, is implicitly considered through possible
spatial varability of the vertical permeability [Freeze, 1980; Sharma et al, 1987; Binly et al, 1989 ab;
Somith et al, 1996]. While the area associated with the macropores ( f;‘) may be small, the effective
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permeability contrast between the two subsurface continua may allow significant water movement
directly into and through the macropores once surface ponding occurs [Edwards et al, 1979; Hoognoed
and Bouma, 1980; Davidson, 1985 a,b; Beven and Clarke, 1986]. This enhanced surface flux is likely to
occur when the ranfall at the land surface exceeds the infiltration capacity of the porous medium,
but not the combined infiltraton capacity of the porous medium-macropore system [e.g. Beven and
Germann, 1982; McDonnell, 1990]. This effect may be wiregular in space and time, varying with
macropore vertical permeability (aperture and spacing) and topography [Dunne et al, 1991].
Penetraton depth will depend on the magnitude of subsurface water exchange, and, in effect,
increases the area available for infiltration by the area of the subsurface interface.

2.3.2 Solute Exchange

The subsurface diffusive/dispersive exchange coefficient, including diffusion in the air phase
is given by [van Genuchten and Wierenga, 1976; Rasmuson et al, 1990; Jarvis et al, 1991; Gerke and van
Genuchten, 1993a,b, 1996]:

G =02(G -G )= @49

For equal macropore spacings and an isotropic porous medium, the solute exchange coefficent is

defined as:
o S (2.47)

€p m
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o +(¢5,7, ), D, +(45,7,) K,D]

(u —“‘D
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%
where @ = exchange dispersivity [L]. The scaling parameter ¥® can be constant or a function
similar to (2.40). Volume fraction weighting (2.38) is again assumed valid and is utilized to determine
interface porosity, saturation, and tortuosity. Unless macropore saturation is small, solute exchange
in both phases will be dominated by the porous medium values [e.g. van Genuchten and Dalton, 1986].
The magnitude of the diffusive exchange (2.46) will affect solute bypass of the porous medium.

Concentration gradients will be large if the porous medium storage capacity is significantly greater
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than that of the macropores. In the absence of mechanical mixing (a" = 0), the magnitude of (2.47)
is likely to be less than the magnitude of the water exchange coefficient (2.37) for moderate-to-high
permeability porous media, providing a greater degree of concentration disequilbrium than may exist
for pressure.

Considerable uncertainty exists in both the mechanism and the parameterization of surface-
subsurface solute mass transfer. Wallach et al. [1988, 1989] approached the problem of diffusive
solute transfer by assuming the existence of a thin immobile water film at the land surface interface.
The thickness of this water film was assumed to be proportional to the Manning surface roughness,
the water depth, and the surface hydraulic gradient Richardson and Parr [1988, 1991] derived an
expression with similar physical meaning but from the perspective of the depth of penetration of the
surface water shear stress into the porous medium, with the water film thickness being proportional
to the square root of the soil permeability. The ability to predict the depth of shear stress interaction
ot the thickness of a thin immobile water layer is debatable, however, in the context of irregular
surface topography and vegetation cover, porous medium heterogeneity, and macropore flow. Havis
et al. [1992] utlized 2 more empirical approach to describe the interaction of agricultural runoff with
a thin mixing zone, treating the conceptual mixing zone as a fitting parameter to match observed
discharge concentrations. Govindarajz [1996] treated both the exchange coefficient and mixing z<')nc
thickness as constants whereas Bencala [1983, 1984] characterized the diffusive transfer of solutes
between stream and sediments as a simple first-order kinetic process.

The coupling approach utilized in this work is similar to Bencala [1983, 1984], with the
exchange coefficient derived from porous medium and solute properties [e.g. Wallach et al, 1988,
1989] and an assumed charactedistic length scale of interaction [e.g. Gerke and van Genuchten, 1993
a,b]. Dispersive-diffusive surface-subsurface solute exchange, therefore, is assumed described by:

g =a(C, -G )=~gq" g =a2(C, ~C,)=-4¢7° (248)

5 5T

where the diffusive exchange coefficients are:
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g 4 (2.49)

afp =P ae" =P =L
s, ¢1‘P a’ S ¢.rm a.‘,
o= iiffale +esa)y 0] en=zesiele +(6.50; O]

Porosity of the interface is assumed equivalent to the underlying continua and tortuosity is evaluated
using (2.28) [e.g. Wallach et al., 1988, 1989)]. The exchange dispersivity, &, represents mixing due to
raindrop impacts or to pumping effects. Saturaton is evaluated as a harmonic average, weighted by

volume fracton:

oo _ S (fr+£) oSS (fa+£7) (2.50)
T Sy S Sy Y Sam [+ S fh

which is equivalent to the surface saturaton if the subsurface continua are fully saturated, thus
scaling the diffusive exchange by the degree of surface ponding. Dispersive/diffusive exchange as
described by (2.49) will increase as the characteristic length scale decreases. Small length scale values
are equivalent to assuming concentration continuity between surface water and the underlying
porous medium [Donigian et al., 1977; Steenbuts and Walter, 1980] whereas larger length scales promote

disequilboum.
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Chapter 3 Discretigation and Solution Methods

This chapter presents discredzaton and solution methods for a fully coupled numerical model
descrbing water flow and solute transport on the land surface and within subsurface porous
medium that may contain fractures or macropores [VanderKwaak and Sudicky, 1995, 1996].
Considerable emphasis is placed upon the use of robust and efficient methods approprate for the
discretization and solution of large-scale problems. The governing equations are discretized in space
using the control volume finite element (CVFE) method [e.g. Forsyth, 1991; Forsyth and Simpson, 1991;
Gottard; and Venutellz, 1994; Costa et al. 1995; Di Giammarco et al,, 1996], which permits a consistent
interpretation of flow and transport processes both within and between continua. The CVFE
method combines the geometric flexibility of finite elements with the local conservation
characterstics of control volumes. Coupling of continua is accomplished by assuming continuity of
pressure or concentration [e.g. Therrien and Sudicky, 1996], or by specifying a first-order flux
relationship between continua [e.g. Warren and Root, 1963; van Genuchten and Dalton, 1986]. Transport
of multiple spedies is solved sequentially after each transient flow timestep, beginning with the first
parent if chain decay is occurring. Nonlinear flux limiters are udlized in solving advective transport
to minimize numercal dispersion. Each system of coupled nonlinear equatons is solved
simultaneously using Newton iteration, and numerical denivatives are employed in the Jacobian
assembly. Efficient and robust iterative sparse matrix methods are used to solve the large Jacobian
systems. Solution accuracy and mass balances are stipulated by the convergence tolerances of the

Newton iteration loops and iterative solver, respectively.
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3.1 Spatial Discretization and Equation Coupling

Simple element types are udlized to allow the efficient use of influence coefficdents in the
evaluation of spaual integrals [Frind, 1982; Huyakorn et al., 1984]. Subsurface element types include
trangles, prisms, rectangles, tetrahedra and blocks. Surface equations are discretized using a second
finite element mesh corresponding to the top of the subsurface elements (Figure 3-1). Surface
elements overlaying subsurface prisms or tetrahedra consist of trdangles, those overlaying blocks are
rectangles, and those overlaying two-dimensional subsurface elements are lines. Element types can
be spanally vanable, a useful option in simulations combining complex geologic and topographic
geometries. Following Panday et al. [1993], modified influence coefficient mattices are utilized for
rectangles and blocks to emulate finite difference connections. This approach is extended in this
work to include prisms (See Appendix A).

Each node in the finite element mesh may have muldple unknowns, with each unknown
associated with different conanua. A mixture of coupling schemes may be utilized, allowing different
continua to be coupled via continuity or by first-order flux relationships. The spatal distribution of
continua can also be varable, allowing, for example, a layer of macroporous soil adjacent to the land
surface or surface processes only in topographic lows. Such spatial varability of continua is
tllustrated in Figure 3-2, which presents a portion of a prism-based mesh with surface equations at
the uppermost nodes, a layer of macropore equations at the nodes adjacent to the land surface, and
porous medium equations at all nodes.

The structure of the corresponding coefficient matrix (Jacobian) is presented in Figure 3-3
for first-order coupling and both standard and modified finite element connections. In both cases,
the diagonal consists of blocks related to the number of equations per node while the off-diagonal
connections are associated with the element types selected for the spatial discretization. Use of
modified elements eliminates cross-element connections (See Appendix A), reducing the size of the
coefficient matrix by approximately twenty-eight percent in this example. Such reduced connectivity

will lower storage requirements and both the Jacobian assembly and the solution effort [e.g. Panday et
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al, 1993]. Storage and compurtational effort may be minimized further if coupling is accomplished by
assuming pressure and concentration contnuity between continua [e.g. Therrten and Sudicky, 1996].
Figure 3-4 presents the coefficient matrices that result by assuming continuity between the porous
medium and macropores, while utilizing a first-order relatonship to couple the surface continua.
Subsurface connections are coincident, reducing the size of the coefficient matrix by forty-one and
fifty-nine percent for the standard and modified finite element connections, respectively. The
sparsity pattern is constant for a given spatal discretizaton and equation numbering: only the
nonzero terms in the Jacobian are stored and operated on. Judicious selecton of coupling
approaches and element types can significantly lower computational effort, as the Jacobian assembly
and solution time is directly proportional to the nodal spatal connectvity and the number of
primary varables per node.

The multiple equation and general coupling methodology can be utilized to include
additional continua or discrete features such as fractures [Therrren and Sudicky, 1996}, wells [Sudicky et
al, 1995; W et al.. 1996), or dle drains [MagQwuarrie and Sudicky, 1996]. Coupling of these features with
other contnua may be accomplished via either continuity assumptions or first-order exchange
relatonships. Exchange relationships are similar to those utilized to couple the surface continuum.
The multiple-interacting condnuum (MINC) method of Prwess and Narasimban [1985] and Pruess
[1991] can be easily implemented by further subdivision of the porous medium volume. Additional
equations describing flow and transport in each continuum are assigned to each node, thereby
increasing both the size of the diagonal blocks and the number of off-diagonal entdes in the
Jacobian. The first-order relationships utilized to couple the multiple porous medium continua are
similar in form to those developed to couple porous medium and macropores. A dual-porosity
approach can be implemented by eliminating off-diagonal entries, corresponding to flow and
transport within a continuum, while retaining entries in the diagonal block, which correspond to

exchange between continua.
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Figure 3-1. Illustration of the relatonship between simple surface and subsurface finite element
meshes, the relatdonship between finite elements and nodal control volumes, and the
coupling of flow and transport on the land surface with that in 2 dual-continua subsurface.
Nodes along the top of the three-dimensional mesh are assigned both surface and

subsurface equations. The surface mesh is coincident with the top of the subsurface mesh.
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Figure 3-3. Jacobian structure for illustrative finite element mesh (Figure 3-2): (a) connectivity
arising from prsm finite elements (132 entries) and (b) connectivity resulting from

modified prisms (95 entries).
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Figure 3-4. Jacobian structure for illustrative finite element mesh (Figure 3-2) assuming continuity
of porous medium and macropore solutions: (a) connectivity arising from prism finite

elements (78 entries) and (b) connectivity resulting from modified prisms (54 entres).
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32 Dirscrete Flow Equations

The discrete form of the coupled surface and subsurface flow equations is:

) ~(as.)], - -
%pﬁ(ssﬂ -st)] +

o (shrw) (s )]

= S 0,05+ S~ w)o + Lot

o0+ S(-a)0; - S

Z @0+ 2(1-0,)0), + 2.0

I, €M1, €N, ENSJET,

where [, j = nodes in the finite element mesh; 77, = the node set containing porous medium
pomary variables; 77, = the node set containing macropore primary varables; 77, = the node ser
containing surface primary variables; 77, =7,U7,U7, = the set of all primary variables; 77, = the
set of nodes in the equadon of unknown i; 2 Q = sum of volumetric fluxes within and between
continua; ZQ , = sum of volumetric sources/sinks; L = time level; @, = flow solution time
weighting (a) P= 0,1); and Af,,;, = global time step. This discrete matrix equation is nonlinear
and is independent of element type and dimensionality.

Discrete water fluxes for subsurface flow and for all coupling terms are defined as:

L+l L+l
= (k ),, I, (3.2
where I, = flow influence or water transfer term. The hydraulic head difference, ¥ is given by:

Y =(W+z) —(v+2), 3.3)

which is the difference in pressure head for primary variables located at the same node. Discrete

surface fluxes are defined as:
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b

. R R L+l N
where I = Newton iteraton level. Note that surface influence terms, (F')“ , are a function of
i

water depth and are evaluated semi-implicitly (see equaton (3.14)). The nonlinear relative

permeability utlized in (3.2) is upstream weighted:

r k. i r;I;>0 (3-5)
™ ke 7T S0

as is the nonlinear surface conveyance term, K:
if ysI3>0 G-6)

K. = (l/fflfs)j /]
"), ¥ on=<o

Upstream weighdng, while diffusive, ensures solution monotonidity [Kropinski, 1990; Meselbe and
Holley, 1993] and is consistent with the hyperbolic tendencies of the governing equations.
The coupling influence coefficient for an isotropic porous medium containing equally-

spaced macropores can be expressed as:

4, 3.7)
a"’:

Porous medium-surface influence coefficients are defined as:

foea, (38)

— n° Di
I:_Jé’ - q’i,;‘, as

=1';(,‘

and the macropore-surface influence coefficients are given as:

oA, - (3.9)

a

x
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The subsurface flow influence coeffidents, [ [L*T'], in (3.1) are linear and are defined as

[Forsyth and Simpson, 1991; Forsyth, 1993]:

L =_£»£SL [IN,fkVN av (3.10)

=2 S [ ) 7 (8 5]

w yen,

=T.

Jt

where (f*£),

the node pair 7, and N = linear basis functions. The coefficients 5", [P, and I} [L] contain all

+1/2 = harmonic-weighted effective permeabilides, 77, = the set of elements containing

elemental geometry and integration informadon and are defined as [e.g. Hxyakorn et al, 1984,

1986a,b]:
«_ON,ON; ., _ONON;, . _oN, 9N, (3.11)
T & " 3y dy ' 3 oz

Interfaces are assumed to lie at the midpoint between two nodes. Element-based coefficients are

equivalent in function to those based upon a control volume discretization [e.g. Patankar, 1980]:

A, (3.12)

where A; = interface area and A; = separation distance between adjacent volumes 7and ;.
Influence coefficients (3.10) must be non-negative for physically meaningful water and
advective solute flux calculadons. Discrete fluxes with incorrect otientations can be generated for
negative values, causing time step reduction and requiring large numbers of Newton iterations to
achieve convergence {Letniowski and Forsyth, 1991]. An ideal discretization method would be based on
(3.12), as influence coefficients are deaved from positive-valued permeabilities, areas and distances.

The finite element-based requirement of non-negative transmissibility:

Z[k;:—llzl it kqv-:-I/ZI J+ u+1/zI z] 20

jen,

(3.13)

is a function of the nodal permeability tensors, the elemental geometry, and the choice of basis
funcdons. For linear basis functions, Lefmowski and Forsyth [1991] indicate that horizontal values of
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(3.13) are negative for block elements with large aspect ratos, assuming a constant, isotropic
permeability tensor. A similar analysis of large aspect linear prisms, presented in Appendix A , leads
to the same conclusion. Tetrahedra tend to produce negative values along diagonal connections. The
simuladon of dynamic coupling using large, irregular, three-dimensional grids with spatally variable
properties effectively guarantees the existence of some negauve influence coefficients. Aspect ratios
are likely to be largest adjacent to the land surface where vertical refinement is desired to resolve
large pressure head gradients. The magnitude and number of these negative influence coefficients
should be minimized to ensure Newton iteraton convergence [Lefniowski and Forsyth, 1991].
Udlization of finite-difference approximations for finite-element coefficient matrices aids in such
minimizatons.

The surface influence coefficients, I', [L” *T"Y, are linear functions of the surface roughness

and elemental geomertry and a nonlinear function of the magnitude of the water potental (friction

Lot Z( 1 )l.L+[ ( I ) ( 1 ) g (3.14-)
L ==2lg7E —| G+ I
! = @ P n Jian ! n” i+y2 !

— 7 I.L+
=T}

slope):

and, therefore, is 2 nonlinear function of water depth. The friction slope, ® [-], is evaluated as an

elemental parameter at the previous Newton iteration level as:

oL = [max(e, V(‘//,' +z, ))]I-I.L+l (3.1 5)

where £ is a small number (e.g. 10” to 10°) that, in the event of a zero fluid potential gradient,
avoids 2 divide by zero in (3.14) by enforcing 2 minimum value of ®. This is equivalent to specifying
a large finite influence. Lagging the evaluation of (3.14) by one Newton iteraton assumes that the
influence is second-order relative to the water depths in the conveyance term. Note that a nonlinear
surface roughness function could easily be included, subject to the same assumption. This
formulation differs from that used by Hromadka et al. [1985, 1987] and Brown [1995] who set the

water flux to zero if the fricdon slope, @, or water depth, ¥, , is less than some threshold value. The
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approach is similar to that udlized by Feng and Mol [1997], who avoided the divide-by-zero
singularity by adding a small number to the calculated gradient.

The discretization and weightng schemes utilized in this wotk eliminates the need for special
treatment of alternating wer and dry conditons on the land surface due to topographic varability.
Similar to Meselbe and Holly {1993] and Feng and Mol [1997], internal boundardes at the land surface
are implicitly considered as the surface conveyance (3.6) and the discrete surface water flux (3.4) are
zero when upstream water depths fall below the height of the storage depressions. Meselbe and Holly
[1993] provide a review of previous numerical approaches to this nonlinear internal boundary
condidon, including the use of an inverse Preissman's slot [e.g. Schuurmans, 1991} and moving or
deforming finite element grids [e.g. Akanbi and Katapodes, 1988].

Use of the surface saturation and relative permeability functions given by equations (2.19)
and (2.45) ensures mass conservation, as infiltration is an implicit function of the surface water
depth. This contrasts to Playdn et al. [1994] who minimized mass balance errors by arbitrarly
reducing the infiltrated water volume to maintain mass conservation and solution monotonicity.
Playdn et al. [1994] and Meselbe and Holly (1993], furthermore, ignore water depths below some user-
specified value by resetung water depth to a small positive value if non-positive values were
generated by their solution method. The spatial and temporal discretization scheme utilized for the
surface equatons provides a mass conservative solution strategy consistent with that utilized for the
subsutface flow equatons. The Jacobian assembly strategy follows the efficdent node-based

algorithm described by Forsyth and Simpson [1991] and is discussed in Section 3.2.2.

3.2.1 Boundary Conditions

Specified or functional boundary conditions can vary in time and space and are implemented
through the manipulation of the source/sink terms in (3.1) [Forsyth, 1988; Costa et al., 1995; W et al,

1996]. The large influence approach is used to enforce specified conditions:
0 =T (Vi-v.) .16
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where ¥, = current pressure head or watér depth; W, = desired pressure head or water depth;

and I,

large

= an influence significantly greater in magnitude than the sum of all other nodal
influences (e.g. 10%). W et al. [1996] demonstrate that the use of (3.16) emulates the effect of a fine
spatial discredzaton adjacent to the boundary (I"l e I/ a)-

Rainfall is assigned per unit area of the land surface [Huyakorn et al., 1986b]:

O, = x4, 3-17)
where g, = the rainfall intensity per unit area [LT '] and A, = the area associated with a surface
water equatdon (A4,), equivalent to the boundary area of a subsurface volume (Figure 3-1). Flux
boundary conditions may be spatally and temporally vanable, allowing non-uniform rainfall
distribution.

In considering coupled surface-subsurface flow and transport, a decision must be made
regarding where to apply specified sources such as rainfall or irngation water. Rainfall interacts with
the porous medium until such time that the surface water depth becomes sufficient to absorb any
vertical inertial forces generated by raindrop impact [I3zard, 1946]. While this may have little effect
on the surface flow solution beyond an increased resistance at small depths [4&an and Yen, 1981}, the
impact on the transport solution may be significant. Furthermore, rainfall mixes with water
contained in the specified boundary volume and, therefore, may alter solute concentrations within
that volume. One possible approach is to use back-calculated maximum infiltration rates at each
node at the land surface to apportion rainfall between the surface and subsurface equatons. To
maintain an implicit solution and avoid the additional computational cost of the back-calculations,
the numerical model developed here can apportion the applied fiux as an implicit function of surface

saturation. This can be written as:

Oy =4rAS. i€, (3.18)
0F = a:4(1=5, Jien, jenNm,

which states that the rainfall is applied to the porous medium surface when water depths are below

residual values ( o = 0). Rainfall is applied to both the porous medium and surface continua prior
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to surface water ponding above the surface microtopography (O <S§, < l), but rainfall is applied
exclusively to the surface contnua if water depths are at or above the height of the
microtopography (S" = 1). Solute mixing occurs, therefore, in the correct water volume. Note that
channel precipitaton (i.e. rainfall directdy onto streams) is included naturally with this dual
boundary condidon. Furthermore, available subsurface storage must be utlized before rainfall is
applied to the surface continuum. Small subsurface discretization volumes will ensure both
accurate resolution of subsurface potenual gradients and appropriate storage response timing.
Several additonal nonlinear water sink boundary conditons are implemented. These
conditions are also evaluated within the Newton iteration loop and form part of the soluton. Free

drainage at the base of the subsurface finite element grid can be specified per boundary area, A,, as:
O, =—k, k=fLA, (3.19)

which assumes a unit fluid potential gradient (gravity drainage) at the boundary [e.g. Simunek et al.,
1985]. Surface outflow flux (e.g. stream discharge leaving computational domain) may be specified

by:

0f ={s(v.~h)] Lin 25,.h 20

which relates boundary flux per unit boundary length L, to crtical water depth to represent, for
example, free-fall over a weir of height A, [Chow, 1959; Freege, 1978]. Surface outflow boundares

can also be specified by normal flow conditions [e.g. Chow, 1959; Freeze, 1978]:
(3.21)

N s 57
Q) =~y ’_n—Lb
where S is a specified stream gradient. Equation (3.21) is equivalent to multiplying the Manning-
denived velocity by the stream cross-sectional area.

Evaporation and plant transpiration are considered using sink functions of the general form:
0, = a(y)Sem,V (3-22)

0y =¥, )S ey



where Q] and Q) represent the actual transpiration and evaporation sinks [L*T'], ST [T"] is the
potential evapotranspiradon rate per unit volume of soil, and SZ_ [LT'| is the potental
evaporation rate per unir area of surface water. The forms of the dimensionless response functions
a(y) and a(y,) depend, for example, upon the distribution of roots with depth, type of plant,
the availability of liquid water, and the minimum permissible pressure head. Reviews of the many
possible functional forms of the stress functons are provided by Feddes et al. {1978, 1988], Mo/
[1981] and van Genuchten [1987]. Addidonal functional relatonships may consider atmospheric
humidity (vapor pressure), wind speed, and solar radiavon inputs. Note that multiple sources and
sinks can be applied at the same position in space. For example, evaporation, rainfall and critical
depth boundary conditions can be applied simultaneously to the same surface equation.

The surface-subsurface flow coupling described in Section 2.3 eliminates the need for special
iterative algorithms to handle seepage faces on non-vertical porous medium boundaries. Seepage is
implicitly accommodated through discharge into the surface continuum. Further, this water is not
lost to the system, but ponds or flows overland, possibly to reinfiltrate elsewhere as conditions allow.
A varant of tradidonal seepage face boundary conditons are included, however, for vertical outflow
boundaries where the surface flow equations are invalid.

Seepage faces in most existing numerical models are initially assigned zero-flux boundary
conditions with the seepage face algonthm performing an iterative search for the locatons on the
boundary at which the back-calculated fluid flux:

== 2 (), (3.23)

jem;
is directed out of the domain (i.e. negative) and the calculated pressure head is at or above the
atmospheric reference value (Le. zero). Once located, the solution is recalculated with the pressure
head at these locations constrained at zero. Pressure heads are not allowed to dse above
atmospheric conditions at seepage faces. This restriction is equivalent to assuming a negligible
ponding depth and that discharged water is immediately removed via a fast mechanism such as
overland flow [Newman, 1973; Cooley, 1983; Huyakorn et al., 1986].
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The seepage face algorithm utilized in this work compares the back-calculated flux to the
specified boundary flux (Le. rainfall), and constrains the pressure head at zero using (3.16) if the
applied flux is larger. This algorithm can be viewed as an adaptation of that presented by Huyakorn et

al. [1986a,b] and can be written in pseudo code as:

IF (constrained) THEN (3.24)
IF (Qp* > Of AND yr < —¢) constrained := FALSE

ELSE
IF (Qr** < Of AND y > +¢) constrained := TRUE

ENDIF

where £ is a small number that minimizes node state oscillaton within the Newton iteration loop
[Cooley, 1983]. A consequence of this algorithm is that water may condnue to be injected into the
subsurface at a ‘seepage’ face [e.g. Forster and Smith, 1988]. In the coupled surface-subsurface
approach developed in this work, the applied water ponds on the land surface undl it is removed
via infiltradon, surface flow, or evaporation. Such conditions are equivalent to applying a transient
pressure head constraint to the subsurface nodes. Ponded water, if available, continues to infiltrate
at the rate dictated by the subsurface hydrodynamics, ceasing when the rainfall ceases and surface
storage is exhausted. The modified seepage face algorithm constrains the pressure head at zero
untl the rainfall ceases and the subsurface water infiltrates. The seepage face algorithm (3.24) is
imbedded in the Newton iteration loop.

An additdonal complexity is introduced at vertical subsurface outflow boundares located
below nonlinear surface water boundaries (Le. at the outlet of a truncated hillslope or catchment).
The boundary condition for surface flow at these locations is described by (3.20) so that the surface
water depth is transient in time and dependent upon the rainfall rate and water flowing from up-
gradient. The pressure head in the immediate subsurface, therefore, is also transient but neither the
pressure heads nor boundary fluxes are known z priorz. The back calculated water flux, (3.23), is

utilized as a subsurface nodal sink term in these situations:
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I1em,

to allow subsurface water to exit the computational domain without discharging through the
surface boundary. Neither the pressure heads nor water fluxes are specified, but instead are both

determined as part of the solution.

3.2.2 Linearization

The system of equations descrbing flow in all continua are solved in a fully coupled fashion
so that fluid exchanges and nonlinear boundary conditions are determined as part of the iterative
solunon. The discrete flow equations are linearized using Newton’s method and numerical
denivatves [Forsyth and Simpson, 1991; Forsyth et al. [1995]. For example, if the surface terms in

equation (3.1) are rewritten in the form of residuals:

p = A [( Suh+ ¥, )L+I _ (S,.,h, vy )L] (3.26)

5
global

_waQL,l Z(l—wf) 2;, 2 Q"

Jem,

3

then off-diagonal Jacobian entries are approximated as:

an{i;Lﬂ _ (W+8)l L+ —Q( )l L+l (3‘27)

E

where £ represents a small numerical shift (.e. 10) in the water depth values. The Jacobian

diagonal entries can be expressed as:

8;;{'“‘ "(GV)»I —r(y+ e)f AL+t L (3-28)
Ay £

The flux terms on the right-hand side of (3.27) are calculated during the formation of the
numerical dervatives (3.27) and the flux derivatives in the Jacobian columns are calculated within
the diagonal-entry flux summatons. Subsurface Jacobian terms are determined in a similar

manner. The complete system of linearized equations:
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[J]I.LH {A W}Iv-l.LH - _{r}l.[,ﬂ (3.29)

can be efficiently constructed by calculating only the diagonal derivatve entries [Forsyth and
Simpson, 1991]. Further details of the Jacobian assembly method can be found in Forsyth and
Stmpson [1991] and Forsyh et al. [1995].

The simulations performed in subsequent chapters, being highly dynamic, are solved fully-
implicitly. However, one can antcpate scenarios in which the dme step required for convergence of
the Newton iteration loop is dictated by the dynamics of surface flow or flow in the unsaturated
zone [S. Panday, per. comm., 1998]. These amesteps may be considerably smaller than required for a
stable and monotone soludon (1) to the linear equations amsing from flow in saturated porous
medium or macropores, (2) to the nonlinear equations in stagnant regions of the unsaturated zone,
or (3) to nonlinear equations in dry regions of the land surface. If variable temporal weighting is
utilized in (3.1), the linearized system of equations (3.29) can be partitioned into implicit (a) ;= 1)

and explicit ((0 = 0) submatrices:

J‘- ; 1.L+1 Agl/, I+1,L+1 ,:+r¢ I.L (3.30)
I s R

[Ji]l.u-[ {A WE}IH_LH — _'{r; + ’;}I.LH - (3_31)

where:

represents equations with explicitly and implicitly evaluated fluxes, including boundary conditions,

and where:

[ JE]I.LH { A Wt}m.t.ﬂ —_ {re}l.ul (3.32)

] L+t

3

represents equations with all fluxes evaluated explicitly. The explicit Jacobian submatrix, [J .

contains storage derivatives only:

G-JQI{,-'Lﬂ (3-33)
TLel Y

v,

s
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and has no off-diagonal entries and can be evaluated inexpensively pror to the Newton iteratdon
loop:
)" ={v.) +{ap}™ 39
={w.} - {n/0}

The explicitly derived solutions {,}"" are thus known at the new time level By eliminating the
explicit equations, the linearized system of equatons, (3.30), is solved only for those equations
containing implicit terms (3.31). The two systems of equations are linked, and mass is conserved, via
explicitly evaluated fluxes in the residual or forcing vectors {r; + J;}I'LH and {re}l'('“. Such coupling
is effectively external and is updated at the beginning of each dme step for each equation.

Equadons with acuve boundary conditions are always solved implicitly. Adaptive time
weighting on the remaining equations is implemented by pre-calculating the explicit solution to all
equations. Those explicit solutions that are unstable (Le. violate the Courant criteria), or result in
pramary variable changes larger than the Newton convergence tolerances are also flagged as implicit.
Consistent temporal weighting is udlized on all coupled equations such that all equations at a given
node are solved implicitly if the previous criteria select one equation for implicit solution. This
conservative strategy partiions the discrete equations into temporally vanable subsets corresponding
to nonlinear or highly dynamic regions and linear or slowly changing regions of the finite element
gnd, respectively (see Secuon 4.4).

The primary varnable switching algorithm of Forsyth et al [1995] is implemented to aid
convergence of the subsurface flow equations. Forsyth et al. [1995] demonstrate that use of pressure
head as the primary vanable in dry regions of the subsurface can cause convergence problems for
the Newton iteration due to the extreme non-linearity of the ¥ — S, relationship. The time steps
required for convergence are often much smaller than those needed for reasonable time-truncation
errors. Selecting saturation as the primary variable in dry regions can significantly reduce these
convergence difficulties. Vanable substitution is accomplished by inve_ttii.lg the y —S§,, relationship
to make pressure head a function of saturation ¥ = (S, ), and by calculating the numerical
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derivatives using a small shift in saturadon instead of pressure head. The same sets of subsurface
flow equations are solved and are independent of the chosen primary variable. Primary vardables at
adjacent nodes may differ, as characterisdc curves and hydraulic conductivities are defined as nodal
parameters in the control volume finite element method (Le. properties are assigned by equation, not
element). Similarly, primary varable switching may be performed if first order coupling is udlized,
but cannot be performed where continua are coupled by pressure continuity assumptions.

Newton linearization proceeds until a specified maximum number of iterations are exceeded
or until the magnitude of the solution updates at each node are smaller than specified tolerances for
each prnmary variable. A check of nodal solution residual errors is performed once the primary
vanables have converged. This check is implemented to ensure 2 monotone transport solution. Ttial
simulations of flow and transport in coupled porous media-fracture systems demonstrate that subtle
changes in pressure head can shift the location of the upstream point used in calculating the
coupling flux. This shifted upstream point can result in a large change in the discrete flux if the two
continuz have drastically different saturatons and relative permeabilities at approximately the same
pressure head. For a very dry fracture, this additional flux can result in 2 large fluid mass balance
error (residual), resulting in a2 non-monotone transport solution (e.g. artificial minima and maxima
develop). Similar behavior may occur when the upstream point on the land surface shifts, indicating
a change from infiltration to exfiltradon, or #sz versa. Forcing additional flow Newton iterations
usually corrects this error.

The residual error tolerance is defined for each equation as [P. Forsyzh, personal communication,
1997):

max({|1 —|of]) < r0l ™" (3.35)

V. /At + 7 max(0,0)+max(0,0,)
VI A+ Y, winl0,0) + win(0.0,)

o

where V,, = water volume. Equation (3.35) is a measure of the magnitude of the local residual

error in relation to the volume of water present at the beginning of the timestep. Note that it may
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be quute difficult to satisfy (3.35) if the surface depths or subsurface saturations are small as small
errors In saturation or water depth may represent a large relative residual error. Calculation of this
error measure is nearly as expensive as to build a Jacobian, and is only performed once the primary
variables have converged due to the update tolerances. The relative error tolerance, tol*™ | is
generally taken to be 10 The dme step is reduced and the Newton iteration loop is restarted if
convergence is not attained 2z both the solution update tolerances and the residual error criteria.
Convergence update tolerances are generally specified to be an order of magnitude larger than the
numerical derivative increment to minimize both residual error and the additonal computational
cost associated with the evaluaton of (3.35).

The convergence behavior of the Newton iterations is aided by applying the under-
relaxaton scheme of Cooky [1983], modified to operate independently on each primary varable.
Furthermore, negative influences (I',', L, ,I';) can be set to zero, ensuring that discrete water and
species fluxes occur in the correct physical direcuon (see Appendix A ). Global timesteps are
selected based upon target changes for each primary vanable [Forsyth and Simpson, 1991; Therrten and
Sudicky, 1996], target residual errors (3.35), and the number of flow Newton iterations required for
convergence [S. Panday, per. comm., 1997], a measure of solution difficulty. Basing time step selecton

on macropore or surface saturaton changes can be quite restrictive.

3.2.3 Solution

Approximate solutions to the linearized equations are generated using an iterative sparse-
matrix solver [VanderKwaak et al, 1997] employing Bi-CGSTAB [van der V'orst, 1992] or GMRES
[(Saad and Schult, 1986] acceleration and reverse Cuthill-McKee ordering [Cuthill and McKee, 1969;
George, 1971] of a red-black reduced system of equations. Preconditioning is provided by incomplete
lower-upper factonzation (ILU) or drop-tolerance incomplete lower-upper (ILUT) factorzation
[Bebie and Forsyth, 1984; Saad, 1996]. ILUT factorizations are performed only on the Jacobian
generated in the first Newton iteration. Solutions to subsequent Newton iterations are

preconditioned using the ILU algorithm and the data structure provided by the drop tolerance
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factorization. Accurate factorizations are generated, therefore, while the higher computational cost
of the drop tolerance algorithm is amortized over the total number of nonlinear iterations.
Convergence of the iterative solver is determined to occur when solution updates are small or a
specified relative residual reduction is attained. Solution update tolerances are generally specified as
one or two orders of magnitude less than the Newton convergence tolerances: residual reduction
tolerances are generally set to 10*. These relatively tght tolerances aid in minimizing local residual

errors (3.35).
3.3  Discrete Solute Transport Equations

Following convergence of the flow Newton iterations, the concentration distribution of
multiple solutes is determined via the sequential solution of the transport equations, beginning with
the first parent if chain decay is occurring. The spatial distribution of pressure head, saturation, water
depth and boundary water flux is known from the solution of the non-linear flow equations. Given
the finite element gnds utilized in solving flow, the final form of the discretized transport equations

for each species in water is:
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(3.36)

where &, =C, ~C;; L and L+1 are global previous and current time levels, respectively; M and

M +1 are the current and target tme levels for the transport sub-timestep; and @ = time

weighting (0 < @ <1). Subtimesteps are determined as specified functions of the global timestep,

by target concentradon changes, or by monotonicity considerations based upon the time weighting

udlized. Subtimesteps are used during periods of slowly changing flow solutions to minimize

computational effort while maintaining transport solution accuracy. Saturations are interpolated

linearly from the known values at the old and current global dmes:
5_(85) D
global

a \ At T (et =)
At slobal

SM+1 =SL+(tM+1 _tL)(_A_S_) = SM +NM(£S_)
Ar global At global
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Pressure heads and water depths are interpolated in the same manner. Water fluxes are assumed
constant over the entire global tmestep and are evaluated with temporal weighting consistent with
that utlized in the flow equation solution. Note that M = L if subtimesteps are not used.

The dispersive coupling influence coefficients for an isotropic porous medium containing

equally-spaced macropores can be expressed as:

=l o
o M ¢ Vi
=lex], =~
= AMH
Where the Darcy velocity, [ql, 1s given by
2.1 €. (3.39)
q = =
-5

Unequal macropore spacing is included in a manner identical to (2.19). Porous medium-surface

influence coefficients are defined as:

AM+I =[ D,]MH .](:a:As, (3.40)
i4 R it as
=AM
his

and the macropore-surface influence coefficients are given as:

. o 14 S Ay (341)
Al:‘finx — [¢ﬂ?‘]i,‘n 'nva: i
— AM+
- Af'..i.-

where the Darcy velocities, [ql, are given by:
_ 19l _ 19| 642
ICI;,.’,I = H [%,i,,l f;’" A:,-

Dispersive influence coefficients for the three continua are, for transport in the porous

medium:
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AP = j VN, . f* (qASwa+¢LS'"Da) VN dv (3.43)

 AM<+l
T i
for transport in macropores:
AM” J-VN f ¢Sw vt wa a )iH ; VNI dv (344)
M+l

Jnln
and, for transport in the surface water:
NG =-[VN, .(v.D,)," VN, da (3-45)

AM-H

Ies

Harmonic weighting of interface areas, saturations and water depths are utilized in (3.43), (3.44) and
(3.45). The dispersion tensors, while updated at each timestep for each species, are constant during
Newton lineanization.

Boundary conditons can vary in time and space and are implemented through manipulation

of nodal source and sink terms. The solute source/sink terms are defined as:

(00), =0, G +3G;C, (3.46)

where Q) = the sum of volumetric water sources; C, = the solute concentration in the injected
water; O = the sum of volumetric water sinks; and C; = the current solute concentration.

The advective concentradon terms, C,,,, can be defined as a linear function using central

weighting:
C +C, 3.4
C""'-i =Ccm['_j = 5 ! G-47)
or upstream weighting:
c = 3 C; if y,,l“ >0=> j=ups;; i=dwn; (3.48)
ad upsy C if v;I; £0= i=ups;; j=dwn;

where ups; and dwn; indicate the upstream and downstream nodes, respectively. Upstream

weighting is first-order accurate and maintains monotonicity at a cost of increased numercal
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dispersion. Central weighting, while second-order accurate, can produce non-monotone solutons in
advection-dominated systems. High velocittes can occur in both the macropore and surface
contnua.

The advectuve concentraton can also be defined by nonlinear functions that reduce
numerical dispersion while maintaining soluton monotonicity. The van Leer flux limited

concentration is defined as [var Leer, 1974]:

s (3.49)
Cuv, =Cim, + O'(r,.,.)?’
where:
N 0 r; < 0 B 5:]' 1 p ,‘; = Cups,j - CZU‘”(BW) (3.50)
a(’;j)— 2r/(l+r) r.->0 i = A A
/) J &= Com, ~ o

and A" = the distance between the upstream and second upstream nodes and A~ = the distance
between the upstream and downstream nodes [Forsyth et al., 1998]. The second upstream point,
2ups(ups; ), is defined as the node connected to the upstream node, ups;;, which contributes the
largest water flux. This definiton is equivalent to the maximum potential method of Forsyth [1994]
and Unger et al. [1996]. Numerical dispersion reducton is accomplished in (3.49) by shifting the
spatial weighting from upstream (most dispersive) to downstream (least dispersive) as a function of
the local concentration gradients. Note that the flux limirer is not applied in coupling transport
between continua: the advective concentration is discretized using upstream weighting in such cases
[e.g- Gerke and van Genuchten, 1993a]. Monotonicity criteria for the possible combinations of spatial

and temporal weighting are discussed in detail by Unger ez al. [1996].

3.3.1 Linearization and Solution

Use of the flux limiting function (3.49) causes the discrete transport equations (3.36) to
become nonlinear. The nonlinear system is solved using Newton's method using assembly
algorithms similar to those introduced in Section 3.2.2 for flow. Approximate transport Jacobians are

implemented to avoid the increased computational cost associated with the inclusion of the second
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upstream points in the advective flux denvatves. In the first approximation, referred to here as a
partial Jacobian, the nonlinear flux limiter is udlized in both the facobian and residual, while the
second upstream points are excluded in the Jacobian data swructure. In the second approximation,
the Jacobian is constructed using the default first-order advective weighting scheme (upstream or
central). The nonlinear flux limiters are applied in the residual calculation only, allowing the Jacobian
to be generated once per subtimestep for each species with the residual updated durdng successive
Newton 1terations [Forsyth et al., 1998].

For example, the residual utlized in geperating a surface equation entry in the constant

Jacobian, [J ]::l, i
1, = A[(RC)" (1At + 20)~(RC)" (At + A@=1))] G5
_ZQI,LHCM-H QZ[C:::lQLH +§M+IAM+I]

while the residual udlized to calculate the forcing vector, {r}i_:f +l, 1s:

r=A, [( RC)"™ (1At + Aw)—(RC)" (/At,, + A(@ - 1))] (3.52)
+A,; Z A [G)(RC)MH-F(I a))(RC ] EQ!;LHCMH
_O)Z[CFA{HQL«-I +§M+IAM+l]i —(1—0)) z[CgQu: +§MAM+I]E
fen,, ' jen;, '

Subsurface residuals are calculated in an identical manner. The matrix equation for the constant, first

order Jacobian can be written as:

[ }‘::l{AC}Hl M+l - __{ }l M+l (353)

while the matrix equation resulting from the partal Jacobian 1s:
[j]’ M+ {AC}M M _ {r }l M+ (3.54)

and is generated using (3.52). Forsyth et al. [1998] provide a detailed discussion of the first-order
solution approach and conclude that convergence requires “about the same number of nonlinear
iterations as full Newton iterations, yet resulted in considerably less computational cost.”” Simulations

performed in this work, however, indicate that the partial Jacobian consistently outperforms the
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first-order Jacobian in solving for transport in advective-dominated, variably-saturated, coupled
continua. The solution of equations (3.53) or (3.54) is repeated until the sizes of the concentration
updates are less than a specified value (e.g. 107).

Additional computation savings may be attained if variable temporal and spatial weighting is
utilized in (3.36). The development follows that presented for the flow equations (Section 3.2.2) and
is repeated here for completeness. Using the constant, first order Jacobian for example, the

linearized matrix equation, (3.53), is partiioned as:

Jié M+ AC, I+1.M+1 ’;FL_*_’; I .M+l (355)
R W VS N B

. LM+ 1M+ 3.5
Jow (8CY ™ =Arp #r, b ©-36)

tlups

where:

[/

represents nonlinear equations with explicitly and implicitly evaluated fluxes, including boundary

conditions, and where:

[ Je]:::l { A CE}M'MH — _{C}:::m (3.57)

represents linear equations in which all fluxes evaluated explicitly with upstream weighting in the
advective terms. The two submatrices are coupled via explicitly evaluated fluxes in the residual or
forcing vectors {r;n +r, };.:m and {r;}::fﬂ. The explicit Jacobian submatrix, [Jz]::l, represents
storage denvatives only (Le. has no off-diagonal entries) and the explicit solution can be calculated
inexpensively prior to the Newton iteration loop:
{c}™ ={c}" +{ac}* ©G-38)
={C {1},

By eliminating the explicit equations, (3.53) is solved only for those equations containing nonlinear
implicit terms (3.56), resulting in decreased Jacobian assembly and solution expense if the number of
explicit equations is significant. Equations with active boundary conditions are always included in the

nonlinear system. Adaptive time weighting on the remaining equations is implemented by pre-
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calculaung the explicit, upstream-weighted solution to all equations. Those explicit solutons which
are non-monotone, or result in concentraton changes larger than the Newton convergence
tolerance, are also included in the nonlinear system. Consistent temporal weightng is utilized on all
coupled equations.

The adaptive temporal weighting scheme was developed to reduce the computational cost
associated with the transport of multiple tracer species located in spatally-restricted regions of the
finite element mesh. For example, tracers onginating below the groundwater table are unlikely to be
distmbuted in the unsarurated zone at later ime, while tracers originating within rainfall are likely to
be distributed adjacent to the land surface at early time. Conservauve by design, this adaptive
Jacobian reduction strategy is effective in partitioning the discrete transport equatons into dynamic
subsets corresponding to spatial zones of active and inactive transport processes. Such partitioning
typically decreased solution times by about fifty-percent for the simulations of multiple tracer species
performed in this work (see Section 4.4).

The data structure (i.e. spatal connectivity or graph) of the reduced Jacobian is dynamic,
changing with time as solutes migrate through the finite element mesh. Therefore, an ILUT
factorization is performed on the first Newton iteraton during each timestep to simultaneously
update both the data structure and the numerical values of the approximately inverted Jacobian (Le.
preconditioning matrx). As first-order Jacobians are constant during a given Newton iteraton loop,
solutions during subsequent Newton iterations can be generated inexpensively by repeated
applicatons of the same preconditioner. Jacobians constructed using the partial approach, however,
are updated durnng the Newton iteraton loop, and preconditioners are calculated using the ILU
algorithm and the ILUT data structure generated during the first Newton iteration.

An additional adaptive temporal and spatial weighting scheme can be utilized in the
calculation of (3.52) to maintain solution monotonicity in implicit or Crank-Nicholson time-
weighted equatons. If Crank-Nicholson time weighting is utilized and the resulting solution is not
monotone, tme weightng for the flux terms in equations in violation is switched to impliat. If

solutions to implicit equations are not monotone, the spatial weighting of advective fluxes is
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switched to upstream. This adaptave weighting scheme was implemented in response to non-
monotone solutions generated at and adjacent to the water table in simulations of dual conanua
subsurface flow and transport. The complex interaction of flow in the porous medium capillary
fringe with high water velocities in the saturated macropore system can place severe restrictions on
the size of stable tume steps in small regions of the finite element mesh. The adaptive temporal and
spatial weightng technique ensures solutdon motonicity at a small number of troublesome equations

while maintaining solution accuracy at the remaining stable equations [e.g. Ungeref al, 1996).
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Chapter 4 Verification and Validation Problems

The numerical model developed in Chapter 3 couples water flow and solute transport on the land
surface with that in the subsurface. The subsurface can be further subdivided into two interacting
continua representing a porous medium and either macropores or fractures. Solutions for variably-
saturated flow produced by the current numerical model have been compared with results presented
in Clement et al. [1994], Forsyth et al. [1995], and Therrien and Sudicky [1996]. Surface flow solutions have
been compared with those generated by the numerical model of Gaottard: and Venutelli [1993] and with
analytical solutions presented by Spbenson and Meadows [1986]. The following sections present a
representative subset of the large number of verificaton and validation problems performed in this
study. Theses problems demonstrare that the modules controlling boundary conditions, unsaturated
flow and transport, nonlinear flux limiter, chain decay, sorption, adaptive time weighting, subsurface
couplings, surface-subsurface couplings, seepage faces, and surface flow and transport are

functioning correctly.

41 Chain Decay with Sorption

The flux limiter, sorption, and chain decay modules were tested by comparing results from
the numerical model with those from an existing analytical solution CMM [HydroGeoLagrc, 1991] for
one-dimensional transport of a three component, sorbing decay chain (Uranium®*, Thotium®, and
Radium™) [Therrien et al, 1995]. The input data are presented in Table 4-1. Flow boundary
conditions and parameters are set to generate a constant velocity along a one-dimensional 500-m
long grid. The concentration of Uranium®™* is fixed at unity at the inlet node: initial conditions are
zero for all species. Summary graphs of the resulting concentration profiles for each species are

presented in Figure 4-1 at a time of 1000 years. The most accurate numerical solutions are generated
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using Crank-Nicholson temporal weightng in combination with the van Leer flux limited spatal
weighting [e.g. Unger ez al., 1996]. This combination of weighting schemes maintains accuracy over a

concentration range of eight orders of magnitude.

4.2 Trititum Transport Through Parallel Fractures

Porous medium-macropore transport coupling was tested under steady flow conditons by
comparing results from the numerical model with those from the analytical solution of S«dicky and
Frind [1982] for the case of tritium transport through a system of parallel fractures 300 meters in
length. Parameters utilized in this simulation are presented in Table 4-2. The concentration of trittum
is fixed at unity at the inlet fracture volume. The initial concentration is zero throughout the
remaining fracture and porous medium volume. Time weightng is fully implicit and the van Leer
flux limiter (3.49) is utilized to minimize numerical dispersion. Figure 4-2 compares the model results
with those obrained with the analytic solution at times equal to 1,000, 10,000 days and at steady-
state. The numerical solution compares well with the analytical, even though the 10-meter nodal

spacing and 1000-day timestep yielded a relatively high Peclet number of 100.

Transport Uranium™* Thorum™  Radium®™

storage R 143 x 10* 5x 10* 5x10°
decay (year') A 2.83x 10° 9x10° - 433x10°
diffusion D, 0 0 0

Velocity v 100 m/year

Dispersivity o 10m

Nodal Spacing Ax 5m

Time Step At 100 years

Table 4-1. Parameterization of sorbing chain decay solute transport verification problem [Therrzen

et al., 1995].
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Figure 4-1. Concentration versus distance for chain-decay verification problem. Solid lines and
symbols represent concentrations predicted by the analyical and numerical models,

respectively.
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Tooum

decay A 1.54x10™ days™
diffusion coefficient D, 1.38x10™ m*/day
Fractures
velocity 1% 0.1 m/day
dispersivity a, 0.1m
aperture 2b, 10*m
spacing 2a,, 0.lm
geometry coefficient il 3
porosity O 1
volume fraction i 10°
Porous Medium
velocity 13 0
porosity 9, 0.01
volume fraction fy 0.999
tortuosity T 0.1
Nodal Spacing Ax 10 m
Time Step At 10’ days

Frind, 1982).
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Figure 4-2. Concentration versus distance for parallel fracture transport verification problem
(Sudicky and Frind, 1982 ]. Solid lines and symbols represent concentrations predicted by
the analyical and numerical models, respectively.

4.3 Variably-Saturated Flow

The modules describing water flow through a variably-saturated porous medium were tested
by comparing results from the numerical model with the laboratory measurements of Vauclin ef al.
[1979] as presented in Clement et al. [1994]. The two-dimensional problem considers infiltration into a
2 m deep by 3 m long rectangular-shaped sandy porous medium in which the initial water table is
located at an elevation of 0.65 m. Recharge is applied at a rate of 3.55 m day™ for eight hours over a
0.5 m-long portion of the left side of the surface, with the water table location being maintained at
the initial positdon at the right boundary for the same period. Table 4-3 presents the parameters
utilized in the simulation. Figure 4-3 presents the simulated and measured [Vauchn et al, 1979] water

table locations at two, three, four and eight hours. Good agreement is illustrated, verifying that the
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vanably-saturated flow and primary vadable switching modules are functioning correctly. These

same modules are ualized for vanably-saturated flow through macropores.

4.4  Adaptive Time Weighting

The adaptive tme-weighting modules were tested by including the transport of three
conservative tracers in the simulation of the Vawchn et al [1979] experiment (Section 4.3). The first
tracer is injected with the rainfall, while the second and third tracers are present initally above and
below the water table, respectively. Injected and initial concentrations are unity and have identical
diffusion coefficients of 1.2 x 10” m®/s. Tortuosities are evaluated with (2.28) and longitudinal and
transverse dispersivities are 0.01 m and 0.001 m, respectively.

Table 44 compares flow solution statistics for simulations performed with fully-implicit time
weighting and with adaptive implicit-explicit ime-weighting. It can be seen from Table 44 that the
computational effort is decreased by solving the flow problem with adaptive time weighting, as given
by (3.30). Figure 4-4 presents contours of total head at two, four and eight hours for implicit and
adaptive implicit-explicit ime weighting, and indicates that the two solutions are identical at the
chosen contour intervals. Also presented in Figure 4-4 is the spatial distdbution of time weighting
utllized in the discrete flow equations (3.1), indicating that explicit weighting is largely restricted to
the upper-right quadrant of the finite element mesh. This region is stagnant, relative to the timesteps
utilized, and responds very slowly to water injection and water table rise. Partitioning these equations
from the linearized flow equations (3.29) results in less computation effort in the Jacobian assembly
and solution, thereby decreasing total solution time by about 33 percent. This adaptive implicit-
explicit time weighting strategy may be beneficial for watershed- or regional-scale coupled flow
simulations with large regions of slowly-changing pressure heads or water depths [S. Panday, per.
comm, 1998].

Table 4-5 compares transport solution statistics for simulations performed with fully-implicit
and Crank-Nicholson time weighting, with partial and first-order Jacobians, and with and without

utlizing the adaptive upstream-explicit system reduction. Solution of the partial Jacobian systems is
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shown to be less expensive than that of the first order Jacobian, and application of adaptive
weighting to the transport equations is shown to reduce computational effort by about fifty percent.
Concentraton contours for the three tracers at two (Figure 4-52), six (Figure 4-6a), and eight (Figure
4-7a) hours indicates that there is no notable difference in solutions generated with the full and
reduced systems. The distribution of spatial and temporal weighting is presented in part b of the
figures. Use of adapuve weighting in the transport equations (3.36) results in explicit evaluation in
large regions of the finite element mesh. Equadons included in the nonlinear Jacobian arise adjacent
to boundary conditions and where concentradon gradients are large, and increase in proportion as
tracers spread through the finite element mesh. As subtimesteps are not utilized in this example, the
transport timestep is equivalent to the global timestep, the varation of which is dominated by
saturadon and pressure changes in the unsaturated zone. Timesteps increase with time as pressure
and saturation changes decrease, causing greater proportions of explicit equations to violate stability
and motonicity crtera [e.g. Unger ef al, 1996). The decreased computadonal cost of the adaptve
implicit-explicit weightng of transport equations is advantageous for simulations in which global
timesteps are controlled by nonlinear surface or subsurface flow, or in which sub-timesteps are
controlled by stability and motonicity crteria for advection-dominated transport in macropores or

on the land surface.
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Figure 4-3. Water table locaton for varably-saturated flow verification problem [Vauchn et al,
1979; Clement et al., 1994]

Porous Medium

hydraulic conducuvity FoPu8i 84m/d
H,
porosity P, 0.3
compressibility B, 0.0
characteristic relatonships = §, (y):k, (S,) @=33rn=41S, =001
initial total head v,+z 0.65m
Mesh
nodal spacing Ax 0.1m
Az 0.05m
rectangular elements n, 1200
porous medium unknowns 7, 1271
Soluton
maximum timestep ALy s 1 hour

Table 4-3. Parameterization of the two-dimensional, variable-saturated water table recharge

verification problem [Vawchn et al, 1979; Clement et al., 1994].
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Full System Reduced Adaptive System

Total Time' 0.15 0.10
Flow Soluton Newton Iterations 284 286
Solver Iteratons 848 841

" minutes (300 MHz Pentium IT)

Table 4-4. Comparson of solutdon statisucs for full and reduced system soluton of varably-

saturated flow.
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Figure 4-4. Comparson of flow solutions with implicit and adaptive implicit-explicit time
weighting; contours of total head (m) and tme weightng distribution at two, four and

eight hours. Note that solutions are nearly idenucal for both time-weighting schemes.
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Jacobian Constant-First Order Partial-Flux Limiter
Time Weightng Non-Adapuve Adaptive | Non-Adaptive Adaptive
Total Time' 0.65 0.34 0.53 0.27
Implicit | Newton Iterations 1363 1348 899 897
Solver Iterations 2019 1997 1287 1295
Total Time' 0.68 0.31 0.53 0.25
Crank-Nicholson | Newton Iterations 1210 1211 819 815
Solver Iterations 1495 1494 995 998

" minutes (300 MHz Pentium II), transport of three solutes

Table 4-5. Comparison of statistics for full and reduced system transport solution.
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Figure 4-5. Comparison at two hours of transport solutions for three tracer species and four
combinations of temporal and spatial weighting methods: (a) concentration contours for
the three tracer species and (b) temporal and spatial weighting distribution for the reduced

adaptive systems. The van Leer flux limiter is utilized in all four simulations.
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Figure 4-6. Comparison at four hours of transport solutions for three tracer species and four
combinations of temporal and spatial weighting: (a) concentration contours for the three
tracer species and (b) temporal and spatial weighting distribution for the reduced adaptive

systems. The van Leer flux limiter is utilized in all four simulations.
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Figure 4-7. Comparison at eight hours of transport solutions for three tracer species and four
combinations of temporal and spatial weighting: (a) concentration contours for the three
tracer species and (b) temporal and spatial weighting distribution for the reduced adaptive

systems. The van Leer flux limiter is utilized in all four simulations.
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4.5 Surface Water Flow

This section evaluates the surface flow modules by comparing predicted discharges from a
simple rainfall-runoff example with results presented by d Giammarco et al. [1996). di Giammaro et al.
[1996] develop a control-volume finite element model of the diffusion wave/Manning surface flow
equations, comparing discharge predictions with results from an integrated finite difference model
and the surface flow module of SHE [A4bbot et al., 1986a,b]. All three models presented by &
Giammarco et al. [1996] externally couple two-dimensional overland flow with one dimensional
channel flow via crtical depth conditions at the interface (Figure 4-8a). Backwater effects (Le. flow
from the channel onto thc; slope) cannot be considered. The numerical model developed in this
work utilizes the same equations on the slopes and channel, solving the entire system simultaneously,
without inhibiting water movement from the channel to the slopes (Figure 4-8b).

The verificadon problem considers rainfall-runoff from a tilted V-catchment (Figure 4-8)
with slopes of size 1000 m by 800 m connected to a channel 20 m in width. Symmetry allows the
consideration of only one half of the verification problem (Figure 4-9a) if discharges are multiplied
by two. Surface slopes are 0.05 and 0.02 along the x- and y-coordinates, respectively (Figure 4-9b).
Rainfall is applied at a rate of 10.8 mm hr' for 90 minutes to both the slopes and channel, whereas
catical depth conditions are enforced at the end of the channel until 180 minutes, the end of the
simulation. Manning roughness coefficients are assigned values of 0.015 and 0.15 for the slopes and
channel, respectively. & Giammarcwo et al. [1996] neglected rainfall onto the channel and assumed that
the channel lies one meter below the slopes.

Figure 4-10a compares discharges predicted by the model developed in this work with
discharges presented by & Giammarco et al. [1996]. Excellent agreement is illustrated, indicating that
the surface flow modules are functioning correctly. Further, the simulaton indicates that channel
flow is adequately described by the same two-dimensional equations utilized on the slopes, thereby
eliminating the external coupling and channel offset assumptions utilized in the other three models.

Figure 4-10b presents water depth contours at 90 minutes, illustrating the continuity of water depth
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at the channel-slope interface and the build-up of water depths and diversion of flow towards the

channel along the left boundary. Water depth distibutions are not presented by di Giammarco et al.
[1996].

(a)

not to scale

extermnal coupling of slope and channel assumed to be
channel through critical depth 1 meter below slopes.
conditions at intersection

(b)

same equations utilized on slopes
and in channel, no external coupling,
simultaneous (implicit) solution

Figure 4-8. Geometry of the alted V-catchment problem and (a) illustration of flow equation
coupling utlized in the integrated finite difference model, the control volume finite
element model, and in SHE [after &/ Giammarco et al, 1996]; and (b) equation coupling
method used in this work.
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(a)

ning roughness: |}

.015 (siope)
0.15 (channel)

critical depth
boundary

Figure 4-9. Definition of parameters and geometry for the tlted V-catchment simulation: (a) finite

element grid and initial and boundary conditions, and (b) land surface elevations (m).
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Figure 4-10. Evaluation of surface flow solution for tilted V-catchment verdfication problem: (a)
comparison of simulated discharge with discharges presented by 4 Giammarco et al. [1996]
for an integrated finite difference (IFD) model, a control volume finite element model
(CVFE) and the SHE surface flow module, and (b) simulated water depths (log;,(cm)) at
ninety minutes (peak discharge) using the surface flow module developed in this work.
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4.6  Coupled Varably-Saturated Subsurface Flow and Transport

Coupled porous medium-macropore flow and transport was tested under transient
conditions by comparing results from the numercal model with those from a simulation presented
in Gerke and van Genuchten [1993a]. The problem considered involves mfiltration into a 40-cm deep
unsaturated porous medium-macropore system containing a conservative solute. Macropores are
assumed to be planes, with the porous medium consisting of blocks. Rainfall is applied to the
macropores at 2 rate of 50-cm/day, with free-drainage conditions, given by (3.19), applied at the base
of the macropores and the porous medium. Parameters for this simulation are presented in Table
4-6. Figure 4-11 presents pressure head distributions in the macropores and the porous medium at
0.01, 0.04, and 0.08 days for simulations conducted using a specified interface relative permeability,
see equatdon (2.42), as utlized by Gerke and van Genuchten [1993a], and upstream-weighted relative
permeabilities, as given by equation (2.41). Results for the specified interface relative permeability
curve compare well with the published results, although the vertical discretization is an order of
magnitude larger than that utilized by Gerke and van Genuchten [1993a]. Upstream weighting of relative
permeability is shown to allow a greater depth of water penetration into the macropores, as the
magnitude of the macropore relative permeability is less than that of the interface functon under
negative pressure heads. Figure 4-12 presents corresponding tracer concentrations versus depth at
0.01, 0.04, and 0.08 days. Again, results for the specified interface relative permeability compare well
with the published values, with the sharp concentration front in the macropores maintained by the
flux limiter. By limiting advective exchange, upstream weighting of relative permeability is shown to

enhance concentration discontinuity between the porous medium and macropores.
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Porous Medium

hydraulic conducavity = p.g i 1.0526 em/d
A,
porosity ?, 0.5
volume fracton £ 0.95
characteristic relationships' S.(v) a=0005n=15;S, =02
dispersivity «, 2Zcm
inigal pressure head ¥, -10,000 cm
inidal concentration Go 1
Macropore
hydraulic conductvity g=Px8 1.0526 cm/d
H,
porosity O 0.5
volume fraction 1 0.05
spacing 2a, 2am
characterstic relationships' S.(v) a=0Ln=2;§, =0
k..(S.) §: =0
dispersivity Q, 2cm
inittal pressure head V.. -10,000 cm
inidal concentration G 1
Interface
hydraulic conductvity F=PEF 0.01 em/d
A,
geometry B 3
characterstc relatonships' S (w)ik,(S,) &=0005n=15S, =02
water transfer scaling y4i 0.4
solute transfer scaling X 0.01
Solute
effective diffusion coefficient D, 0.5 cm?/d
Mesh
nodal spacing Az lcm
line elements 1, 40
porous medium unknowns 1, 41
macropore unknowns 7. 41
Solution
maximum timestep AL, tobat G60s

‘van Genuchten [1980)

Table 4-6. Parameterizaton of fracture-porous medium unsaturated flow and transport

verification example [Gerke and van Genuchten, 1993a].
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Figure 4-11. Pressure head versus depth at 0.01, 0.04, and 0.08 days for coupled porous medium-
macropore verfication problem. Comparison of solutions based on interface and
upstream relative permeability (thin lines) with published results (thick lines) of Gerke and
van Genuchten [1993a]. Vertical discretization is an order of magnitude larger than that

utilized by Gerke and van Genuchten [1993a].
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van Genuchten [1993a]. Vertical discretization is an order of magnitude larger than that
utilized by Gerke and van Genuchten [19934].
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4.7  Coupled Surface-Porous Medium Flow and Transport

This section applies the integrated numerical model to a laboratory-scale experiment of
coupled surface-subsurface flow and transport. The simulatons are based on laboratory expe.nments
conducted by Abdu/ [1985] to demonstrate the rapid capillary zone response of Sklash and Farvolden
(1979] and Gillham [1984]. The laboratory experiments of .4bdu/ [1985] were conducted in a Plexiglas
box 140 cm long, 120 cm high, and 8 cm wide (Figure 4-13). The box was packed with medium-to-
fine sand with 2 uniform 12-degree slope on the upper surface. A screened tube at the toe of the
slope drained runoff water, considered to represent streamflow. Initial conditions for the experiment
under consideration here placed the water table at a level of 74 cm, corresponding to the location of
the stream outlet tube. The wetung and dramning characterstic curves for the sand were measured by
Abdul [1985] and indicated the existence of a capillary fringe approximately 30 cm thick. Recharge
water containing bromide was applied at a rate of 4.3 cm/hour for twenty minutes; discharge
volumes and concentrations were measured for thirty-five minutes.

Abdul [1985] simulated the laboratory experiment using a finite element model of water flow
in variably-saturated porous medium with a seepage face condition imposed at the land surface. He
considered both air phase compression and hysteresis and was able to match observed subsurface
responses and peak seepage discharge with reasonable accuracy. Simulated early time discharge was
affected by the degree of air phase saturation, with air phase compression causing increased water
storage capacity at early time, thereby delaying seepage face development. Separaton of discharge
into event and pre-event componernts was accomplished by tracking the location and amount of
seepage.

The following paragraphs present the results of simulations conducted using the integrated
numerical model of coupled surface-subsurface flow and transport developed in Chapter 3. First-
order coupling is compared with coupling via concentration and pressure head continuity and with a
single-subsurface continuum with seepage faces at the land surface. Discharge volumes and

concentrations are compared with measured values and the effect of three rainfall boundary
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conditions is ilustrated for the transport solution. Simulation parameters (Table 4-7) are from
literature sources and .Abduls [1985] laboratory measurements. Simulated rainfall is assumed to
conuain a relatve bromide concentration of unity. Two additional tracers are udlized to differentate
simulated discharge water onginating above and below the initial water table. Characteristic curves,
initial and boundary conditions, and the finite elemenr grid are provided in Figure 4-13. Nodal

spacing in the finite element mesh is on the order of two centmeters horzontally and vertically.

4.7.1 Water Flow

Simulated surface water discharges versus time are compared with .4bdu/'s [1985] measured
values in Figure 4-14 for a vardety of surface water-groundwater coupling schemes. Peak discharges
are shown to be equivalent to the rate of rainfall input for coupling of surface and subsurface flow
via continuity of pressure head and by first-order exchange relationships. The location of the applied
rainfall rate and the type of coupling used is seen from Figure 4-14 to have has little effect on the
simulated surface water discharge. The dse and fall of the simulated hydrographic precedes the
measured discharge, consistent with the neglect of air phase compression.

Figure 4-15 presents a comparson of total heads in the porous medium at 100 and 200
seconds. These tmes represent snapshots of the subsurface flow solution during the transient and
steady-state periods, respectively. A simuladon of a single subsurface continua performed using
seepage faces at the land surface is compared with simuladons of dual surface-subsurface continua
coupled using both pressure head contnuity and first-order exchange approaches. Solutions are
virtually identical at the chosen contour intervals and indicate infiltration and discharge in the upper
and lower regions, respectively, with subsurface flow parallel to the land surface in the central region.

Figure 4-16 presents results for pressure head and water depth (not measured in the
experiment) versus time on the surface/subsurface interface at three locations for the first-order-
coupled solution. The three locations presented are on the land surface, corresponding with points
where infiltration (x = 20 cm), parallel subsurface flow (x = 70 cm), and discharge (x = 120 cm) are

occurring. As indicated previously by the discharge hydrograph (Figure 4-14), response to the
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applied rainfall is rapid due to the low storage capacity of the capillary fringe. Pressure head values in
the porous medium and water depths on the land surface attain steady-state values after about 100
seconds. Pressure heads rise undl the water table intersects the land surface, at which point values
are equivalent to the surface water depth. Although increasing downslope, surface water depths are
maintained by rapid flow towards the cridcal depth (outflow) boundary.

Figure 4-17 illustrates the spatial distribution of infiltration and discharge at the land surface
during the steady-state period of the laboratory experiment. Water exchange rates (min) are
presented for three surface-subsurface (dual continua) simulatons with different rainfall boundary
condition assignments. Also presented are seepage rates (min") for a single continuum simulation
with seepage faces at the land sutface which is consistent with the design of the experiment. Seepage
rates for the single subsurface continuum example are defined as the back-calculated volumetric
boundary rate (cm® min™), normalized by the volume of the boundary node (cm?) to be consistant
with the governing equations:

e —Z(}km);l T, 4.1)
g = Vp _ _jem -

p p

These rates are negative for discharge (porous medium sink) and positive for infiltration (porous
medium source). Exchange rates for the dual surface-subsurface contnua examples are defined as
the back-calculated volumetric flux (cm® min™) between the surface and porous medium equations

divided by the volume associated with the porous medium equation (cm?):

e Qg' i (krwy),l-:.‘ ri,i, (4.2)
WOV, T,

Again, these rates are negative for discharge (porous medium sink) and positive for infiltration

(porous medium soutrce). For consistency, specified rainfall rates (3.17) are presented as:

o = %R_ 4.3)
5 V—

‘p

where volumetric rates are again normalized by the subsurface nodal volumes.
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The seepage face algonthm (3.24) is shown to allow both infiltradon and discharge,
depending on the dynamics of subsurface flow (Figure 4-17a). Rainfall is applied at the specified rate
in the upper left portion (0 to about 5 cm), which remained under negative pressure during the
course of the laboratory experiment. The remaining nodes are constrained at zero pressure head, as
the back-calculated (maximum) infiltration rate is less than the specified rainfall rate. The back-
calculated rates are positive along the upper portion of the land surface, indicating infiltration, and
decrease to zero at a distance of about 70-cm from the left boundary. This point represents a hinge
line, as seepage rates from a distance of about 70-cm towards the right boundary are negative,
indicating discharge from the porous medium. The coupling of surface and subsurface flow provides
a temporal and spatial constraint on pressure head at the land surface (Figure 4-16). These
constraints are not significantly different than those introduced by assigning seepage faces (¥, =0)
at the land surface, as water depths in these examples are on the order of millimeters.

Figure 4-17b presents the spatial distribution of water exchange for the case where rainfall
boundary conditions are applied to the surface equations. Considering discrete surface and porous

medium flow equations at the same node:

L+l 4.4
| (Suhrw,) " - (S )] =0l + 3,05+ 30" &9
global jem,
"{f;” L+l L+ +
(95, -(65,)], =0t + T 0F
clobal jem,
we can note that water is conserved:
Q:i;,l = (krwy)::: .= —Qifz,l (4.5)

and that water exchange between continua at the land surface interface is implicitly linked to
hydrodynamics both within the porous medium and on the land surface:
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Alyiopat " Jjen,

7" (4.6)
{ th [(e5.)" = (g5.)"], - ZQér:]

L+t
A

= [ D00+ Z 0, - 4 [( SJh+u. )M ~(S.h+y, )L] }

jem, LAY A i

t3

. L+1
Infiltratdon occurs where Q7

>0 and seepage or groundwater discharge occurs where Qi[:.: <0.
Above the hinge line (70 cm), rainfall in excess of the local infiltration rate (infiltration excess)
contrdbutes directly to surface storage, as does discharge (seepage) below the hinge line. Surface
water flows overland to exit the system at the crtical depth boundary (Figure 4-13), producing the
hydrograph presented in Figure 4-14. Note that, although the rate and location of water exchange is
virtually idendcal to that determined using seepage faces (Figure 4-17a), both infiltration excess and
seepage are lost to the system if seepage faces are utilized art the land surface.

Figure 4-17c presents the spatial distribution of water exchange for the case where rainfall
boundary conditions are applied to the porous medium equations at the land surface. In this
example, exchange rates are zero from the left boundary, extending to about 12 centmeters,
indicating the infiltration is occurning at the specified rainfall rate. Exchange rates are negatve
beyond this distance to the nght boundary, indicating the movement of water from the porous
medium continuum to the surface continuum. The rate of water exchange represents infiltration
excess in the region above the hinge line 2nd is equivalent to the rzinfall rate at the hinge line. Below
the hinge line, exchange rates represent the sum of the rainfall and seepage rates.

Figure 4-17d presents the spatial distribution of water exchange for the case where rainfall
boundary conditions are applied to both the surface and porous medium equations as a function of
surface saturaton (3.18). The surface and porous medium rainfall rates sum to the total specified at
all points on the land surface. The rate of rainfall application to the surface equations is zeto adjacent
to the left boundary, where the pressure head in the porous medium is negative and surface

saturations are at residual values. Rainfall rates input to the surface regime increase in value and the
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portion that enters porous medium directly decreases in value as water depths increase along the
slope. Water exchange rates are negative, indicating movement of water from the porous medium to
the surface continuum. Rates are decreased in magnirude relative to those presented in Figure 4-17¢
for the case of rainfall applied to the porous medium equations.

The laboratory-scale simulations demonstrate that first-order coupling of surface and
subsurface flow can replace iterauve boundary conditions at the land surface. Infilradon and
discharge occur at the correct locaton and time, interacting in 2 natural manner with flow processes
on the land surface. Similarly, partitoning of rainfall between the surface and subsurface continua
occurs as a function of the local hydrodynamics. Surface-subsurface interactions are govemed by the
form of the coupling relationship. Small values of the charactenstic length scale generate large
influence coefficients (see, e.g. (3.8)), enforcing near-continuity between surface water depths and
subsurface pressure heads at the land surface when the porous medium is fully saturated. Solutions
in the current study were found to be insensitive the actual numerical value of the influence
coefficient, providing the coefficient was sufficiently large. Newton iteration convergence increased
in difficulty with increasing coefficient values, and convergence of the contnuity-coupled simulation

required much smaller time steps than the simulaton employing first-order coupling.
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Figure 4-13. Characterisdc curves, finite element mesh, and initial and boundary conditions for
laboratory-scale coupled surface-subsurface example [4bdx/, 1985].
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Porous Medium

hydraulic conductivity' K 3.5x10% cm/s
porosity' 9, 0.34
capillary pressure relationship’ S, (), (S,,) tabulated (drainage)
saturation-relative permeability ; _ ,(¢ ) )b a=140
relatonship' ™ YR b=45
~(s.)
compressibility® B » 1x10° ecms?/ kg
longitudinal dispersvity® Q, 0.01 cm
transverse dispersivity* a,, o, 0.001 cm
inidal total head v,+z 74 cm
Surface
surface roughness* i 0.04 s/cm'?
dispersivity Q.o 0.1 cm
microtopography h, 1x10"cm
mobile water depth whr 1x10%cm
residual saturation Se, 1 x10°
initial water depth v, 1x10% cm
Solute
diffusion coefficient’ D, 1.2 x 10° cm?/s
Coupling
characterstic length a, 1x10%cm
exchange dispersivity at 0.0m
Mesh
porous medium trangle elements n., 1,750
porous medium unknowns n, 936
surface line elements 1., 35
surface unknowns n. _ 36
maximum Hmestep AL ibat 60 s

" Abdul [1985); °Akindunni and Gillbam [1992];*Sudicky [per. comm., 1997); *Chow [1959];
*Wallach et al. [1988]

Table 4-7. Parameterization of laboratory-scale coupled surface-subsurface simulations [4bdw/,
1985].
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Figure 4-14. Graphs of surface water discharge versus time for the coupled surface-subsurface
laboratory experiment of .Abdul [1985]. Comparison of measured discharge with those
predicted by (a) assuming pressure head continuity, and by first-order surface-subsurface
coupling with (b) rainfall applied to surface equations, (¢) rainfall applied using dual
boundary condition, and (d) rainfall applied to porous medium equations.
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Figure 4-15. Total head (cm) and stream lines (flow paths) at 100 and 200 seconds for laboratory
scale coupled surface-subsurface example. Comparison of (a) single subsurface continuum
with seepage faces at the land surface, with (b) coupled surface-subsurface solutions
generated using pressure head/water depth continuity and (c) first-order water exchange

relationship.

91



(2) Surface water depth and porous medium pressure head at X =20 cm
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Figure 4-16. Pressure head and water depth versus time for three locations on the land surface.
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4.7.2 Solute Transport

Measured and simulated rainfall tracer (C,) in the discharge water are compared in Figure
4-18 for the first-order-coupled approaches with the three rainfall boundary conditions (Le. surface-
application, porous medium-applicadon, and dual-application). Also presented is the concentration
predicted by assuming continuity between the surface and porous medium art the land surface,
equivalent to assuming complete mixing between surface water and water in the porous medium at
the land surface (Aﬁ:f: = Iarge). Figure 4-18 also presents concentrations of the two additional
tracers initially specified to be resident above (C,) and below (C,) the water table (Figure 4-13). The
reader should keep in mind that the experiment of .4bdx/ [1985] involved only the applicaton of
tracer to the mainfall (Le. C)) so that experimental results for C; can be directly compared. The
additional tracers (C, and C,) are added to the model to assist in determining the origin of discharge
water (hydrograph separation).

As the tracer concentrations sum to unity at each point in space and time, simple hydrograph
separations suggest that the concentradon of each individual tracer represents the fraction of
discharge water originating in the corresponding source location [te. S&lsh and Farvolden, 1979].

These hydrograph separations can be written as:

Q.
o

Q.
o;

4,
%=QQ=Q=%- .

0,=0]G=¢C-= 0,=0]C,=C,=

where Q,,T = total surface discharge, and Qq, 0., and Qc3 represent the rainfall, groundwater and
tension-saturated zone contributions, respectively. Such separations assume that the dominant
mixing and transport process is advection (i.e. plug flow or [QCI > IAfI)

Direct comparison of simulated and measured concentrations during hydrograph dise and
fall is hampered due to inaccuracies in the simulated surface discharge volumes (Figure 4-14). In
general terms, however, one can note that application of rainfall to the surface equations (Figure
4-18a) indicates early-time discharge (Le. up to about eight minutes) is dominated by water
originating as rainfall (C,). Such water origins contrast those indicated by the dual (Figure 4-18b) and
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porous medium (Figure 4-18c) rainfall applications and with the continuity-coupled simulation
(Figure 4-18d). These latter simulations suggest early-time discharge is dominated by pre-event water
(Le. water orginating within the porous medium). Note that for rainfall applied to the surface
equations, discharge at very early time is endrely rainfall (ie. C, = 1). Advective and diffusive mixing
rapidly reduces rainfall tracer concentrations in surface discharge.

Large eary-ume contributions of pre-event water follow the measured trend and were
attributed by Abdu/ and Gillbar [1984] to mixing within a thin layer of the porous medium at the land
surface upslope from the hinge line. Such mixing was hypothesized to increase pre-event tracer
contribudons to surface water with a commesponding decrease in rainfall tracer. Contributions of pre-
event tracer were thought to decrease with time as pre-event tracer in the porous medium is replaced
with rainfall tracer.

Simulated and observed rainfall tracer concentrations correspond well after about eight
minutes if rainfall is applied to the surface equations. Rainfall contributions to surface discharge are
underestimated by the remaining simulations during this perod. Rainfall tracer concentrations
predicted by all boundary condition and coupling approaches correspond well with measured values
at the end of the rainfall period (20 minutes). With the exception of the contnuity-coupled
simulation, tracer concentrations during hydrograph recession are pootly represented.

Figure 4-19 presents the distribution of rainfall and tension-saturated zone tracers in surface
water and of tension-saturated zone tracer within the porous medium at three times, representing
the beginning (e.g. three minutes), middle (e.g. ten minutes) and end (e.g. 20 minutes) of the steady
flow period. Results are presented for simulatons with rainfall applied to the surface and porous
medium equzdons, respectively. These figures indicate that, while rainfall affects the hydrologic
response of the entire system (Figure 4-15), processes affecting solute concentrations in the surface
water are restricted to a relatively thin region adjacent to the-land surface. Groundwater tracer (C,)
enters the surface water in a narrow zone adjacent to the outflow boundary. As this zone is of

constant extent during the steady portion of the hydrograph, groundwater tracer rapidly displaces
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tension-saturated zone tracer (C,) and attains near-constant concentratons in the surface water for
all boundary condition assignments (Figure 4-18).

The total volumetric rate (cm’ min™) of all negative water exchanges between continua is
illustrated in Figure 4-20 each of the dual continua simulations. These values represent the sum of
subsurface sinks, Z min(O, Qi,,i, ) , and are equivalent to the contbution of subsurface water sources
to the surface water continuum (4.6). Also presented is the sum of the back-calculated groundwater
seepages, Z min(O, Z: d‘), (Le. sinks or negative values) for the single subsurface continuum
simulation with seepage faces at the land surface. For rainfall applied to the porous medium
equations, the volumetric rates indicate all of the surface water originates in the porous medium. The
dual rainfall boundary condition indicates approximately 64 percent of surface water discharge
omginates in the porous medium. The volumetric exchange rates indicated by the surface-applied
rainfall condition agree well the seepage face values, indicating approximately 22 percent of surface
water discharge orginates below the land surface, with the remaining 78 percent orginating as
rainfall.

As represented in this work, mixing or solute exchange results from the movement of water
between continua (i.e. advective transport) or a diffusive/dispersive process driven by concentration
differences. Considering a single node at the land surface interface with rainfall boundary conditons
only, the coupled system of discrete surface and porous medium transport equations can be written
in impiicit form as:

‘l,f'" + + + + + + +
[At i [(RC)M l_(RC)M]' _ ZC::\,IQ‘-:}:_ 255{ lAt:ipl_ZQbL leM I]=
5

sub ? jen, je”b

(4.8)

— M+l AL+l M+l A M+1
=C Q,;Jx +& Aw:

ups

=|:ZC£V+IQI'§:[ + ZfMHAzz_:l +ZQ5LHC:M _jA:_,-_ [(RC)M+1 “(RC)M]. :l
JEM;s ji iy sub

J&1, *

where C:P':lQ,."“: and fM“A‘;';:' represent advective and diffusive/dispersive solute exchange rates,

respectively, between the porous medium and surface continua. For rainfall applied to the porous

medrum, (4.8) becomes:
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such that the porous medium is always upstream (C =G M+[) during the rainfall event. As rainfall
mixes within the porous medium prior to discharge to the surface, solute concentrations in the
surface water are strongly influenced by mixing within the porous medium volume, Vf;’, adjacent to
the land surface. Advective solute exchange is dominant if both the diffusive/dispersive exchange
coefficient (A‘:f[) and the concentration difference (é‘”“) are small. Indeed, applying rainfall to the
porous medium equations results in rainfall tracer concentrations nearly identical to assuming
concentration contnuity at the land surface (Figure 4-18).

For rainfall applied to the porous medium equadons, the spatial and temporal distnbution of
solute exchange (Figure 4-21) is affected by the movement of excess rainfall from the porous
medium to the surface continuum. The dual rainfall condition (Figure 4-22) limits mixing due to
infiltration excess. For rainfall applied to the surface equatons (Figure 4-23), mixing between the
surface and subsurface continua is more heavily influenced by the magnitude of diffusive/dispersive
ex e coefficient. The magnitude of advective exchange (Le. transport of tracer induced by water
movement between continua) is controlled by hydrodynamics within the porous medium (see Figure
4-20 and Secton 4.7.1), not by the movement of excess rainfall from the porous medium to the
surface continuum. The spatial and temporal distribution of solute exchange therefore reflects both
concentration disconunuity and hydrodynamics. While having little affect on the flow solution
(Figure 4-14), these subtleties in rainfall boundary condition assignment impact predictions of tracer
concentrations in discharge water and, therefore, interpretations of water origin.

The sensitivity of simulated concentration to rainfall boundary condition assignment
emphasizes the importance of mixing at the land surface interface. As illustrated in Figure 4-19,

water flowing on the land surfaces interacts with a very thin region of the porous medium, providing
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some support for the mixing and interaction zone coupling concepts utlized by previous workers
le-g. Havis et al., 1992; Govindararn, 1996]. In the context of the discrete equations (4.8), the mixing or
interacton zone is represented by the discretized and constant volume of porous medium at the land
surface.

The sensitvity of predicted discharge concentraton to ramnfall boundary conditon
assignment should be reduced as the volume associated with the porous medium equaton decreases,
as concentratons equilibrate rapidly with rainfall sources and with porous medium and surface
sources and sinks. Indeed, equilibdum between continua could be a reasonable assumption with
sufficiently fine spatial discretizadon at the land surface. To investigate this hypothesis, the
simulations were repeated with the vertical discretization refined by a factor of two at the land
surface (Figure 4-24). Porous medium volumes are reduced by one-half, while the area associated
with the surface equatons and rainfall boundary conditons remains constant (see Figure 3-1). The
resulting tracer concentrations in the discharge water are presented in Figure 4-25 for simulations
conducted with the three rainfall boundary condions and with the concentration contnuity
assumpton.

Applying rainfall to the surface water equations (Figure 4-25a) generates concentrations in
discharge water nearly identical to those produced with the coarser discretization (Figure 4-18a).
Results for the remaining simulatons are improved during early time, however, indicating that the
smaller porous medium volumes at the land surface do decrease the sensitivity of predicted
concentrations to boundary condition assignment. However, concentrations during hydrograph
recession are replicated well only by assuming concentration continuity, suggesting that mixing is
related to more than the interaction of rainfall with the porous medium. Application of rainfall to the
surface equations replicates measured rainfall tracer concentrations from about eight to twenty
minutes (Figure 4-18a), indicatdng that solute exchange between continua is adequately represented
by the specified combination of advective and diffusive processes (Figure 4-23b,c) during that time
pedod. Concentrations at early time and late times are over- and under-estimated, respectively,

suggesting an additional mixing process is active.
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In the context of the coupling approach developed in Section 2.3.2, the diffusive coupling
relationship may be augmented with an empirical exchange dispersivity, @, which enhances
diffusive exchange in regions where water exchange is also occurring. The effect of this exchange
dispersivity is illustrated in Figure 4-26, which presents tracer concentrations in discharge water for
four simulations conducted by applying rainfall to the surface equations. For the smallest dispersivity
value (0.005 cm), rainfall tracer concentrations at eatly tume are only slightly reduced while
concentrations predicted using the second value (0.01 cm) resemble those indicated by the dual
rainfall boundary condition. Both values underestimate mixing during hydrograph recession. The
two larger values of dispersivity (0.05 cm and 0.1 cm) mimic the correct magnitude of solute
ex e during both hydrograph rse and fall These simulations suggest that the empirical
exchange dispersivity could be utilized as a calibration parameter to match simulated and observed
concentrations: the value of such empircal coefficients is undoubtedly related to spatial
discretization. Successful simulation of coupled surface-subsurface transport will also depend on the
correct representation of the spanal and temporal variability of water exchange processes. Field-scale

simulations of coupled surface-subsurface flow and transport are presented in Chapter 5.
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Figure 4-18. Discharge tracer concentration versus time for laboratory-scale coupled surface-
subsurface example with base-case discretization nx = 35, nz
measured concentrations with those predicted by first-order surface-subsurface coupling
with (a) rainfall applied to surface equations, (b) rainfall applied using dual boundary
condition, (c) rainfall applied to porous medium equation, and (d) transport coupling

0.5

0.5

L AN D R B A I RS AN Bl e |

—rrrrrTvTrrTrT T/

LI A DR DD SN A B RN N b |

| I D A B B A B Rt A |

(a)

C, (simulated rainfail source)

C, (observed rainfall source)

- — — . — . — o —— i — i ——
- ——— —

-

C, (simulated

groundwater source)-\

- - — -

T —

. — — —— —— —

(c)

- — e —— . —— = —— —— . — — —

5 10 15
Time (minutes)

utilizing concentration continuity at the land sutface interface.

100

25). Comparison of



rainfall applied to rainfall applied to

surface equations (a) porous medium equations
o JEfmescmc=n= @
@) E ” =
= 05 =
Lommme e o
o E s prer— -1; 5
100 £
—_— i
e 8o0f
s 2
S 60 E o
= rt G=0 rainlall tracer (C,) in porous medium o
[ 40 E C,=0 =maao= infalltracer (C) in surface water a
; Cy=1 unsaturated zone tracar (C,) in porous medium ©
_— ;P: 1 —— unsaturated zone tracer (C,) in surface water '.g
w2 E F
oC
(b)
‘ 2
‘-,-------------------.-!__.- =
> S
a
:
£ 8o
o @
c 60 c
o 2
=2 groundwater T
g 40 discharge a
o =
i =
20 ?,—
0
()
b iedbedudiede bl L LT LT Ty -y - - g
s il == &
L e : St ©
0 E e ——— o
100 |
£ 80 E
L £ ®
S 60 E o
= T
s s
W 2 S
E »

o

Ll L it ot gpcgorgvggsgrgrdrigugsigey Cadeidmt ddo b Lt A2 2 2 L A2 L2 2 L2 0 222 203 a2l

O 20 40 60 80 100 120 140 O 20 40 60 80 100 120 140
Distance (cm) Distance (cm)

Figure 4-19. Profiles of rainfall and unsaturated zone tracer concentrations in surface water and in
the porous medium at the land surface, and the spatial pattemns of unsaturated zone tracer
in the porous medium. Solutions for base-case discretization (nz = 25) with rainfall applied
to surface equations and porous medium equations at (a) three minutes, (b) ten minutes,

and (c) twenty minutes.
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Figure 4-20. Volumetric seepage rate versus time for simulation with seepage faces at land surface
and volumetric exchange rates versus time for coupled surface-subsurface simulations with
three rainfall boundary conditions. Seepage rates are the sum of all negative seepage and
exchange rates are the sum of all negative exchanges: both represent subsurface discharge.
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equations at (a) three minutes, (b) ten minutes, and () twenty minutes.
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Figure 4-22. Graphs of tracer exchange rates versus distance for the rainfall and tension-saturated
zone tracers. Soludons for base-case discretization with rainfall applied using the dual
algorithm to both surface and porous medium equations at (a) three minutes, (b) ten

minutes, and (c) twenty minutes.

104



(a)
b

surface sink/
porous medium source

[=}
m

T T T T T

Tracer Rate (mass min") @
o

{:
i C, (advective) f
....... C, (diffusive) surface scurce/
C, {advective) porous medium sink
——————— C, (diffusive)

S

o

7
n_

(b)

Q
[4)]

T T T T T T

© Tracer Rate (mass min''} @
o

[=]
[43]

h o
o
[

o
T T T T

O Tracer Rale (mass min

(=)
0

..................................

Distance (cm)
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Figure 4-25. Discharge tracer concentration versus time for laboratory-scale coupled surface-
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rainfall applied to surface equations, (b) rainfall applied using dual boundary condition, (c)
rainfall applied to porous medium equation, and (d) transport coupling utilizing

concentration continuity at the land surface interface.
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Figure 4-26. Discharge tracer concentration versus time for laboratory-scale coupled surface-
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Chapter 5 Field-Scale Coupled Surface-Porous Medium
Flow and Transport

The coupled surface-subsurface example presented in Section 4.5 demonstrates the ability of the
numerical model to reproduce, with reasonable accuracy, observed discharge volumes and
concentratons at the laboratory scale. The integrated numerical model is applied in this chapter to
Abdul's [1985] field experiment [see also .4bdxul and Gillham, 1989]. Specific objectives in this chapter
are to (1) evaluate the ability of the numerical model to capture relevant processes at an mtermediate
scale in a relatively homogeneous environment, (2) compare the flow solution given by the coupled
surface-subsurface approach with that generated using seepage faces at the land surface, and to
investigate (3) the relationship between hydrologic response, streamflow generation, and tracer
concentrations i discharge water, and (4) the sensitivity of stream discharge voiume and tracer-

based separations of discharge to system parameters.

5.1 Problem Description

The field-scale experiments of A4bdu/ [1985] were conducted at Canadian Forces Base
Borden, located north of Toronto, Ontatio, Canada. The area selected for the experment is
described as being grass covered and approximately 18 m by 90 m in plan view (Figure 5-1). A man-
made stream channel, grass-free and approximately 60 cm wide, is located approximately 1.2 meters
below the surrounding topographic highs. The underlying porous medium consists of an organic-
rch sandy layer, approximately ten to twenty cm thick, overying sand containing small-scale
interbeds with occasional silty layers and lenses [MacFarlane et al, 1983; Abdul, 1985; Sudicky, 1986]. A

thick deposit of clayey silt underlies the aquifer at a depth of about four meters [Akindunni and
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Gillham, 1992]. The measured charactenistic saturation-pressure relationship [4bdx/, 1985] indicates
that the sand 1s saturated for a distance of about 30 cm above the water table (Figure 5-2).

For the experiment under consideration, the initial water table lies about 22 cm below the
streambed, indicatng that the capillary fringe extends to the land surface along and adjacent to the
stream. Abdul [1985] applied artificial recharge for 50 minutes at a rate of 2.0 em/hour, observing a
rapid rse of the water table and both overland and stream flow. The recharge water contained
bromide, providing a conservative tracer to differentiate 'event’ and 'pre-event’ water (Figure 5-3).
Abdnl [1985] udlized a two-dimensional porous medium flow model to evaluate the development of
seepage faces along two transects, with the predicted seepage discharge and excess recharge routed
along the stream channel using a one-dimensional kinematic wave model. The simulated
hydrographs were in reasonable agreement with measured values. The essential conclusion of
Abdul’s field experiments and simulations was that the rapid response of the capillary fringe to
rainfall was responsible for observed stweamflow. The interpreted streamflow generation
mechanisms were: (1) increased overland flow due to rainfall excess onto regions of saturated sand
and (2) groundwater discharge due to increased subsurface hydraulic head gradients. Groundwater
or pre-event contributions were interpreted to form up to 37% of streamflow, based both on
chemically based hydrograph separations (Figure 5-3) and on groundwater discharge volumes

(seepage) calculated using flow nets.

5.2 Field-Scale Simulations

The finite element meshes utilized in the three-dimensional field-scale simulations are
presented in Figure 5-4. Vertical discretization is on the order of one centimeter adjacent to the land
surface, increasing to about one meter at depth. Horizontal discretization is on the order of 20
centimeters in and adjacent to the stream channel, increasing to about one meter on the topographic
highs. Both isoparametric prisms and subdivision of prisms into tetrahedra generated large numbers
(greater than 25%) of negative influence coefficients for the subsurface finite element mesh. The

modified prism elements are therefore utilized exclusively, generating significantly fewer negative
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values (0.21%) and required considerably less memory and computatonal effort. Appendix A
presents both the development and venficaton of the modified posm elements and a bref
investigation of solution sensitivity to grid refinement.

Boundary and ininal conditions are presented in Figure 5-5 for simulations of first-order
coupled surface-subsurface flow and transport. Rainfall is applied to the top nodes for fifty minutes
at a rate of two cm/hour, followed by fifty minutes of drainage. Critical depth conditions are utilized
at the stream outflow, representing the weir utlized in the field experiment. No additional boundary
conditions are specified. Parameters for all simuladons (Table 5-1) are derived from measured or
published values and a sensitivity analysis presented in Section 5.3. Although a single tracer was
applied in the field experiment, three tracers are utlized in the simulations to allow differentiation of
rainfall from water originating above and below the initial water table.

The following discussion focuses on the ability of the integrated numerical model to predict
surface discharge volumes and bromide concentrations, as little information is available regarding
surface water depths or tracer distributions. No attempt is made to exactly match pressure head
measurements collected by .4bdwu/ [1985], since the elevations of his measurement locations are not
well defined. One simulation of subsurface flow using seepage faces is also presented to compare
and contrast the first-order-coupled simulations. While rainfall boundary conditions are consistent
with the first-order-coupled simulations, each node on the land surface is also considered as a
possible seepage face for the duration of the simulation. Transport is not considered in the seepage
face simulaton. The following section presents a detailed analysis of the hydrologic response of the
coupled system and makes comparisons with the simulation performed with seepage face conditions

enforced at the land surface.
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Figure 5-1. Surface topography of the site of the Borden rainfall-runoff field experiment [after
Abdul, 1985].
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Figure 5-3. Measured discharge volumes, normalized tracer concentrations and hydrograph
separation for the Borden field expeniment [after 44dx/, 1985].
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Porous Medium

porosity' @ N 0.37
saturation-pressure head reladonship’ S (w). w(S,) a=19;n=6;
S,.,=018
saturation-relative permeability k., = a( S ¢ )” a=110
relationship’ Pe b=45
~(s.)
compressibility® B, 33x10° ms’/kg
longitudinal dispersivity > Q, 05m
transverse dispersivity® a,, a, 5x10° m
ininal total head W,+2 278 m
Surface
surface roughness (channel)"* n 0.03 s/m'?
surface roughness (slopt:s)5 n 0.3s/m'?
initial water depth v, 1x10*m
microtopogtaphy h, 1x10%m
residual saturation S, 1x10?
mobile water depth wro 1x10*m
dispersivity a,o, 0.1 m
Solute
diffusion coefficient® D, 1.2x 107 m?/s
Coupling
charactenisdc length a, 1x10%m
dispersivity o 0.0m
Solutdon
minimum timestep ALy 5s
maximum timestep LoV S 100 s
local residual tolerance tol*™" 1x10?

' Abdl [1985), % Akindunni and Gillham [1992), Sudicky [1986], *Chow [1959), *Kouwen
[1992], ‘Wallach et al. [1988]

Table 5-1. Parameterization of the field-scale coupled surface-subsurface simulations.
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Figure 5-4. Finite element meshes utilized in field-scale coupled surface-subsurface
(16464 nodes, 29161 porous medium elements, and 2651 surface elements).
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5.2.1 Rainfall-Runoff Response and Comparison with Seepage Faces

A comparnson of the measured stream discharge with that predicted with the coupled
surface-subsurface numerical model is presented in Figure 5-6. The simulated hydrograph slightly
overpredicts both early-time response and peak discharge, while reproducing both the time to peak
and the recession portions of the measured hydrograph with reasonable accuracy. Also presented in
Figure 5-6 is the approximate area of the land surface contributing to stream flow via overland flow.
This area is calculated by dividing the ponded area of the land surface (Le. the total area of the land
surface where water depths are greater than the minimum mobile depth of 10* m) by the total
surface area. The figure indicates that, while increased surface discharge correlates with increased
surface ponding, the relatdonship between surface discharge and contrbuting area is nonlinear.
Simulated contributing areas increase more rapidly than stream discharge at early time (Le. less than
about fifteen minutes) while decreasing more rapidly than stream discharge when ranfall ceases.
This nonlinearity is caused by the relationship between water depth and velocity imbedded in the
Manning equation, and by the spatially- and temporally-variable storage and infiltration capacities of
the porous medium, which acts as a source/sink term in the surface water flow equation.

Figure 5-7 presents graphs of pressure head and water depth versus tme for three
observation points located on the land surface along a cross section at x = 40 meters. These
observation points correspond to the streambed, the valley~ bottom, and the upland region,
respectively (Figure 5-5). High initial saturatdon and reduced storage capacity beneath (Figure 5-7a)
and adjacent (Figure 5-7b) to the stream channel causes a rapid change of negative pressure heads to
positive values. Water depths in the stream nse to about five centimeters at peak discharge,
decreasing slowly during recession. Water depths are smaller on the slopes adjacent to the stream,
and decrease rapidly following the end of the rainfall event. Pressure head values remain negative at
the upland observation point (Figure 5-7¢) as initial saturatons are near residual values and

significant storage capacity exists in the porous medium.
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Total head gradients beneath the stream (Figure 5-8a) indicate infiltration into the streambed
for about five minutes, corresponding to the delay in surface discharge initiation and the time
required to occupy the small storage capaaty of the capillary fringe. Hydraulic head gradients
adjacent to the stream (Figure 5-8b) indicate nfiltraton for the duraton of the simulation, with
vertdcal gradients decreasing after about the first 20 minutes. Not all rainfall enters the porous
medium at this location, but instead contmbutes to overland and stream flow as a function of
spatially and temporally variable infiltration rates. Surface discharge timing and volume, therefore,
are intdmately related to the storage capacity and hydraulic conducuvity of the porous medium. Head
gradients beneath the uppermost observation point (Figure 5-8¢) indicate infiltrating conditions for
the duration of the simulation, with the wetting front penetrating to a depth of about 40 centimeters
at the end of the rainfall event.

The responses to rainfall presented at the observation locations are indicative of those
occurring throughout the domain. The following paragraphs discuss the spatial and temporal
variability of hydrologic response and compare the first-order-coupled simulation with a single-
continuum simulation performed with seepage faces at the land surface. A sense of the temporal
varability of hydrologic response is indicated by presenting results at times of twenty-five, fifty and
seventy-five minutes. These tmes represent hydrograph dse, the end of the rainfall event (and peak
surface water discharge), and hydrograph recession.

Pressure heads at the land surface and rates of water exchange between continua for the
first-order-coupled simulation are presented in Figure 5-9 and Figure 5-13 at times of twenty-five
and seventy-five minutes, respectively. Graphed results correspond to the nodes lying along the top
of the representative cross section located at x = 40 m. Also presented in these figures are the
boundary source/sink rates for the corresponding seepage face simulation and hydraulic head
distributions and water table elevatons in the porous medium for both simulations. Figure 5-10

presents profiles of water depths and exchange/seepage rates along the stream channel, at times of

twenty-five, fifty and seventy-five minutes.
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Boundary source/sink rates are equivalent to the rainfall rate if seepage faces are inactive,
and, for active seepage faces, are equivalent to the back-calculated boundary flux. Exchange rates in
the coupled simulation and boundary source/sink rates in the seepage face simulation are both
positive for infiltraton. Rates have been normalized by the volume associated with the subsurface
flow equations to be consistent with the goveming equatons. Note that the volume-normalization
performed on the seepage and exchange fluxes introduces some variability in the seepage and
ex e rates, as the volume associated with each porous medium node varies with nodal spacings
in the finite element mesh. Nodal spacings and volumes are relatively constant along the stream axis,
but increase with distance from the stream.

The graphs of total head profiles below the three observation points indicate that hydrologic
response of the porous medium to rainfall is more rapid at observation point one (Figute 5-8a),
located at the stream, than at the second observation point, located near the top of the inidal
capillary fringe (Figure -5-8a). Water table elevatons along the cross section at twenty-five minutes
intersect the land surface along topographic lows for both the coupled (Figure 5-9a) and seepage
face (Figure 5-9b) simulations. Contours of total head indicate that head gradients are greatest at the
toe of the slopes, where the rising water table interacts with higher land surface elevations to direct
flow both into the slope and towards the stream. Head cor:tours vary in space and are asymmetric
across the stream due to varying land-surface slope configurations.

Spatial varability in subsurface head gradients is reflected in the rate of water exchange in
the coupled simulations (Figure 5-9a) and the back-calculated boundary source/sink rates for the
seepage face simulation (Figure 5-9b). While both rates are equivalent to the specified rainfall rate m
upland regions, positive rates (indicating infiltration) decrease with elevation, becoming zero or
negative (indicating discharge or seepage) adjacent to the stream. Exchange rates in the coupled
simulation differ from the back-calculated seepage rates at the stream itself, however (Figure 5-10).
In the coupled simulation, both rainfall in excess of local infiltration rates and groundwater discharge
pond on the land surface, flowing overland to the stream, and along the stream channel towards the
discharge boundary. Ponded surface water fills the stream channel after twenty-five minutes of
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rainfall in the coupled simuladon (Figure 5-10a), forming a positive constraint of about three
centumeters on pressure heads in the adjoining porous medium. The effects of small-scale
topographic varability associated with the stream channel are therefore diminished, reducing
subsurface head gradients and groundwater seepage. These effects are not considered in the
tradidonal seepage face approach, as the maximum head constraint is equivalent to the land surface
elevadon. Water depths adjacent to the stream are not significandy different from zeto and actin a
manner similar to the zero pressure head constraint imposed in the seepage face simulation (Figure
5-9b).

Figure 5-11 presents a summary of the coupled flow solution at 50 minutes, corresponding
to both the end of the rainfall event and peak surface water discharge. Pressure head contours on
seven cross sections are depicted, as are contours of surface water depth on the land surface and the
rate of water exchange between continua. The corresponding summaries of the seepage face
simulation are shown in Figure 5-12, which presents pressure head contours, seepage face status (i.e.
active ot inactive), and source/sink rates at the land surface boundary. Water table elevations in both
simulations are similar adjacent to and beneath the slopes. Surface ponding in the stream channel,
where depths have rsen to about five centimeters (Figure 5-10b), is reflected in decreased seepage
along the channel axis in the coupled simulation. Surface water depths adjacent to the stream have
also rsen (Figure 5-11d), subtly altering the spatal distnbution of infiltration and groundwater
discharge by filling small depressions in the land surface topography. Little differences are evident
between the coupled and seepage face simulation at the toe of the slopes or beneath the topographic
highs, however. Indeed, in the slopes and upland areas, boundary source/sink rates for the seepage
face simulation are virtually identcal to the rate of water exchange between the surface and porous
medium continua in the coupled simulation.

Figure 5-13a presents a summary of the coupled flow solution at 75 minutes along the
representative cross section. As surface water depths in the stream channel are about three
centimeters (Figure 5-10c) the stream continues to act as a constraint on subsurface head values in

the adjoining porous medium during hydrograph recession. Infiltration rates are low, as head
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gradients in the porous medium are small. Most water flows laterally away from the stream, raising
water table elevadons beneath the topographic highs. Examining the seepage face simulation at
seventy-five minutes one can note that the water table has fallen below the land surface elevation
(Figure 5-13b), and, therefore, thar all seepage faces are inactive, and boundary source/sink rates are
zero. Hydraulic head contours indicate lateral subsurface flow beneath the topographic highs as
water introduced during the rainfall moves away from the area of the stream. Continued flow
towards the stream channel is also evident, adjacent to the land surface, as slow drainage through the
unsaturated zone follows the topography, raising water table elevations slightly at the toe of the
slopes. Subsurface flow directdons predicted by the seepage face and coupled simulations are
reversed along the valley axis after ramnfall ceases.

Excess rainfall and groundwater seepage to the surface water regime is not lost from the
system in the coupled simulaton, but is either stored or flows on the land surface. Transient and
spatially-variable surface water depths provide a constraint on pressure head in the porous medium
at the land surface, with seepage and infiltration rates determined by subsurface hydraulic gradients
and the permeability of the porous medium. These processes are reversed after rainfall cessation, as
total head in the adjacent porous medium falls below the elevation of the land surface and the
stteam becomes a source of water (Figure 5-10c). Such dynamics are precluded if conventional
seepage faces are utilized in the numercal model, 2s both rainfall excess and groundwater discharge
during the rainfall event are assumed to be instantaneously removed from the subsurface flow
regime. By not considering surface ponding, the seepage face simulation over-predicts groundwater
discharge into the stream during the rainfall event, and ignores the possible infiltration of ponded
sutface water both during and after the rainfall event.

Figure 5-14a presents graphs of the total volumetric rates of groundwater discharge versus
tme for both the coupled and seepage face simulations. For the coupled simulation, rates represent
the sum over the entire upper boundary of the finite element mesh of the volume of water leaving
the porous medium and entering the surface continuum (Le. seepage). For the simulation performed
with seepage faces, rates represent the sum of all back-calculated seepage rates at the land surface
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(Le. water leaving the porous medium). As indicated in the previous analyses, the seepage face
soluton predicts greater groundwater discharge into the stream channel during the rainfall event
This increased discharge results in total seepage volumes nearly double those predicted by the
coupled solution. Further, assuming discharge is immediately available at the stream outflow
boundary and that there is no subsequent reinfiltration, both simulations indicate that groundwater
discharge accounts for less than five percent of total surface water discharge (Figure 5-14b).

The coupled surface-subsurface numerical model was able to simulate observed stream
discharge for the Borden field experiment with reasonable accuracy using measured or literature-
derived parameters and minimal calibration. The response of the porous medium to rainfall is
spatially variable, depending upon initial saturation and water table depth. The simulated response of
the capillary fringe to rainfall is consistent with both theory [Gillbam, 1985] and observations [Abdu,
1985; Abdul and Gillham, 1989]. However, the predominant streamflow generation indicated by the
simulation is infiltration excess overland flow, with groundwater discharge (Le. seepage) forming 2
relatively minor component of stream discharge volumes. This contrasts .Abdx/ [1985] and .Abdw! and
Gillbam [1989] whom, by separating surface discharge using the minfall tracer (hydrograph
separation), concluded that groundwater forms up to 37% of stream flow. Abdu/ [195] provided
further support for large groundwater contrbutons by routing seepage from two-dimensional
hillslopes into a2 one-dimensional kinematic streamflow model. The three-dimensional seepage face
simulation performed here also indicates that groundwater seepage is small in volume, relative to
measured streamflow, and shows that groundwater discharge is overestimated if surface water
ponding is not considered. The following section presents the results of the tracer transport
simulations and discusses the relationship between the hydrologic response simulated with the

coupled surface-subsurface model and simulated tracer concentrations in stream discharge water.
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Figure 5-7. Graphs of pressure head and water depth versus time at three locations on the land
surface: (a) observation point one located at the stream, (b) observaton point two located
adjacent to the stream, and (c) observaton point three located in the upland region.
Observation point locations are indicated in Figure 5-5. Solution for initial hydraulic head
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5.2.2 Tracer Transport and Hydrograph Separation

Abdul [1985] included a conservative tracer (bromide) in the artificial rainfall applied during
the Borden field experiments, separadng stream discharge into event (rainfall) and pre-event
(groundwater) contributions based on the amount of tracer dilution. This section discusses the
mechanisms by which conservative tracers orginating in rainfall or below the land surface could
arrive at the outflow boundary of the stream. Three tracers are utilized in the simulations, with the
first (C) representing rainfall-derived bromide of Abdu/ [1985], and the second (C,) and third (C,)
tracers representing water sources located above and below the initial water table (Figure 5-5).

Hydrograph separation theory indicates that the relative concentration of each individual
tracer represents the fracton of discharge water onginating in the corresponding source location [Le.
Sklash and Farvolden, 1979]. For the discrete transport equations, hydrograph separations can be

written as:

5.1
G 4 6.1
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where nb = number of stream discharge boundary nodes, Q; is the back-calculated stream boundary
flux [L} T'], and ch , Qq , and ch represent the rainfall, groundwater and tension-saturated zone
contributions, respectively, to total discharge. The sum of tension-saturated tracer and groundwater
tracer represents the pre-event discharge component. Hydrograph separations assume that the
dominant mixing and transport process is advection (Le. plug flow or !QCl > |Af[).

As concentrations of the three simulated tracers were chosen to sum to unity at each point
in space and time (me,i = l), the numerical values of the relative contributions are equivalent to the

rate of tracer mass [M T'] exiting the system with the stream water:

M.=YC0 Mg =Y.C,0 Mg =Y GO (5.2)

i=l.nb i=lnb i=l.nb

Flux-weighted tracer concentrations {M L] can be calculated as:
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—~ M, —~ M = M (5.3)
q'zg Q—ZQ Q—ZQ

=lnb =l.nb =l.nb

but are effected by discretization and numerical errors when water depths and fluxes are very small

The laboratory-scale simulatons of coupled surface-subsurface flow and transport (Section
4.7) indicate that simulated tracer concentrations in surface water are very sensitive to the selection
of the discrete equations to which rainfall is applied. Application of rainfall to the porous medium
equations causes mixing within the porous medium prior to discharge into the surface water,
resulting in near-identcal concentrations between the surface and subsurface continua. Application
of rainfall to the surface equations eliminates such mixing, but required the use of an empirical
coupling dispersivity to match observed concentratdons during hydrograph rise and fall. Simulated
concentrations are also sensitive to grd refinement adjacent to the land surface, with small vertical
spacings required to resolve sharp concentration gradients and minimize the volume of porous
medium with which the surface water interacts.

Figure 5-15 presents the distribution of rainfall tracer (C)) in the surface water at fifty
minutes, corresponding to both peak stream discharge and the end of the rainfall event. Tracer
distributions for three rainfall boundary conditons are presented, as are tracer distributions arising
from the assumpton of concentration continuity between the surface water and underlying porous
medium. Applying rainfall to the surface equations (Figure 5-152) results in large concentrations of
rainfall tracer along the topographic highs where water fluxes are odented into the porous medium
and water depths are negligible. Concentrations decrease along the stream axis due to discharge of
water from the sand and increased diffusive exchange rates arising from larger saturations in both
continua. Rainfall tracer concentratons arising from use of the dual rainfall boundary condition
(Figure 5-15b), applicaton of rainfall to the porous medium equatons (Figure 5-15¢), and
concentration continuity assumption (Figure 5-15d) are very similar, differing noticeably only along
the stream channel. In each case, however, rainfall tracer concentrations are approximately half those

predicted by applying rainfall to the surface equations. Comparsons with observed pattems are
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difficult, as the spatial distribudon of the rainfall tracer is not available from the field expenment.
Abdul and Gillbam [1989] indicate, however, that measured concentrations of rainfall tracer in
overland flow were lower adjacent to the stream. These lower concentrations were presented as
evidence for the capillary foinge mechanism, with groundwater discharge acting to dilute rainfall
tracer in the surface water. The coupled surface-subsurface flow simulation presented in Section
5.2.1 indicates, however, that very little discharge occurs in this region. '

Figure 5-16 compares hydrograph separations based on measured stream discharge volumes
and tracer concentrations (see equation (5.1)) with separations based on simulated stream discharge
volumes and concentrations. Again, results for three rainfall boundary conditions and for continuity
coupling are presented. Also indicated in Figure 5-16 are hydrograph separations generated by
assuming negligible diffusive exchange of tracer mass between the surface and subsurface continua.
Figure 5-17 presents the corresponding flux-weighted concentrations (see equation(5.3)). Separation
of measured discharge using measured tracer concentradons indicates that up to 37% of stream flow
is pre-event (Le. water contained in the sand before the rainfall event). This conclusion is supported
by the simulations if rainfall is applied to the surface equations and both advective and diffusive
coupling are considered (Figure 5-16a). The corresponding flux-weighted concentrations (Figure
5-17a) contain considerable error at early time, however, as water depths at the outflow boundary are
negligible. Neglecting diffusive coupling between continua (Figure 5-16b) predicts that stream
discharge is dominated by water orginating as rainfall, with rainfall tracer concentrations (Figure
5-17b) approaching unity at all times.

Application of rainfall to the discrete surface equations illustrates that interpretatons of
stream water origin are very sensitive to diffusive exchange of tracer mass between rapidly moving
water on the land surface and slower water moving within the porous medium. The modifying
effects of diffusive exchange are less evident if rainfall is applied to both the surface and porous
medium equations using the dual algorithm (Figure 5-16¢,d and Figure 5-17¢,d) or only to the
porous medium equations (Figure 5-1Ge,f and Figure 5-17e,f). Hydrograph separations for these
simulations are not significantly different than that predicted by assuming concentraton continuity
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between contnua (Figure 5-16g and Figure 5-17g). These hydrograph separations suggest that a
large fracton of stream water is pre-event, in contradiction with the separation based on measured
concentrations. While concentrations of minfall tracer during the recession portion of the
hydrograph are replicated best using the dual rainfall boundary condidon (Figure 5-17c), peak
concentrations are underestimated by about fifty percent, indicating that excessive mixing is being
simulated.

Recall that, in the coupled flow simulation, seepage (groundwater discharge) accounted for
less than five percent of stream discharge (Figure 5-14). If only advective coupling is considered (i.e.
seepage ot infiltration) then application of rainfall to the surface equations generates discharge with
approximately the same relative contribution of event and pre-event water (Le. about five percent). If
diffusive coupling is also considered in the simulation, the simulated discharge separation
corresponds well with the hydrograph separation based upon measured tracer concentrations. These
simulations suggest that, while the capillary fringe is clearly responsible for the rapid hydrologic
response observed by .4bdw/ [1985], increased subsurface head gradients do not cause significant
seepage. Rather, infiltration rates along the stream axis are reduced, with runoff formed by excess
rainfall over a2 dynamic contributing area [e.g. Hewlett and Hibbert, 1967; Dunne and Black, 1970].
Rainfall tracer dilution occurs largely by diffusive processes as water flows over the land surface to
the stream, over relatively short flow paths, and subsequently down the stream channel The
simulations indicate that tracer orginating above the initial water table dominates the pre-event
contribution. The following section presents an analysis of the sensitivity of hydrologic response,
surface discharge volumes and hydrograph separations to hydraulic conductivity, Manning surface

roughness, initial water table elevation, and surface topography.
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Figure 5-15. Distribution of rainfall tracer (C,) in surface water at 50 minutes. Concentrations
predicted by first-order-coupled simulations with both advective and diffusive coupling
and (a) rainfall applied to surface equations, (b) rainfall applied to both the porous medium
and surface equations using the dual rainfall algorithm, and (c) rainfall applied exclusively
to the porous medium equations, and (d) tracer distnbutions resulting by assuming

concentration continuity between the surface water and porous medium.
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Figure 5-16. Comparison of measured and simulated hydrograph separadons. Results for first-
order-coupled simulations with rainfall applied to surface equations and (a) advective and
diffusive coupling and (b} advective coupling only; rainfall applied to both the porous
medium and surface equations using the dual rainfall algorithm with (¢) advective and
diffusive coupling and (d) advective coupling only; rainfall applied to porous medium
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separation resulting from assuming concentration éontinuity between the surface water

and porous medium.
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Figure 5-17. Comparison of measured and simulated rainfall tracer concentrations (C,) in stream
discharge water. Results for first-order-coupled simulations with rainfall applied to surface
equations and (a) advective and diffusive coupling and (b) advective coupling only; rainfall
applied to both the porous medium and surface equations using the dual rainfall algorithm
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to porous medium equations with (e) advective and diffusive coupling and (f) advective
coupling only; and (g) concentrations resulting from assuming continuity between the

surface water and porous medium.
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53 Sensitvity Analyses

Ramfall-runoff response is known from both field observations and theoretical studies [e.g.
Freeze, 1972 a,b, 1974; Beven, 1977] to be a funcdon of many interrelated parameters. The sections
that follow attempt to isolate the effects on simulated hydrologic response of hydraulic conductvity,
Manning roughness, initial water table elevation, and surface topography. The suite of simulations is
restricted in scope to remain representative of the rainfall-runoff experiment performed by _4bdu/

{1985], allowing the comparison of simulated and observed rainfall-runoff responses.

5.3.1 Hydraulic Conductivity and Manning Roughness

Although the hydraulic conductivity of the sandy aquifer is known to be spatially variable
[e.g. Sudicky, 1986] a single lumped hydraulic conductivity value is utilized in this study.
Consideration of spatal vanability is beyond the scope of this work, with regard to comparison of
the model results with those of the experment, although the numerical model is fully capable of
incorporatng spatial varations in hydraulic conductivity. Reported values for the sandy aquifer vary
from 5.0 x 10° m s™ [A4bdnl, 1985] to 2.2 x 10” m s™ [Nwankwor et al, 1984]. The large values of
Nuwankwor et al. [1984] were determined from pump test analyses while the small values of Abdu/
[1985] were derived from flow net analyses. MacFarlane et al. [1983] reported hydraulic conductivity
values ranging from 1 x 10” to 3 x 10° m s™. Figure 5-18 compares the measured stream hydrograph
with simulated hydrographs generated with hydraulic conductivity values that span the reported
range. No attempt was made to scale the relative permeability relationship as the low storage
capacity of the capillary fringe dominates system response to rainfall. The thickness of the capillary
fringe, therefore, is assumed constant. Topography is as indicated in Figure 5-1 and the initial water
table elevatdon 1s 278 cm.

The best visual fit to the measured hydrograph (Figure 5-18a) occurs with a hydraulic
conductivity of 1 x 10° m s”, with simulated stream discharges decreasing with increasing hydraulic
conductivity. Figure 5-18b presents approximate contributing areas, calculated by dividing the
ponded area of the land surface by the total surface area, and indicates that increased surface
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discharge correlates with increased surface ponding and that surface ponding increases with
decreasing porous medium hydraulic conductvity. Simulated groundwater discharge (seepage) rates
(Figure 5-18c) are a significant fraction of surface water discharge for only the highest hydraulic
conductivity values. Figure 5-19 presents hydraulic head contours and water table elevadons at fifty
minutes at the representative cross section for each of the hydraulic conductivides. Water table
elevations coincide with the land surface along the stream axis and extend greater distances away
from the stream with decreasing hydraulic conductivity. While decreasing hydraulic conductivity
increases head gradients adjacent to the land surface, infiltration rates are reduced. The decreased
mnfiltration rates promote overland flow due to rainfall excess, generating larger water depths in the
stream and increasing stream discharge.

The Manning roughness coefficients utilized in the field-scale simulations are derived from
literature sources [e.g. Chow, 1959] and calibrated values presented by .Abdu/ [1985]. Two values are
utilized, with roughness values typical of a sandy surface (0.03 s m™"*) assigned to the nodes along
the stream channel and roughness values associated with short grass (0.3 s m™/) assigned to nodes
on the remainder of the land surface. The sensitivity of rainfall-runoff response to Manning surface
roughness may be evaluated by assigning homogeneous roughness values to the entire land surface.
Values utilized in the two simulations are equivalent to assuming the land surface is totally grass
covered or sand covered. Porous medium hydraulic conductivity is assumed to be 1 x 10° m s in all
simulations.

Figure 5-202 compares stream discharges predicted with the two homogeneous Manning
roughness values with the base case simulated discharge and with measured discharge. Stream
discharge predicted using a roughness value of 0.03 s m™” is slightl- greater than the base case
discharge during hydrograph dse but is neatly identical during hydrograph recession. Both replicate
observed stream discharges with reasonable accuracy. Assuming a roughness value of 0.3 s m™/”
underpredicts stream discharge until about seventy-five minutes, after which stream discharge is
overpredicted. Simulated contributing areas (Figure 5-20b) for all roughness values are identical
during hydrograph rise, with the larger roughness values indicating a slightly larger contributing area
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during hydrograph recession. Simulated groundwater seepage (Figure 5-20c) is greatest if the land
surface is assigned a homogenous roughness value of 0.3 s m™/>.

At a given surface water depth, velocities and water flux for the two Manning roughness
values differ by an order of magnitude (see equations (2.21) and (3.6)). In the coupled rainfall-runoff
simulations, therefore, water depths on the land surface are larger if Manning roughness is assumed
to be 0.3 s m"”. These larger water depths affect the disaibution of pressure head in the porous
medium at the land surface, subtly altering both the hydraulic response of the porous medium to
rainfall and rate of groundwater seepage. Water depths and exchange rates at the top of the
representative cross section are presented in Figure 5-21 at 2 time of fifty minutes for the base-case
simulation and both surface roughness sensitivity analysis simulations. Also presented in Figure 5-21
are water table elevations and hydraulic head contours in the porous medium.

While water table and surface ponding locations correspond well in each case (see also the
contributing area graphs in Figure 5-20b), water depths and exchange rates exhibit subtle differences.
Relative to the base case (Figure 5-21a), water depths for the simulaton conducted with a
homogeneous roughness value of 0.03 s m"” (Figure 5-21b) are slightly smaller adjacent to the
stream channel. The lower surface roughness results in increased overland flow velocities, hastening
overland flow contrbutions to the stream channel, and increasing stream discharge during
hydrograph rse. Hydrograph recessions are nearly identical, however, as surface flows are restricted
to the stream channel itself after the end of the rainfall period. In contrast, assuming the entire land
surface is grass-covered (Figure 5-21c) increases surface water depths both adjacent to and within
the stream channel. While water depths are increased, the Manning-derived velocities are reduced,
decreasing both the rate of overland flow contributions to the stream channel and discharges from
the stream itself. Water depths during hydrograph recession are also larger, resulting in the slightly
larger contributing area indicated in (Figure 5-20b). Further, the slight increases in overland flow
depths alter subsurface gradients, increasing groundwater ‘discharge (seepage) beside the stream
channel.
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This sensitvity analysis indicates that stream discharge rates and timing are intimately related
to both the porous medium hydraulic conductivity and surface Manning roughness. Peak stream
discharge volumes are influenced by the Manning roughness value assigned to nodes along the
stream channel, with larger roughness values causing decreased peak flow rates and increased
hydrograph tailing. Contributing areas are affected by small-scale topographic vanations and
hydraulic conductivity, which, in combinaton with the Manning roughness of the slopes, determine
the amount of infiltration excess and the rate of overland flow contnbutions to the stream channel
Groundwater discharge (seepage) locatons and rates are affected by both hydraulic conductivity and
by the depth of surface ponding. Calibrated surface roughness and hydraulic conductivity values are
likely to be related, as small-scale topographic vanations are likely unknown at the field scale. The
following section presents an analysis of rainfall-runoff response to the initial water table elevation

and to topographic varnability in and adjacent to the stream channel.
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5.3.2 Inital Water Table Elevation, Surface Topography, and Channel Incision

The topographic surface presented in Figure 5-1 was generated by digitzing and kriging
elevation contours presented by Abdwu/ [1985]. While an accurate survey of the field site was
performed by Abdul, surveyed elevations were unavailable for use in the present study. As the
contour spacing used in Abdul’s figure was 0.5 meters, the discretized channel and slope
configurations may not be representative of field conditions. Further, the reported stream length of
70 meters and slope of 0.17 % indicates a possible 12-centimeter range in stream bed elevation,
which also may be pootly represented by the discretized topography. Finally, the initial water table is
reported at a single locadon to lie about 22 cm below the base of the stream. Therefore, the
configuration of the land surface in and adjacent to the stream and initial water table depths are both
uncertain. This section presents a sensitvity analysis of rainfall-runoff response to initial water table
elevations, small-scale topographic vanability, and channel incision. Results for two hydraulic
conductivities, 1 x 10° m s™ and 5 x 10° m 5™, are presented in each case. Unless explicitly stated to
be different, parameters utilized in all simulations are presented in Table 5-1 and rainfall is applied to
the surface equations.

The sensitivity of stream discharge to inidal water table elevation is illustrated in Figure
5-22a and Figure 5-23a, for hydraulic conductivities of 1 x 10° m s™ and 5 x 10° m s, respectively.
Initial water table elevations utlized are 281 cm, 284 cm and 287 cm. These elevations lie within the
possible range of stream channel elevation (12 cm), and correspond to water table depths of 19 cm,
16 cm, and 13 cm below the stream channel. Simulated contributing areas and groundwater seepage
rates are given in parts b and c of the respective figures. Seepage rates represent the maximum
possible subsurface contributions to overland and stream flows, reflecting neither reinfiltration nor
the water volume stored on the land surface.

Simulated surface discharge increases with increasing initial water table elevations. Such
results are expected for both hydraulic conductivity values, as decreased storage capacity in
topographic lows hastens the rapid capillary fringe water table response to minfall, decreasing
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infiltration rates and promoting the generaton of overland flows due to rainfall excess. Maximum
groundwater seepage contributions to the surface continuum also increase, as the rsing water table
raises maximum total heads at the toe of the slopes, promoting groundwater discharge at
topographic lows. Higher water table elevations at the toe of the slopes also increase slightly the
approximate contributing areas. Surface discharge increases much more rapidly than contributing
area, however, illustrating the dynamic and intimate interaction of surface and subsurface hydrology.
Contributing areas decline rapidly after rainfall ceases and approach a constant value for all initial
conditons and both hydraulic conductivides. This final value, about 0.05, represents the
approximate relative area of the discretized stream channel

For the base-case topography (Figure 5-1) simulated surface water discharges provide a good
visual match with measured values if the hydraulic conductivity of the porous medium is assigned a
value of 1 x 10° m s”. This hydraulic conductivity value is on the low end of the reported range and
is half an order of magnitude less than the value utlized in the simulations presented by Abdw/
[1985]. The sensitivity analysis of hydrologic response to initial conditions indicates that simulated
discharges exceed measured if a hydraulic conductivity of 1 x 10° m s™ is assumed. Conversely, if a
hydraulic conductivity of 5 x 10° m s” is utilized, the resulting increased discharge approaches
measured values, suggesting that calibrated hydraulic conductivities are intimately related to both the
assumed initial conditions and discretized surface topography.

The effect of uncertainty in surface topography can be evaluated by slight modifications to
the base-case finite element mesh. Four possible surface topographic variations are presented in
Figure 5-26. Relative to the base case (Figure 5-1), the first two meshes, Grd 2 (Figure 5-26a) and
Grd 3 (Figure 5-26b) were generated by decreasing the surface slopes adjacent to the stream. The
second two meshes, Grid 4 (Figure 5-26¢) and Grid 5 (Figure 5-26d) were generated by decreasing
channel elevations by five and ten centimeters, respectively. Topography of the upland regions and
adjacent slopes is unchanged in all meshes. Both of the incised channels, located about twelve and
seventeen centimeters above the initial water table, respectively, are initially dry. Parameterization,

initial conditions, and boundary conditions are identical to those utilized in Section 5.2.1. A single-
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continuum seepage face simulation is also presented for Gnd 5 to provide further clarificadon of the
error introduced into the subsurface flow field and back-calculated seepage rates by neglectng
ponding on the land surface.

Figure 5-27a presents hydrographs generated by simulating the Borden rainfall-runoff event
using the four alternative topographic configurations and assuming a hydraulic conductivity of 1 x
10° m s™. Figure 5-27b presents approximate contributing areas, calculated by normalizing total
ponded area at the end of each timestep by toral area of the land surface. Figure 5-27c presents the
volumetric rate of groundwater seepage (Le. the sum of all negative water exck;a.ngcs at the land
surface), and total seepage rate if surface water effects on Gnd 5 are neglected. Corresponding
summary graphs for hydraulic conductivity of 5 x 10° m s™ are presented in Figure 5-28.

For both hydraulic conductivities, simulated surface discharge increases in volume as surface
elevation gradients adjacent to the stream decrease. While small increases in groundwater seepage are
indicated, the relative contribution to stream discharge is small. Small seepage rates and increasing
contributing areas during hydrograph rise both suggest that rainfall excess is the dominant runoff
and streamflow generation mechanism. Contrbuting areas calculated during hydrograph recession
are larger than those indicated with the base case grid, reflecting the relatively flat topography along
the stream channel in grds two and three. Contributing areas decrease more rapidly for the higher
hydraulic conductvity, as the infiltration of ponded surface water is more rapid. Peak discharge is
overpredicted if a hydraulic conductivity value of 1 x 10° m s is assumed, while assuming a
hydraulic conductivity of 5 x 10 m s™ underpredicts peak discharge.

Stream discharge decreases with increasing channel incision, with simulated discharge
underpredicting observed values for both hydraulic conductivities. If a hydraulic conductivity of 1 x
10° m s is assumed, groundwater seepage begins prior to the initiation of stream discharge and
occurs at approximately twice the volumetric rate of the maximum values attained with the non-
incised channels. Seepage rates decrease slightly as stream discharge is initiated, as increasing water
depths within the stream channel raise the total head constraining the adjoining porous medium,
decreasing both hydraulic gradients and the resulting water velocities. Decreased surface water
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discharge results from greater infiltration adjacent to the stream, with rainfall entering the porous
medium at the land surface and water orginating in the subsurface discharging into the stream.
Hydrograph recession is therefore extended, as groundwater discharge continues after the end of the
rainfall event. The slow infiltraion rate evident during hydrograph recession in the base case
simulation (Figure 5-18) is replaced with slow drainage from the porous medium. For the more
deeply incised channel (gnd five), the greater influence of low subsurface water velocites is reflected
in both decreased stream discharge during hydrograph nse and increased stream discharge during
hydrograph recession. Little notdceable differences are evident in the graphs of contributing area,
although areas are similar during hydrograph recession to previous simulations.

In contrast with simulations performed with a hydraulic conductivity of 1 x 10° m s™,
assuming a value of 5 x 10° m s in the incised-channel simulations indicates that, during
hydrograph rise, discharge increases slightly with increasing channel incision (Figure 5-28a).
Calculated contmbuting areas (Figure 5-28c) are lower for the more deeply incised channel,
suggesting that subsurface flow paths are providing the additional streamflow. Contributing areas for
both incised-channel simulatons rapidly attain values associated with the stream channel during
hydrograph se, increasing after about fifteen minutes when the storage volume within the stream
channel is filled. Contributing areas decrease rapidly after the end of the rainfall event as hydraulic
heads deciine and overland flow ceases adjacent to the stream. Discharge from both incised channel
simulations underpredicts measured values if a hydraulic conductivity of 5 x 10° m 5™ is assumed.

Examination of the calculated seepage rates (Figure 5-28c) indicates that total seepage
exceeds stream discharge if a hydraulic conductivity of 5 x 10° m s™ is assumed. Seepage values may
not be representative of potential stream flows, therefore, as they do not consider storage on the
land surface or possible reinfiltration from ponded surface water sources. Of interest, however, is
the back-calculated boundary flux derived by imposing seepage face conditions in the incised
channel simulations. As indicated in Section 5.2.1, seepage face solutions, by neglecting the
additional head constraint induced by surface ponding, will over-estimate groundwater discharge.

The error is small if hydraulic conductivities of 1 x 10° m s™ is assumed, as the coupled simulations
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indicate infiltraton-excess overland flow is the dominant streamflow generation mechanism. As
subsurface flow paths become more dominant with increasing hydraulic conductivity, however, the
effects of stream depth constraints on hydraulic head in the adjacent porous medium become more
significant. Indeed, the seepage face solution prediction of groundwater discharge is nearly twice that
of the coupled solution if a hydraulic conductivity of 5 x 10° m s™ is utilized in the incised channel
simulatons. Abdul’s [1985] hydrologic response simulations may be inaccurate, therefore, as he
explicitly coupled such seepage to a kinematc streamflow routing model, neglecting the effect of
surface ponding on pressure heads adjacent to the stream channel. Consideration of surface water
ponding was also neglected in the flow net analysis presented by .Abdu/ [1985] and .Abdul and Gillham
[1989] as evidence in support of enhanced groundwater discharge due to the rapid response of the
capillary fringe.

Recall, however, that the spatal and temporal distnbution of surface water is unknown from
the field experiment, making specific comparisons difficult. The sensitivity analysis indicates that the
dominance of surface or subsurface flowpaths for a single rainfall event is affected by assumed initial
conditions and discretized topography, both of which are poorly defined. Total head contours and
water table elevations are presented for each of the four grids at fifty minutes in Figure 5-29 and
Figure 5-30 for hydraulic conductivities of 1 x 10° m s and 5 x 10° m s™, respectively. Fifty minutes
corresponds to both the end of the rainfall event and peak surface water discharge. Slight variations
in topography in combination with bulk hydraulic conductivity vanations of half an order of
magnitude are shown to generate significantly different head distributions in the porous medium.
Water table elevations and subsurface hydraulic head gradients have a large effect on flow pathways
and stream discharge volumes. The following section preseats and discusses hydrograph separations

using concentrations of three conservative tracers in stream discharge.
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conductivity equal to 1 x 10° m/s.
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Figure 5-25. Toral head distributions and water table elevations along a representative cross
section (x = 40 m) ar 50 minutes for initial water table elevations of (2) 278 cm (base case),
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Figure 5-26. Surface elevation contours of four finite element meshes utilized to investigate the
effect of topography on hydrologic response and dischatge separation. Decreasing
elevation gradieat for (a) grid two and (b) grid three, and increasing channel incision for (c)
grid four and (d) grid five.
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Figure 5-29. Total head distributions and water table elevations along a representative cross

section (x = 40 m) at 50 minutes (a) grid one (base case), (b) grd two, (c) grid three, (d)
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Figure 5-30. Total head distributions and water table elevations along a representative cross
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5.3.3 Hydrograph Separation

The base case coupled simulation presented in Section 5.2.1 suggests that the dominant
streamflow generation mechanism operating during the Borden field experiment was overland flow
induced by infiltration excess over a dynamic contributing area implicitly linked to the rapid response
of the capillary fringe. The corresponding analysis of tracer transport suggested that the large pre-
event contributions to streamflow resulted largely from diffusive exchange (dilution) of rainfall tracer
in the overland flow, with groundwater discharge (seepage or advective exchange) playing a minor
role in modifying tracer concentratons in the surface water. Applicaton of rainfall to the surface
equations, in combination with both advective and diffusive coupling, was shown to reproduce both
observed discharge and the observed hydrograph separation with reasonable accuracy.

This section presents and discusses separations of simulated stream dischatge for the
fourteen flow simulations presented in Section 5.3.1. Rainfall is applied to the surface equations and
both advecuve and diffusive transport processes are utilized to couple the surface and subsurface
continua. Figure 5-31 presents separations of stream discharge for the six simulations performed to
cvaluate the sensitivity of hydrologic response to inidal water table elevation. Figure 5-32 presents
separations of simulated stream discharge from the eight simulations performed to investigate the
role of small variations in topography and channel incision on hydrologic response.

The sensitvity analysis presented in Section 5.3.1 indicates that similar flow processes are
active in all simulations, with subsurface flow and groundwater discharge becoming more important
with increasing channel incision and porous medium hydraulic conductivity. Simulated stream
discharge volumes corresponded well with observed if the channel was not significantly incised and
the porous medium hydraulic conductivity is assumed to be 1 x 10° m s'. Examination of
hydrograph separations generated for varying initial water table elevations (Figure 5-31) indicates the
relative proportion of event (rainfall) and pre-event (i.e. water initially present in the porous medium)
in stream discharge remains relatively constant if hydraulic conductivity of 1 x 10° m s™ is utilized.

Increased stream discharge originates largely as infiltration excess overland flow, however, with
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diffusive exchange diluting rainfall tracer in the shallow surface depths. Little stream flow originates
below the inital water tables, indicating that transport and mixing processes acting at and near the
land surface dominate stream water composition. Simulations performed using a hydraulic
conductivity value of 5 x 10° m s™, while underestimating surface water discharge volumes, indicate
increasing groundwater contributons to streamflow. The flow simulations indicate groundwater
seepage Increases with increasing water table elevaton, linking the presence of groundwater tracer in
streamflow with hydrologic response, and suggesting that the depths of surface-subsurface
interaction increase with increasing hydraulic conductivity. Further discussion is hampered as the
highest initial water table elevation also places the groundwater tracer source nine centimeters closer
to the land surface.

Figure 5-32 presents simulated hydrograph separations for the four alternative topographies
and the two hydraulic conductivity values. The four simulations performed with decreased surface
elevation gradient (Figure 5-32a,b) result in very similar proportions of event (rainfall) and pre-event
tracer (unsaturated zone) in stream discharge. Diludon of rainfall tracer occurs in the simulations
largely via diffusive exchange between continua, with only small contrdbutions resulting from direct
discharge (seepage) of pre-event water from the subsurface. Surface discharges predicted by the
incised-channel simulations (Figure 5-32¢,d) are less than measured values for both hydraulic
conductivities. The hydrologic response analysis presented in Section 5.3.1 indicates that subsurface
flowpaths become more dominant as hydraulic conductivity and stream channel indsion increase.

Separation of stream discharge for a hydraulic conductivity of 1 x 10° m s™ indicates that the
stream contains about equal portions of event and pre-event water. A small component of
groundwater (Le. orginating below the initial water table) is evident in discharge from the more
deeply incised channel. Greater groundwater contributions are expected, as the incised stream
channel induces a greater vertical flow component (Figure 5-29d) and the source of the groundwater
tracer lies only about ten centimeters from the bottom of the stream. Unsaturated zone tracer (Le.
originating above the initial water table) enters the stream by the same advective mechanism. The

delineation of specific water sources or flow paths using hydrograph separation of stream flows is
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ambiguous, as the simulations indicate that unsaturated zone tracer may also enter the stream via
diffusive exchange between the porous medium and overland flow.

Assuming a hydraulic conductivity of 5 x 10° m s™, separation of stream discharge from the
less-deeply incised channel (Figure 5-32¢) indicates stream water is nearly a complete mixture of
rainfall and unsaturated zone sources. In contrast, discharge from the more-deeply incised channel
(Figure 5-32d) is a near-equal mixture of warer from all three sources, with rainfall slightly more
dominant during hydrograph rise. The hydrologic response simulations indicate that significant
seepage occurs for both channel configurations, with seepage exceeding stream discharge in volume.
Seepage into the channel, in combination with direct precipitation, are the dominant streamflow
generation mechanisms. Vertical gradients beneath the stream are greater for the more deeply incised
channel, thus providing a greater contribution of water originating below the initial water table. The
separation of stream discharge using tracers therefore better reflects actual water origin, as diffusive

ex e between continua is restricted in space to the stream channel itself.
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topography, stream channel incision and hydraulic conductivity. Discharge for (a) grid two,
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Chapter 6~ Summary and Conclusions

The numerical model developed in this work describes the flow of water and transport of solutes in
three separate continua: within porous medium, fractures/macropores and on the land surface. The
two-dimensional diffusion-wave equation is implemented to describe flow in shallow surface water
while flow in vanably-saturated porous medium and macropores was described by the three
dimensional Richards' equation. Transport in both the surface and subsurface systems is described
by advection-dispersion equations. Coupling of surface and subsurface flow and transport is
achieved by assembling and solving one system of discrete algebraic equations so that water and
solute fluxes between continua are determined as part of the solution. Linkage is through the
assumption of primary vadable continuity or via first-order, physically based flux relationships.
Water and solute exchange between continua is assumed to be described by one-dimensional Darcy
and advecton-dispersion equations, respectively. Flow and transport coupling coefficients are
defined as functons of characterstic length scales of interaction, fluid or solute properties, and
system parametets such as saturation or permeability. Use of large exchange coefficient values
promotes concentration and pressure head continuity between.two interacting continua, and small
values promote disequilbrium.

Specified boundary conditons can be spatially- and temporally varable, or in the case of
state-dependent flux boundaries, may be specified as nonlinear functions of the local flow or
transport solution. The numerical model is modular in form, is tailored towards irregular geological,
surficial and areal geometres, and utilizes robust and efficient discretization and solution techniques.
Surface topography and the associated effect on storage and potential gradients is imbedded in the
structure of the numerical model. Developmeant of this integrated numerical model represents the

most significant contribution of this work.
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The integrated numedcal model differs significantly from those developed by previous
workers who (1) couple surface and subsurface flow and transport models by matching boundary
condidons; (2) utlize simplified time-delay routing of seepage discharge; (3) apply iterative rainfall
partitioning and seepage face algorithms in groundwater flow models; (4) utilize equivalent porous
medium properties to account for bypass flow; (5) invoke moving boundaries (L.e. dry/wet nodes) in
surface flow models; (6) treat infiltration in surface flow models independent of water depth,
subsurface porosity and permeability heterogeneity, and subsurface hydrodynamics; and (7) utilize
effective lumped characteristic curves to incorporate enhanced subsurface permeability due to

macroporces.

6.1 Discretization and Solution Methods

The govemning flow and transport equations are discretized in space using the control
volume finite element (CVFE) method, allowing a consistent interpretation of flow and transport
processes both within and between continua. The CVFE method combines the geometric flexibility
of finite elements with the local conservation characteristics of control volumes. Simple element
types are utlized to allow the efficient use of influence coefficients in the evaluation of spadal
integrals. Element types can be spatially vadable, a useful option in simulations combining complex
geologic and topographic geometries. Each node in the finite element mesh may have multiple
unknowns, with each unknown associated with different continua. A mixture of coupling schemes
may be utlized, allowing different continua to be coupled via continuity assumptons or by first-
order flux relatdonships. The spatial distnbution of continuz can also be vanable, allowing, for
example, a layer of macroporous soil adjacent to the land surface or surface processes only in
topographic lows. The multiple equation and general coupling methodology can be utilized to
include additional discrete features such as fractures, wells, or tile drains, or additional subdivision of
the porous medium volume to allow multiple-interacting or mobile-immobile continua.

An alternative prism-based discretization is introduced and shown to be consistent with

traditional two and three-dimensional finite elements, while generating significantly fewer negative
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influence coefficients and udlizing less memory and computational effort. Use of these modified
pdsms allows placement of emphasis on designing well-structured triangular finite element meshes
of the surface topography. The two-dimensional surface trangle mesh can be stacked vertically to
generate three-dimensional subsurface prosms. As the vertcal influences are numerically well
behaved and predictable, negauve influence coefficients will lie in the local x-y plane and result
largely from poorly dimensioned trangles. Uncertainty associated with the spatial discretization is
minimized, while lateral connectivity in the subsurface is retained to allow down-slope flow of water
and solute transport. The resulting influence coefficients are similar to those generated using
tetrahedra, but with a reduced nodal connecuavity, lowenng both storage and computational
overhead. The approximation assumes that the principle components of the permeability tensor are
aligned with the local coordinate axes, implying that soil layering follows topography. Further,
vertical dispersive cross terms are assumed to be small. These assumptions are reasonable in this
work but should be reexamined in simulations involving heterogeneous porous media or the use of
large lateral dispersivities.

The system of nonlinear flow equations are solved in a fully coupled fashion so that fluid
exchanges and nonlinear boundary conditions are determined as part of the iterative solution.
Transport of multiple species is solved sequentially after each transient flow timestep, beginning with
the first parent if chain decay is occurring. Nonlinear flux limiters are utilized in solving advective
transport to minimize numercal dispersion. The discrete flow equations are linearized using
Newton’s method while approximate Jacobians are implemented to solve the discrete transport
equations. Numerical derivatives are utilized to efficiently construct both the flow and transport
Jacobians and the convergence of the flow Newton iteration loop is enhanced by primary variable
switching. Adaptive time-weighting algorithms are developed and verified for both flow and
transport. These algorithms partition the discrete equations into subsets corresponding to zones of
active and inactive flow or transport processes. Equations at inactive nodes are solved explicitly and,
as solutions are known at the new time level, can be partiioned from the flow or transport Jacobian.

The remaining equatons are solved fully coupled using either implicit or Crank-Nicholson time
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weighting, with the solution to explicit equations appearing in the forcing vector only. Adaptive
temporal weighting is shown to decrease simulation times, as assembly and solution effort is directly
proportional to the size of the nonlinear system (Jacobian).

Approximate solutions to the linearized equations are generated using an iterative sparse-
matrix solver employing Bi-CGSTAB or GMRES acceleration and reverse Cuthill- McKee ordering
of a red-black reduced system of equations. Preconditioning is provided by incomplete lower-upper
factorization (ILU) or drop-tolerance incomplete lower-upper (ILUT) factorizaton. ILUT
factorizations are performed only on the Jacobian generated in the first flow or transport Newton
iteration. Solutions to subsequent Newton iterations are preconditioned using the ILU algorithm and
the data structure provided by the drop tolerance factorization. Accurate factorizadons are
generated, therefore, while the higher computadonal cost of the drop tolerance algorithm is

amortized over the total number of nonlinear iterations.

6.2 Coupled Surface-Subsurtface Water Flow Simulations

Detailed comparisons of coupled surface-subsurface simulatons with the laboratory
experiment of 4bdu/ [1985] indicate that observed rainfall-runoff responses could be simulated with
reasonable accuracy using measured or published parameter values. Groundwater discharge
(seepage) and excess rainfall are not lost to the system in the coupled simulations, but are stored and
flow on the land surface. These two-dimensional simulations also indicate that the coupled surface-
subsurface approach is consistent with solutions generated using the traditonal seepage face
approach, as water depths on the land surface are small.

Application of the coupled numerical model to the field experiment of Abdw/ [1985]
indicates that the neglect of surface water ponding in the traditional seepage face approach can
produce misleading predicdons of both groundwater discharge rates and locations. Surface water
stored on the land surface acts as a transient, spatially-variable constraint on pressure heads in the
porous medium. Simulated surface water depths in the stream, for example, rise to a depth of about

five centimeters at peak stream discharge, altering subsurface head gradients and decreasing
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groundwater seepage rates into the stream channel. In the coupled simulations, excess rainfall and
seepage are both stored on the land surface untl infiltrating or discharging to the stream. Seepage
face solutons obtained after the ramfall cessadon therefore differ from those indicated by the
coupled model, as recharge ceases when the water table drops below the land surface. The error
introduced by enforcing seepage face conditions (Le. fixing the total head to be equivalent to the
land surface elevation) increases with increasing channel incision.

The coupled simulations indicate that surface and subsurface flow processes are mntimately
related, as subsurface head distrtbutions affect infiltration or seepage rates while surface water
ponding depths affect head gradients adjacent to the land surface. Slight variations in topography,
initial water table elevations, and bulk hydraulic conductivity can generate significantly different head
distbutions in the porous medium. Infiltration rates and porous medium storage capacity affect
both the fraction of rainfall available for overland flow and the relative area of the land surface on
which overland flow may develop. Overland flow contributing areas are also affected by small-scale
topographic variations, which, in combination with the Manning roughness, determine the surface
storage capacity and flow velocities. While these conclusions are not surprising, it is encouraging that
stream discharge measured by .Abdu/ [1985] can be simulated with reasonable accuracy using

measured or literature-derived parameters and minimal calibration.

6.3 Coupled Surface-Subsurface Tracer Transport Simulations

'y

Simulations of the transport of a conservative tracer introduced with rainfall in 4bdul’s
[1985] laboratory experiment indicate that processes affecting solute concentrations in the surface
water are restricted to a relatively thin region adjacent to the land surface. Concentratons in surface
water are very sensitive to which equations the rainfall boundary condition (Le. specified flux) is
applied. For rainfall applied to the porous medium equations, the spatial and temporal distribution
of solute exchange is affected by the movement of excess rainfall from the porous medium to the
surface continuum. A dual rainfall condition, in which applied rainfall to both the porous medium

and surface equation as a function of surface water depth, limits mixing due to infiltration excess.

170



For rainfall applied to the surface equations, mixing between the surface and subsurface continua is
more heavily influenced by the magnitude of diffusive/dispersive exchange coefficient. The
magnitude of advectve exchange is controlled by hydrodynamics within the porous medium and not
by the movement of excess rainfall from the porous medium to the surface continuum. The spatial
and temporal distribution of solute exchange therefore reflects both concentraton discontinuity and
hydrodynamics. While having little affect on the flow solution, these subtleties in rainfall boundary
condition assignment impact predictions of tracer concentrations in discharge water and, therefore,
also affect interpretations of water ongin.

The laboratory-scale simulations also indicate that the sensitivity of tracer concentrations in
surface water to rainfall boundary condition assignment is reduced as the storage volume associated
with the porous medium equations at the land surface is decreased. However, concentrations during
hydrograph recession are replicated well only by assuming concentration continuity, suggesting that
mixing between continua is related to more than the interaction of rainfall with the porous medium.
Applying rainfall to the surface water equations results in tracer concentrations in discharge water
nearly identical to those produced with the coarser discrenzation. Concentrations at early time and
late times are over- and under-estimated, however. Inclusion of an empirical exchange dispersivity,
which enhances diffusive exchange in regions where water exchange is also occurring, is shown to
provide better tracer concentraton predictions in discharge water. The empirical exchange
dispersivity, therefore, may provide a useful calibration parameter to match simulated and observed
concentrations. The value of such empirical coefficients is undoubtedly related to spatial
discretization, however.

Application of the coupled surface-subsurface model to the transport of conservative tracer
in the field-scale experiment of .4bdwu/ [1985] re-enforces the conclusion that mixing processes
occurring at the land surface interface dominate tracer concentrations in stream discharge. Simulated
hydrograph separations (Le. relative concentration multiplied by stream discharge) replicate
separatons based on measured values with reasonable accuracy only if rainfall is applied to the

sutface equations and both advective (Le. infiltration/seepage) and diffusive exchange proéesses are
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considered. Simulated flux-weighted concentratons, however, exceed measured concentrations
dunng hydrograph rse. Consideration of enhanced mixing using the empirical exchange dispersivity
does not improve predictions. Application of rainfall exclusively to the porous medium equations or
to both the surface and porous medium equations underestimates rainfall tracer concentrations at
peak discharge by about fifty percent. Simulation of field-scale transport processes is considerably
more complicated than at the laboratory-scale, where topography is better defined and extremely
fine spatal discretization can be utilized. Successful simulaton of coupled surface-subsurface
transport depends on the accurate representation of the spatal and temporal varability of water
exchange processes (Le. advection) and diffusive-type processes associated with concentration

differences between continua.

6.4 Streamflow Generation and the Borden Field Experiment

The set of simulations based upon the field experiment performed by .4dwx/ [1985] clarfies
the role of the capillary fringe on streamflow generation in the relatively homogeneous sand
underlying CFB Borden. The coupled surface-subsurface flow model is able to reproduce the
observed rapid water tble response and resulting overland and stream flow. Observed surface
discharge volumes and timing were simulated with reasonable accuracy using published or measured
parameter values and minimal calibration. The simulated response of the capillary fringe to rainfall is
consistent with both theory [Gzl/bam, 1985] and observatons [A4bdu/, 1985; Abdul and Gillhan, 1989].
The simulations suggest that, while the low storage capacity of the capillary fringe is clearly
responsible for the rapid hydrologic response observed by Abdu/ [1985], increased subsurface head
gradients do not cause significant groundwater seepage. Rather, infiltration rates along the streamn
axis are reduced, with runoff formed largely by excess rainfall over a dynamic contributing area [e.g.
Hewlett and Hibbert, 1967; Dunne and Black, 1970].

These results contradict the essential conclusion of Abdu/ [1985] and Abdu! and Gillbam
[1989], who provide support for large groundwater contributions by routing seepage from two-
dimensional hillslopes into a one-dimensional kinematic streamflow model. Abdz/ [1985] and Abdu/
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and Gillham [1989] provide further support for large groundwater contributions by separating stream
discharge using relatve concentratons of a conservative tracer (bromide) included in the artficial
rainfall (Le. hydrograph separation). The coupled surface-subsurface transport simulatons
performed in this work suggest that, despite the rapid, large-scale response of the capillary fringe,
rainfall tracer dilution occurs largely by diffusive processes as water flows over the land surface to
the stream, over relatvely short flow paths, and subsequently down the stream channel. Tracer
originating above the initial water table enters the surface water by similar processes, augmenting the
small volumes of seepage (advective transport) caused by increased subsurface hydraulic gradients.
Finally, the simulatons performed in this work suggest that groundwater seepage rates are
overestimated if surface water ponding in the stream channel is neglected, making conclusions based
on Abdul’s flow simulations suspect.

The sensitivity of simulated discharge tracer concentrations to diffusive exchange illustrates
the ambiguity in the use of tracers to differentiate stream water origin, as tracer concentrations in the
stream discharge may not reflect water sources [e.g. Elenbeer et al., 1995]. Indeed, hydrograph
separation theory is fundamentally flawed if diffusive modification of tracer concentrations in
surface water is prevalent in nature. Mixing at the land surface interface may provide significant
fractions of pre-event tracer observed in non-incised streams [e.g. Kennedy et al., 1986; Rodhe, 1987;
Buttle and Sami, 1992]. Further, evaporation at the land surface may increase concentratons of
dissolved species, with the isotopic signature of the remaining water becoming increasingly heavy
(Le. '®*O/"0O and *H/'H increasing) [N. Kouwen, per. comm, 1999]. Additional field and laboratory
studies, and additonal sitnulations, are required to evaluate the genemlity of the previous
conclusions. One can hypothesize, for example, that diffusive exchange between continua may be
less important if most rainfall infiltrates, as the surface area of the stream itself is considerably
smaller than the total area contributing overland flow. Diffusive exchange between surface water and
the underlying porous medium would then be restricted to the stream channel itself [e.g. Bencala,
1983, 1984j. Advective exchange processes resulting from streambed topographic varations may

then become more dominant [e.g. Elot and Brooks, 1997 a,b].
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6.5 Furure Work

The simulatons of coupled surface-subsurface flow and transport illustrate both the
complexity of runoff generaton mechanisms and ability of the numerical model to capture these
complexities. A wide range of observed surface and subsurface hydrologic behavior can be simulated
with minimal assumptions regarding the spatial and temporal varability of specific runoff or
infiltration processes. Specifically, three-dimensional flow processes in the unsaturated zone are
rigorously included, naturally regulating the partiioning of rainfall between the surface and
subsurface systems and resolving the complex, transient flow fields resulting from infiltration into
regions underlain by shallow water tables. Groundwater discharge to the land surface evolves in time
and space while infiltraton proceeds at the approprate rate and location with excess water ponding
or moving as overland or stream flow. Groundwater discharged to the surface and forming overland
flow can re-infiltrate as conditions allow, and stream water interaction with the underlying and
adjacent porous medium is dynamic and implicit. Bypass flow in macropores and the associated
transport processes are intimately linked to the dynamics of the surface and porous mediuum
continua. The interaction of surface and subsurface flow and transport processes is imbedded in the
tight, implicit coupling.

The applicaton of the integrated numerical model to real and idealized watersheds
establishes a structured framework for the development and testing of hydrologic response
conceptual models. The validity of assumptions utilized in less complex numerical models can be
evaluated and dominant or controlling mechanisms and parameters can be identified. The intimate
linkage of simulated hydrologic response and tracer transport will allow the further evaluation of
hydrograph separation methodologies, particularly the relatonship between rapid flow in
macropores and the chemical signature of groundwater discharge. The numerical model is intended
to be an integral component of and evolve with field studies of hydrologic response and solute
transport in coupled surface-subsurface systems. The modular form of the numerical model allows

the refinement of processes descriptions or the evaluation of alternative process conceptualizations.
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Similarly, additional processes identified or hypothesized to influence hydrologic response or tracer
transport can be considered.

Specific enhancements to the numerical model, and the intended objectives, include: (1) the
inclusion of hysteresis in subsurface characteristic curves to evaluate hydrologic response during
sequential rainfall-evaporation events; (2) the development and testng of reactive chemistry and
cation exchange modules to evaluate the influence of rock-water interacion on stream water
chemistry; and (3) the development and testing of sediment transport and slope stability modules to
investigate the relationship berween hydrology and landscape evolution. These enhancements are
part of ongoing research programs at two well-documented field sites.

The first field site, R5, is a praire rangeland catchment with shallow slopes located in
Oklahoma [USDA-ARS, 1983; Loague and Freeze, 1985} while the second site, DW-1, located near
Coos Bay, Oregon [Anderson et al, 1997ab; Montgomery et al, 1997; Torres et al., 1998], is a steep,
macroporous hillslope underlain by fractured bedrock. Detailed measurements of hydrologic
response to multuple rainfall events are available, as are rainfall tracer distributions, tracer and
sediment concentratons in discharge water, permeability and topographic distbutions, and
evaporative demand. The spatial scale of these field sites is an order of magnitude larger than the
Borden rainfall-runoff experiment performed by .Abdu/ [1985]. Records of observed hydrologic
response extend to days and months and include multiple precipitation events. Application of the
numerical model to these field sites will continue the validation and verification process and provide
comparisons with simpler, surface water oriented, rainfall-runoff models and analytical models of
processes affecting slope stability. A general implementation of the anticipated reactive chemistry
module, furthermore, will allow the investigation of nitrogen and phosphorus loadings to both

groundwater and surface water.
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Appendix A Spatial Discretization Issues

Negative influence coefficients can cause oscillatory behavior during the Newton iterations because
discrete fluxes with incorrect odentations can be generated, leading to time step reductions and large
numbers of Newton iterations to achieve convergence [Letniowsk: and Forsyth, 1991]. The simulation
of dynamic coupling using large, irregular, three-dimensional grids with spatially variable properties
effectively guarantees the existence of such negative terms. One possible solution is to set negative
influence coefficients to zero, thus ensuring that discrete water and advective transport fluxes are
orlented in the correct physical direction.

The relevance of this zeroing practice became readily apparent in a grid refinement study
presented below which initiated to isolate the effects of gradient resolution on calculated infiltration
and seepage rates. The permeability field was homogenous and isotropic for all simulations in this
study and the grids were generated with either prisms or tetrabedra. Examination of simulation
results predicted that spatially variable infiltration or seepage fluxes near the land surface did
correlate with changing gradient resolution. Furthermore, solutions from grids with similar nodal
spacings were considerably different.

The source of the unexpected results originates in the practice of setting negative influence
coefficients to zero to ensure convergence of the Newton iteration loop. As meshes were refined, or
different element types were implemented, the location and odentation of these negative temms
changed. Zeroing negative influence coefficients, in effect, introduced spatial heterogeneity in the
nodal connectivity, emulating spatial varation of permeability. This heterogeneity, which was
difficult to detect if the percentage of zeroed-terms was small, became quite noticeable as the
percentage increased. Simulations conducted without zeroing 'negative influence coefficents

converged to nearly identical solutions as the grid was refined. Exceedingly small timesteps were
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required, however, for convergence of the Newton iterations, resulting in very costly simulatons.
The following sections investigate the origin of negative influence coefficents arising from linear
prsm, isoparametric prism and tetrahedral finite elements (Figure A-1). A finite difference
approximation for prism elements is then introduced and simulations based on the three-

dimensional discretizations are compared.

6
Prism Element 72
e [ \
R
- //,/\\_\\
Z . .
~ - N
4 \‘A Pl l"_/ 5
LT I
1 e ——ad O

Modified Prism

2

Figure A-1. Illustration of prism finite element geometry, node numbering, and nodal connectivity,
along with subdivision of prism finite element into three tetrahedra, and nodal connectivity

of finite difference approximation.

177



A7 Prism Finite Elements

Assuming an isotropic and homogeneous permeability tensor, one can define the geometry-

derived influence coefficents, [ total [ = +1; " + 17, arising from a single linear triangular prism

iLj?
element (Figure A-1) as [Huyakorn et al., 1986]:

e _dz A . . .
I, 2?(ala2 +b1b2)A+E= Ly=Ls=1,

e dZ A e e ]
I =-—5-(ala3 '*'blbs)A'*'E: Iy =Is=1I,

(-4 A (4 (4 (-4
135 =—(a2a3 +b, b:)A'*'_Z"‘ L,=Is=1g

-.-

. _dz A .
I, =_é-(alal +b1bl)A+a£= I,

daz A
Ly=— +bb ) A+——= I
25~ ¢ (aza‘z .bz) 6dz 5.2

e _dz A ]
[ = ?(asa3 +bb)A +gc_z'; =1,

e dZ A . . .
Iis =?(a,a2 +b'b2)A—__¢ =I5, =0,=I,

A . . .

(ala:, +bb, )A- 12dz =l =L,=1;

e dZ A . . .
e g la t bhJA g =l = = F

where g and b are the standard linear triangular basis functions in the local x-y plane, A is the
area of the triangular faces, dz equals the nodal separadon distance in the local z dimension, and
V =dzA is the elementl volume. Average dimensions or numerical integration is required for
deformed prisms or, alternatvely, the prism elements may be subdivided into tetrahedra (Figure
A-1).
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Calculation of the prism coefficients for the local x-y plane involves the reciprocal of the z-
dimension, yielding a large positive value for elements with large aspect ratos. The following

relationship must be true for influence coefficients lying in the local x-y to be non-negatve:

= _A dz (,
g =5 K

hay
2@ ki

bb,)A with dz >0

which is clearly impossible if the triangle influences are nonzero, unless the vertical permeability is
zero. Settng negative influence coefficients to zero, therefore, inhibits flow in the local x-y plane

for prism elements.

(1,1, dz)

/. .
'/, l \~
LT =

Z - (11,0 %,
(0,0,dz}c=— % Se——2 (1, 0, dz)

=L /_/'\

7 - \-\’/**”' N

/'_/,“""/- -\§""\_§‘

(0,0,0) (1,0,0)

Figure A-2. Example prism finite element with large aspect ratio.

As a simple numerical example, consider a single posm formed from nodes as located in
Figure A-2 where dz is the prism element thickness. Consider a vertical node spacing of one-tenth
the triangle element area (A =0.5) as is typical in the near-surface region of the grids utilized in this

study. The influence coefficient tensor for this prism is, assuming an isotropic and homogeneous

permeability field:
(1 2 3 4 5 6
1 825%x10" 833x10” -1.66 -837x10" -833x10*
2 825x 10" -837x10"  -166  —-837x10"
re=—_Pu8kl4 —833x107 -837x10"  —166
Ho |4 825%x107  833x10"
5 8.25x10™
6
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One can observe that discrete fluxes calculated between nodes lying in the local x-y plane will have
incorrect orientations (e.g- water will flow up-gradient), which is troublesome as the orginal
trangles are well formed (i.e. follow the Delaunay criteria). Note that adjacent elements will also

contmbute to the total influence coefficient tensor for a particular node pair.

(1,1,dz/3)

{1,0,dz/2)

0.0,0) <= (1.0,0)
Figure A-3. Example deformed prism finite element with large aspect ratio.
For a deformed prism (Figure A-3), the influence coefficient tensor generated using an

isoparametric prism element with Gauss integration [Zienkiewicg, 1971] 1s:

[ 1 2 3 4 5 6

1 111 125 -236 -112 -125
2 199 -111 -311 -2.00
re=_Lu8k) 3 -125 —200 -325
N 11 125
5 2.00
6

.

which again generates negative influence coefficients in the local x-y plane.

A2 Tetrahedral Finite Elements

Consider a single tetrahedron, Ti, formed by nodes 1, 2, 3, and 4 of the previously defined
prosm shown in Figure A-1. One can calculate elemental influence contrbutions as [Zienkiewrc,
1971; Huyakorn and Pinder, 1983]:

15 =VTi[aa, +bb, +cc,]" = I, 4)
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T T

L= VT‘[a.,_a3 +b,b; 'H—'zCs] = 13752

L _oh T _gn

I, =Vhiaa, +bp, +cc,]" = I}y
T

I}, =V aa +bb +eq |t =1k

Two additional tetrahedra, T, and T}, may be generated from the remaining elemental volume with
mnfluences determined in an identical manner. This order of subdivision is rather arbitrary, but is

restricted unless nodes are added to the grd [e.g. Letniowski and Forsyth, 1991]. The sum of these

sub-elements now determines the influences associated with the original six nodes:

I, = 111.;2 =13,

L= I;.ls + IzT.I3 =1;;

L,=L+IL+I5 =1,

I, = 147.'1 =1,

Li=L5+Ix=1I,
I, = Isr.zz =15
Ise = Isr.’s =Igs
Ig, = [6T.33 =I5

Subdividing the prism into tetrahedra in this manner eliminates connections between nodes one

and five, one and six, and two and six.

The influence coefficient tensor generated via subdivision of the undeformed prsm element
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(1 2 3 4 5 6
1 -8.33x10° 0.0 -333
2 _167x102 00  —333
re=_Lusk s 00 0.0 _333
o g ~167x102 00
5 —8.33x10°
6

This subdivision preserves a physical basis for flow between all nodes. Note thar the vertical
coefficients are numerically equivalent to A/3dz, the equivalent of a finite difference analogue.
Subdivision of the deformed prism volume into tetrahedra generates the following influence

coefficient tensor:

(1 2 3 4 5 6
1 -8.33x10? 0.0 -333
2 -125x10? 417x10° —6.68
e =—Px8k 4 417x10% —277x10°  -100
P4 -111x10* —417x10?
5 0.0
6

This subdivision generates negative coefficients for two connections. This simple analysis indicates
that tetrahedra with large aspect ratios way also generate negative influence coefficients. Zeroing
these negative terms will inhibit flow along connections corresponding to diagonal of the original

prism element. A physical basis for flow in the local x-y plane is preserved, however.

A3 Modified Prisms

Large elemental aspect ratios will frequently occur adjacent to the land surface if one is
restricted to large lateral node spacings relative to those utilized vertically. Significantly, this region,
lying at the interface between the subsurface and surface continua, is of most interest in this work.

An alternative discretization method based on prisms is utlized in this work whereby cross-
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derivative terms are lumped onto the diagonal of the elemental influence matrices, thus emulating
finite-difference connections in the local z-coordinate (Figure A-4). This discretization method
follows Panday et al. [1993] and Therrien and Sudicky [1996], who utilized a similar approach for block
finite elements. Similarities also exist with the integrated finite difference method of Narasimhan and
Witherspoon [1976] and Pruess and Narasimban [1985]. Prism deformadon is incorporated in an
approximate manner by calculating separate areas and basis functions for the upper and lower

trangles.

6
(dz,, +dz, )/ 4 (dz,s + dz) /4
/3’\ ‘\‘
4 = /l -~ ,T N 5
:/ \ \}
1 A 2

(dz,g +dz, ) /4 (area,,, + area, ) /6

Figure A-4. Definidon of variables utilized to calculate the modified prism influence coefficients.

The elemental contrbutions are defined for each node pair as

I = ﬁi‘zﬁzﬁ(aﬂz)Am =L I =M(bxbz)Am =53
I =gﬁ4:&(“la3)Am =L I3 =dz'+dzaﬁ(blbs)Am =L
L= i :d236 (a2a3)Am =I; Iy =dz£—zdzi(bzb3)Am =13
R e CPATWIRY 1 =S A = 1
=St e a e =1s =Tt )a =1
IL5= Los _"“: s (a.a5)Ass = I I = L _: e (Bubs)Asss = 12
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Am +A456 Am +A4
= _ _r= = _ 56
Iu == = I.:_x [2.5 - ~ ;.

= _ QAp+A
6dz,, 6dz,s

36

Cross derivatives are retained in the local x-y plane:

~ dz, +dz o
175 =ﬁ_2(alb2 +ab )Am =1
o 4z, +dz -
I3= '"'li"z_i(albs +a3bl)AlB =I
o dZ,s+dz o
L= —-4—36(a2b3 +a3b2)A,23 =043

o dz,+dz -
I = %"2'5'(“4175 +asb, )A456 =g,

~ dz,+dz o
I = _[L;t—ss(a‘tbs + a6b4)A456 =1,

o  dz,s+dz -
I = ‘_zs—z_i(asbs +asbs)A4ss =I5

The influence coefficient tensor for the first example prism (Figure A-2) is:

[ 1 2 3 4 5 6
1 ~125x%102 00 -333
2 -125x%x10? —333
re=-PL=8% 15 333
o iy _125x102 00
5 ~-125%x10?
6

The positive numerical properties of well-formed trangular faces are retained and coefficients
corresponding to vertical water flux are identical to those generated using the tetrahedral

subdivision. The influence coefficient tensor for the second prism example (Figure A-3) is:
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1 2 3 4 5 6
1 —938x107 0.0 -333
2 -520x10% —-6.67
re=—_Pu8k )5 -100
e iy —937x10°  195x10°
5 -521x103
6

Vertical coefficients are virtually identical to those originating in the tetrahedral subdivision and,
while a single negartive coefficient is generated, the numerical value is three orders of magnitude
less than those generated using tetrahedra. The tetrahedra and finite difference examples are in
general agreement, allowing flow both vertically and in the local x-y plane.

An example of the type presented above for flow is unsatisfactory for dispersive transport,
as the mechanical dispersion tensor will vary in magnitude and orentation as the flow field evolves.
Discrete diffusive solute fluxes, however, are governed by the geometric coefficients mtroduced
above for flow. For simplicity, consider a constant dispersion coefficient, D, in a saturated medium

of constant porosity. For a non-deformed prism element, the dispersive transport tensor is:

! 2 3 4 5 6
1 871x10™" 830x10™ —-1.66 -793x107" -752x10™"
2 788x10"" ~8.77x10™ -1.66 -794x10™"
A=-Dq3 -918x10™ —877x107"  -166
4 788x107" 829x10™
5 8.71x10™
6

for the tetrahedral subdivision it is:
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[ 1 2 3 4 5 6
1 00 -175x10" =350
2 ~L75x10" 175x10™ -3.68
A*=-D{3 325x10"  175x10" -350
4 -175%x10" —-175x%10"
5 0.0
6
and for the finite-difference approximaton it is:

(1 2 3 4 5 6

1 00 -125x10% -333

2 0.0 —333

A =-D{3 -333

4 00 -125x10%

5 0.0

6

Both the prism and tetrahedral discretizations generate negative dispersive transport coefficients,
indicating that solute mass will be transported against the concentration gradient. Similar

coefficients are generated with the deformed prisms.

A4 Comparison of Solutions with Alternative Discretizations

A series of simulations was performed to evaluate the sensitivity of discharge volume and
tracer concentrations to spatial discretization, because the fine nodal spacing utilized in the
laborarory-scale simulations (see Section 4.7) is impractical at the field scale (see Chapter 5). The
geometry utilized in the discretization sensitivity analysis (Figure A-5) represents a generic cross
section extracted from Abdu/’s [1985] field experiment. Flow and transport parameters and initial
conditions are identical to those utlized in the field-scale simulations. While rainfall rates and
durations are also identical, the stream is replaced with a critical depth boundary condition. These
two dimensional simulations, summarized in Figure A-G, indicate that discharge predictions are

sensitive to hydraulic gradient resolution adjacent to the land surface. Predictions are less sensitive to
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horizontal spacing for the relatively shallow slopes considered. Coarse discretization at depth, in
combinaton with fine spacing at the land surface, maintains reasonable accuracy while minimizing
computational effort.

The problem was made quasi-three dimensional by connecting two identical cross sections,
spaced by one meter, to compare solutons based upon three-dimensional elements. Three element
types are compared: tetrahedra, isoparametric prisms, and modified prisms. Element thicknesses
vary along the x-axis, allowing a companson of influence coefficients generated with deformed
elements. Tetrahedra are generated by subdividing the prsms [e.g. Letniowsks and Forsyth, 1991] while
the modified posms emulate finite differences along the vertical axis [e.g. Panday et al, 1993)]. Table
A-2 presents a summary of influence coefficient and solution stadstics for the three-dimensional
elements. The modified prsms generate the least number of negative influence coefficients, the
magnitude of which approach roundoff error. Tetrahedra and isoparametric prisms generated about
the same number of negative influence coefficients, but the magnitude of the tetrahedra-derived
values is about an order of magnitude less than the isoparametric-prism derived values. The
modified prisms required approximately 72 % and 60% of the memory and computation time of
tetrahedra, respectively. Retaining negative coefficdents in the isoparametric prsms caused
considerable convergence difficulties. Setting the coefficients to zero allowed convergence, but the
solution was inconsistent with results obtained with other discretizations.

A comparson of discharge versus time and hydraulic head at 50 minutes is presented in
Figure A-6 for the two-dimensional elements. Figure A-7 presents the corresponding results for
simulations conducted using tetrahedra and isoparametric prisms, performed with and without
retaining negative influence coefficients, and with modified prisms. The modified prisms are shown
to generate flow solutions nearly identical to the corresponding two-dimensional results, although
recharge tracer concentrations are slightly under-predicted at peak discharge, and slightly over-
predicted during hydrograph recession. Both tetrahedra-based solutions agree well with the two-
dimensional results, as negative influence coefficients arsing from tetrahedra tend to correspond to
edges interior to the original prisms (see Section A.2 ): the two-dimensional flow field in this
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example reduces the effect of these terms. The two solutions based upon isoparamettc prisms
differ significantly, as negative influence coefficients correspond to the main posm edges (see
Section A.1).

A subset of the field-scale simulations (Chapter 5) were repeated using tetrahedra and
isoparametric prsms to evaluate the error introduced by the modified prisms. Fully implicit ime
weighting is udlized for flow and adaptive implicit-explicit time weighting is utilized for transport. A
summary of the flow influence coefficient and of the solution statstics is presented in Table A-3. As
indicated by the cross section example, both tetrahedra and isoparametric prdsms generate large
numbers of negative influence coefficients while the modified prisms generate significantly less. The
simulation conducted with the modified prsms, furthermore, required considerably less
computational effort than utilizing tetrahedra or isoparametric prisms, largely due to the reduced
effort required to assemble and solve the flow and transport Jacobians.

The flow solutions generated by tetrahedra and isoparametric prisms are summarized in
Figure A-8, which presents water table locations and total head contours at fifty minutes. Removing
negative influence coefficients (i.e. setting them to zero) affects both solutions in and adjacent to the
stream, although the effect is much more noticeable with the isoparametric prisms. Retaining the
negative terms generates total head contours very similar to the modified prisms, but at considerably
greater computational effort.

Figure A-9 presents the coresponding surface water discharge volumes and tracer
concentratons versus time for rainfall applied using the dual algorthm and for rainfall applied
exclusively to the surface equations. Removing negative influence coefficients is shown to cause
decreased surface water discharge: this reduction is most significant for the isoparametric prisms.
Retaining negative influence coefficients, however, results in discharges that agree well with the
modified pasm solution. Hydrograph separations are relatively unaffected by the choice of spatial

discretization as interactions at the land surface dominate tracer concentrations in surface water.
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Discretization Grid Statstics Solution Statistics
Equations' Elements' Time Solution Newton Iterations

Steps’ Time® Flow Transport

Fine 3131 /101 6000 /100 3/67 2.8 255 414

Coarse Horizontal 651 /21 1200 /20 0/63 0.34 209 390

Coarse Honizontal and 147 / 21 240 / 20 2/65 0.08 222 388
Vertical

Refined at Land Surface 294 / 21 520 / 20 0/63 0.14 210 394

! porcus medium / surface; %failed / total; ®minutes (300 MHz Pentium II), flow and

transport of three solutes

Table A-1. Summary of grid and solution statistics for sensitivity analysis of two-dimensional
spatial discretization. Fully implicit time weighting is utilized for both flow and transport..
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Discreuzation Flow Influence Coefficients Solution Stanstics

Negatve / Total ~Minimum Time Solutton Newton Iterations
2

Steps' Time* Flow Transport
Isoparametric Pasms 1056 / 3933 -46x10°
retained 1/65 0.78 227 486
removed 2/65 0.66 217 427
Tetrahedra 833 / 2874 -33x10°
retained 0/63 0.53 217 400
removed 2/ 65 0.52 227 406
Modified Pdsms 186 / 1827 -28x10* 0/63 0.32 209 394

!failed / total; ?minutes (300 MHz Pentium II), flow and transport of three solutes

Table A-2. Summary of flow influence coefficient and solution statistics for sensitivity analysis of
three-dimensional spatial discretization of the example cross section. Fully implicit time

weighting is utlized for both flow and transport.

Discretizatdon Flow Influence Coefficients Solution Statistics
Negative / Non-Zero Time Solutdon Newton Iterations
Steps'  Time® Flow Transport
Isoparametric Pdsms 42335/ 157,234
retained 4 /67 60.0 422 758
removed 7/77 53.8 464 670
Tetrahedra 43,000 / 134,838
retained 4/ 71 50.3 445 790
removed 3/69 422 394 700
Modified Prisms 160 / 68,750 3/69 25.8 420 699

'failed / total; *minutes (300 MHz Pentium II), flow and transport of three solutes

Table A-3. Summary of flow influence coefficient and soluton statistics for field-scale three-
dimensional spatal discretizatons based upon isoparametric prism, tetrahedra, and
modified prism influence coefficients. Solutions for porous medium hydraulic conductivity

equal to 1 x 10° m s”, initial hydraulic head of 278 cm, and adaptive transport time
weighting.
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Figure A-5. Geometry, initial and boundary conditions for example cross section.
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Figure A-6. Total head (cm) at 50 minutes and discharge volume and rainfall tracer concentrations
versus time for coupled surface-subsurface flow and transport on a cross section.
Companson of solutions given by: (a) fine spatial discretization, (b) coarse vertical and fine
honzontal spacing, (c) coarse horizontal and vertical spacing, and (d) coarse horizontal and
vertical spacing refined adjacent to the land surface. Solution for dual rainfall boundary

condition and porous medium hydraulic conductivity equal to 5 x 10° m s™.
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Figure A-7. Total head (cm) at 50 minutes and discharge volume and rainfall tracer concentrations
versus time for coupled surface-subsurface flow and transport on a quasi-three
dimensional cross section. Comparison of solutions given by: (a) modified prisms, (b)
tetrahedra with negative coefficients removed, (c) tetrahedra with negative coefficients
retained, (d) isoparametric prisms with negative coefficients removed, and (e)
isoparametric posms with negative coefficients retained. Soluton for dual rainfall

boundary condition and porous medium hydraulic conductivity equal to 5 x 10° m s™.
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Figure A-8. Water table location and contours of total head in porous medium at 50 minutes for:
(2) tetrahedra, negative coefficients removed (b) tetrahedra, negative coefficients retained
(c) isoparametric prisms, negative coefficients retained, and (d) isoparametric prisms,
negative coefficients removed. Solution for initial hydraulic head of 278 cm, dual rainfall
boundary condition, and porous medium hydraulic conductivity equal to 1 x 10° m s™.
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Figure A-9. [llustration of the sensitive of field-scale coupled surface-subsurface flow and
transport solutions to subsurface discretization. Comparison of (a) measured and
simulated stream discharges and (b) comparnson of measured and simulated hydrograph
separations. Solutions for initial hydraulic head of 278 cm and porous medium hydraulic

conductivity equal to 1 x 10° m s™.
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