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Abstract

A problem in modern wireless communications is the scarcity of electromagnetic

radio spectrum. The traditional fixed spectrum assignment strategy results in spec-

trum crowding on most frequency bands. Due to limited availability of radio spec-

trum and high inefficiency in its usage, cognitive radio networks have been seen

as a promising solution to reducing current spectrum under-utilization while ac-

commodating for the increasing amount of services demands and applications in

wireless networks. Compared with the traditional networks, cognitive radio net-

works exhibit some distinct features, which result in necessity of further research

in the resource allocation and scheduling that have been solved for the traditional

networks.

In this thesis, we focus on the packet scheduling in a single cell cognitive radio

system with a single channel. An adaptive weight factor is introduced to adjust the

priority of different cognitive radio users to be selected for service. The purpose

of this research is to solve the unfairness problem of the traditional proportional

scheduling schemes when used directly in a cognitive radio network, which lead to

a user starved for a long time if it experiences a poor channel condition when the

channel is available and experiences a good channel condition when the channel

is not available. An adaptive weighted scheduling scheme is proposed to improve

the performance in terms of throughput and fairness by jointly considering the

instantaneous propagation conditions, adaptive weighted factor and the channel

availability.

The saturated traffic and non saturated traffic cases are considered. Some im-

portant performance metrics are investigated in the simulation, such as the system

throughput, fairness, and service probability, and are quantified by the impact of

weights and channel conditions. Extensive simulations have been conducted to

demonstrate the effectiveness and efficiency of the proposed scheduling scheme.
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Chapter 1

Introduction

A problem in modern wireless communications is the scarcity of electromagnetic ra-

dio spectrum. Wireless networks today follow a fixed spectrum assignment strategy,

where spectrum resources are assigned to license holders or services by government

agencies for exclusive use on a long term basis for large geographical regions. While

this traditional spectrum assignment policy ensures that the licensed users cause

minimal interference to each other, it has also created spectrum crowding on most

frequency bands already assigned to different licensed users. Fig. 1.1 shows the fre-

quency allocation chart of the Federal Communications Commission (FCC) [1] [2],

which indicates multiple allocations over essentially all of the frequency bands.

Extensive FCC measurements indicate that temporal and geographical varia-

tions in the utilization of the licensed radio spectrum range from 15% to 85% [1].

If we were to scan portions of the radio spectrum in urban areas, we would find

that [3] [4] [5]:

• Many frequency bands in the spectrum are largely unoccupied or only par-

tially occupied for most of the time, and

• the remaining frequency bands are heavily used.

Fig. 1.2 shows the spectrum utilization in the frequency bands between 30 MHz

and 3 GHz averaged over six different locations [6]. It can be observed from Fig. 1.2
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Figure 1.1: Illustration of the frequency allocation chart of FCC [2].

that a large portion of the assigned spectrum is used only intermittently or not at

all due to various factors such as the amount of traffic load of licensed users or

geographical variations [7]. Therefore, within the current static regulatory policy,

radio spectrum appears to be a scarce resource.

Due to limited availability of radio spectrum and highly inefficient spectrum

usage, new insights into the use of spectrum have challenged the traditional ap-

proaches to spectrum management and have motivated a reform to the traditional

fixed spectrum regulation policy. Spectrum utilization can be significantly improved

by giving opportunistic access to the frequency bands instead of employing static

spectrum allocation. This necessitates a new approach to exploiting the available

wireless spectrum in an opportunistic manner [7].

Cognitive radio is an intelligent wireless communication system that relies on

opportunistic communication between unlicensed cognitive radio users (CRUs) or

secondary users (SUs) over temporarily available spectrum bands that are licensed

to primary users (PUs). The FCC suggests that any radio having adaptive spectrum
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Figure 1.2: Spectrum occupancy in each band averaged over six locations [6].

awareness should be referred to as “Cognitive Radio” [8]. Cognitive radio networks

(CRNs) have been seen as one of the most promising solutions to reducing spec-

trum under-utilization and hence better accommodating the increasing amount of

service demands and applications in wireless networks. As cognitive radio systems

must operate in unlicensed frequency bands, it possesses cognitive characteristics

with which it can choose the transmission mode according to learnt transmission

conditions. A classical cognitive radio system has a cognitive cycle proposed in [9],

containing wireless environment sensing, spectrum resource estimation and resource

allocation schemes.

The concept of cognitive radios has been considered the key technology behind

the upcoming spectrum regulation reform and as such has garnered great atten-

tion from both academia and industry. For a CRN to be deployed for practical

use, a number of new technologies and schemes need to be developed for improved

efficiency and harmless access and sharing of opportunistic radio spectrum. Such

technologies include network parameter measurement, reliable spectrum sensing

(unused spectrum detecting), spectrum mobility (maintaining seamless transition
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to a new spectrum), coexistence with PUs and other CRUs, spectrum management,

reliability in CRNs, and resource allocation (power allocation, scheduling, and dy-

namic spectrum sharing). Of these technologies, resource allocation and scheduling

are amongst the most important topics that have attracted a lot of research atten-

tion.

1.1 Research Motivation and Objectives

Scheduling policy design is a part of the spectrum sharing and plays an crucial

role in the network performance. A packet scheduling scheme decides the order of

packet transmission from different users, which plays an important role in achieving

high resource utilization and system throughput. In traditional wireless networks,

the total available resources, such as the number of channels or the number of

timeslots, are fixed in each media access control (MAC) frame.

Compared to traditional wireless networks, cognitive radio networks exhibit

some distinctive features:

• The spectrum used by CRUs for transmission is dynamic in nature. This

means that a CRU has to stop its transmission and withdraw from the wireless

channel when the PUs need to utilize the spectrum, and

• the transmission time of CRUs is not fixed, but depends on the activity of

the PUs.

Therefore, the CRUs can access certain spectrum resources only when they are

not being used by the PUs. Due to these unique features, existing schemes de-

signed for traditional wireless networks cannot be easily extended to a CRN. As

such, the scheduling problems that have been previously solved for the traditional

networks must be reassessed for the CRN. The unique characteristics of cognitive

radio systems pose new challenges in terms of meeting the fairness and other system

performance requirements in a CRN environment.
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How to design a scheduling scheme to efficiently and fairly allocate the available

spectrum(s) or channel(s) is a challenging and fundamental issue in CRNs. Users

in a wireless scenario may have different channel conditions. The selection of a

CRU to use an available spectrum at any time should take into consideration the

balance between the current possible throughput and fairness. If a user with the

highest signal to noise ratio (SNR) is chosen at each slot, then other users with low

SNRs will be starved and such an allocation scheme would be considered unfair.

Fair scheduling can provide better opportunity to the users with lower SNRs but

will reduce the overall maximum possible throughput. Therefore, how to improve

the resource utilization to get a high throughput and make a compromise between

the system throughput and fairness is an important issue. Moreover, we need to

carefully consider the medium access control frame structure when designing a

scheduling scheme because of the unique features of the CRNs. As such, we are

motivated to investigate schedule policies that address the distinct characteristics of

CRN environments while finding a balance between fairness and system throughout.

The objective of this research is to design an efficient resource allocation and

scheduling scheme to ensure an interference-free environment for the PUs by ex-

ploiting the MAC frame design, meanwhile, achieve a good tradeoff between system

throughput and fairness by jointly considering the CRU’s channel condition, the

availability of the channel, and the adaptive weighted factor in a centralized cogni-

tive radio network.

1.2 Thesis Outline

The remainder of the thesis is organized as follows. The background concepts be-

hind CRNs as well as a literature survey of scheduling schemes are presented in

Chapter 2. The system model of the CRN, including the network architecture, mo-

bility model, traffic model and channel model, along with the MAC frame structure

used by the proposed scheme, is described in Chapter 3. In Chapter 4, an adap-
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tive weighted scheduling scheme is proposed for achieving an efficient and effective

resource allocation among different CRUs considering their channel conditions. In

Chapter 5, simulation results are presented to evaluate the performance of the

proposed adaptive weighted scheduling scheme. Simulations in scenarios character-

ized by saturated traffic and non-saturated traffic are discussed separately. Finally,

conclusions are drawn and future work is discussed in Chapter 6.
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Chapter 2

Background

2.1 Cognitive Radio Networks

The concept of cognitive radio was first introduced by Mitola [10] and is derived

from software defined radios (SDR) [11], a platform for multi-band and multi-mode

personal communication systems where devices are able to operate in many different

frequency bands, under multiple transmission protocols, and employ a variety of

modulation and coding schemes. According to this concept, cognitive radio is a

radio system that can sense its operating environment and utilize available radio

resources in a dynamic manner. Cognitive radio systems is promoted by the FCC

and is considered a promising solution for addressing the spectrum scarcity problem

by using an opportunistic spectrum access approach [7], where frequency bands

that are not used by their licensed users, such as the TV users, can be utilized by

cognitive radios.

The following formal definition for cognitive radio was given by Haykin [9]: Cog-

nitive radio is an intelligent wireless communication system that is aware of its sur-

rounding environment (i.e., outside world), and uses the methodology of understanding-

by-building to learn from the environment and adapt its internal states to statistical

variations in the incoming radio frequency (RF) stimuli by making corresponding

changes in certain operation parameters (e.g., transmit-power, carrier frequency,
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and modulation strategy) in real-time, with two primary objectives in mind:

• highly reliable communications whenever and wherever needed

• efficient utilization of the radio spectrum.

CR technology takes an opportunistic spectrum utilization approach and aims to

find available spectrum resources in a crowded spectrum. The goal of a cogni-

tive radio is to maintain connectivity with its peers on unlicensed spectrum while

avoiding interference with licensed customers as well as other CRUs. Therefore,

cognitive radios should be flexible, efficient and reliable to utilize unused spectrum

resources in an intelligent way while not interfering with other primary users in the

frequency band.

A CRN structure is shown in Fig. 2.1. In this figure, the main spectrum is TV

bands that are used by the CRNs. Cognitive node is capable of sensing its environ-

ment and making decisions instantaneously, and is capable of communicating over

the most appropriate spectrum bands which may be licensed or unlicensed. The

key features of CR include [12]

• awareness of the radio environment in terms of spectrum usage, RF environ-

ment, the available node in the network, and the available power [12] based

on interaction with the environment,

• dynamic adaptability, such as adaptive tuning to system parameters which

includes the transmit power, carrier frequency, modulation strategy, etc., and

• highly efficient cooperative or non-cooperative behavior.

The functionalities of capturing or sensing the information in a CRN include sensing

spectrum used by neighboring devices, changing frequencies, altering parameters

and characteristics of its transmission, and learning from the surrounding network

environment. By learning from their environment, cognitive radios can dramat-

ically improve link reliability and help networks autonomously improve coverage

and capacity.
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Figure 2.1: A structure of the cognitive radio network.

According to [7], cognitive radio technology enables users to opportunistically

access the available licensed or unlicensed spectrum bands through four main func-

tionalities:

• spectrum sensing - determine which parts of the spectrum is available and

detect the presence of licensed users when a user operates in a licensed band;

• spectrum management - select the best available channel;

• spectrum mobility - vacate the channel when a licensed user is detected;

• spectrum sharing - coordinate access to a channel with other users.

Spectrum sharing is one of the main challenges in open spectrum usage, and is

responsible for providing efficient and fair spectrum allocation or scheduling among

licensed and unlicensed users in CRNs. In the current network infrastructure,

the increasing demands of wireless spectrum and limited radio resources are largely

imbalanced, leading to a big challenge in spectrum sharing. In order to have efficient
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and effective dynamic spectrum sharing, the allocation of a channel to a network

node should not only be based on the spectrum availability, but also based on

internal or possibly external policies. Due to the characteristics of CRNs, several

difficulties must be addressed: i) various network structures, ii) the unreliability

of wireless channels, iii) the mobility of subscribers, and iv) different behaviors

of network users. All of these challenges must be taken into consideration when

designing scheduling policies for CRNs.

2.2 Scheduling Schemes

In a time-division multiple access (TDMA) system, the wireless link scheduling

problem can be viewed as one of deciding which users should transmit in each time

frame. The underlying challenge is to intelligently determine which and when users

can access the allocated spectrum bands or channels to transmit their packets.

In data networks, the packet scheduler is important for resource management. It

needs to account for unique characteristics of time-varying and location-dependent

channel conditions. Some research results in the literature have shown that the

overall system performance, such as the system throughput, fairness, delay, and

loss rate, will be significantly affected by the scheduling policy being used [13].

Many scheduling schemes have been proposed to address the resource allocation

problem for traditional wireless networks as well as cognitive radio networks.

A scheduling policy has two contradictory goals: i) to maximize the overall net-

work throughput, and ii) to guarantee fairness amongst users. In [14], a scheduling

scheme is proposed to maximize cell throughput under the constraint that all the

users have equal normalized average throughput, where the normalization factor

reflects the users’ required quality of service. In [15], another scheduling scheme is

presented to achieve the same objectives as in [14] but with a different constraint,

where the allocated time fraction of each user is given. This scheduler maximizes

the objective function, which depends only on the signal-to-noise ratio. Several
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works have dealt with scheduling policies in multichannel systems [16], where the

scheduling of multiple users on multiple channels in a wireless system is considered.

At the base station, a centralized scheduler controls the downlink scheduling, and

a polling mechanism is used to collect transmission requests of the mobile nodes at

the uplink.

Many opportunistic scheduling schemes for time varying channels in the multi-

ple access and multiple antennas have been proposed [17, 18]. In [17], the scheduling

problem is formulated such that the average system performance needs to be max-

imized, with the constraint that the minimum performance requirements of each

user must be met. In [18], a scheme is proposed for a random fading channel where

multiple antennas at the base station are used to transmit the same signal.

Indeed, if a scheduler fully exploits the time-varying channel condition, the

maximum cell throughput can be obtained by serving the user with the best channel

condition, which however leads to a serious fairness problem. Therefore, a packet

scheduler should achieve a reasonable balance between throughput and fairness.

For cellular network scheduling, many schemes have been developed for achiev-

ing a high throughput and good fairness by considering wireless channel condi-

tions [19]. Fair sharing lowers the total throughput from the maximum, but can

provide a more acceptable service to users with poorer SNRs. An example is pre-

sented in [13], where the short-term and long-term fairness and throughput are

jointly considered during the scheduling process. The scheduling scheme combines

the deficit round robin scheduling and an explicit compensation counter to achieve

flexible scheduling with variable-size packets. In [20], scheduling algorithms are

developed that exploits multi-user diversity benefits while maintaining fairness in

the downlink of high data rate (HDR) system, where the downlink SNR of each

user is measured based on a common pilot and fed the information back to the base

station. Channel-condition independent packet fair queuing is proposed in [21] to

perform fair scheduling with guaranteed throughput.

A proportional fairness (PF) scheme is proposed to achieve a tradeoff between
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the throughput and fairness by transmitting data with the highest data rate rela-

tive to its present realized mean data rate. In the PF scheme, there is a tendency

that short-distance sessions have priority over long distance ones when compared

with other fairness mechanisms [22]. The PF scheduler has low complexity and

can achieve good fairness performance due to the identical long-term resource al-

location. Some PF scheduling schemes are introduced and received much atten-

tion [23] [24] [25]. The forward link data throughput performance is studied in [23]

for a high data rate wireless access network. In [24], a proportional fair algorithm

is given which sets the equal power and time to users who only differ in the dis-

tance from the base station. The results show that the user class with more fading

variability has more throughput with a lower fraction of transmitting time. The

work in [25] concerns with the allocation of the base station transmitter time in

time-varying mobile communications with many simultaneous data users. In addi-

tion, PF takes advantage of multi-user channel diversity to obtain a high system

throughput. However, it is generally difficult to conduct a quantitative analysis.

In [26], a modified proportional fairness scheduling scheme is proposed, where the

scheduler selects a user with the highest ratio of the instantaneous channel condi-

tion to its average channel condition. By replacing the achieved average throughput

with the average channel condition, the scheme is more tractable than the original

proportional fairness scheme.

Cognitive radio networks have become a very hot area of research in wireless

communications. Due to the unique characteristics of CRNs, how to efficiently and

fairly allocate the available spectrums or channels is a challenging and fundamental

problem. Given its importance, the aforementioned scheduling schemes cannot be

directly used in CRNs since they do not account for the uncertainty of the avail-

able resources. In CRNs, it is possible that the resources (i.e., spectrum) are not

available when a node has a very good channel condition, and when the resources

are available, the node may be experiencing deep channel fading. If a scheduling

scheme designed for a traditional network is directly applied in CRNs, it may lead

to unfair resource allocation and cannot achieve a high throughput. Therefore,
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new algorithms are needed to deal with these challenges and to achieve efficient

and fair resource allocation. In [27], a two-phase resource allocation scheme is pro-

posed to improve the system throughput. In the first phase, channels and power

are allocated to base stations with the aim of maximizing their total coverage while

keeping the total interference caused to each CRU below a predefined threshold.

In the second phase, each base station allocates channels within its cell so that the

number of active CRUs being served is maximized. In [28], a resource allocation

algorithm is proposed to maximize CRN spectrum utilization based on a dynamic

interference graph, and a realistic control framework is formulated to guarantee pro-

tection to primary users and reliable communications for cognitive nodes. In [29], an

adaptive packet scheduling algorithm for real-time and non-real-time multi-service

applications is presented, which makes the resource allocation adapt to the varying

available spectrum in a CRN. A combined channel and power allocation strategy is

proposed in [30]. This scheme guarantees a certain transmission data rate to each

user in a CRN. Scheduling the secondary users under partial channel state informa-

tion is considered in [31], which uses a probabilistic maximum collision constraint

with the primary users. In [32], opportunistic scheduling policies for CRNs are de-

veloped, which maximize the throughput utility of the CRUs subject to maximum

collision constraints with the PUs is developed. It uses the technique of Lyapunov

optimization to design an online flow control, scheduling and resource allocation

algorithm that provides explicit performance guarantees. Unfortunately, this algo-

rithm has relatively high complexity. Furthermore, existing works do not jointly

consider resource availability and the channel condition.

Due to the uncertainty of the available resources in CRNs, an efficient schedul-

ing scheme should take into account both the channel diversity and the dynamics

of available resources. To address these issues, an adaptive weighted scheduling

scheme is proposed in this work to achieve a high system throughput as well as

good fairness performance in a CRN by jointly considering the variable channel

availability and channel condition and taking advantage of the channel diversity

among multiple users.
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Chapter 3

System Model

In this research, we consider an infrastructure-based CRN providing communication

services to CRUs, making use of the leftover radio resources from licensed networks

for PUs. The CRUs can sense the usage of the channels (i.e, frequency band)

licensed to PUs. If a frequency band is used by a PU, it is called an active band.

Otherwise, it is called an inactive band. The inactive bands are also referred to

as spectrum holes or white space. Spectrum can be classified into three types

depending on the amount of interference in a specific band:

• black spaces - These spaces are highly occupied by local interferers some of

the time;

• grey spaces - These spaces are partially occupied by low-power interferers;

• white spaces (spectrum holes) - These spaces are free of local interferers.

The only additional interference is due to ambient noise such as thermal or impulsive

noise [8] [9]. This classification shows that black spaces are not proper candidates

for dynamic spectrum allocation. However, grey spaces (to a certain degree) and

white spaces can support dynamic spectrum allocation and can be occupied by

CRUs.
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By effectively detecting the existence of inactive channels and efficiently allo-

cating these available resources, a CRN is able to provide different types of services

(e.g., data service, multimedia service) for CRUs. Meanwhile, it must guarantee

low interference to maintain the performance of coexistent PUs.

3.1 Network Architecture

A multi-cell CRN is illustrated in Fig. 3.1 for a cellular system. Since this infrastructure-

based network consists of multiple cells, we need to consider not only the spectrum

sharing among users in each cell but also the spectrum sharing among multiple cells.

In the multi-cell framework, at different time and/or location, each cell experiences

different PUs’ activities, leading to the heterogeneous resource availability [33].

Further, the number of neighbor cells influences the performance of spectrum shar-

ing because of the inter-cell interference. Since the interference range is generally

larger than the cell cover range, the current transmission in a cell will influence its

neighbor cells.

For simplicity, we consider the resource allocation only in a single-cell system

with one channel as shown in Fig. 3.2. The cognitive radio network consists of a

cognitive radio base station (CRBS) and M CRUs.

The CRBS detects the transmission of primary networks, determines the channel

availability, and allocates the channel to CRUs based on these local measurements

when the channel is inactive. At a specific timeslot, we assume that only one user

transmits data on this inactive channel and the CRU does not share this inactive

channel with the other CRUs. We focus on the downlink scheduling for transmission

from the CRBS to CRUs.
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Figure 3.1: Illustration of a multi-cell cognitive radio network with centralized

control.
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Figure 3.2: Illustration of a single cell cognitive radio network with centralized

control.
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Figure 3.3: Link-layer frame structure.

3.2 Link-Layer Frame Structure

At the link layer, time is partitioned into three parts: i) sensing time (denoted by

ts), ii) waiting time (denoted by WT ), and iii) transmission time (denoted by ttr),

as shown in Fig. 3.3. During a sensing time ts, the CRBS senses the channel to

determine whether the channel can be used by CRUs. If the channel is busy (used

by PUs), the CRBS waits for WT before sensing the channel again. Whenever the

channel is available for a CRU, it can use the channel for ttr and then the CRBS

needs to sense the channel again. In Fig. 3.3, Ni is the number of consecutive

timeslots that the channel is inactive, and Ti denotes the time length that the

channel is inactive.

When PUs have synchronized transmission with an equal transmission unit of

duration ts + ttr, the CRBS needs to sense the channel once every unit and we can

choose WT = ttr. As the sensing time ts is generally a short period, it can be

assumed to be negligible, i.e., ts << ttr.

The channel that the CRN can access is assumed to be licensed to primary

networks. The channel in the active state represents PUs are currently using the

channel, and the channel in the inactive state represents the unused period by

PUs. Here, we use an ON-OFF model [34] to characterize the activity of the

channel, where the duration of the two states ON and OFF are independent and

exponentially distribution [35] [36] [37] [38]. The ON and OFF state transitions are

characterized by probability P1 and P2 [39], as shown in Fig. 3.4.

There are two cases that can occur after a sensing process:

Case 1: Given that the channel is inactive, it will remain inactive with proba-

18



Figure 3.4: ON-OFF model.

bility P1. Let ζ1 denote the number of the units that the channel remains inactive

before changing to active, which follows a geometric distribution with parameter

P1,

P (ζ1 = i) = P i−1
1 (1− P1). (3.1)

Case 2: Given that the channel is active, it will remain active with probability

P2. Let ζ2 denote the number of the units that the channel remains active before

changing to inactive, which follows a geometric distribution with parameter P2,

P (ζ2 = i) = P i−1
2 (1− P2). (3.2)

On the other hand, the exponential distribution may be viewed as a continuous

counterpart of the geometric distribution. If a random variable with an exponential

distribution is rounded up to the nearest integer, then the result is a discrete random

variable with a geometric distribution. That is:

Ni = Integer[
Ti

Length(ttr)
] (3.3)

where Length(ttr) is the length of the ttr, Ti is an exponential random variable, and

Ni is a geometric random variable.

3.3 Traffic Model

Generally, traffic in wireless communications can be classified into one of two cat-

egories: i) real time, and ii) non-real time. Examples of real time traffic include
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voice and video.

In this research, we will mainly focus on the non-real time traffic for data ap-

plications

Data traffic is usually viewed as non-real time traffic, and the number of data

packets generated at a time can fluctuate greatly depending on applications, such as

just a single packet in an interactive command or a mass of packets transferring in a

large file. However data traffic is usually error sensitive, meaning that it can tolerate

little transmission errors. Hence, error control mechanisms, such as the automatic

repeat request(ARQ) in the link layer and transmission control protocol (TCP) or

other reliable transport protocols used in transport layer, should be deployed to

satisfy the transmission error requirement. For traffic modeling, the data packet

arrivals from a single source can be depicted by a Poisson process.

For data traffic, we consider that the call arrival is a Poisson process for each

user with rate λ, and each call has a file size T following the Weibull distribution,

i.e. T v Weibull(a, b). The probability density function (pdf) of the Weibull

distribution is given by [40] [41]

f (x; a, b) =

 b
a

(
x
a

)b−1
e−(x

a)
b

x ≥ 0

0 x < 0
(3.4)

where b is the shape factor and a is the scale factor.

Meanwhile, let L denote the payload size of a packet size, which is treated

as constant. Therefore, from the file size and the packet payload, the number of

packets in a call can be determined by

τ =

⌈
T

L

⌉
. (3.5)

3.4 Mobility Model

In this work, we consider the two-dimensional random waypoint (RWP) mobility

model to describe the movement pattern of CRUs and how their speeds and direc-

tions vary over time. Each CRU moves towards a randomly chosen destination in
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a given area at a constant speed, which is uniformly distributed in [vmin, vmax] and

independent of the CRU’s initial and destination locations. After reaching the des-

tination, the CRU may pause for a random amount of time. A new destination and

speed is then selected, independent of all previous values. To simplify the problem,

we assume that the velocities of all CRUs are the same as with vmin = vmax = vi.

3.5 Channel Model

Radio transmission over an open environment is characterized by reflection, diffrac-

tion, and scattering. We consider both short-term fading and long-term fading

which includes path-loss attenuation and shadowing. With the transmission power

Pw from the CRBS, the received power of CRU i is given by Pi = |hi|2 ·Pw , where

hi is the channel gain which reflects the effects of various physical phenomena such

as scattering and absorption of radio waves, shadowing by terrestrial obstacles, and

multipath propagation.

According to [26], the channel gain from the CRBS to CRU i can be expressed

as

hi =
√
simi. (3.6)

where si is the slow fading, including the path-loss component and the shadow-

fading effect, and mi represents the multipath component.

The slow fading is mainly determined by the geographical environment and

distance between the CRBS and the CRU. It includes shadowing effect which is

generally modeled by a lognormal distribution. Therefore, the slow (long term)

fading si is given by [42]

si = c · d−ki · 10χi/10 (3.7)

where c is a constant, di is the distance between the CRBS to CRU i, which

varies with the CRUs’ movement, k is the path loss distance exponent, and χi (the

attenuation due to shadowing in dB ) is a zero mean Gaussian random variable

with variance σ2
χi

.

21



The distance di changes as CRU i moves. Let (x0, y0) denote the position of the

CRBS, (xi, yi) is the current position of user i, vi is the velocity of user i, and ϑi

is the movement direction. After time ∆t, user i moves to a new location (x
′

i, y
′
i)

that can be calculated by

 x
′
i = vi ·∆t · cosϑi + xi

y
′
i = vi ·∆t · sinϑi + yi

(3.8)

The distance di is a function of the position of user i, (x
′

i, y
′
i), given by

di =
√

(x
′
i − x0)2 + (y

′
i − y0)2 (3.9)

Since both slow fading and fast fading have time correlation, the fading (either

fast or slow) at two time instances may be correlated to each other. Thereby, the

shadowing random process χi(n+ 1) at time t+ ∆t is modeled by [43]

χi(n+ 1) = ζvi·∆t · χi(n) + (1− ζvi ·∆t) ·NG(n+ 1) (3.10)

where ζ is the correlation between two points separated by one meter, χi(n) is

the shadowing process at time t, and NG(n + 1)is the sample of a white Gaussian

random process at time t + ∆t, which is a Gaussian random variable with zero

mean and standard deviation σχi

√
1+ζvi·∆t

1−ζvi·∆t .

For the multi-path fading, the Jakes fading model [44] can be used, which is

a deterministic method for simulating time-correlated Rayleigh fading waveforms

and is good for time-varying fast fading.
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Chapter 4

Adaptive Weighted Scheduling

Scheme

4.1 Traditional Proportional Fairness Allocation

Packet scheduling in wireless networks have been extensively studied in previous

work. There are many scheduling schemes that have been proposed to deal with

different service types based on their intrinsic characteristics in the different wireless

networks. For a conventional network, the allocated radio frequency channels are

always available to the network, based on which traditional scheduling schemes are

proposed to achieve resource allocation fairness. For non-real time traffic, such as

the data traffic, the main purpose of an efficient scheduling scheme is to achieve good

throughput performance as well as fairness. However, efforts on improving system

throughput and reducing experienced delay are in general contradictory since high

system throughput can be achieved by assigning resources to end users with the best

channel conditions, while leaving the users with poor channel conditions starved

and experienced a long delay.

Proportional fairness scheduling is an effective approach to providing a good

balance between the system throughput and fairness. Generally speaking, PF

scheduling schemes aim at equivalently allocating the available resources among
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all the users. It selects a user for service according to the ratio of the instantaneous

SNR and average SNR of users at a certain frame or timeslot. The user who has

the maximum ratio will be assigned the channel to transmit its data traffic. It is

rather efficient when the resources can always be used by the users.

However, the traditional PF scheduling strategy can cause unfairness when used

in a CRN. If the transmissions are scheduled based on the channel condition, it can

lead to some users deprived of spectrum resources for a long time if it experiences

a poor channel condition when the channel is available and experiences a good

channel condition when the channel is not available. As such, we aim to address

this issue with an adaptive weighted scheduling scheme.

4.2 Adaptive Weighted Scheduling Scheme

Compared with the conventional wireless communication systems, such as the cel-

lular systems or WiMAX, etc., the uncertain availability of the channel is a unique

feature of CRNs. A channel that can be used by CRUs is variable and not always

inactive (i.e. not occupied by PUs). As such, the design requirements of the tra-

ditional PF scheduling strategy mentioned in the previous section is not suitable

for use in CRNs. If the PF scheme is adopted in a CRN directly, the following

spectrum resource deprivation scenario can occur. When user i has the maximum

ratio of instantaneous SNR and average SNR, this indicates that user i has the best

channel condition at this timeslot. But if the channel is busy, the user i cannot use

the channel. Next, in the succeeding sensing cycles, user i also has the best channel

condition while this channel is still being used by PUs. On the other hand, when

the channel becomes idle, the channel condition of user i is not the best, and user i

cannot be assigned the channel. That is the user i is continuously deprived of spec-

trum resources and as such experiences a long delay. This results in an unfairness

scenario for user i and indicates that traditional PF based scheduling schemes are

not suitable for CRNs.
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The uncertainty associated with channel availability has posed new challenges

on the design of an efficient scheduling scheme for CRNs. Such a scheme should be

able to allocate the available resources among different CRUs in an adaptive and

flexible way according to the availability of the resources, so that network resources

can be used effectively and efficiently based on some historical and current channel

conditions of different CRUs.

In order to solve the unfairness problem when using the traditional PF schedul-

ing schemes in the spectrum resource deprivation scenario described earlier, and

taking into account the characteristics of the CRN, we propose an adaptive weighted

scheduling scheme (AWSS) for data services in the CRN for achieving flexible re-

source allocation according to resource availability and channel conditions. An

adaptive weight factor (AWF) is introduced to the proportional fairness scheduling

strategy to adjust the priority of different CRUs to be selected for service. At a

certain timeslot, the selection probability of a CRU changes with the adjustment of

the AWF. If the AWF has an appropriate value, even the CRU with a bad channel

condition has the reasonable chance to be selected for transmission.

In a proposed adaptive weighted scheduling scheme, the adaptive weighted fac-

tor, the ratio of instantaneous SNR and average SNR, and the channel availability

are jointly taken into consideration when selecting a CRU to assign spectrum re-

sources to. The criterion by which the adaptive weighted scheduling scheme selects

a CRU and provides the available resources for data service to this user is formu-

lated as

j∗(n) = argmax
j
Xj(n) j ∈ Sne(n), Sne(n) ⊆ {1, 2, · · ·M} (4.1)

Xj(n) = ξj(n)
γj(n)

γ̄j(n)
j ∈ Sne(n) (4.2)

Yi(n) =
γi(n)

γ̄i(n)
i = 1, 2, · · ·M (4.3)

ξi(n+ 1) =

 ξi(n) + ∆ξ, if θ(n+ 1) = 1

1, if θ(n+ 1) = 0

(4.4)
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where γi(n) and γ̄i(n) =

n∑
n=n−nt

γi(n)

nt
are the average and instantaneous channel gain

for user i at the nth timeslot, respectively, nt is the time period used to calculate

the average SNR, Sne(n) is defined as the set of CRUs whose traffic queues are not

empty with the packet to transmit at the time slot n, Xi(n) represents the user i’s

weighted relative channel condition, Yi(n) represents the user i’s relative channel

condition, ξi(n) expresses the value of adaptive weight factor (AWF) for CRU i at

the nth timeslot, and ∆ξ denotes the step increment of the weight. Furthermore,

θ(n) indicates channel availability for the CRU at the nth timeslot: if the channel

is idle, θ(n) = 0; otherwise, θ(n) = 1.

We define Eq. (4.2) as the preference metric of AWSS. By averaging out the

long-term channel condition in the preference metric, AWSS improves the short-

term fairness. To implement the AWSS scheduling scheme, we assume the base

station has knowledge of the channel information of each CRU.

The proposed scheduling algorithm is described as follows:

Step 1. Initialize parameters. Assume ξi(n) = 1 at the timeslot n = 1 and set the

ending timeslot nend.

Step 2. Check the availability of the channel

Step 2a. If the channel is active, go to Step 3

Step 2b. If the channel is inactive, go to Step 5

Step 3. According to Eq. (4.3), a CRU i∗ which has the largest Yi is chosen, and

the AWF of the CRU i∗ is updated to ξi(n+ 1) in the next timeslot n+ 1

according to Eq. (4.4), i = 1, 2, · · ·M .

Step 4. Update n = n+ 1; check whether the timeslot n = nend or not

Step 4a. If Yes, go to Step 9

Step 4b. If No, go to Step 2
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Step 5. Check all users’ traffic queues and get a set Sne(n) in which the user’s traffic

queue is not empty at the timeslot n.

Step 6. If Sne(n) = φ, go to step 8; otherwise, according to Eq. (4.2), a CRU j∗

which has the largest Xj is selected, j ∈ Sne(n) and Sne(n) ⊆ {1, 2, · · ·M}.

Step 7. Allocate the channel to user j∗ for data transmission. The user j∗’s AWF

in the next timeslot n+ 1, ξj∗(n+ 1), is reset back to 1.

Step 8. Update n = n+ 1; check whether the timeslot n = nend or not

Step 8a. If Yes, go to Step 9

Step 8b. If No, go to Step 2

Step 9. End

Based on the channel availability and the parameters AWF, the BS selects a CRU

with the largest value of weighted preference metric (Xi) and allocates the channel

timeslot for data service to it. On the other hand, when the channel is not available,

the weight of the user which has the largest preference metric (Yi) is increased.

Then, in the next channel available timeslot, if the ξi is large enough, the user will

be selected as a result of the weight ξi even if it has a lower channel condition. The

scheme flowchart is shown in Fig. 4.1.

By manipulating the AWF in the preference metric Yi, the proposed scheme is

expected not only to provide flexible resource allocation among all CRUs, but also

to achieve a satisfying fairness performance due to the consideration of the channel

availability after each sensing circle.

In the next chapter, we study some important performance metrics, such as

the throughput, fairness, and service probability, and evaluated the impacts of the

adaptive weighted factor and channel conditions on these performance metrics to

evaluate the performance of the proposed AWSS scheme.
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Figure 4.1: The scheduling procedure of AWSS scheme.
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Chapter 5

Performance Evaluation

In this chapter, the proposed adaptive weighted scheduling scheme is evaluated

through simulation. The performance of the proposed scheduling scheme under

saturated traffic and non-saturated traffic is discussed. Extensive simulations have

been conducted to demonstrate the effectiveness of the proposed scheme in terms of

system throughput and fairness, as well as to investigate the impact of the weight

factor on these performance metrics.

5.1 Simulation Setup

Extensive simulations have been conducted using MATLAB. To demonstrate the

performance of the proposed adaptive weight scheduling scheme in terms of balanc-

ing the throughput and fairness, we compare the proposed scheme with the random

scheduling scheme (denoted as RAN) [45] and opportunistic scheduling scheme (de-

noted as OPT) [15]. The RAN scheme can achieve a good fairness performance by

allocating resources to different users with equal probability while the OPT scheme

can achieve maximum system throughput by allocating resources to the user with

the best channel quality.

According to the discussion of the traffic model in Section 3.3, there are two

traffic cases that needs to be studied in simulation:
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Table 5.1: THE SIMULATION PARAMETERS

Symbol Value Symbol Value

R 200m ∆t 20ms

Pw 10w ttr 20ms

M 40 WT 20ms

N0 10−9w Pr1 0.2

k 4 Pr2 0.2

c 1/1259 ∆ξ 10

vi 0.2m/s λ 10 call/s

ϑi [0, 2π) T T ∼ Weibull(2, 2)

ζ 0.9 L 1536bits

σχ 4dB B 5MHz

1) Each node has saturated traffic (buffer is never empty). In this case, we do not

need to consider the traffic model.

2) Non-saturated traffic at each node using Poisson call arrivals and a Weibull file

size. The buffer will become empty and non-empty from time to time.

The CRN is composed of one CRBS and M CRUs which are uniformly distributed

in the circle with a radius of R. A 5MHz licensed spectrum band is taken into

account. The transmission power at the CRBS is Pw [33], and the channel model

described in Section 3.5 is adopted. In addition, we define Pr2 = 1 − P2, which is

the transfer probability of channel from active state to inactive state. Here, P2 is

the probability of a channel staying in active state. Meanwhile, Pr1 = 1−P1 is the

transfer probability of a channel moving from inactive state to active state. Here,

P1 is the probability of a channel staying in inactive state. Note that P1 and P2

have the same definition as in section 3.2. The main simulation parameters are

listed in Table 5.1.
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5.2 Simulation Results

5.2.1 Saturated Traffic Simulation Results

In this section, we describe the simulation results for saturated traffic. We assume

each node has saturated traffic, i.e. the buffer is never empty. The simulation time

is 120000 timeslots (2400 seconds). Each of the simulation results represents an

average of 10 random runs.

The channel capacity provided by the physical layer is defined as the amount of

information that can be reliably transmitted over a communications channel, which

is given by

Csys =
M∑
i=1

B · log2(1 + γi) (5.1)

where Csys is the system capacity, γi is the instantaneous SNR of CRU i, B is the

bandwidth and M is the number of CRUs.

Assuming the overhead of the MAC layer is negligible, we can count the system

throughput by the channel capacity, which is the average number of information

bits transmitted over the bandwidth over a period of one second.

Fig. 5.1 demonstrates the system throughput versus the number of CRUs. It is

observed that the system throughput increases with the increase number of CRUs.

With a larger number of CRUs, a larger channel-diversity gain can be exploited,

which leads to a higher system throughput.

Fig. 5.2 shows the throughput achieved by each CRU for each of the three

scheduling schemes where M = 40. It can be seen that different users achieve

different throughput due to user mobility and different locations. As such, the CRUs

have different channel conditions. Furthermore, it is observed that the proposed

scheme achieves a higher system throughput than the RAN scheme, while the OPT

scheme achieves the highest system throughput.

Jain’s fairness index, a commonly adopted fairness index, is used to evaluate
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Figure 5.1: System throughput versus the number of CRUs (Pr1 = 0.2, Pr2 = 0.2,

and ∆ξ = 10).
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Figure 5.2: Throughput for each CRU (Pr1 = 0.2, Pr2 = 0.2, and ∆ξ = 10).
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the fairness performance of the proposed scheme, which is defined as:

F (Th1, Th2, ...., ThM) =

(
M∑
i=1

Thi

)2

M ·
M∑
i=1

Th2
i

(5.2)

where F (·) is Jain fairness index and Thi is the throughput of the CRU i.

Fig. 5.3 shows the fairness of the proposed scheme with comparison of the

other two schemes. It is observed that the fairness indices of the proposed AWSS

scheme are very close to one, which represents the ideal fairness performance. By

adaptively adjusting the weight of the users, the proposed scheme can fairly allocate

the available resource among different users. However, the fairness performance of

the OPT scheme is noticeably worse than the other two schemes since it only

takes the channel condition into account, making some users with the bad channel

conditions always deprived of spectrum resources.

From Figs. 5.1 - 5.3, it can be concluded that the proposed scheme AWSS can

achieve a good tradeoff between the system throughput and fairness. Compared

with the RAN scheme, it achieves a higher throughput with a slight cost fairness

performance. Meanwhile, compared with the OPT scheme, it achieves a much

better fairness performance with some sacrifice of throughput.

We also study the impact of the available resources in a CRN when using AWSS

on system performance in terms of throughput and service probability, which are

shown in Figs. 5.4 - 5.5.

The service probability for CRU i is defined as the probability that CRU i is

selected for service at an arbitrary timeslot, which is given by

πi = lim
n→∞

Pr(ϕ(n) = i) (5.3)

where πi is the service probability of CRU i and ϕ(n) is the index of the selected

CRU at the nth timeslot.

We adopt different values of Pr2 to study performance variations. Here, we set

the parameter Pr2 as 0.2, 0.4, and 0.6 with Pr1 = 0.2, and ∆ξ = 10. Fig. 5.4 shows
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Figure 5.3: The fairness performance versus the number of CRUs (Pr1 = 0.2,

Pr2 = 0.2, and ∆ξ = 10).
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Figure 5.4: System throughput versus the number of CRUs with different Pr2 (Pr2 =

0.2, 0.4, and 0.6, Pr1 = 0.2, and ∆ξ = 10).

that an increase in Pr2 corresponds to an increase in the probability of the channel

being in an inactive state, and the higher system throughput can be achieved, as

well as the service probability, which is shown in Fig. 5.5.

The AWSS performance depends on the parameter ∆ξ, which is the step incre-

ment of the weight. Fig. 5.6 shows the system throughput when using the AWSS

with the ∆ξ = 10, 100, and 1000.

From Fig. 5.6, we can observe that the larger the ∆ξ, the lower the throughput

achieved by the system. This is due to the fact that the proposed AWSS selects

the user which has the largest Xi(n) when the channel is inactive. When the ∆ξ is

larger, the user with the worse channel condition has more chances to be selected

for transmitting the packets. Therefore, the throughput is decreased in comparison.
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Figure 5.5: Service probability for each CRU with different Pr2 (Pr2 = 0.2, 0.4, and

0.6, Pr1 = 0.2, and ∆ξ = 10).
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Figure 5.6: System throughput versus the number of CRUs with different ∆ξ (∆ξ =

10, 100, and 1000, Pr2 = 0.2, and Pr1 = 0.2).

5.2.2 Non-Saturated Traffic Simulation Results

Non-saturated traffic simulation results are discussed in this section. We assume

that non-saturated traffic at each node uses Poisson call arrivals and a Weibull

file size whose parameters are given in Table 5.1. The simulation time is 120000

timeslots (2400 seconds). Each of the simulation results represents an average of

10 random runs.

Fig. 5.7 shows the system throughput versus the number of CRUs for the three

scheduling schemes. It can be observed that, with an increased number of CRUs,
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Figure 5.7: System throughput versus the number of CRUs in non-saturated traffic

(λ = 10, Pr1 = 0.2, and Pr2 = 0.2, ∆ξ = 10).

the system throughput increases sharply. The effect of the channel-diversity gain

is very distinct in the non-saturated traffic case.

Through Fig. 5.8, we can observe that the fairness in non-saturated traffic leads

to the same conclusions as that found in the saturated traffic case with regards the

propose scheme when compared to the other two schemes. According to the adjust-

ment of the weight of the CRUs, the proposed AWSS scheme could obtain almost

ideal fairness performance. However, the OPT scheme, which solely considers the

channel condition, has the worst fairness performance.

From Fig. 5.7 - 5.8, the AWSS scheme can achieve a good tradeoff between the

throughput and fairness. Compared with the RAN scheme, it achieves a higher
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Figure 5.8: The fairness performance versus the number of CRUs in non-saturated

traffic (λ = 10, Pr1 = 0.2, Pr2 = 0.2, and ∆ξ = 10).
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throughput at the cost of slightly degraded fairness performance. Meanwhile, com-

pared with the scheme OPT, it achieves a much better fairness performance with

some sacrifice of throughput. This is the same conclusion as in the saturated traffic

case.

The call arrive rate λ is an important parameter to indicate the traffic load,

which affects the system performance. We study the impact of this parameter on

system throughput and fairness in the CRN as shown in Figs. 5.9 - 5.11, where the

λ value is set from 0.1 to 500.

Fig. 5.9 demonstrates that the larger the value of λ, the more traffic of each

user has in the queue, the higher system throughput.

From Fig. 5.10, with the increase of the λ, the system throughput increases.

When the λ is large enough, the throughput is almost equal to the throughput

with saturated traffic. Since the queue is unlikely to be empty when the λ is big

enough, the non-saturated traffic approaches to the saturated traffic.

Fairness performance can also be affected by the traffic parameter λ. Fig. 5.11

shows that, with the increase of the λ value, the fairness index is decreased.

Packet delay is defined as the difference in end-to-end delay between received

packets in a flow, which is given by

PDsys =
1

M · S

M∑
i=1

S∑
j=1

(DTij − ATij + TTij) (5.4)

where PDsys is the system packet delay, DTij is the packet j’s departure timeslot

of CRU i, ATij is the packet j ’s arrival timeslot of CRU i, TTij is the packet j’s

transmission time of CRU i, S is the number of the departure packet and M is the

number of CRUs.

Fig. 5.12 shows the system packet delay versus the number of CRUs for the

three scheduling schemes. It can be observed that, with an increased number of

CRUs, the system packet delay increases.

Fig. 5.13 demonstrates that the larger the value of λ, the more traffic of each
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Figure 5.9: System throughput versus the number of CRUs with the different λ in

non-saturated traffic (λ = 10, 50, and 100, Pr1 = 0.2, Pr2 = 0.2, and ∆ξ = 10).
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Figure 5.10: System throughput of the AWSS with the different λ in non-saturated

traffic (λ = 0.1, 0.5, 1, 10, 100, and 200, Pr1 = 0.2, Pr2 = 0.2, and ∆ξ = 10).
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Figure 5.11: The fairness performance versus the number of CRUs with the different

λ in non-saturated traffic (λ = 0.5, 1, 10, and 100, Pr1 = 0.2, Pr2 = 0.2, and

∆ξ = 10).
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Figure 5.12: The system packet delay versus the number of CRUs in non-saturated

traffic (λ = 10, Pr1 = 0.2, Pr2 = 0.2, and ∆ξ = 10).
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Figure 5.13: The system packet delay versus the number of CRUs the different λ

in non-saturated traffic (Pr1 = 0.2, Pr2 = 0.2, and ∆ξ = 10).

user has in the queue, the higher the packet delay. At the same time, with the

increase of the CRUs in the system, the packet delay increases.

From Fig. 5.14 , with the increase of the λ, the system packet delay increases.

At the beginning, since the traffic load is low, the packet delay has almost the same

lower value. When the λ is higher, the arrival number of the packets is much larger

than the departure number of the pakcets in the system, the packet delay increases

sharply. The larger the λ, the higher the delay a packet will experience.

In summary, the simulation results demonstrate the efficiency and effectiveness

of the proposed AWSS scheme in terms of important performance metrics, including

the service probability, packet delay, and throughput, as well as fairness. The AWSS

scheme achieves a good tradeoff between the system throughput and fairness in the
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Figure 5.14: System packet delay of the AWSS with the different λ in non-saturated

traffic (λ = 0.1, 0.5, 1, 5, 10, 100, 200, 500, Pr1 = 0.2, Pr2 = 0.2, and ∆ξ = 10).
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cognitive radio network.
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Chapter 6

Conclusion and Future Work

6.1 Conclusions

In this research, an adaptive weighted scheduling scheme is developed with the

aim to achieve a better performance tradeoff in terms of throughput and fairness.

Based on the network model under considerations, the link-layer frame structure

is proposed. A simply but efficient adaptive weighted scheduling scheme is then

proposed for achieving flexible and fair scheduling for data traffic in the cognitive

radio network.

In the scheduling scheme, an AWF is introduced to adjust the priority of dif-

ferent CRUs to be selected for service. By jointly considering the instantaneous

channel conditions, adaptive weighted factor and the channel availability which is

a unique feature of the CRN, this scheduling scheme addresses the unfairness prob-

lem faced by traditional PF scheduling schemes, where the use of PF schemes in a

CRN directly can lead to the spectrum resource deprivation of a user for extended

periods of time in the scenario where the user experiences a poor channel condi-

tion when the channel is available and experiences a good channel condition when

the channel is unavailable. By adaptively weighting the priority of different CRUs

based on this combined analysis approach, CRUs with poor channel conditions also

have a chance to be selected for data transmission and hence fairness amongst users
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can be improved.

The performance of proposed scheme is studied under two traffic scenarios (the

saturated traffic case and non saturated traffic case) in terms of the system through-

put and fairness. The impacts of weights and channel conditions on performance

metrics are studied. Simulation results demonstrate the effectiveness and efficiency

of the proposed scheme in fair resource allocation and high resource utilization.

6.2 Future Work

There are many issues that should be further investigated in scheduling for cognitive

radio networks. The research work in this thesis focuses on the scheduling in a single

cell system with a single channel. Besides the single cell mode, other more practical

system models such as multi-cell scenario and ad hoc networks are important and

pose more challenging issues.

In multi-cell wireless networks, the resource allocation and scheduling should be

designed from the perspective of the whole network. Channel allocation, power allo-

cation, and load balance in multi-cell scenarios need to be addressed for improving

the network-resource utilization, decrease the regional congestion by alleviating the

intra- and inter-cell interference and adaptively adjusting BS association. How to

extend our work in the multi-cell wireless systems for achieving flexible and efficient

resource allocation deserves further investigation.

Compared with the networks with centralized control, ad hoc networks have

agile infrastructures for communication and its communication range can be ex-

panded easily. There is no need for any fixed radio base station or router. Such

a network is self-organizing and adaptive. At the same time, the availability of

channels varies widely from the one place to the other places. If the network oper-

ates in an ad hoc mode, a CRU can set up direct connections with its neighbors.

Therefore, the characteristics of an ad hoc network lead to some new challenges for

scheduling in distributed cognitive radio networks.

50



References

[1] Federal Communications Commission. Cognitive Radio Technologies Pro-

ceeding (CRTP). ET Docket No. 03-108 [Online] Available: http :

//www.fcc.gov/oet/cognitiveradio/. 1

[2] NTIA. US frequency allocation chart. [Online] Available: http :

//www.ntia.doc.gov/osmhome/Allochrt.html., 2003. ix, 1, 2

[3] P. Kolodzy. Dynamic spectrum policies: promises and challenges. CommLaw

Conspectus, 12:147–160, 2004. 1

[4] M. A. McHenry. Frequency agile spectrum access technologies. FCC Workshop

Cogn. Radio, May 2003. 1

[5] G. Staple and K. Werbach. The end of spectrum scarcity. IEEE Spectrum,

41(3):48–52, Mar. 2004. 1

[6] M. A. McHenry. NSF spectrum occupancy measurements project summary.

Shared Spectrum Company, Aug. 2005. ix, 1, 3

[7] I. F. Akyildiz, W. Y. Lee, M. Vuran, and S. Mohanty. NeXt genera-

tion/dynamic spectrum access/cognitive radio wireless networks: a survey.

Computer Networks, 50(13):2127–2159, 2006. 2, 7, 9

[8] Federal Communications Commission. Notice of Proposed Rule Making and

Order. Et docket no. 03-322., 2003. 3, 14

51



[9] S. Haykin. Cognitive radio: brain-empowered wireless communications. IEEE

J. Select. Areas Commun., 23(2):201–220, Feb. 2005. 3, 7, 14

[10] J. Mitola, G. Q. Maguire, and Jr. Cognitive radios: making software radios

more personal. IEEE Personal Commun., 6(4):13–18, Aug. 1999. 7

[11] J. Mitola. The software radio architecture. IEEE Commun. Mag., 33(5):26–38,

May 1995. 7

[12] I. F. Akyildiz, Y. Altunbasak, F. Fekri, and R. Sivakumar. AdaptNet: adaptive

protocol suite for next generation wireless internet. IEEE Commun. Mag.,

42(3):128–138, 2004. 8

[13] S. Lu, V. Bharghavan, and R. Srikant. Fair scheduling in wireless packet

networks. IEEE/ACM Trans. Networking, 7(4):473–489, Aug. 1999. 10, 11

[14] S. Borst and P. Whiting. Dynamic rate control algorithms for HDR throughput

optimization. In Proc. IEEE INFOCOM, volume 2, pages 976–985, Anchorage,

AK, Apr. 2001. 10

[15] X. Liu, E. K. P. Chong, and N. B. Shroff. Opportunistic transmission schedul-

ing with resource-sharing constraints in wireless networks. IEEE J. Select.

Areas Commun., 19(10):2053–2064, Oct. 2001. 10, 29

[16] Y. Liu and E. Knightly. Opportunistic fair scheduling over multiple wireless

channels. In Proc. IEEE INFOCOM, pages 1106–1115, San Francisco, CA,

2003. 11

[17] X. Qin and R. Berry. Exploiting multiuser diversity for medium access control

in wireless networks. In Proc. IEEE INFOCOM, volume 2, pages 1084–1094,

San Francisco, CA, Mar. 2003. 11

[18] P. Viswanath, D. N. C. Tse, and R. Laroia. Opportunistic beamforming using

dumb antennas. IEEE Trans. Information Theory, 48(6):1277–1294, Jun. 2002.

11

52



[19] Y. Cao and V. O. K. Li. Scheduling algorithms in broad-band wireless net-

works. In Proc. IEEE, volume 89, pages 76–87, Jan 2001. 11

[20] S. I. Hahm, H. J. Lee, and J. W. Lee. A minimum-bandwidth guaranteed

scheduling algorithm for data services in CDMA/HDR system. Web and

communication technologies and internet-releated social issues., 2712:757–763,

2003. 11

[21] T. Ng, I. Stoica, and H. Zhang. Packet fair queueing algorithms for wirless

networks with location-dependent errors. In Proc. IEEE INFOCOM, volume 3,

pages 1103–1111, San Francisco, CA, Mar. 1998. 11

[22] L. Massouli and J. Roberts. Bandwidth sharing: objectives and algorithms.

IEEE/ACM Trans. Networking, 10(3):320–328, Jun. 2002. 12

[23] A. Jalali, R. Padovani, and R. Pankaj. Data throughput of CDMA-HDR

a high efficiency-high data rate personal communication wireless system. In

Proc. IEEE VTC, volume 3, pages 1854–1858, Tokyo, Japan, May 2000. 12

[24] J. M. Holtzman. Asymptotic analysis of proportional fair algorithm. In Proc.

IEEE PIMRC, volume 2, pages 33–37, San Diego, CA, Sep. 2001. 12

[25] H. J. Kushner and P. A. Whiting. Convergence of proportional-fair shar-

ing algorithms under general conditions. IEEE Trans. Wireless Commun.,

3(4):1250–1259, Jul. 2004. 12

[26] J-G Choi and S. Bahk. Cell-throughput analysis of the proportional fair sched-

uler in the single-cell environment. IEEE Trans. Veh. Technol., 56(2):766–778,

Mar. 2007. 12, 21

[27] A. T. Hoang and Y. C. Liang. A two-phase channel and power allocation

scheme for cognitive radio networks. In Proc. IEEE PIMRC, volume 11, pages

1–5, Helsinki, Sep. 2006. 13

53



[28] A. T. Hoang and Y. C. Liang. Maximizing spectrum utilization of cognitive

radio networks using channel allocation and power control. In Proc. IEEE

VTC, pages 1–5, Sept. 2006. 13

[29] J. Li, B. Xu, Z. Xu, S. Li, and Y. Liu. Adaptive packet scheduling algorithm

for cognitive radio system. In Proc. Intl. Conf. IEEE ICCT, pages 1–5, Nov.

2006. 13

[30] J. Farah and F. Marx. Combining strategies for the optimization of resource

allocation in a wireless multiuser OFDM system. International Journal of

Electronics and Communications, 61(10):665–677, Nov. 2007. 13

[31] S. Huang, X. Liu, and Z. Ding. Opportunistic spectrum access in cognitive

radio networks. In Proc. IEEE INFOCOM, volume 13, pages 1427–1435, Apr.

2008. 13

[32] R. Urgaonkar and M. J. Neely. Opportunistic scheduling with reliability guar-

antees in cognitive radio networks. In Proc. IEEE INFOCOM, pages 1301–

1309, Phoenix, AZ, Apr. 2008. 13

[33] W. Y. Lee and I. F. Akyildiz. Joint spectrum and power allocation for inter-

cell spectrum sharing in cognitive radio networks. In Proc.Symposium IEEE

DySPAN, pages 1–12, Chicago, IL, Oct. 2008. 15, 30

[34] B. Maglaris, D. Anastassiou, P. Sen, G. Karlsson, and J. D. Robbins. Per-

formance models of statistical multiplexing in packet video communications.

IEEE Trans. Commun., 36(7):834–844, Jul. 1998. 18

[35] C. Chou, S. Shankar, H. Kim, and K. G. Shin. What and how much to gain

by spectrum agility? IEEE J. Select. Areas Commun., 25(3):576–588, April

2007. 18

[36] W. Y. Lee and I. F. Akyildiz. A spectrum decision framework for cognitive

radio networks. Submitted for journal publication, Nov. 2007. 18

54



[37] S. Kim, W. Choi, Y. Choi, J. Lee, Y. Han, and I. Lee. Downlink performance

analysis of cognitive radio based cellular relay networks. In Proc. Intl. Conf.

CrownCom, volume 15, pages 1–6, Singapore, May 2008. 18

[38] W. Y. Lee and I. F. Akyildiz. Optimal spectrum sensing framework for cogni-

tive radio networks. IEEE Trans. Wireless Commun., 7(10):3845–3857, Oct.

2008. 18

[39] K. Sriram and W. Whitt. Characterizing superposition arrival processes in

packet multiplexers for voice and data. IEEE J. Select. Areas Commun., 4:833–

846, Sept. 1986. 18

[40] H. T. Cheng. Radio resource management for wireless mesh networks support-

ing heterogeneous traffic. A proposal presented to the University of Waterloo,

Waterloo, ON , 2007. 20

[41] Weibull. [Online]. Available: http : //en.wikipedia.org/wiki/Weibull distribution.

20

[42] H. Jiang and W. Zhuang. Effective packet scheduling with fairness adapta-

tion in ultra-wideband wireless networks. IEEE Trans. Wireless Commun.,

6(2):680–690, Feb. 2007. 21

[43] G. L. Stuber. Principles of mobile communications. Kluwer Academic Pub-

lisher, 1996. 22

[44] W. Jakes, ed. Microwave mobile communications. Wiley, New York, 1974. 22

[45] C. Rose and M. Hluchyj. The performance of random and optimal scheduling

in a time-multiplex switch. IEEE Trans. Commun., 35(813-817):8, Aug 1987.

29

55


	List of Tables
	List of Figures
	List of Abbreviations
	List of Symbols
	Introduction
	Research Motivation and Objectives
	Thesis Outline

	Background
	Cognitive Radio Networks
	Scheduling Schemes

	System Model
	Network Architecture
	Link-Layer Frame Structure
	Traffic Model
	Mobility Model
	Channel Model

	Adaptive Weighted Scheduling Scheme
	Traditional Proportional Fairness Allocation
	Adaptive Weighted Scheduling Scheme

	Performance Evaluation
	Simulation Setup
	Simulation Results
	Saturated Traffic Simulation Results
	Non-Saturated Traffic Simulation Results


	Conclusion and Future Work
	Conclusions
	Future Work

	References

