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Abstract

Mass-selected infrared multiple photon spectroscopy (IRMPD), Fourier transform ion
cyclotron resonance (FT-ICR) kinetic experiments, RRKM and electronic structure
calculations have been performed in order to propose a complex mechanism involving the
formation of the proton-bound dimer of water (HsO,") from 1,1,3,3-tetrafluorodimethyl
ether. It has been found that the reaction is facilitated by a series of sequential exothermic
bimolecular ion-molecule reactions. Evidence for the dominant mechanistic pathway
involving the reaction of CF,H-O=CHF", an ion of m/z 99, with water is presented. The
primary channel occurs via nucleophilic attack of water on the ion of m/z 99 (CF,H-
O=CHF"), to lose formyl fluoride and yield protonated difluoromethanol (m/z 69).
Association of a second water molecule with protonated difluoromethanol generates a
reactive intermediate which decomposes via a 1,4-elimination to release hydrogen fluoride
and yield the proton-bound dimer of water and formyl fluoride (m/z 67). The 1,4-elimination
of hydrogen fluoride is found to be strongly supported by the results of both RRKM theory
and electronic structure calculations. Lastly, the elimination of formyl fluoride occurs by the
association of a third water molecule to produce HsO, " (m/z 37). The most probable isomeric
forms of the ions with m/z 99 and 69 were found using IRMPD spectroscopy and electronic
structure theory calculations. Thermochemical information for reactant, transition and

product species was obtained using MP2/aug-cc-pVQZ//MP2(full)/6-31G(d) level of theory.

Ionic hydrogen bond (IHB) interactions, resulting from the association of ammonia and

two of the protonated methylxanthine derivatives, caffeine and theophylline, have been
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characterized using mass-selected IRMPD and electronic structure calculations at the
MP2/aug-cc-pVTZ//B3LYP/6-311+G(d,p) level of theory. It was found that the formation of
a proton-bound dimer (PBD) of caffeine and ammonia was elusive under the experimental
conditions. The low binding energy of the caffeine and ammonia PBD is responsible for the
perceived difficulty in obtaining an IRMPD spectrum. The IRMPD spectrum of the PBD of
theophylline and ammonia was obtained and revealed bidentate IHB formation within the
complex, which greatly increased the binding energy relative to the most stable isomer of the
PBD of caffeine and ammonia. The IRMPD spectra of the protonated forms of caffeine and
theophylline have also obtained. The spectrum of protonated caffeine showed the dominant
existence of a single isomer, whereas the spectrum of protonated theophylline showed a
mixture of isomers. The mixture of isomers of protonated theophylline resulted as a
consequence of proton-transport catalysis (PTC) occurring within the PBD of theophylline
and ammonia. All calculated harmonic spectra have been produced at the B3LYP/6-
311+G(d,p) level of theory with fundamental frequencies scaled by 0.9679; calculated
anharmonic spectra have also been provided at the same level of theory and were found to
greatly improve the match with the IRMPD spectra obtained in all cases.

Ionic hydrogen bond (IHB) interactions, resulting from the association of caffeine and
theophylline with their protonated counterparts, forming proton-bound homodimers, have
been characterized using mass-selected IRMPD and electronic structure calculations at the
MP2/6-311+G(2d,2p)//B3LYP/6-311+G(d,p) level of theory. It is found that the IRMPD

spectra of the proton-bound homodimers of caffeine and theophylline are complicated

v



resulting from the existence of several pairs of enantiomers separated by a narrow range of
relative Gibbs free energies (298 K) of 15.6 and 18.2 kJ mol™, respectively. The IRMPD
spectrum of the proton-bound homodimer of theophylline is dominated by a unique isomer
facilitated by formation of a bidentate IHB. Formation of this interaction lowers the relative
Gibbs free energy of the ion to 9.75 kJ mol” below that of the most favourable pair of
enantiomers. The IRMPD spectrum of the PBD of caffeine is complicated by the existence of
at least two pairs of enantiomers with the strong likelihood of the spectral contributions of a
third pair existing. The most favourable enantiomeric pair involves the formation of a
O —H*---0 IHB. However, verification of a pair of enantiomeric PBDs containing a
N — H*--- 0 IHB is also observed in the IRMPD spectrum of the PBD of caffeine due to the

presence of three free carbonyl stretching modes located at 1731, 1751 and 1785 cm™.

The mass-selected IRMPD spectra of the sodium cation-bound dimers (SCBD) of
caffeine and theophylline also have been obtained. Both the mass-selected IRMPD spectra
and electronic structure calculations predict the most likely structure of the SCBDs of
caffeine and theophylline to form by an efficient O---Na%t::- O interaction between C=0
functional groups possessed by each monomer. The frequencies of the C=0-Na" stretch are
found to be nearly identical in the IRMPD spectra for both of the SCBDs of caffeine and
theophylline at 1644 and 1646 cm™, respectively. However, the degenerate free C=O
symmetric and asymmetric stretches for the SCBDs of caffeine and theophylline found at
1732 and 1758 cm ™1, respectively, demonstrating a red-shift for caffeine possibly linked to a

steric interaction absent in theophylline. Free rotation about the O --- Na™ --- O bond is found



to greatly decrease the complexity of the IRMPD spectra of the SCBDs of caffeine and
theophylline and demonstrates excellent agreement between the IRMPD and calculated
spectra. Electronic structure calculations have been done at the MP2(full)/aug-cc-pCVTZ/6-
311+G(2d,2p)//B3LYP/6-311+G(d,p) level of theory using the aug-cc-pCVTZ basis set for
Na" and all Na'-interacting heterotatoms, and the 6-311+G(2d,2p) basis set for all non-

interacting atoms within the SCBDs, in order to provide accurate electronic energies.

Currently, installation and implementation of a pulsed electrospray high pressure ion
source mated to an existing high pressure mass spectrometer (HPMS) is underway. The new
ion source will greatly increase the range of possibilities for the study of ion-molecule
reactions in the McMahon laboratory. One of the unique features of the new design is the
incorporation of a gas-tight electrospray interface, allowing for more possibilities than only
the study of cluster-ion equilibria involving hydration (H,O,:--S"), where S* is an ion
produced by electrospray. Other small prototypical biological molecules such as amines and
thiols can be used without concern for the toxicity of these species. Another unique design
feature allows electrosprayed ions to associate with neutral solvent species in an electric field
free reaction chamber (RC). This ensures that values of equilibrium constants determined are
truly representative of ions in states of thermochemical equilibrium. The existing HPMS in
the McMahon laboratory is limited to the study of small volatile organic molecules. The new
ion source will permit the exploration of systems involving non-volatile species, doubly
charged ions and many biologically relevant molecules such as amino acids, peptides,

nucleobases and carbohydrates.
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coloured regions represent areas with the same composition of reactant gas (~ 99 % N, + 1% solvent
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assembly. The diameters of the outside and platinum aperture disk (100 pm orifice) mount are 38 mm and
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temperature inside the RC directly. The TC is sealed to the SB by a gold o-ring (top left). Front of the SB
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Chapter 1
Introduction

1.1 Ionic-Hydrogen Bond Interactions in the Gas Phase

Knowledge of the intrinsic reactivity of gaseous ionic species is fundamental to the
understanding of larger chemical systems. One of the principal intermolecular interactions in
chemistry is the hydrogen bond.!"! When a hydrogen bond is formed during an ion-molecule
association reaction, it is referred to as an ionic hydrogen bond (IHB) and there have been
numerous studies related to IHB formation over the past four decades.”™ The typical range
of bond energies for IHBs is 20 to 150 kJ mol™,'® with the high end of this range
characterizing the IHB as a strong intermolecular interaction equivalent to some covalent
bonds, such as F,, which has a bond energy of 155 kJ mol™."” There are several examples of
chemistry involving IHB formation including acid-base chemistry, electrolytes, ionic cluster
formation and solvation, self-assembly in macromolecular chemistry and molecular crystals.
The appearance of IHBs in biologically relevant chemical systems is prevalent and can
include protein folding, enzyme active sites, membrane formation and proton-transport

catalysis.') The presence of IHB formation in a plethora of chemical topics warrants a

detailed study and understanding of this important intermolecular force.

The energetic and structural consequences associated with IHB formation cannot be

intrinsically quantified in the condensed phase due to the complex nature of solvent effects.



However, the study of intermolecular forces in the gas phase is an immediate solution to the

solvation problem. A representative system involving IHB formation in the gas phase is

M+ MH* — M---HT---M 1.1

where M is a neutral monomer species containing one or more Lewis basic heteroatoms. The
association product on the right side of Eq. 1.1 is referred to as a symmetric proton-bound
dimer (PBD). The formation of symmetric PBDs involves the partial transfer of a proton
from a donor to acceptor heteroatom with the bond strength correlated to the efficiency of the
transfer. As the proton is transferred the partial positive charge on the proton increases while
the partial negative charges of the donor and acceptor atoms increases. As the symmetric
PBD is formed the M — H* bond length of the proton donor increases and charge is partially
transferred to the acceptor atom. The symmetric PBDs share the proton efficiently due to the
donor and acceptor molecules having identical proton affinities (PA). The PA is defined as

the negative value of the enthalpy change for Eq. 1.2,

M+ Ht — MH* 1.2

and therefore a more positive PA implies a more favourable protonation of the monomer M.
It has been shown experimentally that in symmetric PBDs the strength of the IHB formed
between the dimers is not proportional to the magnitude of the PA values of the monomer
units.* ® ' If the association reaction given by Eq. 1.1 involves IHB formation between two
different heteroatoms (e.g. N — H --- 0) then the IHB bond strength decreases with a greater
difference in PA between the donor and acceptor heteroatoms, resulting in the proton being

shared disproportionately. For example, if the donor possesses a higher PA than the acceptor
2



heteroatom, then the proton will tend to favour the donor atom side of the IHB. Asymmetric
PBDs can be formed under two circumstances: The first occurs when a monomer possesses
more than one heteroatom with similar PAs, resulting in the possibility of multiple isomers
being formed. The second is the formation of a heterodimer between two different monomer
species (e.g. CH3OH---H*---HOCH,CH;3). Both symmetric and asymmetric PBDs are
always characterized by a large positive entropy of dissociation (80 to 130 J mol” K™)
relative to covalent species due to retention of internal rotations and low frequency vibrations
about the IHB of the PBD. The IHB bond strength is also affected by resonance stabilization.
For example, if the formation of an IHB involves a perturbation to resonance stabilization in

the monomer units, it can lower the overall exothermicity of the association reaction.

Experiments involving the study of gaseous symmetric and asymmetric PBDs are
perfectly suited to study using mass spectrometric techniques, since one of the principal
criteria for performing mass spectrometry experiments is the existence of ionic species in the

gaseous state.

1.2 Mass-Selected Infrared Multiple-Photon Dissociation Spectroscopy

Mass spectrometry can be a powerful method for the determination of the structure of
molecules. Recently, there have been extensive studies coupling mass spectrometry with the
use of laser-induced photoactivation, in order to provide the frequency-specific dissociation
of isolated, gaseous ionic species.l”” ® ') The product ions of such dissociation processes

are readily detected using various "trapped ion" mass spectrometric techniques, such as

)[20] )[21]

Fourier transform ion-cyclotron resonance (FT-ICR
3

and ion trap (IT mass



spectrometry. Trapping of the ions is paramount to the success of laser-induced
photoactivation since the ions must be confined to a space where they are exposed to the
electromagnetic radiation provided by a laser for sufficiently long periods of time that
multiple-photon activation can occur. Conventional forms of mass spectrometry, such as
electron impact (EI) and chemical ionization (CI), rely on the identification and
characterization of fragment ion intensities as a function of mass to charge ratio (m/z).
Although the characterization of fragmentation patterns for small ionic species can be very
useful, it is rare that the structure of larger ionic species can be elucidated solely from the
information provided by a fragmentation mass spectrum. In modern mass-selected IRMPD
spectroscopy, the principal mechanism for structural analysis, is the interpretation of an
infrared (IR) consequence spectrum, where in this context, the mass spectrometer serves as a
detection device only. In prototypical spectroscopy, the spectrum obtained shows the direct
absorption or transmission of electromagnetic radiation as a function of photon energy. In
consequence spectroscopy, the spectrum shows the efficiency of dissociation induced by the
absorption of electromagnetic radiation as a function of photon energy. Therefore,
consequence spectroscopy can be considered an indirect measure of the molecular absorption
of electromagnetic radiation as a function of photon energy. A common way to express the

vertical axis in a mass-selected IRMPD spectrum is as the IRMPD efficiency (Eq. 1.3)

Lar 1.3
IRMPD eff.= — log( parent )

Iparent + Z Ifragments



where Igene is the intensity of the isolated parent ion and Y. Iryqgments 1s the sum of the

intensities of fragment ions produced following irradiation. The important similarity between
conventional IR spectroscopy and IRMPD spectroscopy, is that both methods will provide a

unique "chemical fingerprint" of the species of interest.

1.2.1 The IRMPD Process

The mechanism for the unimolecular dissociation of ions, based on the absorption of

2]

photons, is theoretically complex; however, the following provides an essentially

qualitative view in terms of a more physical description.

Consider a non-linear polyatomic molecule that contains 3N-6 modes of vibration,
where N is the number of nuclei, all of which are coupled via electron density distributed
throughout the molecule. Although, for mathematical simplicity, the vibrations of molecules
are regularly treated as a collection of 3N-6 independent harmonic oscillators, real molecular
vibrations are not harmonic, nor are they necessarily independent of each other. It is the
coupling of molecular vibrations that makes IRMPD a possibility. In IR spectroscopy the
excitation of a single oscillator within a molecule occurs by the absorption of photons and is
often referred to as the "bright state." The "bright state" carries the initial oscillator strength
for the selected spectroscopic transition and this energy will flow into the manifold of so-

(22 Some of the "dark states"

called "dark-state" oscillators which were not excited directly.
are strongly coupled to the "bright state" oscillator and become excited, subsequently

continuing to couple with oscillators that were not coupled directly with the "bright state."

The energy is then effectively delocalized about the collection of oscillators within the
5



molecule and this process is referred to as intramolecular vibrational redistribution (IVR).[**"

31 The lifetime of IVR is typically very short, at approximately 10 ps, i.e. near the time scale
of molecular vibrations.”) A consequence of IVR is that by the absorption of multiple
quanta of photons, a molecule can rapidly have its total vibrational energy increased, in
which case the dissociation threshold of the weakest bond within the species may be reached
and fragmentation can ensue. The IVR process is considered a slow heating method due to
the requirement of a molecule to absorb tens to hundreds of photons in order to promote
dissociation.”) A mole of 1000 cm™ infrared photon equals approximately 12 kJ mol™ of
energy. This suggests that a typical covalent C-H bond, with a binding energy®” of 414 kJ

mol”, would require the absorption of approximately 35 photons in order to dissociate.

1.2.2 Applications of Mass-Selected IRMPD to Gaseous Chemical Systems

Recently, physical chemists have made mass-selected IRMPD a popular technique for
the purpose of characterizing the structure of gaseous ionic species; however, the application
of IRMPD to small chemical systems has existed for several decades.”® *! Over the years,
the use of mass-selected IRMPD has produced many interesting studies. In 1985, Eyler and
coworkers®” were able to deduce different isomeric forms of the ion C4HoO," (m/z 89),
which was generated following the mass-selected IRMPD of an assortment of oxygen-
containing hydrocarbons including 1,4-dioxane and 2-(2-ethoxyethoxy)ethanol. In 1993,
Osterheld and coworkers®" used mass-selected IRMPD in order to study the dissociation of
nitrobenzene radical cation with the purpose of comparing the experimental rates of

dissociation with the predictions of microcanonical rate theory of Rice, Ramsperger, Kassel
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and Marcus (RRKM).?**% One of the first examples of the use of mass-selected IRMPD in
the study of dipeptides was performed using a FT-ICR mass spectrometer in 1991 by
Zimmerman and coworkers.’”! This was a unique experiment at the time, since it first used a
neodymium-doped yttrium aluminium garnet (Nd:YAG) laser to desorb a solid sample of
dipeptide, followed by irradiation with an infrared CO, laser, in order to induce IRMPD of
the gaseous dipeptide species. In 1994, large multiply charged bio-molecules such as bovine
carbonic anhydrase (29 kDa), were partially sequenced using IRMPD/FT-ICR by Little and
coworkers.”® It was found that the mass-selected IRMPD could provide additional sequence
information previously unavailable by the use of conventional collision-induced dissociation

(CID) methods.

A feature common to all of the studies described above is that the type of laser used to
perform the IRMPD analyses was either a continuous wave (CW) or pulsed CO, laser. The
CO, laser is of relatively monochromatic wavelength, normally centered between
approximately 9.5 and 10.6 um in the infrared region. One disadvantage of using a
monochromatic laser is that molecules must have sufficient vibrational frequencies coherent
with the irradiation wavelength in order to initiate IRMPD. Another shortcoming of the use
of monochromatic activation, is in the inability to produce a mass-selected IRMPD spectrum
as a function of a broad range of photon energies. This form of mass-selected IRMPD
provides an alternative to traditional CID methods, however it should not be considered

spectroscopic since it does not provide a vibrational signature. For monochromatic IRMPD,



the information provided requires the interpretation of fragmentation intensities as a function

of m/z ratios.

Many modern forms of mass-selected IRMPD differ from the use of traditional
monochromatic laser techniques by incorporating the use of wavelength-tunable laser
systems. The two most common tunable light sources currently used for mass-selected

)% and optical parametric

IRMPD spectroscopy include the free-electron laser (FEL
oscillator (OPO).[***% The OPO is a useful tool for mass-selected IRMPD spectroscopy in
the approximate rangel*” **! of 2000 to 4000 cm™. This thesis employs a FEL for the majority
of spectra covering the spectral range of 1000 to 1900 cm™, encompassing the "fingerprint
region" of vibrational frequencies. This region of the vibrational spectrum is particularly
useful for studying the structural characteristics of ions containing carbonyl groups that may
participate in IHB formation. For example in positive ions, free carbonyl stretches are found

between approximately 1700 and 1800 cm™ and protonated carbonyl stretches and proton

bending modes are found between approximately 1600 and 1650 cm™.

In the present thesis, structural characterizations of the proton and sodium cation-bound
homodimers of caffeine and theophylline, as well as the PBD of ammonia and theophylline
have been made using mass-selected infrared multiple-photon dissociation (IRMPD)

spectroscopy (1000 to 1900 cm™) and electronic structure calculations.

A unique mechanism for the generation of the proton-bound homodimer of water from
successive bimolecular reactions involving water and 1,1,3,3-tetrafluorodimethyl ether at

very low pressure (~ 10° Torr) is proposed. This work involved using mass-selected IRMPD



spectroscopy (600 to 1900 cm™), electronic structure and RRKM calculations as the

methodology for describing a complex and multi-step mechanism.



Chapter 2

Experimental Considerations

2.1 The Free Electron Laser (FEL)

Several experimental and computational techniques have been implemented in the work
presented in this thesis; however one common feature in each of the studies was the use of a
FEL to perform mass-selected IRMPD spectroscopy. The FELP® ** ¥ is typically a linear
accelerator (LINAC) based light source which can provide coherent, high-power radiation
with the optical characteristics found in conventional laser systems. While a conventional
laser uses the bound atomic or molecular states of solids and gases as its lasing medium, a
FEL uses a relativistic electron beam. In a FEL, the electron beam passes through an
undulator magnet assembly which results in the stimulated emission of light (Figure 2.1).
The wavelength of the emitted light is determined by the electron beam energy and pulse
characteristics, as well as the periodic magnetic field properties of the undulator. The FEL is
excellent for providing high-average and high-peak power and is tunable over an extensive
range of wavelengths including: X-rays, ultraviolet, visible, infrared and microwave. The
wavelength of emitted light is strongly dependent on the relativistic electron beam energy
and the ideal acceleration range for providing infrared photon emission is from 10 to 50
MeV. The details of the specific configuration of the FEL, as it was applied in the work

presented here, will follow.
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Figure 2.1: The periodic undulator magnet assembly responsible for altering the wavelength

of light emitted by the inducing oscillation of a relativistic electron beam which is passed

through the assembly.!*"!

2.2 Fourier Transform Ion Cyclotron Resonance Mass Spectrometry

In 1949, Hipple and coworkers published the first ICR spectrum of a proton[so],

followed by the ICR spectrum of H,O". This early instrument had a m/z range of up to
approximately 100 amu; however it was reliable up to only 28 amu.’" Later, in 1974,
Comisarow and Marshall published the first FT-ICR mass spectrum of CH4". Using a single
data acquisition of 25.9 ms, a signal-to-noise ratio of 8:1 and mass accuracy of approximately

0.005 amu was obtained.*”
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Since the inception of FT-ICR, the technology has evolved dramatically and modern
instruments are capable of extraordinary resolution and mass range. For example, the LTQ
FT Ultra Hybrid Mass Spectrometer by Thermo Scientific is claimed to have part-per-billion
(ppb) resolution (= 0.000001 amu at 1000 amu). An impressive example of mass range
capabilities was demonstrated by Chen and coworkers when they isolated coliphage DNA T4
ions of mass 10° amu.”®! It was estimated that the "stretched-out" length of the DNA
molecule was approximately 10° pm, which is gigantic, in terms of a molecular frame of

reference.

2.2.1 Theory of Fourier Transform Ion Cyclotron Resonance MS

The following is a brief description of how an FT-ICR functions as a mass
spectrometer. The FT-ICR MS is equipped with a powerful permanent magnet and normally
it is superconducting in nature. The FT-ICR MS used in one of the studies presented in this
thesis, is equipped with a superconducting magnet possessing a field strength of 4.7 T.
Current instruments have much stronger fields, such as the Bruker Daltonics Apex-Ultra

series FT-ICR, which is equipped with a superconducting magnet at a field strength of 9.4 T.
An ion in the presence of a spatially uniform magnetic field is subjected to a force

demonstrated by the Lorentz magnetic force equation,

dv
™

2.1

F=ma= =q17x§
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where m, g and v are the ion mass, charge and velocity, respectively. The cross product of v
and B results in the magnetic component of the Lorentz force to be perpendicular to the plane

determined by ¥ and B and this is shown in Figure 2.2.

Figure 2.2: Ion cyclotron motion exhibited by a positive ion moving in the plane of the paper
induced by the Lorentz magnetic force directing it inward, perpendicular to the direction of

the applied magnetic field. A negative ion exhibits equal and opposite cyclotron motion.

The velocity of the ion in the xy-plane is defined as v,,, = JUE+ vf and is perpendicular to

the z-component of the magnetic field, B,. Since the angular acceleration is

dvyy % 2.2
dt
then Eq. 2.1 becomes
2
muv. 23
— = quyy B,

The angular velocity, @ (rad s™), about the axis of B, is
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Vxy 2.4

and therefore Eq. 2.3 becomes
mae’r = qB, ar 2.5

Since q = Ze, where Z is the charge number and e is the elementary charge constant, the

characteristic "cyclotron" equation is obtained.

2.6

NS
S
o

The spectacular simplicity of Eq. 2.6 demonstrates that all ions with the same m/z ratio
exhibit the same cyclotron frequency, w, and the independence on the velocity of the ions.
The radius of the ion cyclotron motion demonstrated by Figure 2.2 can also be calculated.

Simply rearranging Eq. 2.3 yields,

= My 2.7
qB,

The most probable xy-translational energy of an ion at ambient temperature, T, is

2
LT m(127xy) 2.8

Solving Eq. 2.8 for v,,,, substituting into Eq. 2.7, and rearranging, yields the equation for the

radius of thermal ion cyclotron motion.

vV2mkT 2.9




The result shown by Eq. 2.9 demonstrates that at 7= 25°C and B, = 4.7 T a singly charged
ion with m/z 100 has an orbiting radius of approximately 50.0 um. For a comprehensive
article containing the derivations shown above, in addition to equations describing the
excitation and detection processes, the 1998 review article by Marshall is suggested."¥ With
the knowledge of ion behaviour in the presence of a spatially uniform magnetic field, a brief

description of how an FT-ICR MS is obtained follows.

2.2.2 Excitation and Detection in FT-ICR MS

In order to exploit the best properties of the superconducting magnetic field, the FT-
ICR cell is placed in the bore of the magnet, where the magnetic field is the most
homogeneous. The FT-ICR cell is where the ions are trapped, isolated and mass detected. A
schematic and actual image of an FT-ICR cell are shown in Figure 2.3 and Figure 2.4,
respectively. The diameter of the FT-ICR cell shown in Figure 2.4 is approximately 6 cm
and it was shown earlier that the radius of the ion packet trapped at the centre of the cell is on
the order of micrometres. In order to detect the ions, it is required that the ion orbit radius
come within close proximity of the FT-ICR cell walls. The first purpose of the axial trapping
plates is to prevent the drift of ions along the direction of the magnetic field, as well as to
confine the ion packet at the centre of the cell. This is accomplished with a small potential of
approximately 1 to 2 V. A secondary function of the trapping plates is to empty the cell of all
ions following an experiment, a process that is called "quenching." The "quenching" process
applies a disproportionate potential across the trapping plates, effectively pushing the ions

out of the cell axially. The transmitter plates are used to apply a radio-frequency (RF) driven
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electric field (approximately 1 V) onto the ions and increase their cyclotron radius. The ion
cyclotron radius will only increase if the frequency of the RF signal is coherent with the

characteristic cyclotron frequency (@, ) of the ions.

RECEIVER
TRAPPING TRAPPING
el PLA{E PLATE

FILAMENT

g \
RECEIVER
PLATE TRANSMITTER
GRID PLATE

2>

Figure 2.3: An FT-ICR cell demonstrating the pairs of receiving, transmitting and axial
trapping plates constituting the cylindrical shape. A rhenium filament can be placed within
close proximity of a gold grid found at the centre of trapping plates in order to permit

Electron lonization (EI).

The transmitter plates first serve to isolate individual types of ions by ejection of unwanted

ions from the cell, and second, permit a way to increase the cyclotron radius of the ions to a
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close proximity of the receiver plates such that a signal is generated for detection. As the ion
packets orbit sufficiently close to the receiver plates, the charge of the ions (positive) will
attract electrons to the surface of the plates generating an alternating "image current,”
collected as a function of time. Application of a Fourier transform to this time-domain signal
generates a frequency-domain signal. Once the cyclotron frequency (@, ) is calculated by the
Fourier transform from the time domain signal, the m/z ratio is obtained from Eq. 2.6. A

typical pulse sequence used for an FT-ICR experiment is shown in Figure 2.5.

One final and important feature of the FT-ICR is the very low pressure maintained
within the cell region. The FT-ICR instrument used in the work presented here maintains a
base pressure of 1.5 x 10” Torr, which amounts to one collision occurring approximately
every 20 seconds. Due to the infrequency of collisions, the FT-ICR is perfectly suited for
slow kinetics experiments. The author has personally experienced this, when he was able to

detect ions which had been produced and trapped approximately one day earlier!

17



Figure 2.4: An FT-ICR cell showing the pairs of receiver, transmitter and axial trapping
plates which constitute the cylindrical shape. The small plate mounted on top of the trapping
plate has a platinum grid at the centre, allowing for injection of ions from an external ion

source, and a similar assembly exists on the underside to permit EI.
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Trapping Plates El Transmitter Plates

Quench Ionize Eject Eject Excitation
10.0 ms 7.0 ms 600 ps 600 ps
Receiver Plates
Quench Ionization “Cooling“ Wriam Detection
Delay Delay Delay Delay
100.0 ms 70s 20s

Figure 2.5: A typical pulse sequence performed in a FT-ICR MS experiment, demonstrating

which plates are operating during each instance of the interval.

2.3 Quadrupole Ion Trap Mass Spectrometry

Like the FT-ICR MS previously described, the quadrupole ion trap (QIT) MS is, by
definition of the name it possesses, an ion trap. The application of trapping ions in electric
fields produced by a set of hyperbolic electrodes was first patented by Paul and Steinwedel in
1960. In 1983, the method for measuring the m/z ratio of ions confined within a QIT was
further developed by Stafford and coworkers and was known as the "mass-selective axial

instability mode." It was this work that led to the commercialization of the QIT MS.
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2.3.1 Theory of Quadrupole Ion Trap MS

The QIT consists of a set of three irregularly shaped electrodes shown in the
"exploded" and "cut-away" images provided by Figure 2.6. All three electrodes are of
hyperbolic geometry; the two saucer-shaped electrodes are referred to as the end-cap
electrodes and the third electrode is called the ring electrode. The geometry for producing the
optimum quadrupole electric field is given by r¢ = 2z , and the dimensions 7, and z,, are
defined in the "cut-away" image (b) provided in Figure 2.6. The dimension, 1y, is the radius
of the ring electrode and is commonly a value of 0.707 or 1.00 cm in the majority of
commercial instruments.”® The dimension, z,, is the perpendicular distance from the centre

of the ring electrode to the end-cap electrode.

The motion of an ion within a QIT is markedly different than the straight paths and arcs
that an ion will take in a sector instrument, or the ion cyclotron motion found in an FT-ICR.
An ion in the presence of a quadrupole field feels a strong restoring force, which effectively
focuses it to the centre of the QIT cell assembly. This restoring force increases as the ion
moves away from the centre of the cell. The correct expression for describing the effects of a
quadrupole field on the trajectory of an i1on was derived from the work of a mathematician

who was investigating the regions of stability found on the surface of vibrating drum skins.
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[56]

Figure 2.6: (a) An "exploded" view™ of a QIT cell relative to a US Penny demonstrating

the small size of the cell assembly. The end-cap electrodes are on either side of the ring

[56]

electrode. (b) A "cut-away" view"" of a QIT cell, showing the dimensions, 7y and z,. The

light blue dashed lines show the theoretical asymptotes of the quadrupole fields generated.

The expression for describing this phenomenon is referred to, by the name of the
inventor, as the Mathieu equation.°” If it is applied to an ion in a quadrupole field, the

canonical form of the Mathieu equation is

d*u 2.9
az2 + (ay, —2q, cos28)u =0

where u represents the displacement of the ion as a function of its x, y and z coordinates.

The values of a, and q, are Mathieu's dimensionless parameters and many of the important
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quantities for the QIT including frequencies, trap geometry and potentials will be expressed
in terms of these parameters. The value of ¢ is equal to Qt/2, where () is the angular
frequency of the RF potential applied to the ring electrode. If £ = Qt/2 it is easy to show
that
d’u 0% d’u 2.10
dt2 4 dé&?
When Eq. 2.10 is substituted into Eq. 2.9, multiplied by the mass, m and then rearranged, it

yields

d*u  —mQ? ) at 2.11
moT =" (ay q, cos Qt)u

The fields of a quadrupole device are uncoupled and thus can be treated separately, allowing

for the force exerted on an ion by a quadrupole field in the x-direction to be expressed as

d?x op 2.12
Ec=max=mﬁ=—ea

There are similar expressions which can be obtained for E, and F,. The quadrupole potential

is expressed as

®o
———— (Ax* + oy® +yz*
r02+2202( Y )

2.13
¢ =

where the values, A, 0 and y are weighting constants satisfying the Laplace condition of

electric fields such that
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2 — d2+d2+d2 _ 0 2.14
¢ = dx? = dy? dz? ¢ =

Therefore A + 0 +y = 0 and for a QIT the values of A, ¢ and y turn out to be 1, 1 and -2,

respectively. If the known values of A, o and y are substituted back into Eq. 2.13 then

d)O 2 2
—_ + -2 2
¢ + 223 "ty %)

2.15
¢x,y,z =

which is readily transformed to a cylindrical coordinate system ( x = rcosf, y = rsinf and

zZ =71)to give

bo 2 2 2.16
= —————(r%c0s%6 + r?sin?0 — 22>
Pra T + 223 ( )
From trigonometry, cos?8 + sin’8 = 1 so
$o ) 2.17
=———(r2—2z%
bro =57 (=229
The potential applied in the QIT is of the form,
¢o = U + VcosQt 2.18

with Q = 2nf, the angular frequency and f, the frequency in Hz . When Eq. 2.18 is

substituted into Eq. 2.17,

U + VcosQt
T+ 228

2.1
(r? —2z%) ?

and differentiated with respect to r gives
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ddr, 2r 2.20
— = U + Vcost
dr  1¢+2z¢ (U + Veosity

Substituting Eq. 2.20 into Eq. 2.12 yields

dr? —2e 2.21
EF=m = 7+ 222 (U + VcosQt)r

dt?

which is the expression for the force imposed on an ion in the r dimension. If Eq. 2.11 and

Eq. 2.21 are compared directly, it is found that for a QIT,

_ 8elU 2.22
4= m(rd + 22§)0?
and
—4eV 2.23
qr =

 m@g + 222)02

For the ion trap, a, = a, = a, and g, = q, = q, . Similarly for the values of a, and q,,

since y = —2 then Eq. 2.22 and Eq. 2.23 can be expressed as

_ —16eU 2.24
4= m(@r¢ + 2245)02
and
8el 2.25
q, =

m@rd + 2z5)02
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For a typical commercial QIT, U = 0 so that a, = 0. Thus the expression for g, is a function
of the m/z ratio (m/e for a singly charged ion), the ion trap dimensions 1y and z,, the

intensity of the RF field, V, and the angular frequency of the RF field, (.

The equations, Eq. 2.22 and Eq. 2.23 can be used to form a stability diagram, which is
obtained as a result of finding solutions to the Mathieu equation in cylindrical coordinates.
An example of a stability diagram is shown in Figure 2.6. The trajectory of an ion confined
in a QIT is "figure-eight" like and composed of a secular frequency component in both the z

and r dimensions. The general form of the secular frequency is given by

1 2.24
Wyp = (n+§,8u)ﬂ, 0<n<oo

and

1 2.2
wu,n=—<n+zﬁu>ﬂ, —oo<n<oO S

where n = 0 for the fundamental of the secular frequency. The value of S, is found by

solving a substantial transcendental equation involving the values of §,,, a,, and q,,.

2

.81% =a, + B 7
(ﬂu + 2)2 —ay — . = qZ
_ _ u
(ﬁu+4) ay, (ﬁu+6)6_au —_— ..
, 2.26
N qu
2
(ﬁu - 2)2 —ay — . 2
qu

(,Bu_4)4_au_('8u_6)6_au —_ e
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When different values of iso-f, and iso-f, lines are plotted, it generates lines which form
the stable region shown in the Figure 2.6. As the RF field, V, is increased and the value of
q, = 0.908 is exceeded by an ion, it will experience an unstable trajectory and then be
ejected. As the value of V is increased, the QIT will eject ions in the order of lowest to

highest mass.

a.A a.
z z g,>0.908
(@)
“\BECTED 10N
. . q.
{ rRaPPEDIONS UNSTAREE 4 TRAPPED 1ONS
0.5 0.5
] Br ! B
as 08
4 UNSTABLE .
5.7 87
| 0.8 i 0.8
0.9 0.9
1 1.0 1 1.0
(a) (b)

Figure 2.7: (a) The regions of stable and unstable ion trajectories within a QIT. Since U =
0, the ions remain along the g, axis. (b) As the RF field V is increased from the original
conditions in (a), the QIT systematically ejects ions from lowest to highest mass when the

value of q, for each ion exceeds 0.908.
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2.3.2 Excitation and Detection in QIT MS

The QIT cell is maintained under a pressure of approximately 1 mTorr of He buffer
gas, which serves to "cool" the ions and also focus them to the centre of the cell. The

S.° Tons are introduced

presence of the buffer gas greatly enhances the resolution of QIT M
from an external ion source through a hole in one of the end-cap electrodes or produced
directly by EI within the QIT cell. By applying a small RF potential (100 to 200 mV) across
the end-cap electrode that is coherent with the secular frequency of the confined ions, w, g,
they can be translationally excited along the z-axis and out of a hole located in one of the
end-cap electrodes for detection. This can be accomplished at a g, value lower than 0.908,
which allows for the isolation of a single ionic species and is commonly referred to as
applying a "tickle voltage." The "tickle voltage" is also used to induce strong collisions

between the isolated ions and the buffer gas for the purpose of performing tandem mass

spectrometry (MS") studies by CID.

2.4 High Pressure Mass Spectrometry (HPMS)

High Pressure Mass Spectrometry (HPMS) is a powerful technique for quantitatively
determining the thermodynamic properties of IHBs in the gas phase. A description of this
method is warranted because a new HPMS ion source is currently under development,
permitting entry into chemical systems considered impossible to study with the existing

instrumental configuration. The final chapter of this thesis will describe details of the new
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ion source, and the exciting implications of its application in HPMS research at the

University of Waterloo.

Ion-molecule reaction studies involving mass spectrometry using conventional low
pressure (~ 10™* Torr) ion sources have been performed since the 1950s.°% ! After World
War II, radiation chemistry was considered an important area of research that originated from
the development of nuclear weapons. The ionic species produced in the chemistry induced by
ionizing radiation were detectable by mass spectrometry.”®”’ Studies using conventional low
pressure ion sources were unable to explore gas phase ion-molecule equilibria by mass
spectrometry for several reasons, such as thermalization of the ions, ion dwell-time following
ionization, and, finally, ions possessing a non-Boltzmann distribution of energies due to the

(61-63] i which a

presence of electric fields. During a series of radiolysis experiments,
polonium-210 a-particle source was used to ionize molecules contained in an ion source at
near-atmospheric pressures, Kebarle serendipitously invented HPMS. The observation of a
series of H;O'(H,0), cluster ions produced from a sample of "laboratory air" led to the
realization that working at higher pressures had increased the dwell-time of ions and also
provided a sufficient number of stabilizing collisions such that observable equilibrium was
obtained. HPMS 1is one of the most reliable and widely used techniques for obtaining the

thermodynamic quantities associated with THB formation.!®!
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2.4.1 VG 70-70 Double-Focusing Instrument Modified for HPMS

Discussion here will be based on the technical specifications of the HPMS instrument
currently under modification in the McMahon laboratory, as it will provide much of the

background information necessary for the topic presented in the final chapter of this thesis.

One of the three HPMS instruments found in the McMahon laboratory is based on a
VG 70-70, double-focusing mass spectrometer modified to accommodate a home-built high
pressure (5 to 20 Torr) ion source capable of generating ions in thermal and chemical
equilibrium. This is achieved by forming ions under an electric field-free environment, and
then allowing for numerous collisions (~ 10° per second) between the ions and an inert bath
gas which serves as both a "cooling" and CI agent. For studies involving IHB formation, the
bath gas used is normally CHs. A mixture of analyte and approximately 99% CHy are
prepared in a calibrated 5.0 L, heated, stainless-steel reservoir, where the gas is then
introduced into the ion source gas inlet. There are two small exits in the ion source consisting
of 200 um platinum apertures. One aperture is located at the top of the source, permitting
entry of an electron beam, and the second is located at the front of the source, allowing for
the effusion of ions into a high vacuum region (~ 107 Torr) where they are accelerated, mass
selected and detected. The electron beam is accelerated to 2000 eV and focused into the ion
source where it initiates a series of ion-molecule reactions involving CHy to yield "super
acidic" species such as, CHs' and C,Hs'. The proton affinities of CH4 and C,Hy4 are always
lower than that of the analyte molecule, and thus proton-transfer will occur from CHs' or

C,Hs' to yield a protonated monomer of the analyte. The 2000 eV electron beam may seem
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excessive; however it is required to have a high enough energy in order to penetrate deep into
the ion source since the high pressure has a tendency to cause a low energy electron beam to
build up charge at the entrance of the aperture. The electron beam is pulsed on for
approximately 500 us and then shut off to allow for the natural diffusion of ions to the walls
of the ion source (5 to 50 ms). It is in this diffusion period where ion-molecule equilibrium is
established, and in the study of IHB interactions (given by Eq. 2.27) it is typically the
equilibrium formed between a protonated monomer, MH* and its proton-bound dimer

(PBD), M,H* that is of interest.
MH* + M = M,H* 227

During a single experiment, a series of 1000 to 10000 electron pulse events are made and
summed, generating an ion intensity profile as a function of time. This is normally repeated
ten times for one temperature, then reproduced for a range of ~ 100°C in ~ 10°C increments,

in order to yield 100 data points.

The ion source body is constructed from non-magnetic stainless steel and heated with a
band heater (up to ~ 400°C). The gas temperature is measured directly in the ion source
reaction region with two chromel-aluminel k-type thermocouples accurate to + 1.5°C. During
the diffusion period, a small fraction of ions will exit the front aperture by effusion where
they are accelerated, mass-selected and detected by a channeltron electron multiplier (CEM).
The discriminated and amplified signal from the CEM is monitored by a multichannel scalar

(MCS) and time-intensity profiles are generated. An example of a set of protonated monomer
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and PBD time-intensity profiles is shown in Figure 2.8 for protonated glycine and

ammonia. %"
4- i
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Figure 2.8: Variation of ion intensities with time for protonated glycine and its ammonia
cluster, 0.66 Torr NH3 in 2.54 L reservoir with total pressure of 1180 Torr. The temperature

of the ion source is 430 K and pressure is 5 Torr.
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Although the ions have significantly different masses, it is clear that in Figure 2.8, the
diffusion profiles are parallel at longer times, which implies that the monomer and dimer are
coupled through equilibrium (Eq. 2.27), effectively switching their chemical identity and
resulting in an average diffusion time experienced only by ions under equilibrium conditions.
At equilibrium, the rate of change of the number density of ions with respect to time is zero
and because the number density is proportional to intensity, the monomer and dimer

intensities can be normalized with respect to each other such that

IAH+ 2.28

I+ g =—
AH ™ normalized IAH+ +1A2H+

and

Ly, p+ 2.29

Iy g+ . ="
AyH
2H™ normalized IAH+ + IA2H+

to yield a normalized time-intensity profile. The region of time where the normalized
intensities become parallel is where equilibrium is attained. The normalized version of the

time-intensity profile displayed by Figure 2.8 is shown in Figure 2.9.°"

32



100 -

. 804 i . ;
R j Gly(NH )H":
2 ¥ e
o B60- - i
- 1 -
£ P
c 1 1
E 40- E." i - e ‘Ill
e 'W
£ 11 | : o
5 204 § GlyH - :
= :

0 X :I X T X T ; T T

0 2 4 6 8 10

Time (ms)

Figure 2.9: A normalized time-intensity profile obtained by an HPMS experiment for
protonated glycine and its ammonia cluster. Equilibrium is obtained with certainty after ~ 2

ms, where the rate of change of intensity of each ion is equal to zero.
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2.4.2 Theory of a Double-Focusing Sector HPMS

A detailed diagram of the instrument described in the last subchapter is provided by
Figure 2.10 and annotation of the numbered labels is found in Table 2-1. A brief description

of how the VG 70-70 instrument serves as a mass spectrometer follows.

Figure 2.10: The VG 70-70, double-focusing mass spectrometer of reverse geometry,

modified to accommodate a high pressure ion source.
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Table 2-1: Annotation of the labels provided in Figure 2.7 describing the components of the

modified VG 70-70 mass spectrometer.

Component Number Description
1 Gas Inlet
2 Viewing Window and Diffusion Pump
3 Ion Source (~ 3000 V)
4 Electron Aperture (200 pm)
5 First Cone (~ 2800V)
6 Second Cone (~ 1700 V)
7 Top Hat (~ 1100 V)
8 Teflon Support and Sealing Plug
9 First Einzel Lens (~ 1700 V)
10 Second Einzel Lens (~ 200 V)
11 Third Einzel Lens (~ 1300 V)
12 Ion Flight Path
13 y-deflectors (~ 40 V)
14 z-deflectors (~ 6 V)
15 Tunnel (~ 600V)
16 Isolation Valve
17 Bellows
18 First Resolving Slit
19 Magnetic Sector (70° @ r = 12.7 cm)
20 Collision Cell Housing
21 Laser Beam (optional photodissociation)
22 Electrostatic Analyzer (70° @ r = 20.0 cm)
23 Diffusion Pump
24 Isolation Valve
25 Final Resolving Slit
26 Collector Housing and Diffusion Pump
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The term, "double-focusing " refers to a mass spectrometer focusing both the momenta and
kinetic energies of ions using a magnetic sector and electrostatic analyzer (ESA),
respectively. The term, "reverse geometry, or BE" refers to the ordering of the sectors, such

that in a reverse geometry instrument the magnetic sector precedes the ESA.

A schematic representation of the magnetic sector on the VG 70-70 is shown in Figure

2.11.

Figure 2.11: Schematic of the magnetic sector in the VG 70-70 HPMS. The magnetic field,

B is coming out of the page toward the reader.

After exiting the ion source and acquiring the full acceleration potential, V, the kinetic energy

of the ions is given by
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1 2.
E, = Emv2 =Vq 30

where E}, is the kinetic energy, m is the mass of the ion and g = Ze, with Z as the number of
charges and e as the proton charge constant. Substituting for g and rearranging for the

velocity of the ions gives

1/, 2.31

_ (ZVZe)

m
It is intriguing to consider the high speed achieved by the ions following an acceleration of
3000 V. For example, a 100 amu ion will travel through the 2 m path of the mass
spectrometer at a velocity of 76 km s (~ mach 231), navigating the distance in 26 us! In
order to traverse the curved path through the magnetic sector, the centripetal force of the ions

must balance the magnetic force applied by the magnetic field. The force experienced by an

ion in the presence of electric and magnetic fields is given by the Lorentz force equation
F=qE+5x5) 2.32
where E is the electric field strength; however, in this case, it is equal to zero since there is

no electric field present, v is the ion velocity and B is the magnetic field strength. In the two

dimensional case, Eq. 2.32 reduces to

Frnag = qVB 2.33

The centripetal force, F. is given by
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v 2.34
FE=m—
T

where 7, is the radius of the magnetic sector. For an ion to traverse the curved path and exit

the magnetic sector, Eq. 2.33 is set equal to Eq. 2.34 and solved for v to give

rBZe 2.35
v =

m

The equation for a magnetic sector relating the m/z ratio to the magnetic field strength, B
and the acceleration potential, V is found by setting the velocities obtained by Eq. 2.31 and

Eq. 2.35 equal and rearranging to yield

m r2B2%e 2.36

z 2V

It is shown by Eq. 2.36 that the m/z ratio of the ion permitted through the magnetic
sector can be changed by scanning the magnetic field strength or the acceleration potential. It
1s most common to scan the magnetic field by increasing or decreasing the current applied to

the electromagnet.

The radial ESA is simply constructed of two parallel curved stainless steel plates, set to
a potential difference of approximately 50 V in order to transmit ions accelerated to 3000 V
for the VG 70-70 described here. The two dimensional version of the Lorentz equation for

the force F,. , exerted on an ion by an electric field with strength E, is

Felec = C[E 2.37
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Analogously to the magnetic sector, in order for ions to negotiate the curved path of the

radial ESA, Eq. 2.37 is set equal to Eq. 2.34 then

g 2.38
qE =m—

If both sides of Eq. 2.38 are multiplied by 1/2, the kinetic energy of the ions will fall out of

the right side of the equation and the working form of the ESA equation is obtained as

rEq 2.39

It is clear that there is no mass dependence in the radial ESA; however the kinetic energy of
an ion can be scanned by varying the electric field strength between the plates, E. Kinetic
energy filtering removes the spread in kinetic energy of the ions and increases the resolution
of the instrument. In instruments of reverse geometry the ESA can be used by physical
chemists to obtain metastable ion kinetic energy spectra (MIKES); however details of this

type of experiment will not be discussed in this thesis.

2.4.3 Thermodynamic Quantities Obtained by HPMS

The general scheme for an association reaction between monomer A and its protonated

counterpart AH™ is

nA +nAH" = AJH" + A2H' + - + AJHY 2.40
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where AJH™ is the n™ PBD of n possible isomers. The observed equilibrium constant, K,
for the process shown by Eq. 2.40 can be written as a product of the equilibrium constants

used to describe each individual PBD formation such that

Kobs = KlKZ Kn 2.41
Recall that
_AGryn 2.42
K =e RT
thus,
n AG; 2.43
Kops = 1_[ e RT
i=1

and taking the natural logarithm of both sides yields

1 2.44
InK,;, = _ﬁz AG;
i=1
Since
AG; = AH; — TAS; 2.45

then substituting Eq. 2.45 into Eq. 2.44 gives
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1 n . . 2.46
InK,,, = — ﬁZ(AHi — TAS;)
i=1

n n
1 o1 .
InkK,,, = _ﬁz AH + Ez AS;
i=1 i=1

The sums, Y* ; AH; and Y™, AS;, are the experimentally observed changes in enthalpy and

entropy respectively, therefore

o

AHobs + AS;)bs 247
RT R

In Kobs = —

Eq. 2.47 is the van't Hoff equation, and plotting In K, as a function of 1/T will yield a
straight line with slope = —AH,, /R and intercept = AS,,./R. A series of van't Hoff
plots corresponding to clustering reactions involving the sequential addition of ammonia to

protonated glycine are given in Figure 2.9.°
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Figure 2.12: Van’t Hoff plots for the association reactions: A GlyH +NH; S Gly(NH3)H';
m Gly(NH3;)H+NH; S Gly(NH3),H; o (Gly),H+NH; S (Gly),(NH3)H"

The temperature of the reaction is measured precisely by measuring the gas
temperature within the reaction chamber, and In K,;; is deduced from the intensities of the
protonated monomer and PBD obtained by the HPMS experiments. A mass spectrometer

cannot differentiate between the isomers of PBDs formed and therefore the measured
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obs __
IA2H+ -

intensities of the protonated monomer and distribution of PBDs are I+ and
il jz y+» respectively. If the most basic scenario is considered, where only one isomer of
the PBD (A,H™) exists then Eq. 2.40 is
A+ AH' = A,HT 2.48
It is not uncommon to have the PBD exist as one isomer if the monomer contains a single
heteroatom. Several examples of PBDs that exist as only one isomer are those of H,O, NHs,

CH;CN, aliphatic ethers, cyclic ethers and symmetric ketones, however there are many more.

The equilibrium constant for the reaction presented by Eq. 2.40 is

ap, g+ 2.49
Aag+ay

Kobs =

where a4, 5+, ayy+ and ay are the activities of the PBD, protonated monomer and neutral

analyte respectively. The activity of a gas is a, = P,/P°, where P, is the partial pressure of

the species, P* = 1 bar, and Eq. 2.49 is expressed as

Py,y+P’ 2.50
Kops =
PAH+PA

The partial pressures of the protonated monomer and dimer are directly proportional to their

respective number densities as well as their intensities, forming a set of equalities

Pyu+  Napu+  lapn+ 2.51

PAH+ NAH+ IAH+

Substituting the ratio of the partial pressures of the ions with the ratio of their intensities

yields the working form of the equilibrium constant obtained by an HPMS experiment,
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Ly,y+P’ 2.52
N IAH+PA

obs
The value of K, is used in Eq. 2.47 to obtain the thermodynamic quantities, AH,,,,, AS,,
and AG,,,, for the association reaction given by Eq. 2.48.

For the case where multiple isomers of a PBD exist such that they are sufficiently close
in Gibbs free energy (< 10 kJ mol™), a different approach must be taken. Referring back to

Eq. 2.40, and using analogous reasoning in the derivation of Eq. 2.53, K¢ is

n p° n 2.53
K bs — l_IP +. < )
obns L AzH i PAH+PA

and then

p i Puyi+, (p)" 2.54
bs = D
obs =1 PAH+ PA

Taking the natural logarithm of both sides of Eq. 2.54 yields

“ Pynt p° 2.55
In K, =ln1_[ : +nln<—>
PAH+ PA
i=1
and using the result of Eq. 2.51, then expanding Eq. 2.55 gives
- Iy,n+, P’ 2.56
anobs=Zln ~+nln|—
=LA Py
1=
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The individual PBD intensity components Iy, y+, are not measured directly, however the
observed intensity Iij+ = Xi=1la,y+ is and if a Boltzmann distribution of energies is

assumed then

_AG; . 2.57
Nagt, _Tagn, _ eRT By 06
obs obs = ° =e RT
N I AGobs

A H* A H*

e

and the components of intensity can now be related to the measured intensity of the PBD by

AG,,s —AG; 2.58

__ jobs
IA2H+i_IA2H RT

The important realization is that the values of AG,,, and AG; must be obtained by electronic
structure methods, since K,,; must already be known to find the experimental value of

AG, . Therefore, the calculated values of AG,,, and AG; will now be referred to as AGobs c

obs *

and AG; . and substitution of these new values into Eq. 2.58, followed by substitution into

Eq. 2.56 yields

n b °
0 S obs ,C AGi,c
InK,,, = Z In I ~ RT
i=1 AHT

. p° 2.59
nin PA

P° 2.60
+nln ( >

n b o
InkK _ Z [ln (IXZ;I+> AGobs c AGl c
obs —
Li| "\ Lan+ RT
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n

o o bs o

AG,s . — AG; 170 P 2.61

In Ky = E = ——= +nln| - In|—

nK,ps Z, RT +nin Lune +nin P,
=

Recall that Y}, AGZ c = AG;bS’C. Substitution of this relationship into Eq. 2.61 and
rearranging yields the final form of an expression of the observed equilibrium constant where

a mixture of PBD isomers of similar energy occurs.

IObS+P° n— 1 n
A H o
InK,,; =nl AG;
# ks =1 n(IAH+PA>+ RT Z T
i=

It is easily shown under the condition where only one PBD isomer (n = 1) exists that Eq.

2.62

2.52 naturally arises from Eq. 2.62. The accuracy of the correction applied by the second
term in Eq. 2.62 is first, heavily weighted on the ability to elucidate and calculate all n-
possible minimum energy isomers within a range of Gibbs free energies of 0 to 10 kJ mol™
and second, the reliability of calculations of Gibbs free energies based on the level of theory

used.
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Chapter 3

Computational Considerations

When coupled with a powerful laser source such as the FEL, the mass spectrometric methods
described in the previous chapter can provide detailed information about the nature of IHB
formation and other important structural features of gaseous ions, in the form of IRMPD
spectrum. Although there is a wealth of information available within a mass-selected
IRMPD spectra, it can be very difficult to interpret based solely on chemical intuition. The
tools one can use to greatly simplify the characterization of IRMPD spectra come in the form
of electronic structure theory calculations. With the extraordinary advancement of computing
power over the last several decades, very detailed and accurate calculations of the energetic
and spectroscopic properties of gaseous ions and molecules can be obtained. These
calculations come in the form of several types ab initio and density functional theory (DFT)
methods which may be coupled with a seemingly endless choice of basis sets used to model
the wave functions of molecular systems. A description of the specific calculation methods
and basis sets that were used in the work presented in this thesis will be given. All electronic
structure theory calculations were obtained using the GAUSSIAN 03! software, and
visualization of structure, vibrational frequencies, charge distribution and the three-

dimensional "construction” of molecular species was provided by GAUSSVIEW 4.1.2.1%]

47



3.1 Quantum Mechanics

3.1.1 The Schrédinger Equation

The objective of predicting the electronic properties of ions and molecules is facilitated
by solving either the time-dependent or -independent Schrodinger equation. For calculation
of the properties pertaining to the work presented in this thesis, the time-independent
Schrodinger equation is required, however it can be obtained directly from the time-

dependent Schrodinger equation./®” The time-dependent Schrodinger equation is given by

. h oW (T, t) 3.1
H¥EO =—-7——

where W(T,t) is the molecular wave function that gives the specific quantum state of a
molecule as a function of the coordinates, T, of all particles in the system at any point in time,

t. The symbol, A, is the Hamiltonian operator for the system and has the form,

particles hz 3.2
1 z SV + V()
1

where m; is the mass of particle i and & is Planck's constant divided by 2r. The first term in
Eq. 3.2 accounts for the kinetic energy of the electrons and nuclei, and the symbol, V? is the

Laplacian operator, commonly referred to as "Del-squared," given by

V2o 0* N 0 N 0 3.3
P ox?  dy?  0z?
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V(1) is the potential energy arising from the nuclear-nuclear, nuclear-electron and electron-

electron interactions and is given by

electrons nuclei electrons electrons nuclei nuclei 2 3 4
Wl 2 N0) e 2 2 )2 20T
r) =
41‘[60 Ary = Ary, . ARy

In Eq. 3.4, the first term represents the electron-nuclear attraction, the second and third terms
are the electron-electron and nuclear-nuclear repulsions, respectively. The value €, is the
permittivity of a vacuum, e is the proton charge constant, Z (or Z,,) is the atomic number of
nucleus k (or m), Arj, is the displacement between electron j and nucleus k, Ary is the
displacement between electron j and electron 1, and finally, AR, is the displacement between

nucleus k and nucleus m.

In order to obtain the time-independent Schrédinger equation, it must be assumed that
the wave function, W (T, t) can be written as a product of spatial and temporal functions such

that

Y(r,t) = P(r) - f(t) 3.5

If Eq. 3.5 is operated on by VZ and then separately by ;—t it yields the two relationships

VAW (T, t) = f(t) - V2W(T) 3.6
and
oP(r,t) .. 0f(D) 3.7
o -

Substituting Eq. 3.6 and Eq. 3.7 into Eq. 3.1, then separating the variables yields
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particles ho1 5 f(t) 3.8

z —VZ YE)+VE) = ———e ——

‘P(r) i f(t) ot

Since the left side of Eq. 3.8 is independent of time and the right side is independent of
position, the overall function must be equal to a constant in order for the equality to hold

6611 et the right side of Eq. 3.8 be equal to E, then

of()  iE 3.9
R

and integrating Eq. 3.9 with respect to t gives

iEt 1
Inf(t) = ——+C 310
h
where C is an arbitrary constant of integration. Therefore
f(t) = e© e "h=ne T 3.1

Since A is a constant, it can be included as a factor in W(r) that multiplies f(t) in Eq. 3.1 and

is omitted from Eq. 3.11 to give the final form of f(t) as
f(t) — e_iEt/h 3.12

Finally, if the left side of Eq. 3.8 is set equal to E, the total energy of the molecule, the time-

independent Schrodinger equation is obtained.

particles 2 3.13

Z Zh—mivi2 + V(@) | P(F) = E¥(r)
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HY(r) = E¥Y(P) 3.14

3.1.2 The Born-Oppenheimer Approximation

The Born-Oppenheimer approximation is the first of several approximations that are
required to perform electronic structure calculations based on simplified solutions to the
time-independent Schrédinger equation. The mass of a nucleus is many orders of magnitude
larger that of an electron; therefore the Born-Oppenheimer approximation states that the
motion of electrons are sufficiently fast such that the nuclei are stationary on the time scale of
electronic motion. In this circumstance, the electron distribution is dependent on only the
position of the nuclei and not their velocities. It is useful to show the effect of this
approximation on the form of the molecular Hamiltonian, as the result is critically important
for the calculation of the vibrational spectra of polyatomic molecules./®” The full molecular
Hamiltonian can be expressed in terms of kinetic ( T) and potential ( V) energy operators for

the nuclei and electrons of the system.
H=T¢@ +T"(R) +v"(R7)+V"(R) +Ve(T) 3.15
Because the velocities of the nuclel are assumed to be zero relative to the velocities of the

electron motion, the nuclear kinetic energy term, T™ (ﬁ), is removed from Eq. 3.15 and the

electronic Hamiltonian is simply
Ae =T¢@) + V™ (R7T)+V"(R) + V(@) 3.16
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The electronic Hamiltonian is then applied to the wave function of electronic motion about a

fixed-field of nuclei,

A°we(R,7) = E,;s (R)¥*(R,7) 3.17

where, E,fr (ﬁ) is the effective nuclear potential, dependent only on the coordinates of the

nuclei. The significant result of the Born-Oppenheimer approximation is that Ef (ﬁ) is used
as the effective potential for the nuclear Hamiltonian (Eq. 3.18), which is applied to the
nuclear wave functions responsible for vibrational, rotational and translational states of the
molecule. In order to compute the vibrational spectrum of a polyatomic molecule, the

solutions of the nuclear Hamiltonian (Eq. 3.18) must be obtained.

ﬁn = Tn (I_i) + Eeff (ﬁ) 3.18

3.1.3 The Wave function

The choice of wave function, W(7) is another factor which greatly determines the
accuracy of an electronic structure calculation. There are fundamental requirements of W (7)
in order for the function to be an appropriate solution of the Schrédinger equation. The first
requirement for W(7) is that it be normalized such that the probability be unity over all

space.

to 3.19
f WE)? dF = 1
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A second requirement is the antisymmetry of ¥(7) under the exchange of two identical

fermions, and due to the classification of electrons as fermions, this is a necessity. The

mathematical definition of antisymmetry as applied to W(7) is

W(Fl’...Fa’...Fb'...FN) = _lp(Flanb;"Fa,-'-FN)

3.20

Careful consideration is required for how W(7) is formed, since it must conform with the

criteria described above. A typical way to yield a "well-behaved" wave function is to

construct it in the form of a Slater determinant, as shown by Eq. 3.21.°°”) The closed shell

Hartree Fock wave function for a N electron system constructed of N/2 molecular orbitals, is

given by
O GILEY)
b1 () a(2)
. 1 *s
W(E) = = ¢1(ia)0£(a)
¢ (1) a(b)
1 (P (N)

$1(r)BD)
$1(72)B(2)
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b (7)aa)
2 (y)a(b)

s F)a(N)

$2(F)B(L)
$2(2)B(2)

02 ()BG@)
(7)B(b)

2 (BN

¢% (r)a(1)
¢% (R)a(2)

@@h@
dua)

@mmw

¢%(F1)B(1)
¢%(F2)B(2)

@ﬁm@
S3(BC)

@mmw

3.21

where, ¢ (ry)a(N) and ¢;(7y)B(N) are an example of the pairs of molecular spin-orbitals

of the N electron which comprise the matrix elements of the determinantal wave function,

Y (r). The spin-orbitals are orthonormal due to the fact that

and

[ #1007 =1
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. ~ 3.23
EX
The purpose of including both o- and B-type spin-orbitals is to account for an electron
existing as either spin up (4+1/2) or spin down (—1/2) within the orbital. For spin +1/2,

a(N) =1 and B(N) = 0, and for spin —1/2, a(N) = 0 and B(N) = 1. Finally, the constant,

\/% ensures that W(T) is normalized under the condition provided by Eq. 3.19.

3.1.4 Basis Sets

The molecular spin-orbitals, which comprise the matrix elements of the determinantal
wave function, W(7) have the form, ¢(#)a or ¢(7)B. When performing electronic structure
calculations, the spatial component of the spin-orbital, ¢(7) is expressed as a linear

combination of atomic orbitals (LCAO) shown by Eq. 3.24.

N 3.24
¢(r) = z a;

i=1
The set of N mathematical functions which approximate the atomic orbitals used to construct
¢ (7) is called the basis set and the functions are referred to as basis functions. In Hartree
Fock (HF) theory, the lowest energy approximation attainable is called the "Hartree-Fock
limit,""*! however this requires that ¢(7*) be expressed as a linear combination of an infinite
sum of basis functions. In practice, this is obviously an impossible feat, however, the

existence of hundreds of predefined basis sets of various size and accuracy can permit a very

good approximation to the electronic energy of a molecule. A mathematically efficient way
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to construct the basis functions used to form the wave function, is to express them as a
normalized Gaussian type orbitals (GTO)®® in atom-centred Cartesian coordinates of the

general form

Y4 [(8a) kil j1 k! 3.25

(2! (2))! (2k)!

1/

2
i Sk —a(x2+y2+zz)
xty)z"%e

. 2a
(p(nyJZJ l;]; k) = (?)

where a is an exponent governing the width of the GTO, and i, j and k are non-negative
integers that determine the shape (angular momentum function) of the atomic orbital. The
number of ways to form the sum of i, j and k will dictate the number of angular momentum
functions produced. For example, there is one way to form the sum of all three integers as
equal to zero, yielding an s-type GTO of spherical symmetry, as should be expected. There
are three ways to produce a value of one by the summation of the integers, and thus, three
axially symmetric p-type functions are generated as p,, p, and p,. For d-type orbitals, there
are six different ways to combine the summation of the integers to be equal to a value of two,
dy,,d

and thus the six Cartesian d-type orbitals, d d,2, dy2 and d,2. The canonical d-

Xy » YZ >

type orbitals, dy,,, dy,, d,, d3,2_,2 and d,2_,2, are readily formed by linear combinations

x==y

of the Cartesian d-type GTOs.[®*

3.2 Electronic Structure Calculations

The previous section gave a very brief background, in selected topics of quantum
mechanics, in order to demonstrate the approximations made to solve a simplified form of

the time-independent Schrodinger equation. The discussion will now centre on the specific
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types of procedures used in the electronic structure calculations performed, as well as the

justification of the choices of methodologies and basis sets.

One of the primary applications of electronic structure calculations to the work
presented in this thesis is for the calculation of vibrational spectra. Because many of the
arguments presented later will be based on the definition of spectral features obtained in a
mass-selected IRMPD spectrum, it is useful to have the ability to produce a theoretically
obtained IR spectrum of an ion in the gaseous state. The second use of electronic structure
calculations is to provide accurate energies of the (sometimes many) constituent isomers that
arise as a result of ion-molecule interactions. For example, the mass-selected IRMPD
spectrum of protonated caffeine will be presented, and in considering only protonated
isomers, there are eight possible isomers of varying energies obtained. A mass spectrometer
will isolate all isomers of the same m/z ratio, resulting in the complication of the IRMPD
spectrum obtained due to the combined spectral characteristics of each isomer appearing in
the spectrum. This situation can arise when the difference in Gibbs free energy between the
isomers at 298 K, AG,qq is approximately 10 kJ mol™” or less. At a AGyog of 12 kJ mol™, ifa
Boltzmann distribution of Gibbs free energies is considered, then the lower energy isomer is
favoured by more than 100:1. The Boltzmann distribution describing a unimolecular
isomerism between two isomers, A and B, is simply equal to the equilibrium constant for the

reaction given by Eq. 3.26.

A = By 3.26
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If AG,og < 0, for the forward reaction, then under ideal conditions, the equilibrium constant,
K P 1S

Py _AGyg 3.27
= — = RT

Kr = e

where Py and P, are the partial pressures of the molecules. Since the ratio of partial pressures
(Pg/Py) is equal to the ratio of the number density (Ng/N,) of molecules, Kp is directly

equal to the Boltzmann equation given by Eq. 3.28.

Np G298,5—G298.4 AGpog 3.28

N_A =e RT =e RT = KP
A Boltzmann distribution of the Gibbs free energy of isomers is normally valid, unless a pair
of isomers is separated by a small energy barrier allowing for interconversion by
unimolecular isomerism, which is more appropriately described by a kinetic, rather than
thermodynamic argument. Another process which causes deviation from a Boltzmann
distribution of isomers is the catalysis of isomer interconversion by a secondary ion-molecule
interaction. If a Boltzmann distribution of energies exists for a mixture of isomers
experimentally, the calculated spectra of the mixed isomers are readily combined based on

their relative abundances as determined by Eq. 3.28.

3.2.1 Methods: Definitions and Applications

It is necessary to make two decisions prior to performing an electronic structure
calculation. First, is the choice of the method used to perform the calculation, referred to as a
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"model chemistry,"®” and second, the type of basis set used to construct the molecular wave
function. The methods used in this work consisted exclusively of the ab initio method,
Moller-Plesset second order perturbation (MP2)!®7! theory, and the hybrid density
functional theory (DFT) method, B3LYP.”>’¥ The formulation of the methods introduced
above is rigorous, however a brief description of the pertinent equations is given, beginning
with a discussion about HF-theory, as it is used as a starting point for MP2 calculations and

as a component of B3LYP theory.

3.2.1.1 Hartree Fock Theory

In HF-theory, the molecular orbitals (MOs) used to make up the wave function, ¥(7),
are individually determined as eigenfunctions of a set of i one-electron operators!® called

the Fock operators given by

1 nuclei 7 3.29
= k .
fi = —EViZ - Z — + V()

- Tik

The third term V¥ {j} is equal to 2J; — K;, where J; and K; are operators used to form the

coulomb and exchange integral, J; and K;;

ij » respectively. The coulomb integral arises due to

the repulsion experienced between the pairs of electrons in ¢; and ¢;. The exchange integral

does not have a classically physical analogue; however it arises due to the choice of a Slater
determinantal wave function, and is a consequence of the Pauli principle. The coulomb and

exchange integrals!> are
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e e N k4 = N g e 3.30
Jij =f & (F) & (T & () by (1) A7y d7,
121 2 .
Jij = ff|¢i(r1)| T2 |¢j(rz)| dr,dr,
and
. N ] k= e 3.31
K = ¢i (r1) ¢j(r1)r12 b; (r2)di(ry)dr dr,
The Fock matrix elements are
1 nuclei 1 B 1 o 3.32
Fy = (-5 = D zeli| i)+ D b |itimy - 5 aaijmy
2 Tk 2
k Im
where
1 1,1, . 1, R 3.33
<l|—§V |J> :fq)i () _EV ¢;(rq) |dry
and
1 . 1 N N 3.34
(i =)= [ o @o (o ) or,
Ty Tk

The terms (ij|lm) and (il|jm) are a shorthand representation of the coulomb and exchange
integrals shown by Eq. 3.30 and Eq. 3.31 respectively. The element P, belongs to the
density matrix which establishes the weighting of the individual basis functions in the wave

function and has the form
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occupied 3.35

le =2 Z A Ay
i

The factor of two in front of the summation appears as a result of only considering restricted
Hartree Fock (RHF) theory, where singlet wave functions are composed of doubly occupied
molecular orbitals. The HF-energy is determined by solving a secular equation of N basis

functions, in order to find the N roots of E, and has the form

Fin —ESu Fiv — ESiy . 3.36
Fyq - ESn, Fyn - ESyn )
where S;; is an example of a overlap matrix element given by
3.37

Si1 = j¢1*(71)¢1(F1) dF1

The procedure HF-theory uses to calculate the orbital energies is called the self-consistent
field (SCF) method, and is an iterative process. Since the MO-coefficients used to construct
the density matrix P, are required to initialize the calculation, they are initially estimated and
a iteration procedure is employed until the specified convergence criteria is met. A
convenient way to describe the HF-SCF optimization procedure is in the form of a flow

chart, which is shown in Figure 3.1.
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Construct and solve

N Estimateinitial | HF secular
| density matrix, P(@ determinant
Calculate and store all overlap, T
| one-electron, and two-electron |
integrals Construct density
3 n-1)
R(_T}:ace matrtlrxi,XPl’ p matrix from
with new matrix, /* 2
Select a molecular ) occupied HF MOs
geometry g@ J_,

Select new molecular NO New density matrix, P

; sufficiently equal to old

Select a basis set geometry according to - : -
I optimization algorithm densily matrix, P#2)?
Optimize molecular | YES
Qutput data for NO geometry?
optimized molecular I
geomelry Optimized molecular YES NO v
T geometry satisfactory  |_| Qutput data for
YES based on convergence unoptimized molecular
criteria? geomelry

Figure 3.1: The HF-SCF procedure, beginning at the blue box labeled, "Select a basis set."
The red box labeled, "Output data for optimized molecular geometry", is the result of a
geometry optimization and energy calculation. The red box labeled, "Output data for

unoptimized molecular geometry", is the result of an energy calculation only and is referred

to as a "single point calculation".!*!

One of the serious shortcomings of the HF-SCF method is the lack of inclusion of
electron correlation effects. HF-theory uses the fundamental assumption that an electron
experiences the average field of all other electrons and does not include the individual

electron-electron interactions (dynamic correlation). Thus, where correlation effects are
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important, it will fail to produce chemically accurate energies. The "HF-limit" was defined

earlier and it is common to refer to the correlation energy neglected by HF theory as

Ecorrelation = Eexact - EHF 3.38

where E,,..; 1s the exact electronic energy of the molecular system and Eyp is the energy
obtained at the HF-limit. It is especially important to consider the long-range correlation and
dispersion interactions in hydrogen-bound systems.’®’ This is more relevant still, if the
system involves aromatic and or conjugated species such as many of the protonated and IHB
species presented in this thesis, where the ions are characterized by both factors. The MP2
and B3LYP methods used in the work presented here both include some amount of electron
correlation, and will always provide a more accurate electronic energy than HF-theory, albeit

the fortuitous cancellation of errors may sometimes favour HF-theory.

3.2.1.2 B3LYP Method

3.2.1.2.1 Optimization of Molecular Structure

In 1965, Kohn and Sham!’” cleverly considered the overall ground-state density of a
fictitious system ("uniform electron gas") of non-interacting electrons as a starting point for a
real system with the same density, p(7), where electrons do interact. If the densities are the
same, then the position and atomic numbers of the fictitious system match that of the real
system. The formulation of the operators used in Kohn-Sham (KS) theory is strikingly
similar to that of HF-theory, as is the SCF method used to solve the equations and therefore
the following discussion will focus on the energy functional corresponding to DFT, and more
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specifically for the DFT method, B3LYP. The general form of the DFT energy functional is
comprised of several terms dependent on the electron density, p(7), some of which are rather
complex functions, and since derivation of them is beyond the scope of this thesis, only a

brief mention of each term is provided.” The general form of the DFT energy functional is

E[p(F)] = Tni elec [p (F)] + Vnuc —ele [p(F)] + Velec —elec [p(F)] + AT[p(F)] + AVelec —elec [p(?)] 3.39

where the terms on the right side of Eq. 3.39 are, Ty; .ec [0(7)], the kinetic energy of the
non-interacting electrons, V. _ .. [2(T)], the electron-nuclear attraction, V.o — o1ec [0 (T)],
the electron-electron repulsion, AT [p(7)], the correction to the kinetic energy for interacting
electrons, and, AV, ¢ _ c1ec [2(T)], the quantum mechanical correction to the electron-electron

repulsion.

The B3LYP method has become the most popular DFT method to date.[®! It proves to
serve more efficiently and accurately in some applications relative to other popular ab initio
methods, for example, in the ability of B3LYP to reproduce vibrational spectra more reliably
than the MP2 method coupled with comparable sized basis sets.!® In this thesis, all of the
vibrational spectra have been produced from the calculated frequencies of ions optimized
with the B3LYP method, since in the author's experience, it has generally proved to be much
more efficient and accurate at reproducing experimental spectra than that of the MP2 method.
However, all single point electronic energies (Figure 3.1) presented here used the MP2
method, as it is better at predicting the energies for systems containing hydrogen-bonds, long

range and weak dispersive interactions.’” The B3LYP energy functional has the form

" For the exact form of the B3LYP energy density functional, please refer to references 57-59.
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EZMP = (1 - a)EgPY + aBf" + bAEY + (1 — ) EFPPA + cEFYP 3.40

where ELSPA and ELSPA are the local spin density functionals related to exchange and
correlation, respectively, EXF is the HF exchange (Eq. 3.31) functional, AE? is the Becke 88
generalized gradient approximation (GGA) correlation functional,”’” and EXY? is the GGA
correlation function al of Lee, Yang and Parr.” The three parameters a, b and c are
optimized for the B3PW91 method; however they are also used in the B3LYP method and

have values of 0.20, 0.72 and 0.81, respectively.

The SCF procedure for solving of the KS MOs is very similar to that of HF theory;

however the subtle differences are demonstrated in the flow chart shown in Figure 3.2
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Figure 3.2: A flow chart demonstrating the KS-SCF procedure, beginning at the blue box
labeled, "Select basis set(s)." The red box labeled, "Output data for optimized molecular
geometry", is the result of a geometry optimization and energy calculation. The red box

labeled, "Output data for unoptimized molecular geometry”, is the result of an energy

calculation only and is referred to as a "single point calculation".!*®

3.2.1.2.2 Vibrational Frequencies

In chapter 5, all structures included in the study of caffeine and theophylline have been
optimized using density functional theory (DFT), employing the B3LYP exchange-
correlation functional and the 6-311+G(d,p) basis set. B3LYP is known to be a relatively

reliable and economical computational method and is extensively employed in the
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investigation of small and medium size molecules.!'* 2" 7**1 All harmonic frequencies
obtained at this level of theory have been scaled by 0.9679.1%% This is performed in order to
compensate for errors arising from the use of a harmonic oscillator approximation in
calculating the frequencies, as well as long range electron correlation effects and basis set

incompleteness.*!

The simple harmonic oscillator-approximated Schrédinger equation, in mass-weighted
displacement coordinates, g3y_» = VmyAxy, qzn_1 = VmyAyy and g3y = \VmyAzy is
3N

1992 1 o2V
_Z _+_Z g + | 2(q) = EZ(q)

3.41

where the first term is the kinetic energy of nuclear motion, the second term is the potential
energy function resulting from a Taylor expansion about the equilibrium displacement and

Z(q) is the nuclear wave function. The value (62V/ 6qi6q]-) = f;; is the harmonic force

eq

constant and the matrix composed of such elements is called the Hessian (F).

A simplified description of how GAUSSIAN calculates the harmonic vibrational
frequencies will be given. The F matrix is diagonalized, producing a set of 3N eigenvectors
and eigenvalues. The eigenvectors are the normal modes of nuclear motion, Q, which are
temporarily discarded, then recalculated once the translational and rotational modes are
recognized and separated out. The six normal modes (five for a linear molecule)
corresponding to translations and rotations are recognized as the frequencies with values that

are essentially zero and removed. The 3N lowest roots of the eigenvalues are the fundamental
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frequencies of the molecule and are then converted to cm™ and produced as an output file.
After the vibrational frequencies are obtained, it is important to check for the existence of
"imaginary" frequencies which are reported as one or more negative frequency value(s). If
there are zero imaginary frequencies, then the structure is a minimum on the potential energy
surface (PES). If there is one imaginary frequency, then a first-order saddle point has been
obtained, also known as a critical configuration or transition state structure. If there are more
than one imaginary frequencies present, then the calculated structure has no chemical

significance. In this work all structures have been verified as minima by frequency analysis.

It is well established that the harmonic fundamental frequencies determined by ab
initio and DFT SCF methods over-estimate experimental fundamental frequencies for
typical, covalently bound molecules by 8 to 12%. The reasons for such deviations include: 1.
basis set incompleteness, 2. electron correlation effects, and 3. anharmonicity.™! Continuing

the expansion of Eq. 3.41, an anharmonically-corrected Schrodinger equation of the form

1o 02+1§:< 62V> 3.42
Y 3275 EY- PR qlq]
2 - daq; 2! - dq;0q; eq
+1§V: 93V +1§V: v 4o 5@
31£:\3q.:9q;0q,) "M T 41 £\8q,0q,9q,0q,) TUWAT | F
ij q ij eq
= EE(q)

is obtained, where the third and fourth order partial derivatives are the anharmonic force
constants. It is the calculation of these higher order partial derivatives that cause evaluation
of anharmonic frequencies to be substantially more costly than harmonic frequencies. In
many cases, the cubic and quartic potentials are treated as a perturbation to the harmonic
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oscillator potential.'**! For example, the largest molecule in this thesis, consisting of 13 heavy
atoms, required approximately 18 days to obtain the anharmonic frequencies. The same
molecule, using the exact same computer hardware and level of theory, required only 45

[65, 83, 84]
, have been

minutes to produce the harmonic frequencies. Anharmonic frequencies
obtained at the B3LYP/6-311+G(d,p) level of theory for several of the species considered,
however not comprehensively since the calculation of anharmonic frequencies (at the current
computing capacity) is very costly and impractical for ions exceeding approximately 15 non-
hydrogen atoms. Due to the natural anharmonicity of real vibrations it is always instructive to
calculate anharmonic frequencies. It is especially useful here since the quartic potential the
anharmonic calculation incorporates is more flexible at describing the shallow and
sometimes flattened potential energy wells associated with IHBs. In the work presented in
this thesis, it will be shown that the use of calculated anharmonic frequencies greatly
improves the fit between the mass-selected IRMPD spectra and the results of theory in all
cases. Although the anharmonic calculation is useful for reproducing the frequency range of
1000 to 2000 cm™, it is important to note that in species containing many low energy
vibrations, anharmonic calculations can grossly overestimate the values of such frequencies.
This is also true for more rigorous anharmonic treatments such as the vibrational self-
consistent field (VSCF) method.® The harmonic approximation also calculates low energy
vibrations in error, due to treatment of hindered internal rotations as vibrations; however this

effect is less significant. The consequence of producing inaccurate low energy vibrations

< 100 cm™) is that the strong inverse dependence of the vibrational entropy on the values of
g p
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the frequencies results in the calculation of unrealistic thermodynamic values. All
thermodynamic quantities presented here will be based on the calculated harmonic S,qg, Hyog

and G,qg values.

3.2.1.2.3 Thermodynamic Quantities

Once the optimization and frequency analysis of a molecule is performed, the three
principal moments of inertia and fundamental vibrational frequencies are obtained. These
microscopic values can be used to obtain the macroscopic thermodynamic quantities of Sy,
H; and Gy. This is accomplished using the equations provided by the results of statistical
thermodynamics.’*® An overview of how these thermodynamic quantities are obtained will

now proceed. If enthalpy is considered first, at temperature, T, then

Hy =Up + PV 3.43
where Uy is the internal energy of the molecule and P°V is the pressure-volume work
associated with increasing or decreasing the moles of gas in a chemical reaction (with

P’ = 1 bar). Recall that P’V = nRT and thus, Hy = Uy + nRT. For one mole of molecules,

the expression is further expanded as,
Ur = Etrans + Evor + Evip + Eelec 3.44

and each of the four terms involving the translational, rotational, vibrational and electronic

energy contributions are expanded to give,
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3N—-6
Uy 3+3+Z<@m+ @w-/T> D, 3.45
Ur_3.3 S (VA P
RT 272" L \2T " By ) " RT

The vibrational temperature is defined as 0,; = hv;/kg, where v; is the i‘"vibrational
frequency, h is Planck’s constant and kj is the Boltzmann constant. The quantity —D, is the
energy of the ground electronic state, and is the only term in Eq. 3.45 effected by performing
a single point energy calculation, which will be discussed in the next sub-chapter. By
observing Eq. 3.45 it is clear that only the quantities v; and —D,, obtained by the
optimization and frequency calculations, are required to calculate Hy. The absolute entropy,

St, for one mole of molecules is

S;‘ = Strans T Srot + Svib + Selec 3.46

and each of the four terms involving the translational, rotational, vibrational and electronic

entropy contributions are expanded to give,

° 1
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The rotational temperature is defined as, @; = h?/8n?I;ky, where I; is one of the three
principal moments of inertia of a symmetric top (where i = A, B or C), M is the mass, V is
the volume of the system, Ny is Avogadro's constant, o is the symmetry number of the

molecule and w,; is the degeneracy of the ground electronic state. The degeneracy of the
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ground electronic state is normally equal to one and thus, S,,.. = 0. Observation of Eq. 3.47
shows that only the quantities v; , I; and w,; obtained by the optimization and frequency

calculations, are required to calculate Sy. With Hy and Sy calculated, G easily follows since

Gy = Hy — TSy 3.48
Therefore, if the general form of an ion-molecule association reaction is considered,
A +BH 4 = (AB)H+(g) 3.49
then the change in enthalpy for the reaction (298 K) shown by Eq. 3.49 is

AH, 3 298 = H(AB)H+,298 - [HA.298 + HBH+,298] 3.50

AHroxn.298 = (UEAB)H+,298 + RT) - [(U2,298 + RT) + (U;H+,298 + RT)]
AHroxn,298 = AU:xn,298 —RT

The change in entropy (298 K) for the reaction shown by Eq. 3.49 is simply

AS;xn,298 = SEAB)H+,298 - [5:1,298 + S;H+,298] 3.51

and finally, the change in Gibbs free energy (298 K) is

AG:xn,298 = AHroxn,298 - TAS:xn,298 3.52

3.2.1.2.4 Choice of Basis Sets for Optimization and Frequency Calculations

The majority of B3LYP optimizations and frequency calculations have been performed

using the 6-311+G(d,p) basis set®”, as it was optimized with methods that include electron
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correlation. The reasonable size of this basis set made it well suited for the optimization of all
of the largest molecules presented in this thesis. An explanation of the notation and the basis
set functions is as follows: the 6-311+G(d,p) basis set is a triple-zeta, split-valence basis set,
meaning that the valence orbitals of the electrons are separated into three regions defined by
a specific number of sp-type orbitals describing the inner, central and outer regions of the
valence electron orbitals. Each orbital has a "zeta" exponent responsible for governing its
size, and hence where the term, "triple-zeta" is derived. The "6" represents that six s-type
Gaussian functions are used to describe the heavy atom core electron orbitals. The "-" defines
the basis set as split-valence, and the "311" represents that three, one and one sp-type
functions are used to define the inner, central and outer regions of heavy atom valence
electron orbitals, respectively. The "+" corresponds to the placement of one set of diffuse sp-
type functions on heavy atoms, adding flexibility to the orbital size and more appropriately
describing long-range interactions, such as hydrogen-bonding. The "(d,p)" represents
placement of one set of d-type polarization functions on heavy atoms and one set of p-type
functions on hydrogen atoms. The addition of polarization functions can be thought of as a
form of "hybridization", since it allows for an increase in the spatial flexibility of forming
MOs by adding contributions from higher order angular momentum functions. Calculation of
the system energy determines the weighting of such contributions to the overall wave
function. For hydrogen atoms, there are a set of three core s-type and two valence s-type

functions, in addition to the set of p-type polarization functions.
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3.2.1.3 MP2 Method

3.2.1.3.1 Single Point Energies

Once a molecular structure is optimized, a frequency calculation should follow in order
to check for the existence of imaginary frequencies. If there are no imaginary frequencies, the
electronic energy, E,,.. = —D, (Eq. 3.44) can be recalculated at a higher level of theory
using the equilibrium geometry provided by the optimization, and is referred to as a single
point calculation. This is shown within the box stating, "output data for unoptimized
molecular geometry", in the flow charts provided by Figures 3.1 and 3.2. A sin