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Abstract

This thesis reports the use of both dc and ac electric field induced resonant

energy transfer, RET, between cold Rydberg atoms as a useful tool for enhancement

of interatomic interactions. A general technique for laser frequency stabilization and

its suitability for Rydberg atom excitation is also demonstrated.

RET between cold Rydberg atoms was used to determine Rydberg atom energy

levels. The 85Rb atoms are laser cooled and trapped in a magneto-optical trap.

For energy level determination experiment, atoms were optically excited to 32d5/2

Rydberg states. The two-atom process 32d5/2 + 32d5/2 → 34p3/2+30g is resonant at

an electric field of approximately 0.3 V/cm through dipole dipole interaction. The

experimentally observed resonant field, together with the Stark map calculation is

used to make a determination of the 85Rb ng-series quantum defect to be δg(n =

30) = 0.00405(6).

The ac Stark effect was also used to induce RET between cold Rydberg atoms.

When a 28.5 GHz dressing field was set at specific field strengths, the two-atom

dipole-dipole process 43d5/2 + 43d5/2 → 45p3/2 + 41f was dramatically enhanced,

due to induced degeneracy of the initial and final states. This method for enhanc-

ing interactions is complementary to dc electric-field-induced RET, but has more

flexibility due to the possibility of varying the applied frequency. At a dressing field

of 28.5 GHz all of the participating levels (43d5/2, 45p3/2 and 41f) show significant

shifts and these give a complicated series of resonances. An oscillating electric

field at 1.356 GHz was also used to promote the above RET process where the

atoms are initially excited to the 43d5/2 Rydberg states. The ac field strength was

scanned to collect RET spectra. Different resonances were observed for different

magnetic sublevels involved in the process. Compared to the higher dressing field

frequency of 28.5 GHz, the choice of dressing frequency of 1.356 GHz, which is

slightly blue detuned from the 41f − 41g transition, and structure of the spectra

may be understood, by analogy with the dc field case.
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Chapter 1

Introduction and Background

Theory

1.1 Introduction

1.1.1 Rydberg Atoms

A Rydberg atom is an atom with a single valence electron in a high principal

quantum number, n, state [1, 2]. The excited valence electron is shielded from the

electric field of the nucleus by the electrons in the ion core of a Rydberg atom.

Therefore the excited electron sees the ion-core as a single elementary charge, like

the electron of a hydrogen atom. Rydberg atoms are similar to the hydrogen atom

in many aspects. The energy levels of hydrogen can be obtained from the Rydberg

formula:

E =
−Ry

n2
(1.1)

where for an atom with nuclear mass M , Ry = M(M + me)
−1R∞ with R∞ =

mecα2

2h
= 13.605 eV [3]. In these equations, me is the mass of the electron and

R∞ is the Rydberg constant. Since the electron is much lighter than the proton,

Ry ≈ R∞.

The energy levels of atoms other than hydrogen differ from the energy level

relation in Eq. 1.1. When the valence electron is far from the ionic core (high

angular momentum, l, states) the orbits become more circular and the valence

electron is only sensitive to the net charge and behaves like the hydrogen atom. On
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the other hand, when the valence electron comes near the ionic core (low-l states)

it can polarize and penetrate the ionic core. To adjust the Rydberg equation for

this penetration of the inner core electrons, a correction term called the “quantum

defect” is introduced. The Rydberg relation is modified to include the quantum

defect of the element being studied:

E =
−Ry

(n∗)2
. (1.2)

The principal quantum number n in Eq. 1.1 is replaced by an effective principal

quantum number n∗ = n− δl where δl is the quantum defect of the state of angular

momentum l. The quantum defect is different for different angular momentum

states. For low-l states the penetration and polarization of the core electrons by the

valence electron lead to large quantum defects and the atom shows less hydrogenic

behavior (ex. for 85Rb s-series: δs ≈ 3.13). Whereas, the non penetrating high-

l states of Rydberg atoms have small quantum defects (ex. for 85Rb f -series:

δf ≈ 0.0165) which scale as 1/l5 [1].

The radius of the charge distribution of the valence electron scales as n∗2 (this was

experimentally confirmed by Fabre et al. in 1983 [4]). Due to the vast separation

of the electron and ion-core in high-n Rydberg atoms, these atoms have large tran-

sition dipole moments. These large transition dipole moments make the Rydberg

atoms much more sensitive to electric fields than less excited atoms. For example,

the electric polarizability for the quadratic Stark effect for low-l Rydberg states

increases as n∗7 [1]. Rydberg states can also be ionized in rather weak fields. The

classical field for ionization of the ground state of atomic hydrogen is 3.2 × 108

V/cm, while the field required to ionize a Rydberg state with n = 47; is 65.9 V/cm

- which can be obtained easily in the laboratory. The low ionization threshold of

Rydberg states results in effective detection of such states.

In general, different properties of Rydberg atoms scale with some power of n∗,

and as n∗ increases these properties can be exaggerated.

Table 1.1 gives the various properties of Rydberg atoms and their dependence on

n∗ [5]. As shown in this table, the energy between adjacent n states scales as n∗−3

and electric dipole moment scales as n∗2. Rydberg atoms therefore strongly absorb

millimeter wave (mm-wave) radiations. High-resolution spectroscopy of Rydberg

atoms using mm-wave transitions has been used as a probe of external electric or

magnetic field and also for precise measurement of fine and hyperfine structure

intervals [6, 7, 8, 9, 10, 11].

2



Table 1.1: Properties of Rydberg atoms [5]

Property n∗ dependence

Binding energy n∗−2

Energy between adjacent n states n∗−3

Orbital radius n∗2

Electric dipole moment n∗2

Geometric cross section n∗4

Polarizability n∗7

Radiative lifetime (low-l states) n∗3

Radiative lifetime (high-l states) n∗5

Fine structure interval n∗−3

Because of these unusual properties, Rydberg atoms have been of interest in

physics and chemistry for a long time. In 1970, the invention and development

of narrow bandwidth frequency tunable dye lasers made it possible to selectively

populate highly excited states in the laboratory. Hence spectroscopic studies of

Rydberg states became more common. Since then, the interest in Rydberg atoms

has increased constantly. Laser cooling and trapping is one of the techniques that

has opened new areas of research related to Rydberg atoms such as ultra cold

plasmas [12, 13] and quantum computing with cold neutral atoms (see for example

[14, 15]).

The large transition dipole moments of Rydberg atoms can be exploited for various

means. For instance, energy transfer between Rydberg atoms may often be tuned

into resonance using dc electric fields [16]. Rydberg atoms are also sensitive to

small oscillating electric fields. For example, microwave dressing fields may be used

to modify the dc polarizabilities of Rydberg states [17].

In the present experiments, the Rydberg states of 85Rb atom are used. Rb is

an alkali metal atom with 36 electrons in a closed core and one optically accessible

valence electron. Laser cooling and trapping techniques in a magneto-optical trap

are employed to have a higher density and narrower velocity distribution for the

atomic sample. The valence electron of Rb can be optically excited from its ground

state, 5s1/2, to the first excited state, 5p3/2, by a cw diode laser. It is subsequently

excited to the Rydberg state, nl, by a frequency doubled Ti:Sapphire laser and then

to n′l′ Rydberg states by absorption of the mm-waves.

3



Laser cooled Rydberg atoms are then employed to study the atomic structure and

its behavior in the presence of dc and ac electric fields. Exaggerated behavior

of Rydberg atoms in response to electric fields makes it possible to readily induce

resonant energy transfer, RET, between the Rydberg atoms. The ac and dc electric-

field-induced RET are then used to enhance the interactions between Rydberg

atoms and determine their energy levels.

Electric fields shift the atomic energy levels and split them into several spectral

lines due to the Stark effect. In the following sections a brief description of the

Stark effect and resonant dipole-dipole interactions are presented.

1.2 Background Theory

1.2.1 Stark calculation

The effect of an electric field on Rydberg states is known as the Stark effect. In the

presence of an electric field, Rydberg state energies are shifted; spherical symmetry

is lost and l fails to be a good quantum number as the electric field mixes different

l states. The effect arises because of the interaction between the electric dipole

moment of an atom with an external electric field. If the electric field is uniform

over the length scale of the atom, then the perturbing Hamiltonian is of the form

Ĥ ′ = −−→µ · −→ε = eεzz, (1.3)

where −→µ is the electric dipole moment and −→ε is the electric field. Some part of

the following explanations are adapted from Ref. [1].

Hydrogen

It is easiest first to consider the behavior of the hydrogen atom in a static field.

The effect of electron and nuclear spins are small, thus neglected. Assuming the

applied field ε is in the z direction, the electron’s potential energy V is calculated

in atomic units by,

V = −1

r
+ εzz. (1.4)
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Using the zero field nlm angular momentum eigenstates, the matrix elements

〈nlm |εzz|n′l′m′〉 of the Stark perturbation to the zero field Hamiltonian can be

calculated. The matrix element in spherical coordinates is

〈nlm |εzz|n′l′m′〉 = εz〈nlm |r cos θ|n′l′m′〉 (1.5)

where the quantization is along the z axis. These matrix elements are non vanishing

if m′ = m and l′ = l ± 1 due to the properties of the spherical harmonic angular

functions. The ε field lifts the degeneracy of the lm states of a particular n state.

For all the diagonal elements, the Hamiltonian matrix has the same term, −1/2n2.

If the electric dipole coupling to other n states is neglected, when the matrix is

diagonalized all of its eigenvalues will be proportional to ε. That means the H

atom shows a linear Stark shift. Stark states with linear Stark shift, have permanent

electric dipole moments. For non-relativistic hydrogen, the highly degenerate zero-

field states fan out into a “manifold” for each ml, which remains a good quantum

number.

The energy separation between the extreme states of the manifold increases with

n. Figure 1.1 shows the Stark structure and field ionization of the |ml| = 1 states

of the H atom. The levels exhibit linear Stark shift from zero field to the point

at which field ionization occurs, which is shown by broken lines in Fig. 1.1. We

also see, in this diagram, that the down shifted Stark states ionize at lower fields

compared to the up shifted states. The classical threshold field for ionization of

different Stark states, which is obtained from Ec = −2
√
ε [1], is shown by a heavy

line. Figure 1.1 also shows that the levels of n and n+ 1 cross, which is because of

the lack of coupling between these states.

Alkali-Metal Atoms

Alkali-metal atoms have similar characteristics to the H atom in an electric field.

However as described before, the presence of the finite sized ionic core in these

atoms results in important differences. For example, in contrast to the H atom’s

case the wave function is no longer separable in parabolic coordinates. The presence

of the core in zero field reduces the energies, especially those of the lowest l states.

In the region below the classical ionization limit, the n and n+ 1 state do not cross

as they do in H. Since these states are coupled in alkali atoms, they exhibit avoided

crossings.

5



Figure 1.1: Energy level diagram for the hydrogen atom as a function of electric

field. The field ionization properties for different Stark states are also marked by

heavy lines (from Ref. [1]).
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An efficient method of calculating the energy levels (Stark maps) for alkali

metals in Rydberg states is described by Zimmerman et al. [18]. Using the same

method, the Stark map of Rb for high n Rydberg states is calculated and illustrated

in Fig. 1.2 [19] . If the Rydberg electron’s spin is neglected, the Hamiltonian is

given by [1],

H = −∇
2

2
+

1

r
+ Vd(r) + εzz (1.6)

where Vd(r) is the difference between the Rb potential and the Coulomb potential,−1/r,

and is only nonzero near r = 0. By direct diagonalization of the Hamiltonian matrix

we can calculate the energies and wave functions. If we use the Rb nlm spherical

states as basis functions, the diagonal matrix elements are given by the energies of

the zero field nlm states. These are well approximated by [1],

〈nlm |H|nlm〉 =
1

2(n− δl)2
(1.7)

where δl is the quantum defect. Off diagonal matrix elements are given by,

〈nlm |εzz|n′l ± 1m〉 = δm,m′δl,l′±1εz〈l,m |cos θ| l ± 1,m〉〈n, l |r|n′, l ± 1〉 (1.8)

where δm,m′ and δl,l′±1 are the selection rules, and 〈l,m |cos θ| l±1,m〉 is the angular

matrix component derived using spherical harmonics,

〈l,m |cos θ| l − 1,m〉 =

(
l2 −m2

(2l + 1)(2l − 1)

)1/2

(1.9)

〈l,m |cos θ| l + 1,m〉 =

(
(l + 1)2 −m2

(2l + 3)(2l + 1)

)1/2

(1.10)

The radial matrix component, 〈n, l |r|n′, l ± 1〉, is calculated by numerical inte-

gration. If several n manifolds of l states are included, the eigenvalues of the

Hamiltonian matrix give the energy levels of the Rb atom in the field and the Stark

maps are generated by simply connecting the eigenvalues of the matrix. In Fig.

1.2, the Stark energy states of the Rb atom for n = 44 manifold for |mj| = 1/2 are

shown. This Stark map is obtained by direct diagonalization of the Hamiltonian

matrix [19]. In zero field, the quantum defects δs1/2 , δp1/2 , δp3/2 , δd3/2 , and δd5/2 of

the Rb states displace them (s, p, and d states) from the high l states and they only

exhibit large Stark shifts when they intersect the manifold of Stark states. The

s, p, and d states undergo quadratic Stark effect at low fields (s and p states are

shown in Fig. 1.2). Unlike the Stark map of hydrogen the energy levels of different

7



Figure 1.2: Calculated Stark structure of the |mj| = 1/2 states of the Rb atom at

the n = 44 manifold. [19]
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n do not cross in the Rb stark map. For a heavy alkali metal such as Rb, the fine

structure interaction is large enough to influence the Stark structure and must be

taken into account. The fine structures of the p and d states of Rb are large and

can not be neglected, so that |mj| rather than |ml| is the “good ” quantum number.

Each |mj| manifold is a mixture of states with ml = mj ± 1
2
. As illustrated in Fig.

1.2, the fine structure interaction has been implemented into the Stark calculation

[19]. Since high-l (l > 3) states have negligible quantum defects at zero field, they

fan out into a “manifold” for each ml. These states have hydrogenic Stark shifts,

as illustrated in Fig. 1.2 for the n = 44 manifold.

In the present work we use external electric fields to create resonant interactions

between ultra cold Rydberg atoms by inducing Stark shifts of atomic energy levels.

Thus far, the dc Stark effect has only been discussed. Oscillating electric fields may

also be used to enhance atomic interactions. The ability to vary both the frequency

and amplitude of the ac field gives additional freedom in achieving the resonance

condition. In general, the magnitude and direction of the Stark shifts depend on

the frequency and amplitude of the electric field being applied. This can be better

understood if we look at the perturbative energy level shifting for both dc and ac

electric fields. Using second order perturbation theory, the dc Stark shift of a state

|φ> in a dc electric field of magnitude εz in the z direction is given by (see, for

example, [20]):

∆Eφ = ε2z
∑
m6=φ

|<φ|µz|m>|2

(Eφ − Em)
(1.11)

where Em refers to the energy of state |m> and µz is the electric dipole moment in

the z direction. Similarly an equation of the ac Stark shift can be developed. The

ac Stark shift of a state |φ> in an electric field oscillating at angular frequency ω

with amplitude εz in the z direction is given by (see, for example, Ref. [21]):

∆Eφ =
1

2
ε2z
∑
m 6=φ

(Eφ − Em)|<φ|µz|m>|2

(Eφ − Em)2 − (~ω)2
(1.12)

This equation is equivalent to Eq. 1.11 when ω is set to 0 apart from a 1/2 factor

due to time averaging the oscillating field. More importantly, in Eq. 1.12 we have

an additional parameter, ω, that can be used to alter the shift direction.

9



1.2.2 Resonant electric dipole-dipole energy transfer be-

tween cold Rydberg atoms

As discussed in Sec. 1.1.1, highly excited Rydberg atoms have large electric tran-

sition dipole moments compared to ground state atoms. This is due to the large

separation of the Rydberg atom’s valence electron from the ionic core. The size of

dipole transition moments, which scales as n∗2 (n∗ is the effective principle quan-

tum number), dictates the strength of the dipole-dipole interaction between two

atoms. Therefore, the negligible dipole-dipole interaction between atoms in ground

states could become enormous by excitation to Rydberg states. The dipole-dipole

interaction between two atoms (a and b) is given by (see for example Ref. [22]):

V̂dd =
~µa · ~µb − 3(~µa · ~n)(~µb · ~n)

R3
ab

(1.13)

where Rab is the separation of the two atoms, ~n is a unit vector pointing between

them, and ~µa and ~µb are transition dipole moments evaluated on each of the individ-

ual atoms. Energy is transfered between atoms a and b through the dipole-dipole

interaction and the Rydberg states of these atoms are shifted. The large dipole-

dipole interaction between neighboring Rydberg atoms can be made even larger if

they are resonant. Resonance energy transfer, RET, occurs when a pair of atoms

have the same total energy in two different state configurations. In general this

could be written as:

a+ a→ b+ c. (1.14)

The large Stark shifts of cold Rydberg atoms may allow the resonant condition to

be exactly obtained by application of an electric field. In the resonant condition

the key element is that the total energy of the initial states is the same as that of

the final states.

Figure 1.3 illustrates RET for the process in Eq. 1.14. On the left side of the figure

a pair of atoms are illustrated to be initially in the same energy state, Ea, at zero

electric field. On the right side the energy levels are shifted with electric field such

that the energy separation between states a and b (Eab = Eb − Ea) is equal to

the energy separation between states a and c (Eca = Ea − Ec). In this condition

energy is transfered between the two atoms through dipole-dipole interaction and

one atom goes up in energy and the other one goes down in energy. Static electric

fields have been used experimentally to tune energy levels into resonance. For

example, Safinya et al. [16] used dc electric field to tune the energy levels (20s,

10
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Figure 1.3: The left side is an energy level schematic of a pair of atoms in zero

electric field; both atoms are in the same energy state. On the right, in the presence

of an electric field the energy levels are shifted; in this process one atom gives a

specific amount of energy to the other atom through a dipole-dipole interaction (see

process of Eq. 1.14). µab, µca: transition dipole moments; ε: electric field.

20p, and 19p) of atomic Na into resonance (Fig. 1.4); this process is written as:

20s+ 20s→ 20p+ 19p. (1.15)

In Fig. 1.4, the four energy transfer resonances are shown where the intervals

between the 20s− 20p and 20s− 19p are equal at dc electric fields of ≈ 200− 240

V/cm. Resonant energy transfer between Rydberg atoms was first studied in atomic

beam experiments (see for example Refs. [4, 16]). The invention of magneto-optical

trap made it possible to study the interactions between frozen Rydberg atoms

[23, 24, 25, 26, 27]. For example, Vogt et al. [28] have demonstrated RET between

cold Cs Rydberg states (38p3/2, 38s1/2, and 39s1/2) at small electric fields ≈ 1− 2

V/cm.

In the present work atomic energy levels are determined by dc field induced RET

spectra. This work also demonstrates the use of weak microwave dressing fields to

tune electric dipole-dipole interactions between Rydberg atoms into resonance, in

a case where this cannot be accomplished by dc fields.
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Figure 1.4: Energy levels of Na in an electric field showing the four energy transfer

resonances where the intervals between the 20s−20p and 20s−19p are equal (from

Ref. [16]).
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1.3 Organization of the thesis

This thesis is organized as follows:

• In Chapter 2, the operation of the magneto-optical trap to produce ultra

cold samples of 85Rb atoms is briefly described. Then the techniques that

were used to produce and detect Rydberg atoms are presented. Many of

these techniques have been developed by others [29, 30, 31, 32, 33] and they

are included in this thesis as a reference for future experiments. Due to the

sensitivity of Rydberg atoms to electric and magnetic fields, it is essential to

be able to compensate any stray fields. The last part of this Chapter describes

the techniques that were developed to address this issue.

• In order to reliably excite Rb atoms to a desired Rydberg state the excitation

laser frequency needs to be stabilized to within less than a MHz. The excita-

tion of cold Rb atoms to nl Rydberg states occurs as a two-color process with

780 nm light (to excite atoms from the ground state 5s1/2 to the first excited

state 5p3/2) and 480 nm light (for 5p3/2 to nl Rydberg state). The 480 nm

light is obtained by frequency doubling the output of a 960 nm Ti:sapphire

ring laser. In Chapter 3 we report a general technique for laser frequency sta-

bilization at arbitrary wavelengths using a reference laser and transfer cavity.

Using this technique the Ti:sapphire laser is stabilized with frequency drift of

< 1 MHz/hr.

• Chapter 4 is devoted to the study of dc electric-field-induced RET between

Rydberg atoms. The two-atom process 32d5/2 + 32d5/2 → 34p3/2 + 30g is res-

onant at an electric field of approximately 0.3V/cm. This process is driven by

the electric dipole-dipole interaction. The experimentally observed resonant

field together with the Stark map calculation is used to determine the 85Rb

ng-series quantum defect.

• In Chapter 5 it is demonstrated that weak microwave dressing fields can be

employed to tune electric dipole-dipole interactions between Rydberg atoms

into resonance. This method for enhancing interactions is complementary

to dc electric-field-induced RET(Ch.4), but benefits from the ability to shift

energy levels either up or down by an appropriate choice of frequency. The

dressing frequency is set at 28.5 GHz to enhance 43d5/2 + 43d5/2 → 45p3/2 +

41f process.

13



• The results in Chapter 5 agreed with the theoretical predictions for the ac

Stark effect, but it is not obvious why 28.5 GHz was an appropriate frequency

to use. At this frequency all of the participating levels (43d5/2, 45p3/2 and

41f) show significant shifts and these give a complicated series of resonances.

In Chapter 6, it is demonstrated that a much lower frequency of 1.356 GHz,

chosen to be slightly blue detuned from the 41f − 41g transition, shifts only

41f significantly. We can shift the 43d5/2 + 43d5/2 → 45p3/2+41f process into

resonance by varying the dressing field amplitude. Since the only important

magnetic sublevel structure is due to the 41f states the spectra are not as

complicated as in the case of much higher dressing frequency.

• Chapter 7 includes a summary and proposed future work.
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Chapter 2

Experimental Techniques

This chapter starts with a description of the operation of the magneto-optical trap

used for the production of cold atoms. Rydberg atoms are produced by exciting the

cold atoms; this excitation scheme is also presented. The selective field ionization

technique for Rydberg state detection is discussed.

Studying Rydberg atoms in the presence of external fields is a major part of

this thesis work. Since Rydberg atoms are very sensitive to electric fields, the

techniques that were used for compensating stray fields and application of precisely

known electric and magnetic fields are explained in the last section.

2.1 Magneto-Optical Trap

To study the interactions between cold Rydberg atoms, laser cooled and trapped

atoms were excited to Rydberg states. A standard vapour-cell Rubidium magneto-

optical trap (MOT) was used to make a cold cloud of atoms [34, 29, 35]. A detailed

description of the operation of a MOT is presented in author’s MSc thesis [36]. In

this section the modifications to the MOT are highlighted.

Comprehensive studies of laser cooling and trapping can be found in literature, such

as Ref. [29]. The magneto-optical trap has been the most commonly used apparatus

for producing cold samples of neutral atoms since its invention in 1987 [35]. A

schematic picture of a MOT is shown in Fig. 2.1. Atoms that are captured from a

vapour in a vacuum cell are initially at room temperature and move randomly in all

directions. To achieve cooling and trapping in three dimensions, we use three pairs
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Figure 2.1: Schematic diagram of the anti-Helmholtz coils configuration of MOT

and three orthogonal σ+σ− standing waves. Since the currents in the two coils are

in opposite directions, there is a |B| = 0 point at the center.
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of counter-propagating laser beams and an inhomogeneous magnetic field produced

by a pair of anti-Helmholtz coils (Fig. 2.1).

The primary force that atoms feel is a radiation pressure force or recoil each

time they scatter a photon and receive its momentum. The momentum kick that

the atom receives from each scattered photon is quite small; however, by exciting a

strong atomic transition, it is possible to scatter more than 107 photons per atom

per second and produce a large deceleration [29].

To account for the Doppler effect caused by the atomic motion, the laser beams

are detuned below specific atomic transition. In this case, atoms scatter more

photons from the laser beam that opposes their motion. Also, the laser beams are

circularly polarized such that counter propagating beams have opposite helicity.

The combination of an inhomogeneous magnetic field and circularly polarized laser

beams ensures that atoms experience a space dependent force. This way, atoms

experience a friction force (needed for cooling) that damps the velocity of atoms,

and a harmonic force (required for trapping) that binds the atoms to the trap center

[29]:

~F = −β~υ − k~r. (2.1)

In the experiment presented in this text, 85Rb atom is used. Cooling and trap-

ping Rb atoms in a MOT requires laser light at two frequencies, one for cooling

and trapping and another one for repumping (Fig. 2.2). This is required since Rb

atom is not a perfect two level system.

For 85Rb, the 5s1/2(F = 3) → 5p3/2(F = 4) transition at 780 nm is an ap-

propriate transition for laser cooling and trapping. However, due to the detuning

necessary for cooling there is a small transition probability to 5p3/2(F = 2 and 3)

states. If an atom is excited to 5p3/2(F = 3) the atom is then free to decay either to

the 5s1/2(F = 3) state, where it will continue cycling, or to the 5s1/2(F = 2) state.

Without a mechanism for removing atoms from the 5s1/2(F = 2) state, atoms will

be optically pumped and stop interacting with the 5s1/2(F = 3) → 5p3/2(F = 4)

laser. A repump laser is used to drive the 5s1/2(F = 2)→ 5p3/2(F = 3) transition

and put the population back into the cycle so that cooling can continue.

The energy levels of 85Rb for the ground state (5s1/2), the first excited state

(5p3/2), and the transitions used for cooling and trapping in a MOT are shown in
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Figure 2.2: Hyperfine structure of the 5s1/2 and 5p3/2 states of 85Rb, showing

the cooling-trapping and repump transitions [29, 37]. Energy separation of the

hyperfine states are shown relative to the F = 3 hyperfine state for the 5s1/2 states

and the F = 4 hyperfine state for the 5p3/2 states.
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Fig. 2.2. Both cooling-trapping and repump lasers are locked to atomic transitions

in 85Rb. The cooling-trapping laser is locked using beat-note locking techniques

[38, 30] whereas the repump laser is locked using the the dichroic atomic-vapor

laser lock (DAVLL)[31]. Saturated absorption spectroscopy (SAS)[32] was used to

identify the cooling-trapping and repump atomic transitions for the purpose of laser

frequency locking. SAS and DAVLL techniques are explained in Ref. [36]. A brief

description of beat-note locking technique is explained at the end of this section.

For the cooling-trapping transition a high power commercial external cavity,

grating stabilized, diode laser (Toptica DLX 110, 780 nm, output power: 380 mW)

was used. The output beam of this laser was split into three beams. One beam

went to the setup for SAS to identify the cooling-trapping atomic transitions and

carried roughly 3 mW power. The second beam (70 mW ) was used for beat-

note locking (see Sec. 2.1.1) for laser frequency stabilization. The third beam

of the cooling-trapping laser (300 mW) was focused down into an acousto-optical

modulator (AOM) (IntraAction, Model ME-801ENG Modulator Driver) to be able

to quickly switch off the light going into the when it is required. The first-order

diffracted output of the AOM was coupled into a single mode fiber in order to shape

the laser beams going into the MOT, and also reduce the sensitivity of the MOT

to any changes in the alignment of the lasers. The output of the fiber was then

split into six beams which were sent into the MOT setup in a configuration shown

in Fig. 2.1.

For the repump transition, a home-made external cavity diode laser was used. The

output beam of repump laser was also split into three beams. One beam went to a

setup for SAS to identify the repump atomic transitions. The second beam went to

a DAVLL setup for laser frequency stabilization. To enhance the repump power, the

third beam of the repump laser was used to injection lock a temperature stabilized,

commercial, 780 nm diode laser (Thorlabs, DL7140-201S). The output of the slave

laser (output power: 35 mW), now used as the repump beam for the MOT, was

coupled into a single mode fiber and then split into two beams which were made

collinear with a pair of counter propagating cooling-trapping beams. The maximum

coupling efficiency that was obtained for single mode fibers was roughly 50%.

As mentioned earlier in this section, here are the summary of the modifications

made on the MOT used in Ref. [36] to further improve the stability and shape of

the cold cloud of atoms for the experiments described in this work:

1. In order to obtain Gaussian spatial profiles for the cooling-trapping and re-

pump lasers, and also reduce the sensitivity of the MOT to any changes in
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the alignment of the lasers, the lasers were coupled into single mode fibers.

2. For the cooling-trapping laser, a high power commercial external cavity diode

laser was used (Toptica DLX 110, output power: 380 mW) instead of a home-

made external cavity diode laser (output power: 40mW) to compensate for

the power loss in fiber coupling and increase the number of cold atoms in the

MOT.

3. As for repump laser, a home-made external cavity diode laser (ECDL) was

frequency stabilized using DAVLL technique. To enhance the repump beam

power, the frequency stabilized beam of the ECDL was used to injection lock

another 780 nm diode laser. The output of the second laser was then fiber

coupled and sent into the MOT as a repump beam.

4. The cooling-trapping laser was stabilized using a beat-note locking technique

(see next section).

5. In the old setup three beams were sent into the MOT in three orthogonal di-

rections. Each beam was then retro reflected to account for the counter propa-

gating beams as shown in Fig. 2.3. The three beams which were retroreflected

had slightly lower power compared to the counter propagating beams. This

resulted in displacement of the quadrupole zero of the MOT and instability

of the trap. In the new setup, the cooling-trapping beam was focused down

into an AOM to be able to quickly switch off the laser beams used for the

MOT. The first-order diffracted output of the AOM was fiber coupled. The

fibre output power was then split into six equal beams which were sent into

the MOT setup in a configuration shown in Fig. 2.1 to address the instability

of the trap due to the beam power imbalance in the old setup.

2.1.1 Beat-note locking technique

Using this technique [30] the difference frequency (beat-note frequency) of two

independent diode lasers at 780 nm is stabilized. One of the lasers is the cooling-

trapping laser to be stabilized using the beat-note technique and the other laser

serves as the master laser for laser frequency stabilization of a Ti:sapphire 960

nm ring laser (see Chapter. 3). The master laser is locked using the polarization

spectroscopy technique [33]. The beat-note signal of the cooling-trapping laser

and the master laser experiences a frequency-dependent phase shift when it passes
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Figure 2.3: Schematic drawing of vacuum chamber showing the six orthogonal

σ+σ− standing waves in the MOT (not to scale). Quarter wave plates are labelled

QWP. The third pair of beams, perpendicular to the page, is shown by a dot at the

center of the chamber. The repump beam is sent into the trap in z direction.
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Figure 2.4: Schematic diagram of the circuit for beatnote frequency locking; ECDL,

external cavity diode laser (master ECDL is locked using polarization spectroscopy

technique [33]); PD, photodiode; VCO, voltage-controlled oscillator.

through a coaxial cable. In the locking system used for this work the difference

frequency of two diode lasers is stabilized close to the frequency difference of the

5s1/2(F = 3) → 5p3/2(F = 2) and 5s1/2(F = 3) → 5p3/2(F = 4) transitions

in 85Rb (see Fig. 2.2). A small portion of each laser beams are focused onto a

photodiode to generate and measure the beat note frequency. The photodiode

output signal at frequency ∆f ≈ 180 MHz is first amplified and then mixed with

the output of a voltage-controlled oscillator (VCO) at fV CO. The output of the

mixer, |∆f − fV CO|, is split into two equal parts. After one part is delayed by a

coax cable the two parts are recombined on a phase detector. The zero crossings of

the phase detector output as a function of the beat frequency provides error signal

for locking the beat frequency using a servo loop. The locking point can be tuned

by varying the reference frequency fV CO. Figure 2.4 is a schematic diagram of the

circuit for the beatnote frequency locking.
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Figure 2.5: Schematic drawing of all the lasers and their locking schemes that

were used in the experiments presented in this thesis. SAS: Saturated Absorption

Spectroscopy; DL: Diode Laser; PD: Photo Diode; TC: Transfer Cavity (see Chp.

3); FD: Frequency Doubler; ECDL: External Cavity Diode Laser; DAVLL: Dichroic

Atomic-Vapor Laser Lock.
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2.2 Production of Rydberg Atoms

2.2.1 Optical excitation

In the experiments presented in this thesis, excitation of cold 85Rb atoms to Ry-

dberg states occurs as a two-color process with nearly resonant 780 nm light

(5s1/2 − 5p3/2) and 480 nm light (5p3/2 − nl). The 780 nm light is necessary for

the 85Rb MOT and is detuned approximately 12 MHz to the red of the 5s1/2(F =

3) → 5p3/2(F = 4) transition. Figure 2.5 is a schematic drawing of all the lasers

and their locking schemes that were used in these experiments.

Figure 2.6 shows the excitation of the ground state Rb atoms to Rydberg states

in a MOT. The 480 nm light is obtained by frequency doubling the output of a 960

nm Ti:sapphire ring laser. The 780 nm cooling and trapping light remains on con-

tinuously. The 480 nm light is pulsed using an acousto-optic modulator. In most

of the experiments described in this text Rb Rydberg atoms are excited to higher

Rydberg states using microwave pulses. A pulsed electric field is then applied to

field ionize any Rydberg atoms and draw the resulting ions to a microchannel plate

(MCP) detector. Experiments are done at a 10 Hz repetition rate.

The 960 nm laser is frequency stabilized using a transfer cavity. The transfer cavity

is stabilized using a rf current-modulated diode laser which is injection locked to a

780 nm reference diode laser. The reference laser is stabilized using the polarization

spectroscopy in a Rb cell [33]. The Ti:sapphire ring laser at 960 nm is locked to

this transfer cavity and may be precisely scanned by varying the rf modulation fre-

quency. This technique for frequency stabilization of 960 nm laser will be described

in detail in Chp. 3.

2.3 Detection of Rydberg atoms using selective

field ionization (SFI)

The large separation of the electron and ion-core in Rydberg atoms makes them

quite susceptible to dc electric fields. One of the most sensitive methods for de-

tection of Rydberg atoms is the selective field ionization technique (SFI) [39]. In

this method the atoms are ionized in an increasing electric field, and the resulting

electrons or ions are detected as a function of applied field. SFI has become the
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Figure 2.6: Excitation to Rydberg states of Rb using a two-colour two-photon

process (not to scale).
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most popular method of Rydberg atom detection in recent years and is especially

suitable for atoms in states with large principal quantum numbers that require a

low ionizing field [40].

If the energy shift of a Rydberg state in the presence of an electric field is

ignored, then the classical field for ionization in terms of n (where n is the principal

quantum number) is [1],

E =
1

16n4
. (2.2)

As soon as a field on this order is applied, the Rydberg atoms are ionized and

the resultant ions or electrons can be accelerated towards and detected by a MCP

detector. The binding energy of the Rydberg states depends on the principal quan-

tum number, n, angular momentum, l, and also varies between different levels with

different sublevels, ml. Since the ionization threshold depends on the binding en-

ergy, the excited states can be detected selectively. In order to detect the initial

and final states of a microwave transition such as ns→ np simultaneously, a slowly

rising pulse is used. The slowly rising pulse makes it possible to detect and re-

solve Rydberg states that have different binding energies. This detection method

of Rydberg states is simple, sensitive and energy selective.

For the experiments described in this thesis, the selective field ionization pulse,

required for the ionization of Rydberg atoms, is applied to one of the electric field

plates shown in Fig. 2.7. There are three holes in each plate to let the cooling-

trapping laser beams into the trap, and for trap imaging and ion/electron detection

purposes (see Fig. 2.7).

By varying the electric field and ionizing the Rydberg state the resultant ions (or

electrons) are pushed to the MCP detector. The output signal of the MCP is gated

and averaged using boxcar integrators. The analogue time-averaged output signals

of the boxcars are digitized by a 16-channel digitizer (National Instruments). A

graph of the ionization pulse and the detected signals corresponding to two Rydberg

states is shown in Fig. 2.8.

2.4 Using microwave transitions to compensate

stray electric and magnetic fields

Due to the sensitivity of Rydberg atoms to external fields, stray fields can mix

atomic energy levels and make it difficult, and sometimes impossible, to excite a
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Figure 2.7: Schematic geometry of the electric field plates.
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Figure 2.8: Traces of SFI signal and ion signals of 47s1/2 and 47p1/2 states observed

on an oscilloscope. The large signal at t ≈ 0 µs is due to the photoelectrons

produced during the photoexcitation. The second signal at t ≈ 8.2 µs is due to

the ions produced by collisions of Rydberg atoms with other particles in the MOT.

These ions appear early in time as they are free and are pushed to the MCP by

a small electric field. Time is measured relative to the start of the 480 nm laser

pulse. Microwaves are applied right after the optical excitation to excite atoms

to the 47p1/2 Rydberg states. The SFI pulse is applied ≈ 3 µs after the optical

excitation.
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particular atomic level. In addition, stray fields broaden atomic transitions and

reduce our sensitivity to detect physical phenomena. Therefore, it is important to

zero out any unwanted stray external fields in the MOT. A brief explanation of the

behavior of Rydberg atoms in electric and magnetic fields is presented in Ref. [36].

2.4.1 Magnetic field

Switching off the anti-Helmholtz coils (AHCs)

The inhomogeneous magnetic field strength necessary for the MOT operation de-

pends on the AHCs’ current. For an AHCs current of 9.5 A, cold atoms experience

a magnetic field strength which varies between 0 and ≈1.2 G. The Zeeman shift

of atomic energy levels is on the order of 1MHz /G. To avoid the line broadening

due to the inhomogeneous magnetic field, it should be turned off before doing the

experiments. We have to take into account that switching off the large AHCs cur-

rent produces an induced magnetic field due to eddy currents. We need to wait

for the eddy currents to die down to an appropriate level before we can conduct

our experiments. Figure 2.9 shows how the magnetic field changes in the trap after

turning the AHCs off. The AHCs current was brought to zero in approximately

1.7 ms. Based on the result of this measurement (Fig. 2.9), the inhomogeneous

magnetic field, measured at the large fused silica window of the MOT (see Fig.

2.12), almost dropped to zero 25 ms after shutting the AHCs off.

Compensating stray magnetic fields using microwave transitions

The earth’s magnetic field and an ion pump are two known sources of unwanted

stray magnetic fields in our MOT. To calibrate magnetic fields, and compensate for

stray fields, we use the one-photon 34s1/2 → 34p1/2 microwave transition. Figure

2.10 shows the calculated Zeeman shifts of the corresponding states.

Figure 2.11 displays the 34s1/2 → 34p1/2 microwave spectra taken with different

dc magnetic fields. In general, line positions are dependent on the magnetic field

and the hyperfine splitting of both the 34s1/2 and 34p1/2 states. However, there is

a particular transition from 34s1/2(mF = −3) to 34p1/2(mF = −3) whose shift in

position with magnetic field does not depend on the hyperfine spacing. This line is

marked with arrows in Fig. 2.11. The transition energy for this line is (2/3)µBB
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Figure 3-1: Inhomogeneous magnetic field falling off when the anti-Helmholtz coils are turned
off for 30ms; a) AHCs current versus time, b) inhomogeneous magnetic field decay in time, and
c) magnetic field decay in time (log-linear graph). Time is measured relative the switching off
of AHCs.

Figure 2.9: Inhomogeneous magnetic field falling off when the AHCs are turned off

for 30 ms; a) AHCs current versus time, b) inhomogeneous magnetic field decay

in time, and c) magnetic field decay in time (log-linear graph). Time is measured

relative to the switching off of the AHCs (from Ref. [41]).
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Figure 3-5: Splittings of the magnetic sublevels of 34s1/2 and 34p1/2 energy levels of 85Rb due
to the Zeeman e ect, calculated using the Breit-Rabi formula, Eq. 3.3, and Eq. 3.4 for the
hyperfine intervals.
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Figure 2.11: The 85Rb 34s1/2 → 34p1/2 microwave spectra in different dc magnetic
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−3) → 34p1/2(mF = −3) line, which is used for magnetic field calibration (from

Ref. [43]).
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[42], where µB is the Bohr magneton and B is the magnetic field. As shown in

Fig. 2.11 this line is convenient as it is clearly identifiable in the spectra. To

generate calibrated magnetic fields a pair of compensating coils of the MOT setup

has been used. By tabulating the position of this spectral line as a function of coil

current and fitting a straight line, the magnetic field as a function of coil current

can be determined, without knowledge of the 34s1/2 hyperfine splitting. Using this

method has made it possible to calibrate the homogeneous magnetic field within

the MOT to an accuracy of ±10 mG. The details of these procedures are presented

in Ref. [43, 41]. At the time of the experiments presented in this work, the residual

magnetic field inhomogeneity over the sample was less than 17 mG.
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Figure 2.12: Schematic diagram of the connections for the electric field plates. They

are near a grounded flange on one side and there is an insulating fused silica window

on the other side. The separation of the plates is d = 3.556 cm. The Rb dispensers

are attached to the chamber in y direction and are not shown in this diagram.

2.4.2 Electric field

As shown in Fig. 2.7 electric field plates are located on either side of the trapped

atoms. By varying the voltages on these plates and the voltage of the Rb dispenser

source with respect to the grounded chamber, it is possible to compensate the

stray electric field in all three directions (see Figs. 2.3 and 2.12). The single-

photon transition 34s1/2 → 34p1/2 in 85Rb is used for this purpose. This general

procedure has been described in Ref. [10]. The electric field compensation process
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is an iterative procedure that can be repeated indefinitely to get to a point where

the stray E fields are minimized. We continue this process until the change in

transition frequency of 34s1/2 → 34p1/2 falls within the experimental error which

in our case was 1kHz. The electric field corresponding to the frequency change of

1kHz is taken to be the upper bound of stray electric field in our setup, which is

10mV/cm. Once the stray electric field is compensated, the plate voltages may be

used to produce deliberate fields. We calibrate these fields by observing the shifted

transition frequencies and comparing them to the frequencies expected from a Stark

map calculation [18].
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Chapter 3

Optical transfer cavity

stabilization using

current-modulated

injection-locked diode lasers

For precise excitation of Rb atoms to desired Rydberg states the frequency of the

Ti:sapphire laser needed to be stablized. In the work presented in the following

Chapter we addressed this issue by developing a general technique for laser fre-

quency stabilization. This chapter is directly based on a paper published by the

author together with K. Afrousheh and J. D. D. Martin [44].

3.1 Summary

It is demonstrated that RF current modulation of a frequency stabilized injection-

locked diode laser allows the stabilization of an optical cavity to adjustable lengths,

by variation of the RF frequency. This transfer cavity may be used to stabilize

another laser at an arbitrary wavelength, in the absence of atomic or molecular

transitions suitable for stabilization. Implementation involves equipment and tech-

niques commonly used in laser cooling and trapping laboratories, and does not

require electro- or acousto-optic modulators. With this technique we stabilize a

transfer cavity using a RF current-modulated diode laser which is injection locked
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to a 780 nm reference diode laser. The reference laser is stabilized using polar-

ization spectroscopy in a Rb cell. A Ti:sapphire ring laser at 960 nm is locked to

this transfer cavity and may be precisely scanned by varying the RF modulation

frequency. We demonstrate the suitability of this system for the excitation of laser

cooled Rb atoms to Rydberg states.

3.2 Background

It is often necessary to stabilize lasers at frequencies where direct locking to an

atomic or molecular reference line is not possible. Several methods are commonly

used for this purpose. One is to stabilize the target laser by comparison with a

second laser (reference laser), which is stabilized to an absolute frequency reference

such as an atomic or a molecular absorption line. If the frequency of the reference

laser is sufficiently close to the frequency of the target laser, the two lasers may be

heterodyned on a photodetector and the resulting beat note can be used to stabilize

the target laser [38]. However, this is only practical up to a certain frequency

difference due to the bandwidth of the photodetector.

An alternative technique is to use an optical cavity to “transfer” the stability

from a stabilized reference laser to the target laser [45, 46, 47, 48, 49, 50, 51, 52].

One way this may be accomplished is by repetitively scanning the length of a

“transfer cavity” (TC) with piezoelectric transducers (PZTs). The transmission

fringe positions of the target laser are then compared to the reference laser using

specialized digital circuitry [45] or computers [46, 47]. This comparison is used to

derive an error signal which may be fed back to the target laser for stabilization.

Using this technique, Zhao et al. [46] have demonstrated a long-term frequency

drift on the order of 1 MHz. However, the scanning rate of the cavity puts a limit

on the maximum rate of error correction. We have also found that this approach

is sensitive to low frequency vibrations. The complexity of the fringe comparison

is an additional drawback.

Scanning the cavity length may be avoided by making the transmission maxima

of both the reference laser and the target laser coincide at the same cavity length [48,

49, 50, 51, 52]. In this case, the cavity is locked to the reference laser and the target

laser is locked to the cavity using analog circuitry. To make the fringes coincide it is

possible to frequency shift either the reference or the target laser using an electro-

optic modulator (EOM) [48] or an acousto-optic modulator (AOM) [50, 52]. In
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this way, frequency stability and precise RF frequency tunability can be obtained.

Since, in general, frequency shifts on the order of the free spectral range of the cavity

may be required, the modulator in these systems should be capable of producing

a broad-band of frequency shifts in order to avoid an inconveniently long transfer

cavity.

In this chapter, a technique for obtaining these frequency shifts that is inher-

ently broadband and relatively easy to implement without using AOMs or EOMs is

presented. A Fabry–Perot TC is stabilized using a tunable sideband from a current-

modulated diode laser. The carrier of this slave laser is injection locked to a second

diode laser (reference laser) [53] that is stabilized using an atomic reference. By

adjusting the RF frequency of the current modulation of the injection locked slave

laser, the TC may be tuned to the desired length for stabilization.

3.3 Experimental Setup

The stabilization scheme has been developed for a 960 nm commercial ring Ti:sapphire

laser (Coherent MBR-110). This laser is frequency doubled in an external ring res-

onator (Coherent MBD-200) to produce approximately 70 mW at ≈ 480 nm, and

used with 780 nm lasers to excite cold Rb atoms to Rydberg states [43]. Since

frequency stabilized 780 nm lasers are required in our experiment to laser cool Rb

atoms, they are convenient references for transfer cavity stabilization.

The locking procedure is as follows: The 960 nm laser is tuned by hand to the

desired frequency by changing the internal cavity lenth of the 960 nm laser. The

reference 780 nm laser is locked using polarization spectroscopy [33]. With the

TC in scanning mode, injection locked operation of the slave laser is verified. RF

current modulation is then applied to the slave laser, which produces two significant

sidebands at fm, the modulation frequency [53]. The RF modulation frequency is

chosen so that a transmission peak of a 780 nm sideband coincides with a 960 nm

transmission peak. Cavity ramping is then stopped and the cavity is locked to

the 780 nm sideband transmission peak and the 960 nm laser is locked to its own

transmission peak. The lock point of the 960 nm may be varied by changing the

frequency of the slave laser current modulation, fm.

Figure 3.1 illustrates the experimental setup. The reference laser is an external

cavity, grating stabilized, diode laser (Toptica, DL100) operating at 780 nm with a
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maximum output power of 150 mW and short term frequency stability of 1 MHz.

The laser can be coarsely tuned by manually adjusting the grating angle, and fine-

tuning is obtained using a PZT. The reference laser is frequency stabilized using

polarization spectroscopy (PS) technique [33] in a Rb vapor cell. In this technique

a strong circularly polarized pump beam induces a birefringence in a Rb cell to

rotate the polarization axis of a linearly polarized probe beam. Observation of this

rotation produces a dispersion-like signal which is used for frequency locking. A

small fraction (10%) of the linearly polarized laser beam from the reference laser is

diverted and divided into two beams. One is directed to the PS setup for frequency

locking, and the other beam is used for Rb saturation absorption spectroscopy

(SAS) [32], which serves as a frequency identifier. The rest of the reference laser

output beam is coupled into a single mode fiber and the collimated output beam

from this fiber is used to injection lock the slave laser.

The slave laser is a commercial 780 nm diode laser (Sanyo, DL7140-201S) in a

temperature stabilized mount (Thorlabs, TCLDM9). Current modulation is applied

using a bias-T, driven by a RF synthesizer (typically operated at 100-400 MHz,

18 dBm). The slave laser is coupled into a single mode fiber [path (b) in Fig.

3.1]. The output beam from the fiber is passed through a half wave plate and a

polarizing beam splitter (PBS) to obtain a well-defined polarization. This beam

is then fed into the TC, which may be temporarily operated as a scanning Fabry-

Perot interferometer. A small fraction of the reference laser beam is also fed into

the TC for verifying the injection locking [path(a) in Fig. 3.1].

Why not simply current-modulate the reference laser directly [54] and lock the

cavity to one of the resulting sidebands? Although this will work in principle,

there are a number of reasons to prefer the use of a current-modulated slave laser,

despite the additional complexity. If the reference laser were directly modulated, the

stability of its frequency lock would be compromised, particularly if the modulation

frequency fm were varied. In addition, by leaving the stabilized laser unmodulated,

we can use part of its beam for other purposes. For example, in our experiment it

is also used as a reference for beat-note locking [38, 30] the cooling-traping ECDL

systems used for the MOT (see Fig. 2.5).

The TC is of the confocal Fabry-Perot type, consisting of two mirrors with radii

of curvature R = 9.18 cm, separated by L ≈ R with a free spectral range of 817

MHz. It is desirable to have good finesse, thus good reflectivity at both 780 nm

and 960 nm. It was possible to choose a standard dielectric mirror coating which

exhibits high reflectivity at these two wavelengths (Newport, BD2). A PZT is

38



sl
av

e 
la

se
r

78
0 

nm

pi
ez

o
tr

an
sf

er
 c

av
ity

PD
co

nt
ro

l
ci

rc
ui

t

PB
S

PB
S

co
nt

ro
l 

ci
rc

ui
t

to
 M

O
T

do
ub

le
r 

48
0 

nm
 

λ/
2

T
i:

Sa
pp

hi
re

 r
in

g 
la

se
r

96
0 

nm

PD

fi
be

r

λ/
2

m
as

te
r

la
se

r
78

0n
m

R
b

PS
 lo

ck
in

g

fi
be

r

FR

λ/
2

λ/
2

fi
be

r

λ/
2

PB
S

R
F

+
f m

-f
m

f m
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FR: Faraday rotator; PS: polarization spectroscopy.
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mounted on one of the end mirrors. The typical finesse of the TC is 100 and is

limited by beam alignment and difficulty in obtaining the exact confocal condition.

A small fraction of the Ti:sapphire target laser beam is coupled into a single

mode fiber. On emerging from the fiber, the light is passed through a PBS to ensure

the beam is linearly polarized, and then aligned into the TC. After the orthogonally

polarized 780 nm and 960 nm laser beams emerge from the TC, they are separated

by a PBS and directed onto photodiodes.

The TC length is dithered slightly at 1.6 kHz using the PZT by an amplitude

on the order of the cavity linewidth (10 MHz). Lock-in amplifiers are used to

demodulate the transmission through the TC for both wavelengths [49, 51]. This

provides a derivative-like lineshape error signal for locking the transmission maxima.

The 780 nm error signal is used in an integrator feedback loop which adjusts cavity

length using the PZT. This stabilizes the TC length. The 960 nm error signal is fed

into another integrator control loop which uses the “Ext Lock” of the target laser

control box to adjust the frequency. This “Ext Lock” control has a relatively low

bandwidth (f3dB ≈ 10 Hz) [55]. However, this laser system is pre-stablized using a

low-finesse cavity in a similar manner to the system described in Ref. [51].

3.4 Result

The tuning accuracy and the drift behavior of the frequency locked target laser

is characterized using Rydberg atom excitation in a 85Rb magneto-optical trap

(MOT). The details of this apparatus appear elsewhere [27, 43].

The excitation of cold 85Rb atoms to 46d Rydberg states occurs as a two-color

process with nearly resonant 780 nm light (5s1/2 - 5p3/2) and 480 nm light (5p3/2 -

46d). The 780 nm light is necessary for the 85Rb MOT and is detuned 12 MHz to

the red of the 5s1/2 F=3 to 5p3/2 F=4 transition. The 480 nm light is obtained by

frequency doubling the output of a 960 nm Ti:sapphire ring laser – the target laser

for our stabilization scheme.

The 780 nm cooling and trapping light remains on continuously. The 480 nm

light is pulsed on for 1µs using an acousto-optic modulator. A pulsed electric field

is then applied to field-ionize any Rydberg atoms and draw the resulting ions to

a microchannel plate detector (MCP). A boxcar integrator is used to gate on the

signal. The excitation and detection sequence repeat at 10 Hz.
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When the 960 nm target laser is locked using the scheme described in the pre-

vious section, its output frequency may be scanned by varying the RF modulation

frequency fm. Figure 3.2 shows the resulting spectrum in the range of the 85Rb

5p3/2 - 46d3/2 and 5p3/2 - 46d5/2 transitions. The strong 780 nm field is responsible

for the splitting of the lines into doublets. This is the Autler-Townes effect [56, 57],

similar to the results presented in Ref. [58].

We expect the target laser frequency shift ∆ft to be related to the slave laser

modulation frequency shift ∆fm by

∆ft =
λr,air
λt,air

∆fm, (3.1)

where λr,air and λt,air are the air wavelengths of the reference laser and the target

laser. In our case, the frequencies of the reference and target lasers are well-known,

but we must estimate the corresponding refractive indices to determine the air

wavelengths. Equation (3.1) can be tested using the observed separation of the (β)

and (δ) peaks in Fig. 3.2, together with the known 46d3/2 - 46d5/2 energy separa-

tion [9]. As shown in Fig. 3.2, the Autler-Townes splitting of 46d3/2 and 46d5/2 lines

are identical and thus we do not expect these to contribute to the separation of the

(β) and (δ) peaks. As illustrated in Fig. 3.2 (b), the frequency of modulation, ∆fm,

has to be varied by 75 MHz to move from (β) to (δ). This corresponds to a target

laser frequency change of ∆ft ≈ 60 MHz. We find ∆ft/∆fm = (0.80 ± 0.015),

compared to Eq. (3.1), which predicts ∆ft/∆fm = 0.812.

By repetitively scanning over the spectrum shown in Fig. 3.2 and recording the

peak positions, we can monitor the frequency drift of the locked target laser. The

positions of the (α) and (γ) peaks are less dependent on the frequency fluctuations

of the 780 nm cooling laser than the (β) and (δ) peaks. Therefore, the stronger

(γ) line is used to quantify the stability of the target laser. With the locking

system activated, the control voltage applied to the Ti:sapphire laser varies as time

progresses. Since the approximate relationship between a change in the control

voltage and the corresponding change in the output frequency is known, we can

use this to estimate the frequency drift that would have occurred if the laser were

not stabilized. Figure 3.3 is a comparison between (a) the estimated unlocked and

(b) the locked frequency drifts over ≈ 1 hr. There is a dramatic reduction in the

long-term frequency drift when the laser is locked.
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Figure 3.2: (a) Energy level diagram (b) Spectrum of 85Rb 5p3/2 to 46d3/2 and

46d5/2 Rydberg state transitions obtained by scanning the RF modulation frequency

fm. The lower horizontal axis is obtained from Eq. 3.1. The observed peaks

correspond to the labeled transitions shown in part (a). Autler-Townes splitting

of the transitions is observed due to the presence of 780 nm cooling laser [56, 58].

With the red-detuning of the 780 nm light (for MOT operation), the (β) and (δ)

peaks may be roughly understood as corresponding to 2-photon absorption from the

5s1/2 ground state, whereas the (α) and (γ) peaks arise from step-wise excitation

through the 5p3/2 state [57].
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3.5 Performance limitations

Since the TC is not evacuated, it is limited in performance by variations in the

refractive indices of air for the target laser and the reference laser wavelengths,

nt and nr respectively. The environmental influences on the locked target laser

frequency can be approximated using:

∂ft
∂α

=

[
(∂nr/∂α)nt − (∂nt/∂α)nr

(nt)2

]
nt
nr
ft, (3.2)

where ft is the target laser frequency and α represents an environmental parameter

such as pressure, temperature, or humidity. The resulting sensitivities are tabulated

in Table 3.1.

Figure 3.4 illustrates the frequency drift of the locked target laser as a function

of time collected at various time over several months. From nine such data sets we

observed an average long term ( ≈ 1 h) frequency drift of −0.141 ± 0.90 MHz/h.

This is consistent with the typical variation of environmental parameters listed in

Table 3.1. Thus, we expect that the frequency stability of the target laser will be

improved if the TC is evacuated to minimize the environmental effects.

Ultimate long-term stability is also limited by the frequency drift of the reference

laser. The reference laser is frequency stabilized using polarization spectroscopy

(PS) in a Rb vapor cell [33]. To observe the drift of this laser we have monitored

the beat note between this laser and a 780 nm laser stabilized using saturated

absorption spectroscopy with third-harmonic lock-in detection. The relative drift

of these two systems was typically less than 100 kHz/hr. We have found polarization

spectroscopy locking to be a good compromise between several factors, including

long-term stability, robustness and complexity. However, if necessary, less long-term

reference laser drift could be obtained using alternative techniques [61, 62, 63].

Table 3.1: Frequency sensitivity of the locked target laser to environmental condi-

tions for λt,vac = 960 nm, λr,vac = 780 nm, P = 760 torr, T = 20 ◦C, RH = 50%

and CO2 = 450 ppm. To evaluate Eq. 3.2, we used the NIST refractive index

calculation program [59], which is based on the Ciddor equation [60].

α ∂ft/∂α

Pressure 350 kHz/torr

Temperature −850 kHz/◦C

Relative Humidity 19 kHz/ %
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Figure 3.4: Frequency drift of the locked target laser system (Ti:sapphire, 960 nm)

for several time periods over a few months.
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It is essential to be able to vary the TC length over several free spectral ranges.

This is to ensure that the slave laser sideband and 960 nm transmission peaks are

well removed from the carrier transmission, which is stronger and may interfere

with cavity locking to the sideband. This requires a long-extension PZT, which

limits the bandwidth of the cavity lock and consequently the target laser lock. An

improved system could use a fast short extension PZT on one end-mirror and a

slower long extension PZT on the other end-mirror. The fast PZT would be used

for dithering and fast cavity stabilization, whereas the slow PZT would handle

long-term drift [64]. With these improvements it is expected that the bandwidth of

the error signal would be sufficient to directly stabilize external cavity diode lasers

for many applications.

3.6 Conclusion

In this Chapter, we report a general technique for laser frequency stabilization at

arbitrary wavelengths using a reference laser and transfer cavity. A target laser

frequency drift of < 1 MHz/hr has been demonstrated. The equipment involved

is commonly used in laser cooling and trapping laboratories, and does not require

special modulators and drivers. A controllable frequency source is required, but this

is the same as for electro- or acousto-optic modulators. If precise RF scanning is not

required, the RF synthesizer could be replaced by inexpensive voltage controlled

oscillators, as in Ref. [53]. The achieved frequency stability for 960 nm Ti:sapphire

laser ensured a reliable excitation of Rb atoms to Rydberg states for the experiments

performed in this thesis work.
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Chapter 4

Determination of the 85Rb

ng-series quantum defect by

electric-field-induced resonant

energy transfer between cold

Rydberg atoms

Resonant energy transfer between cold Rydberg atoms using a dc electric field is

the subject of research in the following chapter. This chapter is directly based on

a paper published by the author together with K. Afrousheh, J. A. Petrus, and J.

D. D. Martin [65].

4.1 Summary

Resonant energy transfer between cold Rydberg atoms was used to determine Ry-

dberg atom energy levels, at precisions approaching those obtainable in microwave

spectroscopy. Laser cooled 85Rb atoms from a magneto-optical trap were opti-

cally excited to 32d5/2 Rydberg states. The two-atom process 32d5/2 + 32d5/2 →
34p3/2 + 30g is resonant at an electric field of approximately 0.3 V/cm. This pro-

cess is driven by the electric dipole-dipole interaction, which is allowed due to the

partial f character that the g state acquires in an electric field. The experimentally
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observed resonant field, together with the Stark map calculation is used to make a

determination of the 85Rb ng-series quantum defect: δg(n = 30) = 0.00405(6).

4.2 Introduction

Energy can be transferred more rapidly between two atoms when the process is

resonant: one atom gives its energy to another, without a change in the kinetic

energy of either atom. Although resonant energy transfer often relies on serendipity,

the large Stark shifts of Rydberg atoms may allow the resonant condition to be

exactly satisfied by application of an electric field [16]. The resonant energy transfer

process between Rydberg atoms is driven by the electric dipole-dipole interaction.

Transition dipole moments between nearby Rydberg states can be large, typically

scaling as n2, where n is the principal quantum number [1]. As a consequence,

resonant energy transfer collision cross-sections scale as n4, and are large compared

to typical collision cross-sections for less excited atoms – usually by many orders of

magnitude [1, 16].

Stoneman et al. [66] pointed out that the fields at which resonant energy transfer

occurs may – under certain conditions – be used for precise Rydberg energy level

spectroscopy. They examined the resonant energy transfer process: 29s + 29d →
29p+28p, in potassium. Since the shifts of the Rydberg energy levels with field are

relatively well-understood, they were able to use the resonance fields to determine

improved values for zero field atomic energy levels. In particular, they determined

a substantially more precise value for the quantum defect of the np-series of potas-

sium.

The range of electric fields or “width” over which significant resonant energy

transfer can be observed is important in this type of experiment, as it dictates the

precision to which line centers can be determined. By reducing the spread in the

velocity distribution of their sample Stoneman et al. [66] were able to significantly

narrow the width of their observed resonances.

With the development of laser cooling, Rydberg atom samples with much nar-

rower velocity distributions could be studied [23, 24]. In general, the resulting

narrowness of the resonant energy transfer resonances has not been exploited for

spectroscopic purposes. Instead, work has concentrated on the dynamical aspects

of resonant energy transfer between cold Rydberg atoms. For example, Carroll et
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al. [67] have recently studied how the relative orientation of the electric field with

respect to the spatial orientation of two Rydberg atoms influences their dipole-

dipole interaction. They used cold Rb atoms obtained from a magneto-optical trap

(MOT) to study the process: 32d + 32d → 34p + 30k, where 30k represents the

Stark-states centered around n = 30. The Stark states are superpositions of high

angular momentum states (l ≥ 4 in this case) exhibiting energy shifts which are

linear in the applied electric field strength. Strong resonant energy transfer was

observed between 1 to 6V/cm, and was fully explained by a Stark map calculation,

which took into account the energy shifts of the participating atoms. However, a

series of peaks at approximately 0.5 V/cm were not reproduced in the calculations

(these peaks were not relevant to the main point of their paper).

In this paper we demonstrate that the resonances observed at low field are due

to the process:

32d+ 32d→ 34p3/2 + 30g (4.1)

which is an allowed electric dipole-dipole interaction, due to the f character that

the g state acquires in the electric field. In the spirit of the work of Stoneman et

al. [66] we use the observed resonant fields together with a Stark map calculation

to determine the ng-series quantum defect.

Han et al. [68] have reported a preliminary observation of two-photon (n+2)d−
ng microwave transitions in 85Rb. However, we are unaware of any other work on

the ng Rydberg series of Rb.

4.3 Experiment

The essence of the experiment is to measure the electric fields required for efficient

resonant energy transfer between cold 32d5/2
85Rb atoms. Some details of our

apparatus have been previously described [43]. A standard vapor cell MOT is used

as the source of cold 85Rb atoms. These atoms are excited to 32d5/2 Rydberg

states using a two-photon, two-color process with 480 nm light, and the nearly

resonant, red-detuned 780 nm light used for cooling and trapping. The 480 nm

light is obtained by frequency doubling a 960 nm cw ring Ti:sapphire laser, which

is frequency stabilized using the technique described in Chp. 3. The experiment is

done at a 10 Hz repetition rate, with an acousto-optic modulator used to produce

pulses of light.
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For energy level determination from resonant energy transfer spectroscopy it is

critical to zero out any stray electric fields, and then be able to apply accurately

known electric fields. Two stainless steel electrode plates, separated by 36 mm,

are located to either side of the trapped atoms. By varying the voltages on these

plates and the voltage of the Rb dispenser source (see Fig. 2.3) with respect to the

grounded chamber, it is possible to compensate the stray electric field in all three

directions. The single-photon transition 48s1/2−48p1/2 in 85Rb is used for this pur-

pose. This general procedure has been described by Osterwalder and Merkt [10].

Since the single photon transition is sensitive to magnetic fields, the inhomogeneous

magnetic field necessary for MOT operation is shut-off prior to photoexcitation to

Rydberg states. At the time of the experiment the residual magnetic field inho-

mogeneity over the sample is less than 17 mG. The details of this shutting off

procedure are presented in Ref. [43].

Once the stray electric field is compensated, the plate voltages may be used

to produce deliberate fields. We calibrate these fields by observing the shifted

frequencies of the 48s1/2− 48p1/2 transition and comparing them to the frequencies

expected from a Stark map calculation [18]. The Stark map calculation uses the

most recent quantum defect data for 85Rb [9, 68]. Although quantum defects for

` > 3 are not known, these do not significantly influence the calculated transition

frequencies.

To observe resonant energy transfer between Rydberg atoms with known electric

fields, we produce the fields in exactly the same way as during calibration using the

48s1/2 − 48p1/2 transition. The inhomogeneous magnetic field is also shut-off in an

identical manner. After a light excitation pulse of 1 µs duration, the electric field

is ramped from zero to the desired value in 160 ns. The atoms may interact during

a waiting period of 21 µs. The typical experimental sequence for a single shot is

shown in Fig. 4.1.

Final Rydberg state populations after the waiting period are analyzed by se-

lective field ionization (SFI) [1]. In this case SFI is only able to distinguish states

differing by energies equivalent to a change of approximately one principal quantum

number. The 34p Rydberg states are ionized at a lower field than both the 32d5/2

initial states and 30g, k final states. By changing the applied electric field and

recording the 34p population, resonant energy transfer spectra may be obtained

(see Fig. 4.2(a)). For comparison we have also recorded analogous spectra at one

lower n (Fig. 4.3(a)) and one higher n (Fig. 4.4(a)).
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Figure 4.1: Timing diagram for dc electric-field-induced RET experiments. This

sequence is repeated at 10 Hz.

4.4 Analysis

The striking difference in the three spectra presented in Figs. 4.2, 4.3, and 4.4 is

the presence of the low-field resonances in the 32d5/2 case, but not in the others.

Carroll et al. have also observed similar resonances in 32d (Ref. [67]), but not for 31d

(Ref. [69]). Energetics [9, 68] rule out the process: 32d5/2 + 32d5/2 → 34p3/2 + 30f

as a possible explanation for these low-field resonances. The final state 34p3/2+30f

is at an energy less than the initial state in zero electric field, and this difference

increases with increasing field, due to the f state polarizability.

There are no processes involving the well-characterized low-angular momentum

Rydberg states (` ≤ 3) of Rb which would account for the low field resonances

in Fig. 4.2(a). We need to consider higher angular momentum states. The non-

penetrating high angular momentum states of Rydberg atoms have quantum defects

which scale like 1/`5 (see, for example, Ref. [1]). Thus a rough estimate of the ng-

series quantum defect may be obtained from the nf -series quantum defect [68]:

δg ≈ δf (3/4)5 ≈ 0.004. (4.2)

A preliminary calculation with this estimated quantum defect shows that a reso-

nance will occur for the process: 32d5/2(mj =1/2)+32d5/2(mj =1/2)→ 34p3/2(mj =

1/2) + 30g7/2(mj =1/2) at an electric field of 0.31 V/cm. This is very close to the
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32d5/2 state. (b) Calculated total energy of several two atom states, relative to

the zero field energy of nd5/2 + nd5/2 where n = 32. The calculations follow the

procedures of Zimmerman et al. [18], using δg = 0.004 and for ` > 4, δ` = δg(4/`)
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lowest field resonance observed in Fig. 4.2(a). However for the 31d5/2 case, the en-

ergy of the two-atom state 33p3/2 + 29g is less than the initial state 31d5/2 + 31d5/2,

and this difference increases with increasing field (see Fig. 4.3(b)). This is consistent

with the lack of observed low-field resonances in the 31d5/2 spectrum (Fig. 4.3(a)).

In the case of the 33d5/2, the electric field does shift 35p3/2+31g closer in energy

to 33d5/2 + 33d5/2. However, the 31g state reaches the n = 31 Stark manifold at

approximately the same field (Fig. 4.4(b)). This is consistent with the experimental

observations in Fig. 4.4(a).

The calculations in Figs. 4.2(b), 4.3(b), and 4.4(b) consider only mj = 1/2

magnetic sublevels. However, electric fields break the magnetic sublevel energy

degeneracy; therefore, there should be different resonance fields corresponding to

the different possible magnetic sublevels for the states in Eq. 4.1. The largest

splittings are due to the magnetic sublevels of 30g. The four peaks observed at

low fields in Fig. 4.2(a) correspond to m` = 0, 1, 2, 3, and 4 (the m` = 0 and

1 resonances are unresolved). The splittings due to the magnetic sublevels of the

other states are much less than the widths of each of these four peaks. Similarly,

the three peaks observed between 0.6 and 0.7 V/cm in Fig. 4.4(a) correspond to

the magnetic sublevels of 31g.

All four observable resonances should be explainable by the same ng-series quan-

tum defect (δg). Figure 4.5(a) illustrates calculated resonance fields as a function

of a variable δg, centered around the estimated δg ≈ 0.004 (see Eq. 4.2). As illus-

trated in Fig. 4.5, all four resonances are consistent with the same quantum defect,

to better than the widths of the resonances. We consider this as strong evidence

that the process in Eq. 4.1 is the explanation for the low field resonances.

As Fig. 4.5 suggests, we can extract an estimate of the quantum defect from

each one of these four resonances. The uncertainty may also be estimated for each

of these experimentally determined quantum defects from the derivatives ∂δg/∂F

evaluated at the estimated quantum defects (where F is the electric field strength).

The electric field zeroing and calibration procedure is estimated to have a 1σ uncer-

tainty of less than 30 mV/cm at the resonance fields. From the four resonances we

determine δg(n = 30) = 0.00405(6), which is consistent with a preliminary report

of δg = 0.00400(9) from Han et al. [68].

As demonstrated, energetics strongly support Eq. 4.1 as the explanation for the

low-field resonances. However, what drives this process? Resonant energy transfer
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between Rydberg atoms is typically a dipole-dipole interaction, with the coupling

between the two-atom states given by:

V̂dd =
~µA · ~µB − 3(~µA · ~n)(~µB · ~n)

R3
AB

(4.3)

where RAB is the separation of the two atoms, ~n is a unit vector pointing between

them, and ~µA and ~µB are transition dipole moments evaluated on each of the

individual atoms (A and B). In zero electric field the process given in Eq. 4.1 cannot

be driven by the dipole-dipole interaction, since
〈
32d5/2|~µ|30g7/2

〉
= 0, given the

∆` = ±1 selection rule for transition dipole moments. However, when a weak

electric field is applied, the ` quantum number is no longer good. Instead, it serves

to label the dominant character of a state until it reaches the Stark manifold. In

particular, the mixing of 30g with 30f gives
〈
32d5/2mj=1/2|µz|30g7/2mj=1/2

〉
=

17 qea0 at 0.3 V/cm, where qea0 is the atomic unit of electric dipole moment. The

32d5/2 to 34p3/2 coupling is allowed in zero field, and is much stronger. For example

at 0.3 V/cm,
〈
32d5/2mj=1/2|µz|34p3/2mj=1/2

〉
= 357 qea0 (which differs little from

its zero field value).

It is interesting to compare the expected signal strengths for the resonance in

Eq. 4.1 with other resonances that have been studied in similar experimental set-

ups. For example, if we compare our transition dipole moments to those for the
85Rb, 33s1/2 + 25s1/2 → 24p1/2 + 34p3/2 process observed in Ref. [23], we would

expect to have to wait approximately 10 times longer to see the equivalent amount

of collision signal (at the same density). Since typical waiting times are 3 µs in

Ref. [23] vs. 21 µs in our case, this is consistent.

In the quasi-static picture [23] the collision signal is expected to scale with the

square of the density for a dipole-dipole interaction, and to a higher power for

higher-order multipole processes (for small collision signals). Experimentally, we

observe the square law behavior. It does not appear necessary to consider higher-

order multipole interactions (see, for example, Ref. [1]).

4.5 Discussion

Resonant energy transfer spectroscopy has been demonstrated as a useful tool for

the determination of unknown energy levels differences. In particular, prior to the

work of Han et al. [68], no spectroscopy of the Rb ng-series had been performed.
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Although resonant energy transfer spectroscopy is not a general technique for the

determination of energy levels, there may be more possibilities for the observation

of resonances than previously thought. In particular, at first glance the resonance

studied in this paper (Eq. 4.1) does not appear to be allowed by the dipole-dipole

interaction. However, the mixing of the g-state with the nearby f -state allows this

process to be observed. It is expected that similar scenarios exist in Rb and other

atoms.

Microwave transitions have been used to calibrate the applied electric fields in

this work. However, there is a great deal of flexibility in the particular transition

(and corresponding microwave frequency) that can be used for this calibration. A

precise microwave source is not required for the actual spectroscopic measurement.

This may be considered to be a significant advantage.
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Chapter 5

Enhancement of Rydberg atom

interactions using ac Stark shifts

In Chapter 4, resonant electric dipole-dipole interactions between cold Rydberg

atoms using dc Stark shifts was discussed. In the following Chapter, we study the

influence of ac Stark shifts on the two-atom dipole-dipole processes. Using ac Stark

shifts for enhancing interactions benefits from the ability to shift energy levels either

up or down by an appropriate choice of frequency. This Chapter is directly based

on a paper published by the author together with J. A. Petrus and J. D. D. Martin

[70].

5.1 Summary

The ac Stark effect was used to induce resonant energy transfer between translation-

ally cold 85Rb Rydberg atoms. When a 28.5 GHz dressing field was set at specific

field strengths, the two-atom dipole-dipole process 43d5/2 + 43d5/2 → 45p3/2 + 41f

was dramatically enhanced, due to induced degeneracy of the initial and final

states. This method for enhancing interactions is complementary to dc electric-

field-induced resonant energy transfer, but has more flexibility due to the possibility

of varying the applied frequency.
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5.2 Introduction

The large transition dipole moments of Rydberg atoms make them much more

sensitive to electric fields than less excited atoms. For example, the dc polariz-

abilities of low-angular momentum Rydberg states scale like n7, where n is the

principal quantum number [1]. This high sensitivity can be exploited for various

means. For instance, energy transfer between Rydberg atoms may often be tuned

into resonance using dc electric fields [16].

Rydberg atoms are also sensitive to small oscillating electric fields. For ex-

ample, microwave dressing fields may be used to modify the dc polarizabilities of

Rydberg states [17]. This could be used to reduce the influence of electric field

inhomogeneities on the dephasing of a Rydberg atom qubit.

The present work demonstrates the use of weak microwave dressing fields to

tune electric dipole-dipole interactions between Rydberg atoms into resonance, in

a case where this cannot be accomplished by dc fields. We exploit the latitude to

change both the amplitude and frequency of the dressing fields to create interatomic

interactions which are much stronger than could otherwise be achieved.

Our results may be understood in terms of the ac Stark shifts of the relevant

states. The ac Stark shift of a state |φ>, in an electric field oscillating at angular

frequency ω, with amplitude εz in the z direction, is given by Eq. 1.12:

∆Eφ =
1

2
ε2z
∑
m 6=φ

(Eφ − Em)|<φ|µz|m>|2

(Eφ − Em)2 − (~ω)2

where Em refers to the energy of state |m> and µz is the electric dipole moment

in the z direction. The modification of resonant energy transfer between Rydberg

atoms by microwave fields has been previously studied in a strong field regime,

where the Floquet description was more suitable [71, 72].

5.3 Experimental

The ac Stark shifts of Rydberg states can be probed using microwave spectroscopy.

For our purposes, this provides a useful check on the validity of Eq. 1.12, and allows

us to calibrate the applied field strengths when studying interatomic interactions.
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Our apparatus has been described previously [43, 44]. A standard vapor cell

magneto-optical trap (MOT) acts as a source of cold 85Rb atoms. These are excited

to 49s1/2 Rydberg states using a 1 µs pulse of laser light. Before excitation, the

magnetic and electric fields are reduced to less than 0.02 G and 0.05 V/cm respec-

tively. Approximately 3 µs after excitation, a 28.5 GHz ac dressing field is turned

on. While the dressing field is on, a ≈ 33 GHz probe drives the 49s1/2− 50s1/2 two-

photon transition. The probe pulse lasts 6µs. The dressing field is then switched off

and a selective field ionization pulse [1] is applied to measure the 49s1/2 and 50s1/2

populations. By scanning the probe frequency between laser shots and collecting

the resulting spectra, we can measure the difference in the ac Stark shifts of the

two states involved in the transition (see Fig. 5.1). As Eq. 1.12 indicates, the shifts

should scale linearly with applied dressing field power. This is verified in Fig. 5.2.

As shown in Fig. 5.1, the linewidth of the transitions increase as they shift. By

varying the Rydberg density and probe power, we have determined that this is not

due to interatomic interactions or power broadening. The observed broadening is

very sensitive to the alignment of the horn that launches the dressing microwaves

towards the atoms, suggesting that it is due to spatial inhomogeneity of the dress-

ing fields over the cold atom sample. Minimizing this inhomogeneity is a major

technical challenge in using dressing fields.

By evaluating the matrix elements in Eq. 1.12 using the techniques of Zimmer-

mann et al. [18], we can compute the frequency dependence of the ac Stark shift.

In particular, as the denominator of Eq. 1.12 suggests, the shift direction may be

reversed by changing ω. Spectroscopy probes the differential shift between the two

levels involved, and this may also be reversed. For example, we have observed that

the 49s1/2 − 50s1/2 transition is shifted to higher frequency with a dressing field of

37.45 GHz, and that this shift is also proportional to dressing power. This ability

to change the direction of differential energy shifts with the applied frequency is

essential to what follows.

5.4 Results

It is well-known that dc Stark shifts may be used to enhance the interactions

between Rydberg atoms [16, 1]. For example, consider the following resonant energy

transfer process in Rb, which may be driven by the dipole-dipole interaction:

nd5/2 + nd5/2 → (n+ 2)p3/2 + (n− 2)f5/2,7/2. (5.1)
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Figure 5.1: Observation of the two-photon 49s1/2−50s1/2 microwave transition for

different powers of a 28.5 GHz dressing field. The probe frequency shown on the
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The synthesizer power settings are indicated.
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Based on a calculated differential shift of −0.195 GHz/(V/cm)2 from Eq. 1.12, we

can find the calibration factor relating the synthesizer power to ε2z.
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Figure 5.3: Timing diagram for ac electric-field-induced RET experiments. This

sequence is repeated at 10 Hz.

For n = 44 the energy of the final state is approximately 60 MHz higher than that of

the initial state (calculated using the spectroscopic data of Ref.’s [9, 68]). However,

as an electric field is applied, the 42f states exhibit strong, quadratic Stark shifts

to lower energies. This tunes the process into resonance, as shown in Fig. 5.4.

In particular, atoms are excited to nd5/2 Rydberg states and allowed to interact

in the presence of a weak dc field. By varying the dc electric field between laser

shots, and detecting the (n+ 2)p population by selective field ionization, resonant

energy transfer spectra may be obtained (see Ref. [65] for more details). As Fig. 5.4

illustrates, at n = 44 the resonance condition is turned on by a weak electric field,

but for n = 43 (see Fig. 5.5 ) it is tuned further out of resonance. In this case the

initial state is higher in energy than the final state by ≈ 10 MHz.

Since dc fields cannot tune 43d5/2 + 43d5/2 → 45p3/2 + 41f5/2,7/2 into resonance,

we consider using ac fields. In particular, we expect that the flexibility in the choice

of ω, which allows shift directions to be reversed, could be beneficial. To illustrate

this, the difference in ac Stark shifts between the final and initial states have been

computed as a function of frequency using Eq 1.12. Figure 5.6 illustrates that over

certain frequency ranges the ac field would shift the initial and final states closer

into resonance – which could not be achieved with a dc electric field (see Fig. 5.5).

To experimentally test this idea, we have looked for the resonant energy transfer
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Figure 5.4: The dc electric-field-induced RET spectrum, with atoms initially in

the 44d5/2 state. Also shown are the calculated total energy of several two atoms

states, relative to the zero field energy of nd5/2 + nd5/2, where n = 44. For the

initial states nd5/2 +nd5/2 (dashed lines), we plot all magnetic sublevel possibilities

for each of the two atoms involved (mj = 1/2, 3/2, 5/2). In the case of the final

states 46p3/2 + 42f , we consider the different possibilities for the two atom energies

depending on the magnetic sublevel of the (n + 2)p3/2 states (mj = 1/2, 3/2), and

the (n − 2)f and (n − 2)k states (mj = 1/2, ..., 7/2). The calculations follow the

procedures of Ref. [18] and use the spectroscopic data of Ref.’s [9] and [68]. The

observed RET peaks shown in the spectrum (lower graph) have excellent agreement

with the theoretical predictions (top graph) where the total energy of the initial

states intersect with the total energy of the final states.
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Figure 5.5: the dc electric-field-induced resonant energy transfer spectra, with

atoms initially in the 43d5/2 state. Also shown are the calculated total energy of

several two atoms states, relative to the zero field energy of nd5/2+nd5/2, where n =

43. For the initial states nd5/2 +nd5/2 (dashed lines), we plot all magnetic sublevel

possibilities for each of the two atoms involved (mj = 1/2, 3/2, 5/2). In the case

of the final states, we consider the different possibilities for the two atom energies

depending on the magnetic sublevel of the (n + 2)p3/2 states (mj = 1/2, 3/2), and

the (n − 2)f and (n − 2)k states (mj = 1/2, ..., 7/2). The calculations follow the

procedures of Ref. [18] and use the spectroscopic data of Ref.’s [9] and [68].
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microwave frequency. With no microwave field, the final state is lower in energy

than the initial state by 6.0 MHz and 8.3 MHz (for 41f5/2 and 41f7/2 respectively)

[9, 68]. Therefore, frequencies where the shift is positive in this figure (ie. 28.5

GHz) will push this process closer to resonance.
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process: 43d5/2 + 43d5/2 → 45p3/2 + 41f5/2,7/2, in the presence of a 28.5 GHz mi-

crowave field. The atoms are excited to 43d5/2 Rydberg states (as discussed above),

and the dressing field is turned on 3µs after excitation. This field is held on for 20µs

until shortly before selective field ionization. This is repeated, scanning the applied

microwave power between shots. The typical experimental sequence for a single

shot is shown in Fig. 5.3. No deliberate dc electric field is applied. As Fig. 5.7

indicates, a significant population transfer to the 45p state is observed with the

microwave field applied. As with the dc case, a series of resonances are observed.

This is expected, due to the different magnetic sublevel possibilities for the final

and initial states (see below). When the microwave field strength is fixed at a reso-

nance position and the overall Rydberg density of the sample is varied (by changing

the excitation laser power), the fraction transferred decreases with reduced density.

This confirms that the observed resonances are due to an interatomic process. The

transferred fraction grows linearly with density (for small transfer fractions, where

depletion of the initial states is not significant). The widths of the resonances also

increase with density. Figure 5.8 shows same spectrum as in Fig. 5.7 in addition to

the calculated total energies of initial and final state atom pairs for different mag-

netic sublevel possibilities of 43d5/2 + 43d5/2 → 45p3/2 + 41f5/2,7/2. Note that the

horizontal axis in Fig. 5.8 is converted to V/cm whereas in Fig. 5.7 it is (V/cm)2.

To calibrate the applied fields in Fig. 5.7, we observe the single-photon transition

43d5/2− 45p3/2 with a series of dressing field strengths. As with the 49s1/2− 50s1/2

case, the shifts are observed to be linear in applied microwave power. However, this

case is slightly more complicated, due to the different magnetic sublevels involved.

By equating the experimentally observed shift of these transitions with those based

on the prediction of Eq. 1.12, we can determine the factor relating ε2z to the applied

microwave power. This calibration can be compared with the field calibration

obtained from the 49s1/2−50s1/2 line discussed at the beginning of this paper. These

calibrations agree to within 20 %. Discrepancies may be due to the distribution

of the probe field, which will have a slightly different spatial distribution over the

trapped atom cloud at these two different frequencies.

Although the experiment is done with no deliberately applied dc electric fields,

they are difficult to avoid, since they vary from day to day. Therefore, the frequen-

cies of each of the 43d5/2 − 45p3/2 and 43d5/2 − 41f5/2,7/2 transitions are measured,

with no dressing field present. These give the experimental difference in energies

between the final and initial states of Eq. 5.1 for the field conditions of the exper-

iment. We find that this “energy defect”, δE ≈ −7.4 ± 0.1 MHz for the 41f5/2
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case and ≈ −9.6 ± 0.1 MHz for the 41f7/2 case. These differ from the values of

−6.0(5) MHz and −8.3(4) MHz obtained from the constants of Ref.’s [9] and [68].

Although a small electric field explains some of this discrepancy, the shifts of the

43d5/2 − 45p3/2 and 43d5/2 − 41f5/2,7/2 lines are not consistent with the same field.

In addition, the field required to explain the shift of the 43d5/2−45p3/2 line exceeds

the uncertainty in the electric field zero (±0.05 V/cm), suggesting that a slight

adjustment of the spectroscopic constants may be necessary.

From the experimentally observed energy defects we can calculate the resonance

field strengths for the different magnetic sublevel possibilities. The ac Stark shifts

for a state |φ> may be written as ∆Eφ = kφ(ω)ε2z, where kφ(ω) is computed using

Eq. 1.12. For a process like Eq. 5.1 (|a> +|b>→ |c> +|d>) the resonance fields

may be computed by rearrangement of: δE+[kc(ω)+kd(ω)−ka(ω)−kb(ω)]ε2z = 0,

where δE is the energy difference between the final states (|c> +|d>) and the

initial states (|a> +|b>) at zero field. Due to the selection rules for the dipole-

dipole interaction, not all final and initial state magnetic sublevel combinations

are coupled. In Fig. 5.7 the vertical lines indicate all calculated resonance fields

consistent with ∆mj = 0,±1 for each atom. Although many of the resonances are

unresolved, the general agreement is good, and the highest field resonances are in

clear agreement with the calculation.

Some caution is required in applying Eq. 1.12 to the 41f5/2,7/2 states, due to

the small energy separation of the two fine structure components (2.3 MHz). The

fine structure splittings of the other relevant states, 45p3/2,1/2 and 43d3/2,5/2, are

significantly larger. When the Stark shifts become comparable to the splitting of

the two fine structure components, Eq. 1.12 is not valid. To examine this issue, a

Floquet calculation has been implemented (see, for example, Ref. [73]). This calcu-

lation shows that for the field strengths at the resonance locations, the perturbative

calculation is accurate on the scale of Fig. 5.7.

5.5 Discussion

The modification of resonant energy transfer between Rydberg atoms due to strong

microwave fields has been reported [71, 72]. In this case, the primary observation

was that an integer number of microwave photons can either be given up or gained

in resonant energy transfer to account for the energy defect between the initial

and final states. Thus, the exact frequency of the ac field plays an important role.
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Figure 5.7: Observed 45p signal as a fraction of total Rydberg signal following

a 23 µs waiting period after excitation of 43d5/2 Rydberg atoms, with a 28.5 GHz

field of variable strength present. The field amplitude calibration is discussed in the

text. The vertical lines indicate calculated resonance field strengths for the different

magnetic sublevel possibilities for the initial and final states of 43d5/2 + 43d5/2 →
45p3/2 + 41f5/2,7/2 (see text for details).
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2

Figure 5.8: Same spectrum as in Fig. 5.7. Also are shown calculated total energies

of initial and final state atom pairs for different magnetic sublevel possibilities of

43d5/2 + 43d5/2 → 45p3/2 + 41f5/2,7/2. The two vertical dashed lines at high fields

are shown to highlight the agreement between the calculated and experimentally

observed resonance field amplitudes. The blue lines indicate dipole-dipole couplings

that are allowed based on |∆mj| ≤ 1 for each atom. i.e. not all crossings correspond

to states coupled by the dipole-dipole interaction.
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The microwave power determines the number of “sidebands” present (the number

of photons lost or gained in the collision). This can be accurately described using

Floquet theory [72] (although the ac Stark effect does play a minor, observable role).

In the present work – where the energy level shifts are perturbative – the important

tuning parameter is the microwave power. The frequency is not as important – it

should be set within a range to give the desired shift the correct sign. However, it

should not be too close to any resonance, as this will prevent the microwave fields

from being turned on and off adiabatically.

Rydberg atom interactions have recently received considerable attention in the

context of quantum information processing with neutral atoms. For example, the

dipole-dipole interaction between Rydberg atoms has been proposed as means of

allowing clouds of cold atoms to store qubits, using a process known as dipole

blockade [15]. Lukin et al. [15] considered using long-range resonant electric dipole

interactions. However, initial experiments in Rb have focused on non-resonant van

der Waals interactions [74, 75, 76]. Recently, local blockade has been observed

in Cs using resonant dipole-dipole interactions between Rydberg atoms [28]. In

Rb, several groups have identified Eq. 5.1 as a strong resonant process [77]. As

the experimental results of the present work indicate, this process may be shifted

into resonance by either dc or ac electric fields (Figs. 5.4 and 5.7). This would

enhance the blockade effect. Possible advantages of ac fields over dc fields include

the capacity to turn interactions on and off very quickly (due to the modulation

capabilities of the source), and the ability to induce interactions at arbitrary dc

fields.

In summary, perturbative ac fields have been demonstrated to enhance the

interactions between Rydberg atoms by making them resonant. The frequency

dependence of the ac Stark shift allows this to be accomplished with more versatility

than the dc Stark shift. With strong laser fields, this approach could be used to

enhance interactions between ground state atoms and/or molecules.
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Chapter 6

ac electric-field-induced resonant

energy transfer between cold

Rydberg atoms

In the following Chapter, we further study the enhancement of interactomic inter-

actions using 1.356 GHz ac dressing fields. Compared to earlier work performed

at higher frequencies, 28.5 GHz (see Ch. 5 ), the choice of dressing frequency and

structure of the spectra may be intuitively understood by analogy with the dc field

case. This chapter is directly based on a paper published by the author together

with J. A. Petrus and J. D. D. Martin [78].

6.1 Summary

An oscillating electric field at 1.356 GHz was used to promote the resonant en-

ergy transfer process: 43d5/2 + 43d5/2 → 45p3/2 + 41f between translationally cold
85Rb Rydberg atoms. The ac Stark shifts due to this dressing field created degen-

eracies between the initial and final two-atom states of this process. The ac field

strength was scanned to collect spectra which are analogous to dc electric-field-

induced resonant energy transfer spectra. Different resonances were observed for

different magnetic sublevels involved in the process.
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6.2 Introduction

The interaction energies between neighbouring Rydberg atoms can be much larger

than between ground state atoms, separated by the same distance. These interac-

tions can be made even larger if they are resonant. For example, Vogt et al. [28]

have demonstrated that optical transitions to Cs Rydberg states are partially in-

hibited by tuning the energy of two Cs atoms in the 38p3/2 state to be identical to

the energy of a 38s1/2 , 39s1/2 atom pair. This tuning was accomplished using small

electric fields (≈ 1 − 2 V/cm). With this induced degeneracy, the electric dipole-

dipole interaction gives a first order energy shift, rather than a weaker second-order

effect (van der Waals).

The use of external fields to create resonant interactions is common in atomic

physics. Tunable dc magnetic fields may be used to create Feshbach resonances,

dramatically enhancing the interactions between ultracold atoms [79, 80]. Oscillat-

ing fields may also be used. For example, Gerbier et al. [81] recently demonstrated

that oscillating magnetic fields may also be used to shift dressed state energy lev-

els into resonance, and thereby enhance interatomic interactions between ultracold

atoms. The ability to vary both the frequency and amplitude of the “dressing field”

gives additional latitude in achieving the resonance condition.

In a similar vein, we have recently shown that the resonant energy transfer

process:

43d5/2 + 43d5/2 → 45p3/2 + 41f (6.1)

in 85Rb may be greatly enhanced by the application of a microwave field (28.5

GHz) of appropriate field strengths [70]. The results agreed with the theoretical

predictions for the ac Stark effect, but it is not obvious why 28.5 GHz was an

appropriate frequency to use. Since all of the participating levels (43d5/2, 45p3/2

and 41f) show significant shifts at this frequency, the situation is complicated. In

the present work, we demonstrate that a much lower frequency of 1.356 GHz –

chosen to be slightly blue detuned from the 41f − 41g transition – shifts only 41f

significantly. By varying the dressing field amplitude we can shift the process in

Eq. 6.1 into resonance.

There is an additional benefit to using a lower dressing frequency. As discussed

in Ref. [70], the different magnetic sublevels involved in Eq. 6.1 show different ac

Stark shifts. With a 28.5 GHz dressing field, these give a complicated series of

resonances. In the present work – at much lower frequencies – the spectra are not
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as complicated, as the only important magnetic sublevel structure is due to the 41f

states.

6.3 Theoretical Background

This section begins by motivating the choice of a dressing frequency of 1.356 GHz,

and concludes by discussing the techniques used for calculating the dressed atom

energy levels.

The process given in Eq. 6.1 is not resonant in the absence of applied fields. The

final state is lower in energy than the initial state by approximately 10 MHz [70].

The 41f states shift to lower energy with increasing dc electric field. The other

states involved have significantly smaller dc polarizabilities, and do not shift as

much. Therefore, the resonant energy transfer process in Eq. 6.1 cannot be shifted

into resonance with a dc field.

The shift of the 41f states to lower energies can be intuitively understood using

2nd order perturbation theory. For an arbitrary state |φ>, and an electric field of

magnitude εz,dc pointing in the z direction:

∆Eφ = ε2z,dc
∑
p 6=φ

|<φ|µz|p>|2

(Eφ − Ep)
, (6.2)

where Ep refers to the energy of state |p> and µz is the electric dipole moment

in the z direction. Figure 6.1(a) illustrates the simplified case of one dominant

perturber. States are pushed away in energy from the perturber. For the 41f

state, the dominant nearby perturber is the 41g state, located 1.19 GHz higher in

energy (see Fig. 6.2). As an electric field is applied, the 41f state shifts down in

energy, away from 41g.

The expression for the perturbative ac Stark shift is similar to that for the dc

case:

∆Eφ =
1

2
ε2z,ac

∑
p 6=φ

(Eφ − Ep)|<φ|µz|p>|2

(Eφ − Ep)2 − (~ω)2
, (6.3)

where ω is the angular frequency of a dressing field, pointing in the z direction with

electric field amplitude εz,ac. (For a derivation, see Ref. [21].) Again, Fig. 6.1(b)

illustrates the simplified case of one dominant perturber. In contrast to the dc

effect, ω may be used to control the sign of the shift. In our specific case of Rb,
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we expect that applying a dressing frequency greater than the 41f − 41g transition

frequency would cause the 41f state to move up in energy with increasing dress-

ing field strength. As we demonstrate experimentally in Sec. 6.4, this shifts the

initial(43d5/2 + 43d5/2) and final states 45p3/2 + 41f) of Eq. 6.1 into resonance.

Although the perturbative formula (Eq. 6.3) for the ac Stark shift provides

insight, some caution is required in its application. In particular, the energy shifts

of the 41f states that are required to make the process in Eq. 6.1 degenerate are

of the same order of magnitude as the fine structure splitting between 41f5/2 and

41f7/2 levels (2.3 MHz). This was not as significant with a dressing field frequency

of 28.5 GHz as the shifts of the 41f states were not as large (the 43d5/2 and 45p3/2

states shifted more to make up the energy difference in Eq. 6.1, and their fine

structure splitting is much larger). To treat this complication the dressed energy

levels are calculated using a Floquet approach [82]. This approach takes the “bare”

basis states of energy Ebi and adds “sideband” states of energy Ebi + k~ω, where k

is an integer. The ac field introduces coupling between states differing in sideband

order k by one. Our basis set and couplings are very similar to those used in dc

electric-field Stark map calculations [18]. These calculations use the experimentally

determined 85Rb Rydberg energy levels [9, 68] as input. A nice description of the

Floquet approach is given in Ref. [73].

6.4 Apparatus and Results

We start with a general overview of the experiment. To observe resonant energy

transfer, we optically excite cold 85Rb atoms from a magneto-optical trap (MOT)

to Rydberg states using a pulse of light. Then a dc or ac electric field of variable

amplitude is applied. The Rydberg atoms are allowed to interact in this field for

a fixed amount of time, and then a selective field ionization pulse is applied to

measure the Rydberg state populations. If, for example, 43d5/2 Rydberg states are

excited and the ac field establishes the resonance condition between the initial and

final states shown in Eq. 6.1, then both 45p3/2 and 41f Rydberg atoms are observed.

By scanning the field strength, repeating the excitation and detection process, and

recording the fraction of Rydberg atoms transferred to the 45p3/2 level, resonant

energy transfer spectra may be obtained (Fig. 6.4).

We will now discuss the various aspects of the experiment in more detail. The

Rydberg atoms are excited using a two-colour scheme involving the 780 nm light
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Figure 6.1: (a) The dc Stark effect in the case of a single nearby perturber |p>.

The energy of the perturbed state |φ> is shown as a function of the dc electric-field

magnitude εz,dc. (b) The ac Stark effect in the case of a single nearby perturber |p>.

In this case the shifts are shown as a function of the amplitude of the oscillating

electric field εz,ac. These two figures illustrate that the ac Stark shift direction

may be altered by an appropriate choice of frequency ω, whereas the dc Stark shift

direction is fixed. In both cases the energy of the perturber also shifts with field

strength; however, this has not been shown.
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Figure 6.2: Some relevant 85Rb Rydberg atom energy levels. Fine structure is too

small to be observed on this scale (e.g. 43d3/2 and 43d5/2). In addition, although

the g and f series appear degenerate, 41g is approximately 1.19 GHz higher in

energy than 41f . The arrows indicate the transitions involved in the ac-electric-

field assisted resonant energy transfer (see Eq. 6.1).
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used for cooling and trapping, and additional light at approximately 480 nm. This

blue light is generated by frequency doubling a cw Ti:sapphire laser. It is introduced

to the atoms in 1− 2µs pulses at a repetition rate of 10 Hz, using an acousto-optic

modulator. Our frequency stabilization scheme for the Ti:sapphire laser has been

discussed previously [44].

Approximately 25 ms prior to photoexcitation, the coil current generating the

inhomogeneous magnetic field necessary for operation of the MOT is switched off.

A 25 ms delay allows the fields due to eddy currents to decay. By using microwave

spectroscopy of a magnetic-field-sensitive transition [43], we have verified that the

residual magnetic field is less than 0.02 G at the time of photoexcitation. Following

excitation, two parallel metal plates surrounding the atoms are used to apply both

dc and ac fields. One-photon transitions may also be used to zero-out any residual

electric field, and calibrate applied electric fields [65] (as required for dc electric

field assisted resonant energy transfer spectra – see Fig. 6.3).

Photoexcitation to Rydberg states takes place with no deliberately applied dc

electric field. For dc-electric-field induced resonant energy transfer spectra, the field

is ramped up over 160 ns, immediately following Rydberg excitation (ramping this

up relatively slowly avoids ringing). In the case of ac-electric-field induced resonant

energy transfer, the oscillating field is switched on approximately 3 µs following

photoexcitation (a delay of this magnitude was not necessary, but it is important

that the dressing field and laser excitation do not temporally overlap). The Agilent

E8254A synthesizer providing this field has a specified rise time of 100 ns. These

field conditions are maintained for approximately 20 µs, in which time the cold

atoms can possibily change states due to the resonant energy transfer process (at

our densities this time gives maximum amounts of transfer of about 10− 30%). It

is essential to switch off the ac field prior to selective field ionization. Otherwise,

this normally non-resonant field is shifted into resonance with various transitions

as the electric field increases, creating population transfer unrelated to interatomic

interactions.

Selective field ionization allows the nd5/2, (n+ 2)p3/2 and (n− 2)f populations

to be distinguished. All three signals are measured simultaneously using boxcar

integrators, digitized and recorded as a function of dc or ac field strength.

To illustrate the similarities between ac- and dc-electric-field induced resonant

energy transfer spectra, both have been collected (see Figs. 6.3, 6.4). For the
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process:

nd5/2 + nd5/2 → (n+ 2)p3/2 + (n− 2)f (6.4)

the final state is higher in energy than the initial state for n ≥ 44, allowing this

process to be shifted into resonance with a dc electric field. In Ref. [70] an n = 44

spectrum was presented. Here in Fig. 6.3 we show the case of n = 46. There has

been a previous report of this resonant energy transfer spectrum in the literature

[83], but it differs from what we have observed, possibly due to differences in sig-

nal to noise. Note the excellent agreement between the calculated and observed

resonance fields in Fig. 6.3.

As discussed in the introduction, and shown experimentally in Ref. [70], dc

fields cannot be used to shift the process in Eq. 6.4 into resonance at n = 43 (see

Fig. 5.5 ). However, as illustrated in Fig. 6.4, an ac electric field at frequency of

1.356 GHz, approximately 160 MHz higher than the 41f − 41g transition, raises

the energy of the final state of Eq. 6.4, allowing the resonance condition to be

achieved. The choice of 1.356 GHz is somewhat arbitrary. The frequency of the ac

field should be far enough off resonance to avoid population transfer, but not so far

that unreasonably strong field amplitudes are required. Comparing Fig. 6.4 to Fig.

5.8, it is noted that in the case of high dressing frequency of 28.5 GHz all of the

states are shifting significantly whereas in the low dressing frequency case (1.356

GHz) only the f-state magnetic sublevels have significant shifts.

Due to unknown impedance mismatchs, we cannot readily determine the applied

ac field strength electrically. To calibrate the applied ac electric field amplitude in

Fig. 6.4 we observed microwave spectra of the single-photon 43d5/2 to 41f5/2,7/2

transitions in the presence of a 1.356 GHz dressing field. These were done at low

density to avoid interatomic effects. A comparison of observed and expected shifts

(calculated using the Floquet approach) allowed us to assign field strengths to

synthesizer power levels. As we also use this calculation to predict the resonance

field strengths, we cannot attach much significance to the overall absolute agree-

ment between the observed and calculated resonance fields in Fig. 6.4. However,

the simultaneous agreement of several resonance peaks (corresponding to different

magnetic sub-level possibilities) suggests that the calculation is correct, as we only

used the shift of the mj = 1/2 states for the field strength calibration.

Some practical advantages of applying a relatively low frequency field (1.356

GHz here vs. 28.5 GHz in Ref. [70]) are that the resulting field homogeneity can be

much larger due to the longer corresponding radiation wavelength, and that sources

of lower RF frequencies are more readily available.
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Figure 6.3: The dc electric-field-induced resonant energy transfer: 46d5/2+46d5/2 →
48p3/2 + 44f, 44k. The 44k label refers to Stark states – in this case superpositions

of angular momentum states with ` ≥ 4. Also shown are calculated total energies

of initial and final state atom pairs (for different magnetic sublevel possibilities).

The calculation procedures are discussed in the text.
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calculation procedures are discussed in the text. Vertical dashed lines are shown

to highlight the agreement between the calculated and experimentally observed

resonance field amplitudes.
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6.5 Discussion

Atomic energy levels may be determined by dc field induced resonant energy trans-

fer spectra (see, for example, Ref. [65]). The ac field induced resonant energy

transfer process may also be useful in this context. In this and other applications

the frequency of the applied fields allows a variability in the signs and magnitudes

of the Stark shifts involved that gives more flexibility than the dc shift alone.
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Chapter 7

Concluding Remarks

In this thesis work remarkable properties of laser cooled Rydberg states of 85Rb

atoms were employed to study interatomic interactions at precisions comparable to

those obtainable in microwave spectroscopy.

For precise excitation of Rb atoms to Rydberg states a general technique for laser

frequency stabilization was developed. Using this technique, lasers at arbitrary

wavelengths can be stabilized with frequency drift of < 1 MHz/hr.

The large dipole moments of the Rydberg atoms are responsible for the observed

dipole-dipole interactions between neighboring Rydberg states. Both static and

oscillating electric fields were used to shift the energy levels of Rydberg atoms

into resonance through dipole-dipole interactions. Resonant energy transfer, RET,

between cold Rydberg atoms was then used to determine Rydberg atom energy

levels and enhance interatomic interactions.

For energy level determination from RET spectroscopy, ultra cold 85Rb atoms from

a magneto-optical trap were optically excited to 32d5/2 Rydberg states. A dc electric

field was applied and the atoms were allowed to interact with each other for about

21µs. At an electric field of approximately 0.3 V/cm, resonance transitions of the

two atom dipole-dipole process 32d5/2 + 32d5/2 → 34p3/2 + 30g were observed. The

experimentally observed resonant fields, together with the Stark map calculations

were used to determine the 85Rb ng-series quantum defect to be δg(n = 30) =

0.00405(6).

Due to the sensitivity of Rydberg states to electric fields, Stark shifts of microwave

transitions between nearby Rydberg states were used to compensate stray electric

fields and precisely calibrate and apply known electric fields.
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It is also shown that ac electric fields may be used to induce RET in a conceptu-

ally similar manner as dc electric fields. It was demonstrated that a dressing field of

28.5 GHz at a field strength corresponding to ≈ 0.09 V/cm enhances the two-atom

dipole-dipole process 43d5/2 + 43d5/2 → 45p3/2 + 41f for cold atomic 85Rb. This is

due to induced degeneracy of the initial and final states. The frequency dependence

of the ac Stark shift allows RET between Rydberg atoms to be accomplished with

more versatility than the dc Stark shift.

At a dressing field of 28.5 GHz all of the participating levels (43d5/2, 45p3/2 and

41f) show significant shifts and these give a complicated series of resonances. It is

not obvious why 28.5 GHz was an appropriate frequency to use. We demonstrated

that a much lower frequency of 1.356 GHz shifts only 41f significantly and we can

still shift the 43d5/2 + 43d5/2 → 45p3/2 + 41f process into resonance by varying the

dressing field amplitude. Different resonances were observed at an ac electric-fields

≈ 0.06 V/cm for different magnetic sublevels involved in the process. Compared

to the higher dressing field frequency of 28.5 GHz, the choice of dressing frequency

of 1.356 GHz, which is slightly blue detuned from the 41f − 41g transition, and

structure of the spectra may be understood, by analogy with the dc field case.

We have shown that dc and ac electric fields may be used to induce resonant

energy transfer. This method for enhancing the interactions between Rydberg

atoms may be useful for “dipole-blockade” [15]. The basic principle of the dipole

blockade is that the excitation of one atom prevents the excitations of its neighbors

due to the energy shift induced by the dipole-dipole interaction between a pair

of atoms. The dipole blockade effect provides novel approaches for a number of

applications in quantum information processing. Local blockade has been achieved

through use of the van der Waals interaction between Rydberg atoms [74, 76] (See

also Ref. [84] for progress on very small numbers of interacting atoms.) However, it

is desirable to enhance the interatomic interactions by making them resonant. This

has recently been achieved using dc electric fields [28]. The ac Stark shifts induced

by dressing fields offer an additional means to accomplish this with possible distinct

advantages. For example in a glass cell (coated with alkali) it is typically difficult

to establish dc electric fields with external electrodes, whereas high frequency ac

fields can be applied more easily (see, for example, Ref. [85]).

In this thesis work, precise measurement and control of the interaction between

many cold Rydberg atoms have been reported. Recently the dipole blockade of two

atoms, separated by more than a few µm, has been observed [86, 87]. It was recently

found by Pohl et al. [88] that the presence of the third or more atoms can break
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the dipole blockade. Saffman et al. [89] reviews the theoretical and experimental

progress of the use of properties of Rydberg atoms for a wide range of quantum

information tasks in the last decade.
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