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Abstract

The spatial and temporal flow field characteristics of a gravel-bed river supporting a ro-
bust rainbow trout (Onchorhynchus mykiss) and brown trout (Salmo trutta) fishery were
studied in high resolution in attempts to hydraulically quantify the selection preferences
and incubation characteristics of redds. Measurements were obtained at both the riffle-
and redd-scale post-spawning, in addition to pre- and post-bed mobilization flow events.
A Pulse Coherent Acoustic Doppler Profiler (PCADP) was adapted for use in the lotic
environment where between 4000 to 5000 three-dimensional velocity measurements could
be obtained on a daily basis at the riffle scale. Bed material samples were obtained and
scour chains installed to characterise the bed mobility, critical shear, and macro-erosion of
each riffle studied.

At the riffle-scale, seasonal variability in the mean and variance of commonly used hy-
drodynamic parameters (velocity, flow depth, Froude number, bed roughness, turbulent ki-
netic energy per unit area) was often explicitly related to changes in sampling discharge and
channel structure. Riffle-scale directional semivariograms isolated varied scales of spatial
dependency, and the occurrence of bed mobilizing and channel-forming discharge created
a less smooth and poorly defined spatial structure. Redd-scale omnidirectional semivar-
iograms presented the same response to channel-forming discharge, however overall did
not reveal a coherent spatial structure. Although the commonly used Froude number did
not present patterns or characteristics which could distinguish the redd properties from
the riffle, the results for local velocity and turbulence at the redd-scale revealed evidence
of optimal physical conditions for salmonid incubation, particularly convective flow accel-
eration which promotes downwelling at the egg pockets and unidirectional flow with low
turbulence, which allows this behaviour to persist through a range in environmental flows.
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Chapter 1

Introduction

Important conditions in river ecology contributing to habitat diversity and aquatic pro-
ductivity are the hydraulic characteristics, which vary at numerous inter-dependent scales
of time and space. The hydrologic and hydraulic environment (habitat) of stream-dwelling
organisms is formed by the interaction of a number of variables, including: velocity, water
depth, discharge, substrate composition, and channel configuration. At the reach scale, a
river may manifest large-scale homogeneous geomorphic and hydrologic conditions, but will
also display an important variety of smaller-scale hydraulic elements which have a large in-
fluence on local biotic communities (Kemp et al., 2000; Thomson et al., 2001). These spatial
variations are due to physical characteristics of the river, such as vegetation, channel form,
and roughness elements. Temporal variations in hydrologic and hydraulic conditions are
primarily due to changes in discharge, but are also related to climate and changes in rough-
ness and structure as a result of channel-altering discharges (Casado et al., 2005). High
biodiversity and aquatic ecosystem health has been attributed to high hydraulic spatial
variability (Dyer & Thoms, 2006). It is therefore of value to develop standardised methods
for comparing spatial and temporal hydraulic heterogeneity between river reaches, in order
to develop predictive models of fluvial ecosystems (Roy et al., 2010).

The complexity of fish behaviour generates additional challenges when attempting to
comprehend the distribution and abundance of populations, or when striving to provide
ideal habitat conditions which will be utilized because salmonids live in instantaneous ve-
locity and turbulence conditions, not in an averaged environment (Dyer & Thoms, 2006;
Kilsby & Walker, 2010). Furthermore, these velocity conditions vary under the broad range
of natural flows conveyed, particularly in gravel bed rivers. The nature of turbulent flow
in shallow streams involves complex eddy-like phenomena, which may vary over a range of
scales of time and space (Dingman, 2009). The correlation and confounding of these phys-
ical variables in the lotic environment renders the selection of variables to study a further
challenge (Heede & Rinne, 1990). Systematic research in turbulent flow conditions as they
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relate to lotic habitat must accommodate for the complexity and unpredictability of nat-
ural systems and further research on appropriate sampling strategies and spatial analysis
methods for gravel bed streams is required. A scale dependent approach to investigating
stream ecosystems must involve consideration of hydraulic, morphological, and biological
variables.

The purpose of this study was to measure and characterise velocity and profile-derived
local variables, and examine their relationship with riffle dynamics and salmonid spawning
site selection. High-resolution three-dimensional velocity measurements were repeated four
times within a year on four riffles of a gravel bed stream in Southwestern Ontario. The
measurements captured a distinct quasi-instantaneous description of the hydrodynamic
behaviour at wadeable flow depths. Four brown and rainbow trout redds constructed on
these riffles were more closely and frequently investigated using the same techniques, during
the incubation and emergence periods of the salmonid life-cycle. These hydraulic measure-
ments, along with substrate composition and a complete flow record for the reach, provided
the details necessary for a quantified characterisation of these four similar but distinct units.
By using the same methods to examine selected salmonid spawning habitat, it was possible
to empirically identify the hydrodynamic characteristics which distinguished the selected
sites.

The intensive discretized method applied in this study for velocity measurement pro-
vides an objective seasonal series of hydrodynamic qualities which contains significantly
more detail of the phenomenal variance of a gravel bed system than traditional single-point,
one-time measurements of physical conditions. The complexities of scale in a turbulent flu-
vial system were revealed in the spatial analysis at both the riffle and redd scale, and
the relationship between quantitative variables (velocity, depth, Froude) and discharge are
shown to be varied at both of these scales. These results contribute to the pursuit of creating
reproducible associations between hydraulic patterns and substrate conditions necessary
for reinstating and maintaining productive ecosystems in gravel bed river ecosystems.
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Chapter 2

Background

A scalar approach to river ecology which groups regions of relative homogeneity (biotic,
hydraulic, physio-chemical) has often taken a hierarchical approach (Woods et al., 1996;
Gordon et al., 2006; Parsons et al., 2004). Figure 2.1 illustrates the convergence of biotic
and hydraulic spatial scales of various units used when discussing environmental flows and
their impacts on habitat in gravel-bed rivers.
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Figure 2.1: Spatial scales associated with hydraulic and biotic features in gravel-bed
streams, based on Dingman (2009) with elements from Imhof et al. (1996)
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2.1 Spawning habitat characteristics

When a female salmonid spawns in a gravel-bed stream, she turns on her side and begins to
dig by flexing her tail and driving it into the bed to clear a hollow in the substrate (Figure
2.2). It has been suggested that the females can move particles up to 10% of their body
length (Kondolf et al., 2008). This movement also typically flushes fine sediments from the
substrate, leaving clean gravels and cobbles. Fertilized eggs are deposited into the depres-
sion, and the female immediately covers the eggs with sediment, creating a subsequent pit
upstream. It has been proposed and investigated that the unique morphology of salmonid
redds may lead to optimal physical conditions for egg incubation (Chapman, 1988).

Figure 2.2: Salmonid redd construction modified from Burner (1951)

There exist many scale-dependent factors which have been found to influence the lo-
cation within a river where adult salmonids spawn (Reiser, 1976; Witzel & MacCrimmon,
1983; Zimmer & Power, 2006; Moir & Pasternack, 2008). Flow depth, velocity, and sub-
strate composition are the most commonly used abiotic descriptors of salmonid spawning
habitat, however, there are many additional factors which have been highlighted such as
temperature, inter-gravel dissolved oxygen, hydraulic gradient and hyporheic flow, channel
morphology, and bed stability (Ottaway et al., 1981; Witzel & MacCrimmon, 1983; Crisp
& Carling, 1989; Armstrong et al., 2003; Kondolf et al., 2008). Figure 2.3 summarizes
the recognized physical mechanisms, requirements, and controlling factors for the principle
stages of salmonid spawning. The interplay of these factors at various times during the
life stages of salmonids dictates the mechanics for opportunity and determines the sur-
vival of the salmonids (Witzel & MacCrimmon, 1983; Kondolf & Wolman, 1993; Knapp &
Vredenburg, 1996; Schmetterling, 2000)
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Figure 2.3: Physical requirements of salmonids during redd construction, incubation, and
emergence (Kondolf et al., 2008)

The tradeoff between high and low water velocities around redds must balance adult
energy expenditure during construction and with the need for sufficient flow to oxygenate
and remove metabolic waste from the redd during incubation (Chapman, 1988). High
flows during incubation and emergence have been inversely related to year-class strength
of stream-dwelling brown trout (Spina, 2001). The inter-gravel stage of incubation is the
period during which the majority of salmonid mortality occurs (Rennie & Millar, 2000).
Flow depths at redds are typically related to fish size; it is unlikely that a fish would spawn
in water shallower than its body depth (Crisp & Carling, 1989).

At the crest of a riffle, the lower water surface elevation on the riffle creates a hydraulic
gradient which induces downwelling at this location (Kondolf, 2000). Similarly, the struc-
ture of the redd in Figure 2.2 has also been found to induce downwelling by creating a
hydraulic gradient across the redd mound, inducing flow from the pit region (high pressure
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region) into the unconsolidated tailspill sediment (Thurow & King, 1994; Wu, 2000). The
dune-like structure of the redd also induces convective acceleration over the crest of the
tailspill further facilitating movement of water (including oxygen and metabolic waste)
through the tailspill sediments (Cooper, 1965; Thibodeaux & Boyle, 1987; Schmetterling,
2000).

Substrate composition of selected spawning habitat for salmonids is characterised by
coarse gravel which contains few fine particles (Burner, 1951; Kondolf et al., 2008). In
regards to bed mobility, redd scour is often postulated as the cause of reduced reproductive
success of brown trout (Anderson, 1983). Rennie & Millar (2000) found using spatially
intensive wiffle-balls (similar to scour chains) that a bankfull event on a gravel-bed stream
in British Columbia caused scour of the tailspill of chum salmon (Oncorhynchus keta)
redds exceeding burial depth, but not at the egg pocket locations. The spatial variability
of scour and fill locations was high, and the egg pockets maintained a mobility similar
to the rest of the bed while the tailspill did not. Montgomery et al. (1996) found that
spawning related bed modifications reduced the likelihood of bed mobility, indicating that
salmonids protect their embryos from scour by increasing the critical shear stress of the
bed structure at the egg pockets, and that high discharges during incubation may not
necessarily imply mortality. Rennie & Millar (2000) found the structure of the tailspill to
be more readily mobilized than the surrounding bed or the egg pocket, which implies that
analytical predictions of redd scour remain uncertain.

2.2 Turbulent velocity profiles

2.2.1 Flow characteristics

Open-channel flow is governed by the interaction of inertial, gravitational, and resistance
(friction) forces (Graf & Altinakar, 1998). Flow may be defined as turbulent if the ratio
of the inertial forces to the viscous forces is high (Chow, 1959). In open-channel flow, the
ratio of turbulent to laminar resistance is typically represented by the Reynolds number
(Re), and describes the smoothness of the flow:

Re =
V l

ν
(2.1)

Where:

V = mean velocity

l = characteristic length

ν = kinematic viscosity
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A ratio greater than 2000 is generally accepted as the limit for turbulent flow, and virtually
all open channel flow in natural channels can be classified as fully turbulent (Chow, 1959;
Graf & Altinakar, 1998; Dingman, 2009). Irregular velocity fluctuations in open-channel
flow are a characteristic indicator of this turbulence (Leopold & Maddock, 1953; Julien,
2010).

The ratio of the inertial forces to gravitational forces in open-channel flow is represented
by the dimensionless Froude number (Fr), and is used to classify the nature of flow as sub-
or supercritical (Fr < 1 and Fr > 1, respectively):

Fr =
V√
gh

(2.2)

While the Reynolds number is considered a measure of internal flow conditions and resis-
tance, the Froude number gives an indication of bulk flow characteristics and the quality of
flow at the surface (Gordon et al., 2006). It is commonly used in the field of ecohydraulics
to hydraulically define and classify lotic habitat units, and in the majority of natural bed
river flows it is found to be in the subcritical regime (Fr < 1) (Kemp et al., 2000; Armstrong
et al., 2003; Gordon et al., 2006; Moir & Pasternack, 2008).

2.2.2 Vertical velocity distribution

Formulating expressions and characterising resistance forces is a more complex problem in
open-channel hydraulics, and the vertical velocity profile is an important tool in analysis
(Dingman, 2009). By balancing the driving and resisting forces in the water column, a
velocity distribution can be derived for turbulent flow in a wide channel. The law of the
wall (Prandtl-von Kármán law) predicts that velocity in turbulent flows is logarithmically
distributed with respect to depth (Von Kármán, 1930; Julien, 2010):

u(z) = a+
u∗
κ

ln
z

z0
(2.3)

Where:

u(z) = time-averaged streamwise velocity at elevation z above the bed

a = additive constant

u∗ = shear/friction velocity

κ = von Kármán’s constant

z0 = roughness length, equivalent to the notional height above the bed where the

velocity appears to be 0
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The use of the log law is derived in uniform flow, but has been confirmed experimentally
for gravel-bed rivers in non-uniform conditions (accelerating/decelerating) (Smart, 1999;
Afzalimehr & Anctil, 2001; Song & Chiew, 2001; Marchildon et al., 2011). The von Kármán
constant κ is a proportionality factor in the relationship between mixing length and distance
above the boundary. For flows carrying high concentrations of suspended sediment, κ has
been found to be as low as 0.2 although a value of 0.4 is most commonly used (Yalin, 1992;
Dingman, 2009; Julien, 2010). The nature of the Prandtl-von Kármán (P-vK) universal
velocity-distribution law is such that most of the change in velocity occurs very close
to the bed due to the fact that turbulent eddies are much more effective distributors of
momentum than molecular viscosity, which controls the momentum distribution very close
to the bed where eddy viscosity decreases. The nose-level velocity, measured at 10 cm from
the bed, is considered the velocity which influences a salmonid’s ability to hold station
(Ottaway et al., 1981; Chapman, 1988). The nose-level velocity can be used to characterise
the flow conditions which the organisms most likely experience, and it differs from the
depth-averaged velocity (Marchildon et al., 2011).

The debate over appropriate velocity profile distributions and depths over which the
distributions are applicable is complex (Dingman, 2009). “Far” above the bed, it is expected
that the velocity gradient only depends upon the distance above the bed, and not on
bed roughness. Afzalimehr & Rennie (2009) studied the behaviour of velocity profiles and
shear velocity in gravel-bed rivers, based upon the premise that two regions of flow exist in
gravel-bed rivers: near bed where the log law persists and the outer region where velocity
profile deviates from the log law. In the outer region velocity may be represented by
another distribution, such as the parabolic law or the velocity-defect law, which requires
measurement of water surface velocity (Dingman, 2009). Middleton & Southard (1984);
Smart (1999) and Bridge (2003) studied velocity data from gravel-bed rivers, and found
that the Prandtl-von Kármán law “fits the velocity profile without great error all the way
to the free surface” in turbulent boundary layer flows. Despite theoretical indications of
invalidity, the P-vK law is generally accepted as the theoretical local velocity profile in
wide uniform turbulent flows.

The shear velocity is a measure of the intensity of turbulent velocity fluctuations, ex-
pressed in kinematic (velocity) terms (Dingman, 2009). It can also be considered a charac-
teristic near-bed velocity in turbulent flow. The boundary shear stress τ0 defines the shear
velocity:

τ0 = ρu2∗ (2.4)

The law of the wall assumes that the total shear stress throughout the flow depth is due
to turbulence. However, the “no-slip/zero velocity condition” at the boundary implies that
there must be a zone close to the bed in which the Reynolds numbers are low enough to be
considered laminar (the viscous sublayer) and that there is a transition/buffer layer where
both viscous and turbulent shear stresses are important (Dingman, 2009). The buffer layer
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is characterised by very energetic small-scale turbulence and a fluctuating upper boundary
that is typically very thin relative to typical flow depths in gravel-bed rivers and is often
neglected when analyzing the vertical velocity profile (Middleton & Southard, 1984). The
flow boundary may be classified as hydraulically smooth or rough and is determined from
the height of the roughness elements (ds) relative to the thickness of the viscous sublayer.
The boundary is evaluated using the grain shear Reynolds number (Re∗) as:

Re∗ ≡
u∗ds
ν

(2.5)

If the height of the roughness layer exceeds six times the height of the viscous sublayer
(Re∗ > 70), the boundary layer is considered hydraulically rough and the logarithmic
distribution is applicable to the velocity profile close to the bed (Julien, 2010).

The roughness length z0 is always lower than the surface grain diameter and can be
determined graphically from the intercept of Equation 2.3. It may also be empirically
related to Nikuradses equivalent sand grain roughness (ks) on rough boundaries (Nikuradse,
1933; Leopold, 1994; Julien, 2010):

ks ≈ 30z0 (2.6)

Nikuradse’s equivalent sand grain roughness height represents the roughness of the undu-
lated surface of the bed and is a function of the shape, height and width of the roughness
elements (Yalin, 1992; Schlichting & Gersten, 2000). Values for ks can be estimated from
grain size distributions. The values 6.8d50, 5.2d65, and 3.5d84 are most commonly used in
fluvial geomorphology, where d50, d65, and d84 are the grain size diameters (Julien, 2010).
These single-size estimates for roughness do not account for orientation or protrusion of
particles, and Smart (1999) found that z0 derived from turbulent profiles was independent
of local bed material sizes. Nikora et al. (1998) developed an expression for roughness
by considering the surface as a random field of elevations. By calculating a height using
the standard deviation of surveyed bed elevation points in a predefined rectangular area,
a localized measure of topographic variability can be developed, which can be used to
characterise roughness.

The Manning formula is the most commonly used North American empirical equa-
tion for representing uniform flow in open-channels (French, 1985). Channel conveyance is
quantified as (Gauckler, 1867; Dingman, 2009; Julien, 2010):

V =
1

n
R2/3S

1/2
0 (2.7)

Where:

R = hydraulic radius

S = energy gradient

n = Manning resistance coefficient

9



Manning’s n roughness varies slightly with depth, and empirically derived values for natural
bed streams range from 0.02 to 0.08 (Leopold, 1994). Work by Smart (1999) highlights the
challenges of identifying a representative roughness parameter in gravel-bed rivers, where
there is a large range in bed material sizes and local water surface slope Sw is difficult
to reliably estimate. The significance of scale (Figure 2.1) when considering roughness in
alluvial channels remains to be thoroughly investigated (Yen, 2002).

2.2.3 Profile-based turbulence

A depth-wise modification to conventional time-series-based turbulent kinetic energy was
developed by Marchildon (2009), and uses the variance between time-averaged velocities
in the entire profile:

ēa =
1

2
ρp
(
σ2
x + σ2

y + σ2
z

)
(2.8)

Where:

σx, σy, σz = depth-averaged profile-based variance of velocities in the x, y, and z

= direction

p = length of velocity profile

Equation 2.8 therefore characterises the vertical variance of time-averaged velocity, and
provides a quasi-three-dimensional metric of profile-based variance. This variable can assist
in describing the spatiotemporal patterns of macroturbulence, but will not provide details
on coherent turbulent flow structures.

2.3 Velocity measurement

The sampling effort involved in capturing multiple-point velocity profiles at a cross section
scale (Figure 2.1) has decreased significantly in recent years as the use of Doppler profilers
has become popular. Nevertheless, much research still remains to understand the capa-
bilities and limitations of these technologies at a local scale (González et al., 1996; Lacy
et al., 2005; Tilston, 2005; Kostaschuk et al., 2005; Oberg et al., 2007). The advantages
of profile-based velocity measurement include a more accurate depiction of the velocity
behaviour of the entire flow depth in shallow turbulent streams, which may provide better
estimates of boundary shear stress given that “the inclusion of near-bed velocities is critical
for the estimation of bed shear stress in a shallow river environment” (Biron et al., 1998).
Bedload transport analysis is dependent upon the estimation of the primary parameters
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such as bed shear (τ0) from the velocity profile, and uncertainty in their estimates must
be fully acknowledged. It is also important to make the distinction between the intent to
measure mean properties versus the turbulent characteristics of flow, that require detailed
time-series velocity data.

The field work required for high-resolution sub-reach scale velocity surveys in rivers is
both time consuming and expensive. Intuitively, any spatial data collection methodology
benefits from higher sampling resolution. The priority of velocity measurement in a natural
system is not only to minimize sampling effort and maximize interpolation accuracy, but
also to minimize discharge variability in order to ensure stationarity in a single data set. The
change in hydromorphological characteristics due to changes in discharge during sampling
is rarely addressed (Casado et al., 2005; Legleiter et al., 2007). Of the few published works
investigating suitable sampling strategies, Roy (2006) tested several interpolation models
to determine the optimal sampling density required to develop an accurate interpolation
model from grid-based velocity data. Using an acoustic Doppler velocimeter to characterise
turbulence, a density of 4 measurements per square meter was found to be optimal in a
12 m wide gravel-bed stream. Similarly, Casado et al. (2005) compared transect versus
grid sampling strategies on a reach scale (L = 200 m) and found that a transect sampling
strategy performed poorly in the recognition of spatial pattern using geostatistical tech-
niques. However, Legleiter et al. (2007) successfully employed geostatistical analysis with
velocity data collected on transects (0.5 m vs 1.5 m resolution, transverse to streamwise).
Bradbrook et al. (2000) noted that it is of prime importance to include the spatial scales
at which the spatial patterns of study variables are expected to persist when selecting a
sampling strategy, be it grid- or transect-based.

2.4 Bed mobility

Simplified stability analysis of particles on a river bed can describe the incipient motion
of uniform grain sizes in a horizontal channel (Julien, 2010). As the boundary shear stress
in alluvial channels increases, a threshold is reached at which point the bed material is no
longer stable. The threshold is defined by the balance of resisting forces due to particle
weights and the hydrodynamic moments of force. The critical Shields parameter τ∗c is used
to describe the ratio of these forces, and is a function of the particle size:

τ∗c =
τc

(γs − γm) dn
(2.9)
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Where:

τc = critical shear stress

γs = specific weight of sediment

γm = specific weight of water-sediment mixture

dn = grain size at which n% by weight of the sample bed material is finer

A value of τ∗c ≈ 0.047 is widely used for single-particle sizes in turbulent flow over hy-
draulically rough gravel-bed streams, when Re∗ > 50 (see Equation 2.5) (Meyer-Peter &
Müller, 1948; Julien, 2010). The critical boundary shear stress can then be isolated as the
following:

τc = 0.047 (γs − γm) ds (2.10)

The measurement of the scour and fill dynamics of sediment is important in under-
standing the conditions of spawning and incubation habitat (Nawa & Frissell, 1993). While
empirical calculation of threshold shear stress determines potential for bed erosion, most
bed-load transport in gravel-bed streams occurs during flows approaching and exceeding
bankfull discharge, in discrete scour and fill events (Nawa & Frissell, 1993; Leopold et al.,
1995).

2.5 Spatial statistics

A semivariance approach can be used to describe the spatial structure of flow variables,
by incorporating variance as well as spatial structure. The semivariance (γ̂) is calculated
as half the average squared difference between the values of every data pair, and takes the
units of the observed parameter squared (Goovaerts, 1997):

γ̂(ξ) =
1

2
· 1

N(ξ)

N(ξ)∑
i=1

[Z(xi + ξ)− Z(xi)]
2 (2.11)

Where:

ξ = lag distance separating pairs of observations

N(ξ) = number of paired data at distance of ξ

Z(xi) = value of a given observation at location xi

The semivariogram described by Equation 2.11 is based on the principle that on average,
two observations closer together are more similar than two observations farther apart, and
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the dissimilarity of observations is expressed as a function of the distance which separates
them (ξ), as in Figure 3.10 (Legleiter et al., 2007). The nature of river flow indicates that
two directionally-dependent spatial patterns may emerge - downstream and transverse.
An omni-directional semivariogram (equal circle radius) may therefore not reveal isolated
patterns, and may in fact camouflage apparent spatial dependencies. By restricting the
angular tolerance around the lag distance, directional semivariograms in the streamwise
and transverse direction can be created, and the degree of continuity of a property in a
specific orientation can be measured (Chiles & Delfiner, 1999; Roy, 2006).
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Chapter 3

Methodology

3.1 Site selection

The Apps’ Mill reach of Whitemans Creek was selected as a suitable study site due to its
successful spawning reputation, existing previous topographic surveys and velocity mea-
surements, and ease of access. Whitemans Creek watershed is a sub-catchment of the Grand
River watershed (Figure 3.1). The river drains an area of 383 km2, and discharges into
the Grand River 20 km north west of Brantford, Ontario. The watershed is predominantly
agricultural with a domesticated land use remaining relatively constant over the past 50
years. Current urban land use is estimated at less than 5%, and total impervious land cover
is only 3.6% (Ontario Ministry of Natural Resources, 2008).

The study reach is primarily comprised of recent sandy glacio-fluvial deposits and the
creek cuts through the Norfolk Sand Plain for several kilometres upstream (Ontario Geo-
logical Survey, 2007). The Water Survey of Canada operates a water level and streamflow
gauge station at the upstream extent of the reach, at Cleaver Road Bridge (WSC 02GB008),
as illustrated in Figure 3.2. Bankfull discharge at Whitemans Creek is estimated to be 40
m3/s determined from both field calibration and a Log-Pearson analysis (Hartley, 1999;
Marchildon, 2009).

Based upon results from previous spawning surveys (Marchildon, 2009), current fluvial
conditions, and anecdotal guidance, three riffles were selected for detailed analysis and
study. They will be referred to hereinafter as R1, R2, R3 (Figure 3.2). One of the initial
objectives of the study was to examine the pre-to-post-spawning hydraulic conditions of
salmonid redds, in order to identify selection patterns made by salmonids. In preparation
for the brown trout spawning season in the autumn, velocity measurements were taken
on these riffles in early fall 2009 with the intention of capturing pre-spawning conditions
on these riffles. When water temperature and flow conditions indicated that spawning was
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most likely completed in early October, a reach-long spawning survey was undertaken to
identify established and attempted redds. A Trimble Geo XT sub-metre accurate Global
Positioning System was used to locate three redds identified on a riffle which was not
included in the original study, hereinafter R4 (Figure 3.2). Given that brown trout redds
had not been identified on the three other riffles, it was decided that R4 should be included
in the study, and velocity measurements were taken on this riffle in mid-October 2009, post-
spawning activity. Velocity measurements above and proximal to the redds were continued
throughout the fall and winter approximately every month and all riffles were re-surveyed
in early February 2010. Following the major spring freshet event in mid-March, R2 and R4
were re-surveyed. Flow and weather conditions did not permit R1 and R3 to be measured
until after another substantial event in early April. Rainbow trout spawning was observed
through the reach both in early April, prior to this event, and immediately following this
event. However, only a single rainbow trout redd was identified in the entire study reach,
which was located on R3. This redd was monitored again through the spring and early
summer, and all riffles were re-surveyed for the summer sampling season in late June, as
seen in Figure 3.3.
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Figure 3.1: Site map of Whiteman’s Creek watershed in Southwestern Ontario
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Figure 3.2: Study reach of Whiteman’s Creek at Apps’ Mill Conservation Area

The discharge through the study reach during velocity measurement ranged from 4-8%
of the bankfull discharge, with the exception of the fall measurements on R1 (11%). An
attempt was made to minimize the variability in discharge during measurement, however,
the occurrence of optimal flow and meteorological conditions were not always achieved due
to the constraints of field work conditions. The sampling priority was to collect velocity
measurements at all riffles in as short as time as possible in order to ensure constant flow
conditions, within the limits of available windows in wadeable flow depths and weather
conditions.
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Figure 3.3: Chronology of velocity measurements taken at each study riffle at Whiteman’s
Creek, including daily average discharge and water temperature

3.2 Data collection

3.2.1 Velocity measurement

A downward-looking Sontek pulse coherent acoustic Doppler profiler (PCADP) was se-
lected to acquire velocity measurements for its high precision in the boundary layer envi-
ronment and the ability to measure at a high vertical resolution (vertically to 1.6 cm depth
cell intervals). A typical ADP uses the Doppler shift principle to determine water velocity:
transducers emit a beam of sound which is reflected by suspended particles in the water
column. The frequency shift of the returning signal is used to determine the water velocity.
The pulse coherent processing mode of the Doppler profiler designates that not one but two
pulses are transmitted from each of the three transducers, angled at 15◦, and the change in
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phase between the two pulses is used to determine the water velocity. There exists there-
fore a trade-off between maximum velocity and depth range: streamwise velocities greater
than 1.5 m/s must be associated with flow depths smaller than 0.5 m (SonTek/YSI, 2004).
The PCADP is also limited by a minimum depth requirement as a blanking distance of
5 cm below the transducers is required to recover from transmitting the acoustic pulse
and to dissipate any potential flow disturbance created by the probe. Although designed

Figure 3.4: Longitudinal cross section and plan view of typical salmonid redd construction
(Zimmer & Power, 2006)

primarily for long-term autonomous deployment, the PCADP system has been adapted
to collect high resolution discretized velocity data at the riffle-scale (Marchildon, 2009).
A table-like apparatus (cage) with a track was designed to accurately and efficiently dis-
cretize the region of the river to be studied. A trade-off between intensive and extensive
data collection was made in an effort to collect velocity measurements on all four riffles in
a short time-window to ensure steady discharge conditions. A planometric resolution of 80
cm was selected for all non-redd area measurements. The scale and structure of a salmonid
redd is illustrated in Figure 3.4. When sampling velocities around a redd, a resolution of
40 cm was used corresponding to the lower scale of spatial structure manifested by redd
features. A specific terminology for scales of measurement was adopted, as illustrated in
Figure 3.5: cages, nodes (the planometric location of a velocity profile), and profile points
(locations of individual velocity measurements, corresponding to the average velocity in a
single depth cell).

The Sontek software ViewADP was used to initially process, visualize, and export
the following data from the PCADP: three time-averaged velocity values (ux, uy, uz),
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Figure 3.5: Velocity measurement methodology and terminology using a PCADP with the
cage and track system

three signal strength values (SNR), and three percent correlation values. The ambiguity
resolution routine of the ViewADP software was used to resolve high velocity conditions
when a velocity “wrap” may have occurred (SonTek/YSI, 2004). A series of previously
developed Visual Basic 6 executables were then used to georeference the data, following
the cage methods described in Marchildon (2009). An additional object-oriented program
was created to organize and output the data for further statistical and spatial analysis, and
to provide a graphical interface for analyzing individual georeferenced profiles (e.g. Figure
3.6).
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Figure 3.6: Screen capture of post-processing interface developed for velocity profile analysis

3.2.2 Sediment sampling

The barrel sampling technique was used to sample the sediment on all four riffles in August
2010, during base flow conditions (Bunte & Abt, 2001). Samples were collected at the top
and bottom of each riffle and the middle if necessary (depending upon observed streambed
heterogeneity and riffle length), as well as at the location of any previously identified
redds. Grain size analysis was conducted in the laboratory on each sample using the dry
sieving method (Bunte & Abt, 2001). The sediment samples were observed to be normally
distributed when plotted on a log-normal scale, and the cumulative distribution curve was
used to determine additional relevant parameters such as the sorting coefficient (the degree
of fluvial dispersion) and skewness. The Inman sorting coefficient (sI) was calculated using
only two percentiles, whereas the Folk and Ward (sFW ) coefficient included a broader range
of the distribution curve, as defined by:

sI = |Φ84 − Φ16

2
| (3.1)

sFW =
Φ84 − Φ16

4
+

Φ95 − Φ5

6.6
(3.2)

respectively. Warrens simplified equation for skewness as a function of median and sorting
values is used to categorize the symmetry of the sediment samples, as defined by:
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ska,W =
Φ84 − Φ50

Φ84 − Φ16

− Φ50 − Φ5

Φ95 − Φ5

(3.3)

The Fredle index is a measure of the geometric skewness of a substrate sample, and
is frequently used to characterise permeability and porosity of spawning gravel (Bunte &
Abt, 2001; Lotspeich et al., 1981):

skg,F =

d84d16d75
d25


05

(3.4)

Seasonal monitoring of the streambed surface was accomplished by filtering the PCADP
data to determine the elevation of the bed. In addition to velocity, the PCADP records
the strength of the backscattered acoustic signal retrieved by the probe that is above the
background noise (signal to noise ratio (SNR) in dB). When the ADP pulse hits a boundary,
such as the river bed surface, the SNR value will peak as it receives an expectedly strong
return signal from the solid boundary. The slant angle of the PCADP transducers is 15◦

(Figure 3.5). At a 50 cm flow depth and a maximum riffle slope of 1% (R2), an elevation
difference of 2.3 mm is expected between beams. Localized changes in elevation can produce
a greater discrepancy between the elevations of the peak identified by the beams. Here the
maximum difference between any two beams peak elevation was less than 3.2 cm (two cell
heights) 75% of the time. The algorithm was therefore further refined to determine the
median value of the three bottom depths indicated by each beam.

The changes in bed elevation were iso-contoured according to the average particle size on
the study reach. Any changes in bed elevation less than 5 cm may be considered inaccurate
given the measurement technique and that the d50 value on any riffle never exceeds 5 cm.
The priority is to measure significant changes in bed elevation, as opposed to micro changes
in topography and particle readjustment. The interpolation necessary to determine the bed
elevation between the 80 cm grid spacing also limits the vertical resolution available for
topography mapping. Monitoring of the net change of the streambed elevation is useful in
estimating erosion and deposition (MacVicar & Roy, 2011), however, the discrete events
can result in significant amounts of erosion during peak flow which are re-aggraded during
the same event and are not apparent during net change evaluation (Nawa & Frissell, 1993).

Scour chains are steel chains which are implanted vertically into the riverbed during
wadeable conditions, and are commonly used to measure the scour and fill of flow events
(Emmett & Leopold, 1963). During a peak flow event if the streambed is scoured, the
exposed chain will be folded over in the downstream direction, and the scour depth can be
recovered by digging through the newly deposited material after the event has passed and
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measuring the length of chain which is now parallel to the streambed. In order to measure
the discrete scour and fill of sediment, scour chains were implanted in the river bed on R4,
the riffle with three established brown trout redds. Four chains were installed in January
2010, two at the top and two at the bottom of R4.

3.3 Post-processing of velocity data

3.3.1 Outlier removal

The PCADP velocity data must be evaluated and filtered prior to calculating flow statistics.
Acoustic reflections from the substrate and turbulent decorrelation are common issues with
Doppler velocity meters that can lead to erroneous velocity data which should be identified
(Lane et al., 1998). When turbulent mixing is strong, decorrelation can occur when the
measured particles are redistributed within the cell, resulting in unbiased velocities with low
correlations (SonTek/YSI, 2004). Studies have been undertaken to evaluate the accuracy
of the PCADP (Gartner & Ganju, 2002; Lacy & Sherwood, 2004; Kobashi, 2009), and the
United States Geological Survey has released a post-processing package for filtering and
evaluating the raw binary files produced by the PCADP (Martini et al., 2005). However, the
majority of these studies are related to either autonomous oceanic or near-shore deployment
of the PCADP and are not necessarily applicable in this environment and application.

As discussed in Section 2.2, the law of the wall is commonly used to analyze the co-
herency of the measured velocity profiles (Stone & Hotchkiss, 2007). The law of the wall can
be transformed to the linear domain by obtaining the logarithm of both sides, and a linear
regression can be performed by fitting the measured velocity profile points to Equation
2.3. Previous processing of PCADP velocity data in this stationary environmental applica-
tion found that the removal of up to three points close to the bed greatly improved upon
the coefficient of determination in the linear regression of the law of the wall. In order to
optimize the regression results and automate the removal of outliers, Cooks distance (Di)
was used to objectively measure the effect of deleting a given observation (Maindonald &
Braun, 2007). Data points with large residuals and/or high leverage, quantified by Di, may
distort the accuracy and outcome of the linear regression (Heiberger & Holland, 2004):

Di =

∑n
j=1

(
Ûj − Ûj(i)

)2
pMSE

(3.5)
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Where:

Ûj = predicted velocity from the full regression model for observation j

Ûj(i) = predicted velocity for observation j from a refitted regression model in which

observation i has been omitted

p = number of fitted parameters (= 1 for linear model)

MSE = mean squared error of the regression model

Cooks distance for each profile point was determined using Equation 3.5, and all points
with a value less than 4/(N + 1) were discarded, where N is the number of cells in the
velocity profile. Deviations from the log profile are occasionally observed as distance from
the boundary increases, due to the invalidity of the constant shear stress assumption and
mixing length approximations (Julien, 2010). However, 88% of the outliers were identified
within 9 cm of the bed, and 67% of the outliers were within 5 cm of the bed, which cor-
responds well with the reach-wide d50 particle size boundary layer. The heterogeneity of
roughness elements on the river bed creates localized reductions in near-bed velocities, and
can cause deviations from a log profile (Wiberg & Smith, 1987). Figure 3.7 summarizes the
distance from the bed surface of the outliers which were removed from each riffle, during
each sampling season. A common metric for evaluating the performance and accuracy of

Figure 3.7: Vertical location of outliers removed from velocity profiles following regression
analysis

a linear regression is the coefficient of determination (r2). The accuracy of the parameters
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extracted from the log law in Equation 2.3 (such as τ0) is dependent upon the ability of the
linear regression model to reproduce the velocity conditions observed at any distance from
the bed. This ability was therefore quantitatively evaluated by examining various critical
values for the coefficient of determination. After the outliers identified using Cooks Law
were removed and the linear regression was performed again, all nodes with less than 5 valid
profile points were discarded. The number of nodes discarded due to insufficient points re-
mained nearly constant through all threshold values of the coefficient of determination. The
remaining nodes were discarded because they did not meet the coefficient of determination
(r2) threshold, or regression correlation. At the highest threshold (r2 =0.99) only 9% of
the velocity profiles had a sufficient regression coefficient. Figure 3.8 summarizes the per-
centage of nodes discarded for both reasons and illustrates that during the fall and winter
sampling periods a similar trend for node failure can be identified. However, in the spring

Figure 3.8: Seasonal distribution of discarded regressed velocity profiles at various critical
coefficients of determination

and summer a larger proportion of nodes were discarded due to insufficient coefficient of
determination and not due to an insufficient number of points in profile. This may be due
to higher flow depths in the spring as well as more discretion by those taking measurements
in not sampling sections of the riffle with insufficient flow depths. Seasonally and across
all riffles, the performance of the PCADP when measuring regressed velocity profiles was
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comparable. In addition, the identified outliers did not correlate with low PCADP burst
correlation values, indicating that the post-processing using Cook’s distance was in fact
necessary to successfully identify outliers from the velocity profiles. Following these results,
a critical threshold of the coefficient of determination was determined to be optimal at 0.8.
Of the over 13 000 velocity profiles measured, 79% were retained following the regression
analysis. Further analysis of the regression results indicates that through all seasons, the
average coefficient of regression at each riffle was 0.88.

Casado et al. (2005) found that regardless of the velocity sampling density employed, the
locations of outliers and extreme values remained approximately the same when measuring
velocity profiles with an acoustic Doppler velocimeter, and these coincided with the location
of unbroken-broken standing waves. Similar problems were encountered in this study, in
particular near the right bank of R2. Although use of higher sampling densities in the
presence of standing waves can compensate for potential outliers, use of higher sampling
densities in selected areas introduces bias and reduces the validity of geostatistical methods
which require equal sampling resolutions.

3.4 Hydraulic parameters

3.4.1 Depth-averaged velocity

The application of standard geostatistical methods to the velocity data requires a two
dimensional data set, while still preserving a level of variance in the velocity measurements.
To resolve the data into two spatial dimensions, a depth-averaged velocity must be adopted
(U), obtained by applying the mean value theorem and integrating the law of the wall
(Equation 2.3) over the water depth h and assuming h� z0, as defined by:

U =
u∗
κ

ln
h

ez0
(3.6)

The three sensors of the PCADP probe must be submerged while measurement is occur-
ring and 5 cm is required for a blanking distance. Therefore, a portion of the water column
at the surface is not captured in the velocity profile. This implies that the arithmetic av-
erage of the profile velocities (U3) is not an accurate representation of the depth-averaged
velocity. Several other point-velocity methods exist for estimating depth-averaged velocity:
single-point method 0.6h from the surface (based on the analytical solution of the integra-
tion of the logarithmic velocity profile where the mean is found to be at a depth of 0.37h),
two-point average of 0.2h and 0.8h, and three-point average (mean of 0.2h and 0.8h, and
0.6h) (Julien, 2010). In addition to these values, the nose depth velocity was defined to be
at 10 cm from the bed surface, as discussed in Section 2.2.2. The representative vertical
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velocity uz from the profile was taken to be the vertical component measured at 10 cm
above the bed.

A profile-based version of the Reynolds number was calculated using the local flow
depth as the characteristic length and the depth-averaged velocity U in Equation 2.1.
Similarly, the local Froude number was calculated using the depth-averaged velocity in
Equation 2.2 to describe the highly varied relationship between flow depth and velocity at
the node scale.

3.4.2 Boundary layer variables

The Prandtl-von Kármán law in Equation 2.3 can be simplified to:

u(z) = a+ blnz (3.7)

Where a and b are the intercept and slope of a log-transformed linear regression, as dis-
cussed in Section 3.5. Shear velocity u∗ was then determined from the following:

u∗ = κb (3.8)

Profile-based local bed shear (τ0) was calculated for each node following Equation 2.4 from
the law of the wall. Local Froude number and Reynolds number were determined using
the depth-averaged velocity U and the total flow depth as the characteristic length at each
node, as discussed in Section 2.2.

Grain roughness height z0 was determined from the linear regression of the velocity
profile (Equation 2.3), and Nikuradse’s local grain roughness was estimated from these
values using the relationship in Equation 2.6. Nikora et al. (1998)’s version was not con-
sidered acceptable due to the resolution of topographic data. As a representation of local
surface roughness, ks represents the size, shape, and distribution of roughness elements on
the river bed.

A local estimate of Manning’s (n) roughness was derived using the Darcy Weisbach
dimensionless friction factor (f) as defined by:

f =
8τ0
ρU2

(3.9)

The Darcy Weisbach resistance factor can be related to the Manning’s n resistance in wide
shallow channels such as Whiteman’s Creek (R ≈ h) by employing the following conversion:√

8g

f
=
h1/6

n
(3.10)
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Combining Equations 3.9 and 3.10 provides a local estimate of Manning’s roughness coef-
ficient at each node:

n =
u∗h

1/6

√
gU

(3.11)

3.5 Statistical methods

3.5.1 Coefficient of variation

The coefficient of variation (CV) is a common method for representing hydraulic diversity,
and gives an indication of equitability of a given variable (Kilsby, 2008). By normalizing
the standard statistics of a riffle by their respective mean values the relative variance of
different spatial or temporal data sets (such as riffles or seasons) can be compared as defined
by:

CV =
σ

µ
(3.12)

where σ and µ are the mean and standard deviation of a given profile-based hydraulic
variable across a single riffle during a single sampling season. Figure 3.9 illustrates a box-
and-whisker plot utilized throughout the analysis to represent the coefficient of variation
for several variables across several seasons:

Figure 3.9: Modified box-whisker to represent coefficient of variation (CV) (Marchildon,
2009)
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3.5.2 Semivariograms

The primary objective of geostatistical analysis is to characterise and quantify at a riffle
scale, through several seasons, the spatial variability (streamwise and transverse) of various
hydraulic parameters. A semivariogram approach (Equation 2.11) was employed which
required intrinsic stationarity, such that the mean and variance of the parameters difference
(Z(xi)−Z(xi+ ξ)) was only dependent upon the displacement between the locations. This
implies that the mean of the velocity data may vary spatially, but the semivariogram
method will filter this influence (Wackernagel, 1995).

The three main parameters of a semivariogram are the sill, range, and nugget (Figure
3.10). The sill represents the overall variance of the data, and is identified as the maximum
value of variance encountered in the semivariogram. The range is the maximum distance
over which pairs of observations remain correlated; beyond this distance data behave as
if they were independent. A nugget may be identified if the experimental semivariogram
does not tend to zero as ξ approaches 0. This discontinuity at the origin may be due
to measurement error or fine scale variability not captured at the designated sampling
resolution. The presence of a microstructure with a range shorter than the smallest lag
increment would also manifest as a nugget in the semivariogram.

Figure 3.10: Example of experimental semivariogram and applicable parametric models
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To account for changes in flow depth during measurement Legleiter et al. (2007) and
Roy (2006) normalized the velocity and turbulence intensities using a riffle-averaged shear
velocity (a measure of “flow strength”) prior to a semivariogram analysis. It is also possible
to normalize standard variables by the overall sample variance to create a quasi-unit semi-
variogram to enable comparison between semivariograms of different parameters (Lindsey
Smart, 2009). However, the primary advantage of the semivariogram is that it does not
require knowledge of the arithmetic mean, which may introduce bias if assumed from the
sample data; the use of sample variance is often an inappropriate measure of population
variance (Chiles & Delfiner, 1999). Furthermore, converting parameters to relative values
may change the interpretation of the semivariogram and may discard biologically relevant
information (Clifford et al., 2005).

Semivariogram models are a set of mathematical functions that describe the spatial
relationships indicated by the experimental semivariogram. While no model is the perfect
fit for a given semivariogram, the Gaussian, exponential, and spherical models are most
suitable for data of this nature (Legleiter et al., 2007; Roy, 2006) and are summarized in
Equations 3.13, 3.14, and 3.15. The nugget effect (Equation 3.16) is treated as a nested
model which contributes to the total sill of a given model, while the Gaussian model exhibits
parabolic behaviour at the origin, and represents very smoothly varying properties (Chiles
& Delfiner, 1999).

γsph(ξ) = c

(
3ξ

2a
− 1

2

(
ξ

a

)3
)

(3.13)

γexp(ξ) = c

(
1− exp

(
−3ξ

a

))
(3.14)

γgau(ξ) = c

(
1− exp

(
−3ξ2

a2

))
(3.15)

γnug(ξ) = 0 when ξ = 0

= c when ξ > 0
(3.16)

Where a and c represent the range and sill, respectively, as illustrated in Figure 3.10. Gaus-
sian and exponential models reach their sill asymptotically, therefore the effective range is
the distance at which the semivariogram reaches 95% of its maximum (Wackernagel, 1995).
However, the form of the Gaussian model is characterised by smaller spatial velocity gradi-
ents (weaker convective accelerations) than an exponential model with similar parameters
(Legleiter et al., 2007).
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The velocity data collected at Whiteman’s Creek was organized into two-dimensional
georeferenced node-based local sets, separated by riffle and season. Various hydrodynamic
parameters (depth-averaged U , U10, Fr, h,Re, u∗, τ0) were calculated for each node, creating
a planometric data set of georeferenced data. The third dimension was incorporated into
this spatial analysis using semivariograms at the nose-depth. Riffle-scale streamwise and
transverse directional semivariograms were calculated and models were fit to the sample
semivariograms using Gstat, an open source code for geostatistical modelling and prediction
(Pebesma & Wesseling, 1998).

Table 3.1 summarizes the values of the semivariogram parameters used in this study.
Only empirical rules of thumb exist for determining the class size of a sample semivari-
ogram. Higher lag increments smooth the semivariogram curve but may compromise smaller
scale features, whereas small lag increments may produce erratic experimental semivari-
ograms if there are too few comparisons at each lag (Clifford et al., 2005; Webster &
Oliver, 2007). Based upon the sampling interval of 0.8 m and results from previous studies,
∆ξ =0.5 m was chosen for both streamwise and transverse lag increments. This value is
a compromise between providing an adequate number of points in the empirical semivari-
ograms to suggest a suitable theoretical model, while also maintaining a sufficient number
of points within each lag class to ensure the accuracy of the semivariogram point.

Table 3.1: Specifications for semivariograms in the (s)treamwise and (t)ransverse directions
from literature and study riffles

Legleiter Roy Kilsby R1 R2 R3 R4
(2007) (2006) (2008)

W (m) 14 15-20 10 15 10 12 14
L(m) 8 10 125 55 55 25 85
S0(m/m) 0.011 0.002 0.0005 0.0075 0.010 0.007 0.006

s t s t s t s t s t s t s t

ξ increment (m) 1.5 0.5 0.25 0.25 0.5 0.5 0.5 0.5 1.5 0.5 1.5 0.5 1.5 0.5
ξmax(m) 6 10 8 8 5 110 26 7 22 6 15 7 45 6
Azimuth tolerance (◦) 15 15 15 15 - - 15 15 15 15 15 15 15 15

The spatial dependencies are not defined in detail at scales smaller than the average
minimum distance between the gridded data. Any further investigation must be accom-
plished by evaluating the nugget effect for evident microscale correlations. Furthermore,
the maximum lag distance (ξmax) at which the semivariogram is calculated is typically
set at half the maximum distance between sample pairs, which will vary by riffle (Morris,
1991; Deutsch & Journel, 1998). It is likely that pairs at classes higher than this are in-
dependent with respect to the spatial scale that the semivariogram is detecting, and will
contribute noise to the curve. To create directional semivariograms, two azimuths unique
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to each riffle must be specified corresponding to the streamwise and transverse directions.
The tolerance of this angle dictates the maximum deviation from the direction tolerated
for a pair of points, and defines a cone of searchable area for valid pairs of points to be
included in the experimental semivariogram.

Following the development of the experimental semivariogram using the parameters
summarized in Table 3.1, appropriate semivariogram models were fit to the curves in order
to more concisely describe a standardised spatial structure. The sill, nugget, and range are
the quantitative parameters of a semivariogram which can be identified as illustrated in
Figure 3.10. While it is possible to determine these parameters by inspection of the exper-
imental semivariograms without the use of a fitted model, scattered data and noise may
render the definition of the parameters to be time-consuming. Furthermore, knowledge of
the fluid structure can introduce subjectivity and bias into the analysis and manual fitting
of parametric models (Chiles & Delfiner, 1999). Gstat was employed using an iterative
algorithm to minimize the weighted least squares difference between the fitted model and
the sample semivariogram to determine the values of the sill, nugget, and range parameters
(Cressie, 1985). Gaussian, spherical, and exponential models were considered, in addition
to a nested nugget effect. Visual examination of the model fit was always performed, and
in some isolated cases when the parameters from the automated fit were suspect, values
determined by inspection were retained instead.
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Chapter 4

Riffle hydrodynamics

This chapter serves to present and discuss the results of the riffle-scale velocity measure-
ments, focusing on the high levels of variance observed in numerous features of the riffle
environment. Further, this chapter moves from the reach-averaged hydraulic variables to
below the sub-riffle scale (Figure 2.1), in order to better define and clarify the hetero-
geneity and unit-specific geomorphic-biotic relationships (Moir & Pasternack, 2008). The
discussion begins at the reach scale with the hydrologic conditions, moves down to the riffle-
scale results for various profile-based hydraulic variables, and ends at the local boundary
layer where sediment conditions and shear stress describe the seasonally-dependant fluvial
responses.

Table 4.1: Morphologic properties of four study riffles at Whiteman’s Creek

S0 (m/m) W (m) L (m) hbf (m)
R1 0.0075 15 55 1.61
R2 0.0100 10 55 1.67
R3 0.0070 12 25 2.58
R4 0.0060 14 85 1.96

Four riffles within the Apps’ Mill Conservation Area concession on Whitemans Creek
were included in the study (Figure 4.1). The four riffles (R1, R2, R3, R4) have varying
slopes, widths, and lengths, and characterise the common reach-averaged yet varied mor-
phology of the shallow gravel-bed stream outlined in Table 4.1. Width here is defined
at low flow conditions when velocity measurements occurred. R1 is located immediately
downstream of Robinson Road, and is a straight and heavily armoured steep riffle. R2 is of
similar length, however the width contracts mid-riffle to produce two distinct flow regions
(wide, shallow and slow; narrow, fast and deep). R3 is located between two sharp meander
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Figure 4.1: Locations of study riffles at Whiteman’s Creek

bends, and was observed to be a dynamic structure. R4 is a long, reasonably straight riffle
with a constant moderate slope, which is spanned by a pedestrian bridge.

4.1 Hydrologic setting

Bed material samples were used to determine various critical shear stresses on each riffle,
following the Shields method described in Chapter 2. Based upon the results for critical
shear stress on each riffle, the critical discharges were estimated. A one-dimensional Hydro-
logic Engineering Centers River Analysis System (HEC-RAS) model was used to determine
the approximate discharge at which critical shear stress on each riffle was exceeded for var-
ious particle sizes. The critical discharges for the d25, d50, and d65 particles are indicated in
Figure 4.2 in correspondence with the WSC gauge-measured discharge. The chronology of
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field velocity measurements for each riffle are also indicated by the vertical bars. Although
R3 had the largest average particle size, the highest critical discharge determined from
the model was on R1. Both R1 and R3 have similar bed slopes (see Table 4.1) however
the wider cross-sectional geometry on R1 results in lower bed shear stress values for the
same discharge. It was observed during velocity measurement that the particle sizes on
R3 appear to have increased following the spring flood event. If sediment sampling were
to have occurred prior to the spring event, it is expected that the d50 value found would
have been lower than that collected in August 2010 and it is probable that the Qc65 was
exceeded during the spring flood.

Figure 4.2: Hydrograph (02GB008) and seasonal velocity measurements, with critical dis-
charges (Qc) of various particles sizes on a)R1 b)R2 c)R3 and d)R4

34



Two principle hydrological events occurred in the spring of 2010: mid-March and early
April. The first event exceeded critical shear stress for d50 on all study riffles except R1,
as illustrated in Figure 4.2. The peak discharge of the event occurring from March 3 to
March 16 with a maximum discharge of 40 m3/s (uncorrected WSC gauge data), which is
also expected to have exceeded the critical shear stress of particles smaller than the d65 on
all riffles except R1. This discharge also corresponds to the estimated bankfull discharge,
determined from field calibration and a Log-Pearson analysis (Lounder & Thompson, 2009).
The secondary event, reaching a peak discharge of approximately 25 m3/s, exceeded critical
shear stress of the average particle size of only R2 and R4.

4.2 Riffle-scale results

10 727 vertical velocity profiles were retained for analysis from all sampling periods (R1:
2782, R2: 1978, R3: 1301, R4: 4666). From these profiles, 215 670 three-dimensional velocity
measurements were analyzed, at a vertical resolution of 1.6 cm. Prior to the application of
standard statistical analysis to the collected velocity data, the Kolmogorov-Smirnov (KS)
goodness of fit statistic was used to confirm normal distribution (Chakravarti et al., 1967).
The KS test indicated that the depth-averaged streamwise three-dimensional velocity vec-
tors for each reach over the sampling periods were normally distributed (α = 0.05). Table
4.2 summarizes the primary hydraulic values for each riffle and season, expressed by the
mean (standard deviation).

A one-way analysis of variance (ANOVA) test for equality of all means of riffle and
seasonal velocity was performed (Heiberger & Holland, 2004) and the null hypothesis of
all means being the same was rejected at a significance of 0.05. A Tukey test was then
performed on each pair of means to determine the differences between pairs of seasons
(Tukey, 1973). The means were found to be different for all pairs except for fall-winter on
R4 and winter-summer on R1. The fall and winter coincide with the typical spawning and
incubation period for brown trout. Three redds were identified on this reach during this
period. The riffle selected for spawning by salmonids during the study year maintained
statistically similar high-resolution velocity conditions through two sampling periods.
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Table 4.2: Riffle-scale seasonal mean values (standard deviation) of various hydrodynamic
parameters

R1 R2

Fall Winter Spring Summer Fall Winter Spring Summer

Q (m3/s) 4.12 (0.28) 1.69 (0.01) 3.05 (0.1) 1.14 (0.07) 1.62 (0.15) 1.92 (0.26) 4.86 (0.1) 1.50 (0.02)

T (◦C) 18 - 20 1 - 2 10 - 13 18 - 21 14 - 16 0 - 1 5 - 8 14 - 17

N 733 608 941 500 652 349 572 405

h (cm) 46.3 (12.7) 27.9 (7.1) 39.8 (10.8) 26.3 (5.7) 29.0 (5.8) 30.5 (8.5) 36.9 (8.3) 27.8 (6.1)

U (cm/s) 54.5 (20.4) 48.2 (16.9) 57.4 (19.1) 45.8 (15.3) 46.0 (22.2) 50.6 (20.8) 80.0 (23.1) 56.6 (19.9)

ea (J/m2) 11.3 (8.5) 7.0 (6.6) 11.3 (7.0) 5.6 (3.7) 8.6 (9.3) 11.6 (12.7) 24.4 (15.6) 11.1 (9.4)

n (m1/3/s) 0.044 (0.010) 0.048 (0.016) 0.045 (0.011) 0.050 (0.014) 0.053 (0.014) 0.053 (0.014) 0.048 (0.011) 0.055 (0.017)

τ0 (N/m2) 9.7 (7.7) 12.6 (10.4) 12.6 (9.65) 12.6 (9.6) 15.0 (13.4) 16.5 (12.7) 26.0 (12.3) 20.8 (12.8)

Re (-) 2.3E5 (1.0E5) 1.2E5 (4.5E4) 1.8E5 (6.5E4) 9.9E4 (3.5E4) 1.1E5 (5.4E4) 1.1E5 (5.5E4) 2.7E5 (1E5) 1.7E5 (7.8E4)

Fr (-) 0.28 (0.10) 0.35 (0.12) 0.33 (0.13) 0.35 (0.13) 0.33 (0.16) 0.35 (0.14) 0.47 (0.11) 0.40 (0.13)

R3 R4

Fall Winter Spring Summer Fall Winter Spring Summer

Q (m3/s) 1.35 (0.02) 1.83 (0.01) 4.16 (0.05) 1.90 (0.07) 2.81 (0.24) 2.75 (0.39) 4.21 (0.35) 1.68 (0.12)

T (◦C) 14 -16 0 - 1 8 - 10 17 - 20 6 - 9 0 - 1 6 - 9 16 - 20

N 436 295 292 278 954 1176 1406 1130

h (cm) 29.1 (8.1) 30.0 (8.7) 47.0 (8.3) 31.5 (7.4) 35.1 (11.5) 37.6 (13.7) 45.4 (10.9) 33.8 (8.9)

U (cm/s) 36.6 (16.0) 41.5 (18.8) 65.0 (17.9) 50.8 (17.5) 54.5 (15.1) 54.2 (15.2) 74.0 (17.9) 50.0 (12.3)

ea (J/m2) 4.75 (4.06) 6.4 (7.2) 18.0 (12.0) 8.8 (6.0) 10.8 (7.8) 10.7 (8.2) 21.2 (13.4) 8.5 (4.9)

n (m1/3/s) 0.051 (0.016) 0.047 (0.012) 0.047 (0.011) 0.049 (0.013) 0.052 (0.015) 0.048 (0.011) 0.045 (0.01) 0.050 (0.013)

τ0 (N/m2) 8.7 (8.1) 9.8 (9.9) 15.1 (10.4) 14.0 (11.4) 16.0 (10.9) 13.5 (9.6) 17.5 (9.6) 12.2 (7.8)

Re (-) 1.1E5 (6.1E4) 8.8E4 (4.8E4) 2.3E5 (6.7E4) 1.7E5 (6.5E4) 1.5E5 (6.1E4) 1.3E5 (4.9E4) 2.2E5 (7.3E4) 1.8E5 (5.8E4)

Fr (-) 0.26 (0.11) 0.29 (0.13) 0.33 (0.1) 0.34 (0.13) 0.35 (0.11) 0.34 (0.12) 0.38 (0.09) 0.32 (0.09)

4.2.1 Discharge and flow depth

The relationship between the reach-averaged discharge Q during velocity measurement
and the flow depths h of sampled locations is illustrated in Figure 4.3. The dashed line
between winter and spring indicates the occurrence of a bed-mobilizing event for particles
smaller than d50. A one-way ANOVA test performed on the flow depths showed a significant
difference between all seasons on each riffle. An ANOVA performed on the discharge found
that all discharges during sampling were also not equal (α = 0.05, similar to Legleiter et al.
(2007). This implies that 16 independent data sets of velocity were collected, and each set
is discharge controlled. The effect of the discharge control varies as a function of both time
(seasonal) and space (intra- and inter-riffle).
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Figure 4.3: Seasonal sampled flow depths h and gauge-measured discharge Q on a) R1 b)
R2 c) R3 and d) R4

With the exception of R1, the highest flow depths on each riffle were measured during
the spring sampling season. Of particular interest are the spring flow depths on R2 and
R3: following the mobilizing flood event where the hydrodynamic response of each riffle
to the higher spring sampling discharges can be observed. In the case of R2, the average
spring sampling discharge is over 150% greater than the average during the other seasons.
The sampled flow depths, however, did not increase as significantly (≈25%).The hydraulic
relationship identified in the fall and winter does not appear to persist following the bed
mobilizing event in the spring, most likely due to some change in the hydraulic geometry
or roughness. In the case of R3, the sampled flow depths in the spring were only slightly
higher than those of the other seasons, despite the gauge-indicated discharge being over 2
m3/s higher than the discharge during the other sampling seasons. Similarly, when com-
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paring the fall and summer sampling seasons on R3, it can be observed that although
the discharge during sampling was higher in the summer, the sampled flow depths were
similar. This potential change in hydraulic response of the riffle is attributed to the spring
mobilizing event, which significantly altered the morphology and channel geometry on R3.
The hydraulic geometry relationship of flow depth to discharge is evidenced to be tempo-
rally variable, and seasonal variability of sampling discharge created varying responses in
measured flow depths in this study.

4.2.2 Statistical variance

Figure 4.4 illustrates the coefficient of variation for several relevant hydraulic variables. The
ANOVA test determined that the means of the seasonal velocity, discharge, shear data on
each riffle were statistically different, therefore the CV provides a unit-less approach to
comparing the relative variability both seasonally and inter-riffle, such as that evaluated
by Marchildon (2009). The maximum, minimum, and standard deviation (σ) of several
relevant hydraulic metrics on each riffle were normalized using the mean, and modified
box-and-whisker plots were created following the format in Figure 3.9. For all metrics
except turbulence, the coefficient of variation is less than 1 which implies that the standard
deviation is not significantly larger than the sample mean. A higher CV identifies a more
diverse hydraulic environment (Kilsby, 2008). A higher flow depth is normally associated
with lower hydraulic diversity, or lower variance. Changes in velocity and other hydraulic
metrics between seasons may be due to either changes in bed form (hydraulic geometry,
roughness, scour and deposition) or changes in observed discharge during sampling, as
mentioned previously. The average flow depth during the fall sampling period on R1 was
over 10 cm (40%) higher than during the three other sampling seasons, however the CV of
all metrics remains relatively constant through all seasons. Changes in hydraulic geometry
or bed form are not likely to have occurred between fall and winter on R1 (Qc50 not
exceeded), therefore, any changes could be attributed to the difference in discharge during
sampling (h = f(Q)). However, the CV does not significantly change despite the statistical
differences in discharge between the fall and other seasons. Therefore, changes in sampling
discharge did not affect the majority of variance on R1. Only ea exhibits an expected higher
variation during the lower winter discharges.

A higher seasonal variability of the CV can be identified on R2 and R3, with the highest
variance observed during fall and winter. Fall and winter had the lowest flow depths of all
seasons on these riffles. The lower variance associated with higher flow depths were observed
during the spring on both riffles. The spatial structures of turbulence (ea) on R2 and R3
are seemingly affected between the levels of discharge variability observed between seasons,
given that the CV is higher during the lower depths of fall and winter, and lower variance is
observed during the higher depth of spring. The roughness parameters (n and ks) derived
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Figure 4.4: Coefficient of variation box-whisker plots for various hydraulic parameters on
a) R1 b) R2 c) R3 and d) R4

from the velocity profile indicate different levels of variance. The grain roughness height (ks)
shows greater variance overall, however exhibits the same patterns in seasonal variability
as Mannings roughness coefficient.

The spatial complexity of the flow field becomes apparent when interpreting the range
in the CV of profile-averaged turbulent kinetic energy (ea). The large variability of ea
indicates the possibility that a three-dimensional turbulent flow structure is maintained
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on all riffles for all seasons. In particular, the variance of ea during the winter sampling
is higher than all other parameters for all riffles, and greater than 1 for all riffles except
R4. The winter variance could be explained when considering the presence of anchor ice,
which was observed during the winter sampling on all riffles. Anchor ice raises the effective
channel bed elevation, and alters the bottom roughness. Although a significant overall
increase in bed elevation was not observed, Kerr et al. (2002) found that the hydraulic
resistance of anchor ice was reduced for smaller particle sizes, and that the resistance also
decreases with increases in flow rate. The higher hydraulic resistance over greater particles
means that the roughest sections of the riffle were even rougher in the winter due to anchor
ice. The higher variance in ea during winter could be attributed to this increase in apparent
roughness.

4.3 Boundary layer and substrate characteristics

This section will follow the scale-specific approach to variance by linking the previously
discussed profile-averaged characteristics to boundary layer information such as substrate,
local bed shear and roughness, and riffle-scale erosion and sedimentation.

4.3.1 Sediment analysis

Table 4.3: Substrate particle sizes (mm) for each riffle

d5 d16 d25 d50 d65 d75 d84 d90 d95
R1 0.5 3.0 8.6 39.8 62.1 82.4 111.1 134.2 144.8
R2 0.6 4.1 10.7 32.8 46.3 53.7 67.2 75.7 85.4
R3 0.6 5.7 18.3 48.0 62.5 83.0 114.6 125.3 142.8
R4 0.5 2.9 8.4 32.0 54.5 64.9 79.0 85.4 93.2

Table 4.3 summarizes the sediment data collected in August 2010 on the four riffles studied
at Whitemans Creek. Top, middle, and bottom of riffle samples were averaged to determine
a representative particle size for each riffle. R3 has the largest average particle size of all
riffles, for both the top and bottom of the riffle samples. This does not correspond with the
highest slope, which was identified on R2. As expected, the substrate samples indicated
grain size distributions skewed to larger particles on the top of each riffle compared to the
downstream end.

In comparison with previous substrate particle sampling done on riffles at Whitemans
Creek, the results produce a similar sediment size distribution and average particle sizes
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(Marchildon, 2009; Hartley, 1999). The d5, d16, and d25 values were slightly lower (≈15%)
for this study, indicating a greater amount of sand in the substrate of the riffles selected
for this study. This could be due to the fact that the sediment sampling was undertaken
during low summer discharges, when deposition of fines within interstitial spaces is more
pronounced than during the higher autumn discharges which occurred during and prior to
when the previous sediment sampling was undertaken.

The sorting coefficients of both Inmans and Folk and Ward produced similar results,
and characterise the sediment as being poor to very poorly sorted. The sorting coefficients
calculated in this study are greater than those previously found at this site. Again, this is
most likely due to the higher amount of fine sediments found in the most recent sediment
sampling, given that the remaining particle distributions and fractions are similar. The
Warren skewness calculation found that the sediment samples of all riffles were negatively
skewed, toward the finer particles. The presence of these sands and finer particle fractions
can be attributed to the creek’s path upstream of the study reach through the shallow
sandy aquifer of the Norfolk Sand Plain (Ontario Geological Survey, 2007).

4.3.2 Seasonal deposition and erosion

Between fall and winter sampling periods, critical shear stress of the average particle size
was not exceeded on any riffle. Between winter and spring sampling, bed movement is
expected to have occurred as a result of two flood events exceeding critical shear stress of
particles smaller than d50 (see Figure 4.1). Figure 4.5 illustrates the measured change in
bed elevation between these two sampling periods for each riffle. In the sampled region of
R3, both net erosion and deposition occurred during the spring events. The most significant
change was the formation of a mid-bar which raised the bed over 10 cm. R1, however, did
not exhibit the same dynamic bed morphology. As indicated by the HEC-RAS model, the
bed shear occurring on R1 during flood flow was insufficient to exceed critical shear stress
of particles greater than d50. Fewer than 10 sampling nodes indicated erosion or deposition
greater than 5 cm. From field observations and bed elevation measurements, R1 appears
to be more resistant to change, which may be attributed to the straighter reach and larger
armour layer, despite having the highest gradient.

When compared with the changes between the other sampling seasons, R3 experienced
the greatest morphological adjustments during the two spring events, as expected based on
flow conditions and exceedance of critical shear stress. In fact, post freshet field observations
at R3 led to the abandonment of the riffle for sampling due to the significant change in bed
structure and flow conditions. After April 2010, the R3 structure became dominated by a
bend, and only limited areas of typical riffle flow patterns could be visually identified. A
slight increase in overall gradient on R3 was identified, primarily due to the deposition in
the middle of the channel near the top of the riffle. R3 was only continued in the sampling
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Figure 4.5: Changes in bed elevation (m) between winter and spring sampling on a) R1 b)
R2 c) R3 and d) R4

process in May 2010 when a rainbow trout redd was identified near the right bank. In
addition to vertical instability, Rosgen & Silvey (1996)’s indice for near-bank shear stress
suggests that R3 is at extreme risk for bank erosion, whereas the remaining riffles are
at a very low risk (Lounder & Thompson, 2009). A high level of near-bank shear stress
intensifies erosion on the outer bank and deposition on the point bar. The characteristic
was confirmed by the presence of a depositional mid-bar on R3 following the spring flood
event, seen in Figure 4.5. It should also be noted that sediment sampling occurred after
the spring event, and may not reflect the substrate conditions on R3 during fall and winter
sampling periods.
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During the largest flood event (between Winter-Spring), R2 did not experience erosion
or sedimentation greater than 5 cm, while R4 generally experienced erosion at the top and
bottom of the riffle, and deposition on the banks, as illustrated in Figure 4.5. The bed
surface changes between the Spring and Summer sampling, the period during which the
secondary event occurred, are not significant, with only minimal patches of deposition in
the centre of the channel and erosion near the banks. The scour chains installed on R4 and
recovered in the summer of 2010 indicated scour depths of approximately 5 cm on the top
of R4 and 8 cm on the bottom of the riffle.

The critical shear values illustrated in Figure 4.2 describe the dynamic abiotic charac-
teristics of a typical riffle in a gravel-bed stream, however these observations also relate
to the biotic communities on these morphological units. Successful salmonid reproduction
depends in part on egg burial depths exceeding the depth of scour during the incubation
period (Montgomery et al., 1996). The bed-mobilizing event which most likely created the
erosion observed in Figure 4.5 was in late March 2010, when the water temperature had
only risen above 5 ◦C for several days. It is not likely that the brown trout had emerged
from the substrate at this time. Developing a field-based relationship between bed scour
depths, shear, and discharge is a useful tool in predicting reproduction success. Data on
egg burial depths of brown trout vary widely and are inconsistent (DeVries, 1997), however
Witzel & MacCrimmon (1983) reported general burial depths greater than 13 cm in south-
ern Ontario streams. Crisp & Carling (1989)’s results from regressions of redd dimensions,
female body length and burial depths of freeze-core recovered salmonid eggs confirms this
value as being between 10-15 cm for the redds discovered at Whiteman’s Creek. This im-
plies that even during a morphological modifying discharge event at Whiteman’s Creek,
the bed scour on R4 did not exceed a typical burial depth for salmonid redds.

4.3.3 Surface roughness characteristics

Depth and velocity are functions of roughness, which is partly a function of channel geom-
etry, which is in turn a function of depth and velocity (Richards, 1973). The complexity
of the linkage between roughness and discharge and flow depth and velocity is highlighted
by investigating the seasonal variations in roughness estimates.

The Nikuradse grain roughness height (ks) at each node was calculated from the values
of roughness length (z0) derived from the logarithmic profile regressions. An ANOVA test
on each riffle’s local ks values found that the means were not the same throughout the
year on all riffles except R2. These roughness values were averaged by section of riffle
(Top, Middle, Bottom) and compared with the empirical estimates of ks. Of the four
most common empirical estimates for ks as a function of particle diameter, 5.2d65 was the
best approximation of the regionally-averaged node roughness values. Figure 4.6 illustrates
the variance of the velocity profile-derived roughness results compared to this empirical
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riffle-scale estimate. 6.8d50 was the least similar estimate of roughness on all riffles, and
consistently underestimated the roughness values, both at the top and bottom of riffles.
The substrate-based riffle-scale estimate of roughness on R2 is significantly lower than the
profile-derived roughness. As mentioned at the beginning of Chapter 4, R2 has two distinct
flow regions. The true heterogeneity of the substrate sediment may not be reflected in these
empirical estimates due to difficulties sampling in the narrow, fast, and deep sections.

Figure 4.6: Grain roughness heights on the top, middle and bottom of a) R1 b) R2 c) R3
and d) R4

The trend of decreasing roughness from top to bottom of riffles is observed, and the
empirical estimates confirm this. However the change in roughness from top to bottom of
riffle determined from the velocity profiles is not as significant as that indicated by the

44



empirical estimates. The estimates of roughness determined from the substrate samples
indicate a greater range in roughness from the top to the bottom of the riffle and the
velocity profiles indicate more homogeneous roughness conditions on the riffles.

The mean roughness on R3 increased between the winter and spring, despite little to
no change in discharge at these samplings periods. This may be due to the removal of
fine particles during the primary mobilizing event which occurred between these samples,
and coarsened the sediment matrix of the bed. As previously mentioned in Section 4.1, it
was observed that the particle sizes appear to have increased on R3 following the spring
flood event, which would correspond with the increase in boundary roughness as the re-
deposition of coarser bed materials on R3 would create higher roughness. The subsequent
decrease in roughness observed in the summer could be related to re-depositing of fines
following two smaller but significant discharge events.

4.3.4 Bed shear stress

Figure 4.7 illustrates the estimated shear stress at each riffle during the sampling year. The
highest bed slope was identified on R2, which also experienced the highest bed shear of all
riffles. Table 4.2 also indicates R2 experienced the highest bed shear stress of all other riffles
and seasons during the spring sampling period specifically. The highest sampling discharge
on R2 also occurred during the spring, however, the average flow depth was only 7 cm
(25%) higher than during the other measurement periods on R2. A possible explanation
for this seemingly uncharacteristic hydraulic response may be the presence of a large tree
(d = 0.4 m) which was lying across the downstream end of the riffle, creating a backwater
effect. The impact of large woody debris such as this on the hydraulic characteristics of
the channel is the creation of a geomorphic subunit. This subunit, at the downstream
end of the riffle in this case, is usually characterised by an increase in the upstream flow
depth, a decrease in velocity and subsequently shear stress, and potentially the deposition
of sediment (Gurnell et al., 1995). The tree on R2 remained across the riffle until the spring
freshet event, prior to the spring sampling. The tree was carried downstream, presumably
during this flood event, and the flow conditions immediately upstream were altered once
the impeding structure was removed. A comparison of the spatial distribution of shear
stress on R2 in Figure 4.8 indicates that following the spring flood bed shear increased
in the downstream section of riffle. A slightly elevated shear stress in this region was also
observed in the summer season. However, the results of the bed elevation measurements for
R2 between winter and spring indicate over 5 cm of deposition in the region immediately
upstream of the location of the tree.
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Figure 4.7: Bed shear stress τ0 from HEC-RAS model during entire sampling year on a)
R1 b) R2 c) R3 and d) R4
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Figure 4.8: Bed shear stress τ0 on R2 derived from velocity profiles during winter, spring,
and summer measurement periods
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4.4 Spatial characterisation

Directional experimental semivariograms of several fundamental hydraulic quantities were
generated for each riffle and for each sampling season. Figure 4.9 illustrates the number
of pairs of points found in the range of lag distances, at increments of 0.5 m. Standard
practice for building experimental semivariograms is to ensure that more than 30 pairs
are available at each lag distance, and the distance of reliability (maximum lag distance)
is half the maximum distance over the field of data (Journel & Huijbregts, 1978). Table
3.1 summarizes the semivariogram parameters selected for this study. As expected, the
maximum transverse distance is significantly lower than the maximum streamwise distance,
and ranges between 7 m to 14 m depending upon the width of the channel. Although the
range of the streamwise data is greater than the transverse, when inspected within the
same lag distance the number of pairs are similar in both directions, and the number
is significantly greater than the minimum threshold of 30 points. The number of pairs
separated by a given distance may be used as a comparative index of the precision which
can be expected from each data set, however, the precision is also dependent upon the
correlations (Morris, 1991). The integrity of the comparison of the semivariograms derived
from datasets of varying pairwise distance distributions is not considered compromised due
to the high number and relative similarity of the number of pairs.

The automated fitting of semivariogram models involves a considerable amount of obser-
vation and discretion on the part of the interpreter. Several cases of modelling uncertainty
were identified during this process. The most common was the presence of a “pure nugget”
effect. The fitting algorithm would often associate this type of empirical semivariogram
with a very long range. In the case where the range is not distinguishable, and a nugget
effect is assumed, it may be an indicator that the sampling density is insufficient to cap-
ture the spatial variability of the flow structure (Legleiter et al., 2007). Similarly, several
experimental semivariograms with increasing variance as a function of distance were iden-
tified when the algorithm was unable to define the semivariograms parameters, indicating
a linear model. An unbounded semivariogram increases indefinitely with increasing lag
distance, indicating that covariance does not exist (Webster & Oliver, 2007). In both of
these cases, the model parameters were rejected and the semivariograms were not included
for comparison. For cases where the models were rejected, it can be interpreted that the
spatial structure of the characteristic flow variable is poorly defined within the lag dis-
tances (Legleiter et al., 2007). At large lag distances, beyond the measured scale of the
perceived flow structure, harmonic effects can be observed. The automated fitting of the
models attempts to accommodate for this harmonic behaviour and ensure a valid fit is
achieved without bias.
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Figure 4.9: Number of data pairs at varying lag distances in the streamwise and transverse
directions
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4.4.1 Depth-averaged velocity semivariograms

Figure 4.10 contains the directional semivariograms of depth-averaged velocity for all riffles
through all seasons. The ranges of the transverse semivariograms are similar for all riffles,
and vary between 1.9 - 5.9 m. In the streamwise direction the range of spatial dependence
varies more broadly, between 7.7 m to 17.6 m. It was not possible to fit models for several
of the streamwise semivariograms, and some fitted semivariograms indicated the presence
of secondary sills. The streamwise experimental semivariogram for the spring season at R1,
for example, reveals a nested structure which is characterised by a second longer range.
This hierarchical structure can be identified by the presence of the secondary sill, located
at approximately 30 m. The initial sill is identified at 17.6 m and is within 5% of other
magnitudes for R1, indicating that this sill is describing the same spatial pattern as the
other semivariograms in this set. The secondary sill, however, is a result of some larger scale
spatial structure in the velocity data, or the presence of processes operating at different
scales (Armstrong, 1998). The streamwise velocity semivariograms for R4 also indicate
this behaviour, as the fall and spring data only revealed a secondary sill present at over
30 m. Nested variation in semivariograms is a result of physical processes operating and
interacting at different spatial scales, and this spatial variation can occur on scales that
differ by several orders of magnitude simultaneously (Webster & Oliver, 2007).

The ranges of the streamwise semivariograms were consistently two to three times
greater than the ranges of their respective transverse semivariograms. Although the res-
olution of measurement was the same for both directions, the spatial pattern observed
using semivariograms was not. The streamwise ranges are all greater than the transverse
ranges because the transverse bathymetric range is mostly related to microtopography,
which does not dominate the flow structure on scales as high as bathymetric changes such
as the streamwise slope at Whiteman’s Creek. As more and better data become available,
the range of the semivariogram tends to increase (Goovaerts, 1997).

The magnitude of velocity semivariance is consistently higher (10-50%) in the transverse
direction, indicating a less smooth spatial structure. R2 consistently has the highest sills
during all sampling seasons in both directions. In addition to having the highest mean
velocities of all riffles for all seasons except during the fall, the flow structure on R2 is
asymmetric, with only a 2 m wide strip of high velocities (often higher than 90 cm/s)
along the right bank (See Appendix). It appears the higher velocities and partitioned flow
structure on R2 produced higher relative semivariance.
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Figure 4.10: Semivariograms of depth-averaged velocity U in the streamwise and transverse
directions
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The nugget values were similar in both directions for all seasons and riffles, with the
exception of R3 which had significantly higher nugget variance in the transverse direction.
In the case of R3, a pure nugget effect may be identified during the spring sampling
season. This is expected to occur if large roughness elements preclude the development of
an organized flow field (Legleiter et al., 2007). R3 had the largest average particle diameter
of all riffles, as well as consistently low sampling flow depths (see Figure 4.3) this lack of
spatial correlation in the velocity measurements is expected. It may also be possible that
this nugget effect is due to a spatial structure on R3 with a shorter range than the smallest
interpoint distance.

Given that the sill of the semivariogram is a representation of the overall variance
(Legleiter et al., 2007), it is expected to decrease for velocity as discharge increases. The
influence of discharge must be isolated and it must be ensured that the roughness and
geometry conditions are relatively the same. This can be confirmed for fall and winter
sampling for all riffles or spring and summer for R1 and R3 (critical shear of d50 was not
exceeded). As previously discussed, the lowest sampling discharge for all riffles occurred
during the summer, which also coincides with the season of the lowest sampled flow depths
(see Section 4.2.1). During this season, it is expected that the flow field will be most
influenced by bed roughness elements, producing a less smooth spatial structure (Legleiter
et al., 2007). This spatial structure would be characterised by a higher sill value. However,
the summer sampling seasons did not produce the highest sill value for depth-averaged
velocity for any of the riffles, in either the transverse or the streamwise directions. Similarly,
although a higher range of the semivariograms indicates a smoother spatial structure, which
is expected as stage increases, this pattern is not identified in the semivariograms of depth-
averaged velocity. As suggested from the coefficient of variation results in Section 4.2.2,
the differences in gauge-measured sampling discharges during sampling did not produce
significant patterns or changes in the semivariograms.

There does not appear to be any significant changes in the semivariograms for depth-
averaged velocity after the bed-mobilizing events in the spring of 2010 on R1 and R3. In the
streamwise direction for R2 and R4, however, a semivariogram model could not be fit to the
experimental data, indicating a lack of spatial structure within the scale of measurement.
Although the transverse semivariograms have well-defined sills which compare well with
the other sampling seasons, both of these streamwise experimental semivariograms tend
toward infinity at increasing lag distances, indicating a lack of spatial correlation within
the scale of measurement in the streamwise direction. Between the spring and summer
sampling seasons, another precipitation event exceeded critical shear stress on R2 and
R4. The summer semivariograms for these riffles produce lower sill magnitudes than the
preceding seasons, indicating a smoother spatial structure than prior to the peak discharge
events.
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4.4.2 Froude number and flow depth semivariograms

The riffle-scale semivariogram analysis of the local Froude number indicates a slightly
smaller scale of spatial dependence than that observed for depth-averaged velocity (Figure
4.11). The range of the semivariograms in the transverse direction varied between 1.5 to
3.9 m, and 2.3 to 9.1 m for the streamwise directional models. The lower spatial scale
of Froude number which was observed, as well as the ability to clearly define the spatial
structure of the Froude number, contradicts the results of Casado et al. (2005), who found
greater range values (up to three times longer) for Fr compared to velocity and depth.

The semivariograms in Figure 4.12 illustrate the spatial patterns of depth, in the stream-
wise and transverse direction. These variograms present similar scales of spatial dependence
as depth-averaged velocity, and confirm the longer ranges in the streamwise direction, where
the bed slope has a greater influence on changes in flow depth than microtopography in the
transverse direction. Further investigation into the spatial relationship of riffle-scale flow
depth can be done by taking the square root of the value of semivariance, such that the
variance carries the units of the parameter itself. In terms of flow depth, this is relevant
when analyzing the nugget value of the semivariograms. The range in values for the nugget
magnitude of the flow depth semivariograms is 1 to 3 cm, and the average nugget is 2
cm for all riffles through the sampling seasons. These values compare well to the grain
size distribution of the bed material for the riffles, summarized in Table 4.3. The nugget
effect represents the randomness of the variables as the lag distance approaches 0. This is a
unique characteristic of the variable, and should remain constant in all directions; the range
and average of the nugget values for the flow depth semivariograms remains constant both
in the transverse and longitudinal directions for all riffles. R3 has the largest d16, d25, and
d50 particles, however R2 and R4 have the slightly higher maximum nugget magnitudes in
both directions. The relationship between larger average particle size and a greater nugget
effect is not apparent in these semivariograms for flow depth.

4.4.3 Spatial characteristics of turbulent kinetic energy

While the transverse semivariograms specified similar ranges, the streamwise semivari-
ograms for turbulent kinetic energy did not present as well a defined spatial structure as
those of depth-averaged velocity and Froude number. It was found in the coefficient of
variation analysis of ea in Section 3.5.1 that the arithmetic variability of turbulence was
higher than any other parameter, and in most cases was greater in magnitude than the
mean ea, which indicates that the spatial structure may be difficult to define due to high
variability. The semivariogram ranges varied from 2 m to 36 m, indicating the possibility
that several scales of spatial structure were identified in the models. The magnitudes of the
sills are similar in the transverse and streamwise directions, even on R2 which presented
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the highest nugget and sill values of all riffles.

The spring season had the most poorly identified spatial structure in turbulence, and
it was difficult to characterise and model the semivariograms. Conversely, the covariance
(normalized arithmetic variance) of ea was lowest or second lowest during the spring season
on all riffles. This suggests that the variability of turbulent kinetic energy is not suitably
characterised using non-spatial techniques. The parameter ea describes a per-profile tur-
bulence intensity per unit area and between the local and riffle scale a well-defined spatial
dependency in the streamwise direction was not observed. The spatial structure of ea during
the spring on R4 is significantly different than for the other seasons on R4. Furthermore,
the spatial structure of h, U , and Fr in the spring was not different than during other
seasons, despite the higher sampling discharge during this period. The higher discharge
perhaps revealed a coherent flow structure (measured by ea) at the scale of measurement
which was not revealed during lower discharges and flow depths.
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Figure 4.11: Semivariograms of local Froude number Fr in the streamwise and transverse
directions

54



Figure 4.12: Semivariograms of flow depth h in the streamwise and transverse directions
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Figure 4.13: Semivariograms of turbulent kinetic energy ea in the streamwise and transverse
directions
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Chapter 5

Redd-scale hydrodynamics

This chapter investigates the temporal and spatial characteristics of various hydrodynamic
conditions of several brown and rainbow trout redds identified within the study reach at
Whiteman’s Creek. It is a high resolution intensive study of the extremely variable physical
conditions in which the salmonids not only spawn, but also the abiotic environment in which
the salmonid eggs incubate and hatch. R1

R4

R2

R3

RR1

BR1
BR2 & BR3

Robinson Rd.

0 200100 Meters

$

Figure 5.1: Locations of three brown trout redds (BR) and rainbow trout redd (RR) at
Whiteman’s Creek
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Four successful redds were identified at Whiteman’s Creek: three brown trout redds in
the fall of 2009, and one rainbow trout redd in the spring of 2010 (BR1, BR2, BR3, RR1).
The three brown trout redds were located on R4, and the rainbow trout redd was located
on R3, as illustrated in Figure 5.1. Given that relatively few redds were identified, data
from the different salmonid species have been combined. Based on Crisp & Carling (1989)’s
regression analysis of the length of the redd tailspill to female body size, the rainbow trout
was estimated to be 60 cm long, and the three brown trouts were estimated to be between
45 to 60 cm long.

5.1 Redd-proximal sediment analysis

5.1.1 Substrate conditions

Substrate samples were collected proximal to the redds following the methods described
in Section 3.2.2. The sorting coefficients of both Inmans and Folk and Ward indicate
that the substrate proximal to the all redds was very poorly sorted, similar to the riffle-
scale substrate samples. The Fredle indices of gravel samples taken at the redds are not
significantly different than the samples from the rest of the riffle (α < 0.05).

Table 5.1: Substrate particle sizes (mm) at brown and rainbow trout redds

d5 d16 d25 d50 d65 d75 d84 d90 d95 sgg,F
BR1 0.4 0.9 2.9 14.9 23.2 30.1 37.3 43.8 45.7 2.3
BR2 0.5 3.4 9.1 39.2 45.8 70.0 98.4 105.0 111.0 6.6
BR3 0.6 5.7 13.5 30.8 38.7 44.1 51.3 55.9 62.2 9.5
RR1 0.4 0.8 3.4 14.8 23.7 31.1 44.0 61.2 75.9 2.0

Of particular note in Table 5.1 are the samples collected at BR1 and RR1, which
demonstrate the lowest d50 values (<15 mm) of any sediment sample collected in the
study. The spawning substrate was also found to be negatively skewed (an extended fine
tail), which is expected when sampling redds post-construction (Kondolf et al., 2008). The
average percentage of fine values (<1 mm) for the three brown trout redds is approximately
7%, and for the rainbow trout redd is 16 %. Based on documented maximum levels of fine
sediment for both successful incubation and emergence which allow 50% emergence, these
values are low enough to allow inter-gravel permeability and prevent entombment of alevins
(Kondolf et al., 2008). Figure 5.2 compares the grain size distributions of the riffles, redds,
and published results from similar gravel bed streams.
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Figure 5.2: Gravel-size distributions of redd, riffle, and literature-based spawning substrate
for brown and rainbow trout redds, after Kondolf & Wolman (1993). Data for the plot
obtained from Hobbs (1937) (A), Reiser (1976) (B, C, D), Maddux et al. (1987) (E),
Kondolf & Wolman (1993) (F), Hartman & Galbraith (1970) (G), Platts et al. (1979) (H),
Spoon (1985) (I, J)

5.1.2 Erosion and deposition

Figure 5.3 illustrates the net erosion and deposition patterns on R4 during the fall, winter,
and early spring. Between November to mid-march, the bed elevation surrounding/at the
redds remained relatively constant, within 3 cm as indicated by the PCADP measurements.
Between March 9 and March 22, erosion occurred on the downstream end of both BR2
and BR3. By the time the spring flood event (bankfull) had passed, on March 30 net
deposition had occurred on the downstream end with the net result from Feb to March 30
(post freshet) being that erosion between 5 and 10 cm occurred in limited areas around BR1
and BR3 particularly. As mentioned in Section 4.3.2, the scour chains indicated erosion up
to 8 cm between the winter and spring.
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Figure 5.3: Erosion and deposition on riffle 4 during spawning and incubation periods

5.2 Hydrologic setting

5.2.1 Seasonal flows

A one-dimensional HEC-RAS model was used to develop a velocity record along the entire
study reach at Whiteman’s Creek. The 15-minute discharges at the WSC gauge station
02GB008 during which velocity measurement was occurring were extracted and used in the
model. Figures 5.4 and 5.5 compare the distribution of velocities from the model with the
field measured velocities on R3 and R4. The average and standard deviation of the field
measured velocities have also been indicated. Theoretically, these two histograms should
produce similar results, since they represent the same location at the same discharges. The
model results are based upon the geometry and roughness of a single cross section surveyed
at R3 and R4, and the velocity corresponds to the average main channel velocity. Given

60



that the spatial resolution of the field data is significantly higher than that of the model,
it is expected that the variance of the model-based histogram would be lower.

Figure 5.4: a)Hydrograph at Whitemans Creek 02GB008 and R4 velocity measurements
b) Average cross-sectional velocity at R4 from HEC-RAS model during sampling periods
and field measured depth-averaged velocity on R4.

Figure 5.5: a)Hydrograph at Whitemans Creek 02GB008 and R3 velocity measurements
b) Average cross-sectional velocity at R3 from HEC-RAS model during sampling periods
and field measured depth-averaged velocity on R3
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For both riffles 3 and 4, the mean velocity values of the model and the field data are sta-
tistically different (ANOVA) but only differ by less than 13%. Conversely, the entire range
of model-derived velocities is smaller than a single standard deviation of high resolution
velocity data. In other words, a reach-calibrated longitudinal model gives a poor represen-
tation of the highly variable hydrodynamic characteristics of a shallow gravel-bed stream.
Furthermore, cross-sectionally-averaged roughness estimates used in the model contribute
to greater uncertainty when considering the variability of roughness observed riffle-wide
(see Section 4.3.3).

5.2.2 Critical discharges

Similar to Figure 4.2, Figure 5.6 illustrates the critical discharge associated with the d50
particle at each redd. The critical discharge values were derived from the HEC-RAS model;
the critical shear stress for the d50 particle size was calculated following Shields method,
and the critical shear values were associated with a corresponding discharge in the HEC-
RAS model. The method incorporates uncertainty when considering the shear values in
the model are cross-sectionally averaged, and the variance of local τ0 across a single riffle
is high (see Figure 4.4).

Figure 5.6: Critical discharges of the d50 particles at each redd location (dashed lines), in
relation to the hydrograph during 2009/2010
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Considering only the local bed shear determined from the velocity profiles during mea-
surement, Figure 5.7 illustrates the variability of local bed shear. Through all sampling
discharges, τ0 tended to be higher over the tailspill of the redd, and higher over the redd
than on points on the riffle which were not proximal to redds. There were many occurrences
when the shear stress during velocity measurement exceeded the critical shear stress of the
d50 particles on BR1 (10.8 N/m2) or RR1 (9.7 N/m2) however, the critical shear stress
on the other two redds was never exceeded during sampling. Although the profile-derived
bed shear does not provide a complete image of the incubation period conditions, the local
bed shear results during the isolated but frequent sampling periods indicate that the four
redds experienced varied boundary shear stress.

Figure 5.7: Discharged-ranked bed shear (τ0) derived from measured velocity profiles over
the pit and tailspill (TS)

5.3 Hydrodynamic characteristics of redds

5.3.1 Discharge-ranked hydraulic variables

Figures 5.8, 5.9, and 5.10 illustrate the range of commonly used physical variables evaluat-
ing habitat conditions at the pit and tailspill of the redds, ranked by the discharge at which
measurement occurred. These measurements occurred during the sampling periods indi-
cated in Figures 5.5 and 5.4, and red indicates measurements taken immediately following
redd construction.
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A linear regression of the selected parameters at the redds with respect to discharge
produced significant relationships (p<0.0001). The same relationship for all other points
on the riffle was also included for comparison. The data from the rainbow trout redd
is included in these plots for comparison, but was not included in the regression analysis.
The regressions in these figures are a redd and riffle-scale form of linear hydraulic geometry
relationships (Leopold, 1994).

Figure 5.8: Discharge-ranked average and standard deviation of pit and tailspill (TS) depth-
averaged velocity U and nose-level velocity U10

Both the pit and the tailspill distinguish themselves when considering depth-averaged
velocity. In this case they both present slightly higher velocities than the rest of the riffle
at high discharges. The different intercepts of the regression of pit and tailspill depth-
averaged velocity (but similar slopes) (p<0.05) implies that the tailspill reveals higher
velocities than the pit and rest of the riffle at low discharges. This may be an indication
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of the convective flow hypothesis at the redds: flow is accelerating over the top of the
tailspill, and the behaviour persists (but decreases) through all discharges (Wu, 2000). In
the region close to the bed, the nose-level velocities reveal even stronger evidence of the
flow acceleration. While the pit velocities are similar to the rest of the riffle, the tailspill
velocities are consistently higher through the range in sampling discharges. Lower velocities
observed at low discharge in the pit of the redd compared to the remaining riffle may allow
female salmonids to remain virtually motionless in the pit during the spawning process
(Schmetterling, 2000).

Figure 5.9: Discharge-ranked average and standard deviation of pit and tailspill (TS) local
flow depths h and Froude number Fr

When regressing flow depth with discharge, the pit and tailspill both exhibit relation-
ships which vary significantly from the remaining points on the riffle, but have statistically
similar (p<0.05) slopes to each other. The pit and tailspill flow depths behave similarly,
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except for the greater intercept of the pit regression, confirming higher flow depths at the
pit than the tailspill for all discharges measured. In both cases at low discharges the flow
depths are lower than on the rest of the riffle. This pattern persists for the tailspill mea-
surements over almost all discharges, as expected. The lower pit flow depths compared
with the riffle appear contradictory, given that the flow depths in the pit are expected to
be higher. However, this confirms that the redds were located in regions of existing lower
flow depths than the riffle-average, and despite the salmonids creating a localized higher
flow depth by digging a hollow (in the pit), the flow depth at the redd was still lower than
the remaining riffle average.

As described in Equation 2.2, the Froude number is the ratio of depth-averaged velocity
to flow depth. As discharge increases, the velocity and depth have been shown to increase
at varying rates. On a riffle-scale, Fr was observed to increase with increasing discharge
(Table 4.2). The redd-scale results confirm a similar Fr - Q relationship at both the pit
and the riffle, and higher Fr values occurred over the tailspill for all discharges sampled.
This indicates that flow over the tailspill is more likely to reach critical depth and attain
supercritical flow before the rest of the riffle, creating a higher potential for erosion and
scour of the egg pockets.

The ea vs discharge relationship at the pit and tailspill is the same (both slope and
intercept), and indicates lower turbulent kinetic energy values at low discharges than the
rest of the riffle and slightly higher ea for high discharges. Although it is not possible to
identify whether or not this condition existed prior to redd construction, it appears that
at lower discharges the salmonids are selecting locations which allow for lower turbulence
than the remaining riffle. Additionally, this phenomenon is statistically the same over both
the pit and the tailspill, so either the redd structure did not modify the existing low
ea condition in the location, or the pit and tailspill create similar characteristically low-
turbulent structures. Regardless, the presence of low ea at the redd location corroborates
the findings of Marchildon et al. (2011), who noted that the salmonid redds at Whiteman’s
Creek were consistently located in regions of low turbulence (<15 J/m2) at low discharges
(<4 m3/s).

It is also important to note the difference in ea values between the rainbow trout vs
brown trout immediately after spawning (Figure 5.10). Although brown trout and rainbow
trout both select riffle habitats for spawning, the brown trout in this study appear to have
selected redd locations that were very similar in ea over various discharges, whereas the
rainbow trout redd appears to have higher ea values throughout the incubation period,
and indicating less linear flow. It is not possible to determine if this is a specific difference
between the species with only a single rainbow trout redd, but it is worth noting for
future study. A possible explanation for differences in ea between brown and rainbow may
be the difference in rigorous selection behaviour of the trout. The incubation period for
spring-spawning rainbow trout can be as low as 2.5 months, whereas brown trout eggs may
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Figure 5.10: Discharge-ranked average and standard deviation of pit, tailspill (TS) of tur-
bulent kinetic energy ea and vertical velocity uz

incubate for up to 6 months during the winter-spring, where they are susceptible to much
more variable flow conditions.

These results for profile-based turbulence and depth-averaged velocity may indicate
that salmonids select locations for redds with consistently higher velocities over the tailspill
which allows for downwelling. These sites are also characterised by lower turbulence, which
would allow the downwelling to continue consistently without interruption from coherent
turbulence.
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The vertical velocities measured by the PCADP at the nose-depth (Figure 5.10) do
not indicate a coherent relationship with discharge, although over the pit and the tailspill,
downward vertical velocity persists through the entire range in measured discharges. While
this does not necessarily correspond to downwelling or upwelling groundwater velocities, the
persistent tendency does indicate that it may be possible, following further calibration and
confirmation, to accurately measure strong tendencies in groundwater discharge/recharge
using the high-resolution PCADP in the near-bed environment.

5.3.2 Relative frequency histograms

The frequency distribution of depth-averaged velocity at points other than the redds during
each sampling period is illustrated in Figures 5.11 and 5.12. Normality was confirmed for
each sampling period (α = 0.05) except for Q = 6.23 m3/s, and the 95th percentile was de-
termined for the associated Gaussian distribution curves. Also included in Figures 5.11 and
5.12 is the Gaussian curve fit to the frequency distribution for all of the depth-averaged ve-
locity measurements taken at locations other than the redds (all sampling seasons pooled).
This curve may be considered as a riffle-scale baseline, representing the average distribu-
tion of depth-averaged velocity on R4 at wadeable flow depths during 2009-2010. While
Section 5.3.1 examines a specific redd-to-riffle discharge-dependent comparison, Figures
5.11 and 5.12 highlight the variability between the redd and riffle measurements at specific
discharges.

The depth-averaged velocities measured over the pit and tailspill of the redd are within
the 95th percentile of other points measured on the riffle during each sampling period, with
the exception of the pit at BR1 during the January sampling period when the average flow
depth was only 0.24 m.

The majority of the frequency distributions of profile-based turbulent kinetic energy
in Figures 5.13 and 5.14 were not normally distributed (α = 0.05) most likely due to the
substantial positive skewness exhibited. The longer tail to the right side of the distribution
indicates relatively few high turbulence values. As discussed in Section 5.3.1, the redds do
not present high ea relative to the rest of the riffle, at each sampling discharge.
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5.4 Spatial characterisation of redds

The seasonal omni-directional semivariograms in Figures 5.15 and 5.16 for depth-averaged
velocity were calculated both around the redds and riffle-wide. As opposed to the global
prediction method used in Section 4.4, these semivariograms include only a subset in a spa-
tial neighbourhood around the redd location: a forced sample semivariogram. An elliptical
search was used to determine which points were within the region of the redd. The region-
alized semivariograms were calculated, following the standard semivariogram approach but
limited to the region of the redd using a lag increment (ξ) of 0.25 m. The semivariogram
models were developed but not explicitly used in the estimation of the redd-regional semi-
variograms due to the lack of coherent spatial structure defined by these omni-directional
semivariograms. The redds do not appear to significantly deviate from the seasonal riffle-
wide spatial patterns established in Section 4.4, with the exception of BR1 which begins
to slightly deviate from the remaining redd- and riffle-scale semivariograms during the
January sampling period. Additionally, when comparing the semivariograms from prior to
and following the bed mobilizing event in March (Q = 6.23 m3/s and Q = 6.89 m3/s), the
maximum semivariance (sill) is observed to have increased at all redds. The bed mobilizing
event appears to have increased the spatial variance observed on R4.
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Figure 5.15: Redd-regional semivariograms of depth-averaged velocity around brown trout
redds on R4, compared with riffle-scale semivariogram
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Figure 5.16: Redd-regional semivariograms of depth-averaged velocity at rainbow trout
redd on R3, compared with riffle-scale semivariogram
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Chapter 6

Conclusions and recommendations

The spatial and temporal variability in hydrodynamic characteristics of four riffles in a
gravel-bed river and the salmonid redds which they contained was measured and quantified.
The relationship between physical habitat metrics (derived from velocity and substrate
measurements) and brown and rainbow trout spawning site selection and the incubation
environment was investigated. Various metrics (depth-averaged velocity, bed shear stress,
flow depth, Froude number, Reynold’s number, turbulent kinetic energy per unit area) were
analyzed at both the riffle and redd spatial scale, using traditional statistical techniques
as well as geostatistical methods (semivariograms in this case) seldom applied to fluvial
hydraulics.

The four seasonal velocity data sets collected at each riffle had means and variances
which were highly sensitive to differences in river discharge during sampling. These changes
in discharge however did not produce measurable differences in the spatial structure indi-
cated by the semivariograms. Geostatistical analysis of the riffles revealed spatial depen-
dencies of velocity in the streamwise direction acting at a scale two to three times greater
than the transverse direction, as well as the presence of nested spatial structures operating
at several scales. Similarly, the transverse spatial structure was consistently less smooth,
and showed a less important spatial variability than the streamwise direction. The nugget
values identified in the semivariogram analysis may be useful in determining a sampling
resolution required to capture particular flow structures acting at a scale smaller than the
original measurement resolution.

Four redds constructed by salmonids ranging in sizes estimated from 40 cm to 60 cm
were found to be located in regions which during a bankfull event, were subjected to
scour (<10 cm) which was lower than the estimated egg burial depth (≈15 cm). Frequent
high-resolution nose-level velocity measurements at varying discharges during incubation
revealed the presence of convective flow acceleration over the tailspill of the redd, increas-
ing the likelihood for inter-gravel flow through the tailspill sediment at the egg pockets.
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Furthermore, the relationship between turbulent kinetic energy at the redds reveals that
salmonids selected sites during spawning (at low discharge) which allow for lower turbu-
lence than the remaining riffle, within the range of wadeable flow depths examined.

The importance of profile-derived turbulent kinetic energy in salmonid spawning was
confirmed. Conversely the lack of distinctiveness in local Froude number was also revealed
in the intensive redd-proximal velocity measurements. Spatial patterns in discretized high-
resolution velocity measurements on a gravel-bed river were quantified and distinguished
using the semivariogram approach, revealing a complex system of multi-scaled dependen-
cies.

The field techniques described in this study should continue to be refined and optimized.
Collecting data at a sufficient resolution which permits an accurate spatial characterisation
of the riffle habitat at a wide range in flows is a process which requires further validation.
The use of one-dimensional models (such as HEC-RAS) to complete the hydrodynamic
picture during non-wadeable flow depths in a hydrograph will not capture the variability
observed at the riffle-scale in a gravel-bed stream. The turbulent velocity profiles presented
in this study may benefit from further analysis using non-linear regression approaches to
characterise the distribution with other theoretical relationships, such as the power-law.
A time-series based statistical analysis of turbulence may also reveal coherent turbulent
structures not captured using profile-based turbulent kinetic energy per unit area. In terms
of river research and engineering, spawning habitat enhancement projects could benefit
from redd microhabitat measurements such as those provided in this study. The ability to
quantify available habitat at an appropriate scale using metrics which are readily collected
is of great value.
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