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Abtract 

As electric power distribution systems continue to grow in size and complexity, 

Distribution Automation schemes become more attmctive- One of the features that is desirable 

in an automated system is feeder reconfiguration for loss reduction. Reducing losses can result 

in substantial savings for a utüity. Other benefits from l o s  reduction include released system 

capacity, and possible d e f e d  or elirnination of capitai expenditures for system improvements 

and expansion. Then is dso improved voltage regdation as a remit of reduced feeder voltage 

&op. 

System recodiguratioa is accomplished ushg existing switches in the network. For a 

given system, there will be a switching pattern that minllnizes system lasses. However, if there 

are N switches in a network, there are 2N possible switching combinations, and the challenge of 

findiag the optimum switching pattern to minirnizs losses becornes formidable as the number of 

switches increases- 

In this thesis, a novel aigorithm, WatDist, is introduced to salve the network 

reconfiguration for l o s  minimization problem. The proposed technique is based on artificial 

intelligence techniques applied to constraint saîidadon optimization problems. A cntical review 

of earlier methods is presented to highlight their shortwmings. Computer simulations using 

WatDist demonstrate its advantages, including a high success rate in finding the global optimum, 

the final solution being independent of the initial configuration, and assurauce that any solution 

offered will have a radiai configuration with ail loads connected and no constraint violations. 

A codenefit analysis demonstrates the significmt conmbution of the algorithm to distribution 

system analysis and operation. 
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Chapter 1 

Introduction 

1.1 BaclrgiiDd 

Over the past few decades, distribution systems have received considerably less attention 

than have transmission and generahg systems [l]. This is due mainly to the fact that 

transmission and generating systems are usuaily very capital intensive, and inadequacies in either 

ofien lead to widespread catastropàic consequences. Coasequendy. more effort has gone into 

ensuring the adequacy of this part of the power qstem. Distribution systems are relatively cheap, 

and outages have a very localized eff- However, while relatively inexpensive, large sums of 

money are spent wllectively on such systems. 



2 

A radial distribution system consists of  a set of series components includiag lines, cables, 

discomects, busbars and tra&omers between a d i t y  and its customen. A customer comected 

to any load point in a distribution system requins ali of the camponmts between the point of 

connecbon and the supply point to be operating. 

Many distribution sy~tems are designeci and constructecl as groups of sinde radial feeders. 

Some qstems are constructecl as meshed systems, but opetated as single radial feeder systems 

by using nomailyspen switches in the mesh. These normally-open points reduce the amount 

of equipment acposed to a fault on .oy siagie feeder circuit. They also ensure that, in the event 

of a fault or during scheduled maintenance perioûs, the nonnally-open point can be closed and 

another opened usiag switches to rninimize the total load discomected f h m  the system. 

These switches cm also be used to tramfer loads arnong feeders to meet new load 

requirements, to make better use of system capacity, and to ~ninimize PR losses in the 

distribution liaa. For r given qstem, there will be a switching pattern that minirnizes system 

losses. If there are N switches in a system. then are 2N possible switching combinations. For 

modem distribution systems with thousands of load buses and bundreds or even thousends of 

switches, the challenge of hding  the optimum switching pattern to rninimize losses is 

formidable. 

1.2 Thesis &ope rad ObNtives 

The objectives for tbis thesis were the following: 

a to develop suitable data structures and algorithms for system reconfiguration; 
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b. to employ intelligent much techniques to develop a new algorithm for finding the 

optimum confcguration a minimip distribution system losses of a test system; 

and, 

c. to apply the alpnthm to an actuai distribution system, and to meastue its 

performance in reducing energy losses over a penod of one year. 

The sequence of events dut led to the production of this thesis was as follows: 

a a thorough investigation of previous work in the ana was carried out, and the 

associateci issues of system protection, load flow techniques and sysîem planning 

were ais0 examineci; 

b. a study of &ciai intelligence techniques applied to consaaint satisfaction 

optimization problems was made; 

c. reconfiguration aigorithms, as well as a new optimization algorithm for loss 

minimization through system reconfigwatioa, were developed; and, 

d. two test systems were selected, and experimentation carried out to prove the 

validity of the new technique. 

1.3 Thesis ûmganization 

The materiai in this thesis is organized as follows: 

Chapter 2 provides the rationale for loss minimization, examines several 

techniques for reducing distribution system losses, and introduces loss 

minimization through system reconfiguratioa; 
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Chapter 3 examines the difficulties in implementing l o s  minimization duough 

rewnfiguration; 

Chapter 4 reviews the techniques proposecl by eartier reseacchers, beginning with 

the aigorithm of Merlin and Back 121 in 1975; 

Chapter 5 explores constraint sritisf'on optimization problems and defines 

several te-; 

O Chapter 6 discuaes the dota structures and dgoritbms developed for this thesis for 

system recoahguration; 

a Chapter 7 explains the optimization algorithm. WatDist, developed for this thesis, 

and examines the r d 6  obtained when the algorithm is applied to a test system; 

a Chapter 8 presents the resuits obtained when the algorithm is applied to an actual 

distribution system operathg over the period of one year; and, 

Chapter 9 provides concluding remarks, and recommendations for fiiture work. 



Chapter 2 

The Need for Distdbution System Recod~guiation 

2.1 Iiitn,duction 

Power distribution systems provide the finai 1iaL between a utility and its customers. 

These systems fme demands for ever-increasing power requirements, high reliability, more 

automation, and greater control complexity. At the same tirne, utilities face a scarcity of 

available land in wban areas, edogical considerations, the undesirability of rate increases, and 

the necessity to minitnia investments and operating expenses. Plamers must consider dl of 

these factors, and, simultaneously, attempt to minimize the cost of  substations, feeden and 

laterals, as well as the cost of losses [3]- 

5 
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As the demand for e l d d  power continues to grow. so, too, does the public's awareness 

of environmeutal issues and energy consmation. Utilities must maximize their use of existhg 

equipment and op- existhg system ctpabilities as a means of generaîing more capacity 

without construction of new fwiiities. It hro been estimateci that 5% to 13% of total system 

generation is wasted in the form of distribution system losses 141, and therefore the reduction of 

these losses is important. In [SI, Gcainger and Kendrew examinecl the distribution of losses in 

a distribution network. Their r d t s  are summarized in Table 2.1. 

From Table 2.1, it can be seen that the biggest contributor to losses are the distribution 

trdormers. acwunting for 55.1% of ail losses (with no-Ioad losses thne times that of losses 

under load), and representing 2.14% of the utility's revenue. The next largest contibutor are the 

primary feeders, which account for 19.0% of al1 losses, and which represent 0.74% of the utility's 

revenues. Thus, reduction of losses represents an effective means of cutting the cost of power 

to a utiliîy. 

As well, there are other economic benefits r d t i n g  fiom loss minimization, including [3]: 

released generation capacity; 

released transmission capacity; 

released distribution substation capacity; 

reduced energy (copper) losses; 

reduced feeder voltage diop and consequently improved voltage regdation; an4 

deferrailelimination of capital expendinires for system improvementslexp~sion. 



Subsfation losses: 

Mmary feeders 

34 

14 and 26 

TOU fadtr lasses 

Distribution transformers 

No-load los 

Laaded 105s 

TOU brnstoiawr l o m  

Seooiidary fwder lasses 

Other losses 

Tabk 2.1. Summary of allocation of energy losses in a distribution qstem (fiom 151). 

2.2 Metbods of ieducing disûibution system losses 

Several techniques can be employed to rduce distribution system losses, and these will 

be examined in detail. These techniques are as follows [3]: 

a introduction of higher voltage levels; 

b. recunductoring; 

c. conservation voltage reduction; 

d. installation of capacitors; and, 

e. system reconfiguration. 
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Reference [6] provides benefiâfcost ratios for various methods of loss reduaion in 

distribution systems, and these are summuued in Table 22.  It can be seen that the most 

expensive methods (in tems of benefitf' ratio) are reconductoring and the introduction of 

higher voltage levels. System recodiguratioa provida one of the more economicai options. 

Tabit 2.2. Benefitlcost ratios for Various Methods of toss  
Reducîion (from [6]). 

Introduction of  higher voltage levels . 
Reconductoring 

2.2.1 btmducîion of higbcr volfage levels 

The primary feeder voltage level is the moa important factor afSectiag the system design, 

cost and operation. Operational and design aspects affectecl by the voltage level include feeder 

length and loading. the aumber and rating of distribution substations, system maintenance 

practices and type of pole-line design and construction 13). In generai, for a given percent 

voltage &op, the feeder length and loadhg are direct fiuictions of the feeder voltage level, and 

may be expressed by a relationship known as the voltage-square d e .  For example, if the feeder 

1.5 to 3 

0.6 to 7 
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voltage is doubled, for the same voltage diop, the € d e r  can supply the same power four tÏmes 

the distance. The relationship is: 

Introduction of higher voltage levels involves extensive modification to existing networks, 

as well as  to associated switchgear, transfomers and substation equipment, and hence entails 

considerable cost to a d i t y  that may or m y  not be ecowrnically feasible. For exampie, 

Toronto Hy60 recently upgraded its distribution system to 13.8 LV, with projectdd savings of 

$620 million over 25 yean [fl. ûn the other han4 as a counter-example, with shruilriag margïns 

as a result of its regdatory agency's refusJ to allow rate increases, Ottawa Hydro recentiy 

decided to suspend its upgrade of its 4.16 kV system to 13.8 kV as toa costly 181. 

The resistmce, R, of a conductor of Ieagth, I, resistivity, p and cross-sectional ares A ,  

is: 

It is apparent that line resistance caa be d e c r d  by using a conductor with a lower 

resistivity or by increasing the cross-sectional area of the conductor. The costs associated with 

reconductoring may be prohibitive, and probably are only jd f i ed  in networks that are operating 

near their design capacity. 



Conservation voltage reduction (CVR) is a method by &ch utilities lower substation 

transformer voltages by a few percent to reduce peak demand Although there have been several 

studies of CVR,, it is aot clest that CVR is of benefit to al1 utilities, as there i s  an asociated loss 

of revenue to a utility when the peak demand is reducd 

Several Ameican shidies provide coafiicdiag conclusions regardhg CCVR In [9]. De 

Steese et ml note that there is a potentiai of a 0.765% reduction in energy consumption for each 

1% reduction in average voltage Lr residentiai customers- While Snohomish County PUD in the 

state of Washington fouad that energy swings were achieved hom the implemeatation of CVR 

on distribution circuits, these swings were highly variable f3om circuit to circuit and were 

difficult to measure accurately [IO]. However, reducing the distribution primvy voltage did not 

resdt in lower real and reactive power demand on the distribution circuits tested In a study by 

Detroit Edison, the opposite results were found, in that reducing the distribution primary voltage 

did result in lower real and reactive power deman& [Il]. However, this study concluded with 

the following comments: 

"Although energy is saved when voltages are lowered, voltage reductioa does not 
appear to be a practicai. cost effective, and viable method of conserving energy. 
The cost of energy which custorners would savo woufd be offset by additional rate 
increases, additional operation and maintenance expenses, and it is likely that the 
quality of s e ~ c e  for sorne customers would becorne a problem." 

The performance and the operating iife of equipment may be afZected when the voltage 

at the terrniaals of the equipment deviates fkom its nameplate value. The effect may be minor 

or serious, depending on the deviation fiom the nameplate voltage rating and the characteristics 

of the equipment. In Canada, standards for voltage levels have been established [12], and utilities 
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are bound by these standards. Practicuig CVR may lead to excessive voltage dmp dong long, 

heavily loaded feeders, and thus voltages have to be carehlly monitored d e n  CVR is used- 

For induction motors, Table 8 of refetence (131 provides an indication of the general 

effects of voltage variations on induction motors. For a 10./. voltage decrease, the starting and 

maximum running toque decreme 19'596, *le the slip increases 20-30%. Then is a 

corresponding increase of 5-10.? in the Ml-load current, corresponding to a temperature rise of 

10-1 5%. Thus, in the case of predominrntly induction motor Io&, there will be an increase in 

line current, and hence an increase in libe losses. 

For resistance heating devices, the heat output varies approximately as the square of the 

impressed voltage. Thus, a 103C &op in voltage will cause a drop of approximately 19% in heat 

output To produce the same amount of heating would then require the resistance heater to 

operate for longer periods, and thus energy conservation wodd not be achieved 

Ln s m a r y ,  CVR is not beneficiai i l m  the loads are predominantly induction motoa 

or resistance heating devices. As well, the reduction in voltage may lead to excessive voltage 

drops to some customers. The success of CVR is very system-dependent, and determincd by 

such factors as predominant customer types, feeder lengths and loading. 

2.2.4 Ihstallation of Capritom 

The fiindamental puipose of capacitors is to regulate the voltage and reactive power flows 

at the point where thy are installecl [3]. Shunt capacitors do not affect the current or power 

factor beyond their point of application, and generation of reactive power at a power plant and 
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its supply to a load located at a fir distance is not economicaily feasible. In Ontario, customers 

whose power factor is l e s  thm 9W pay ior the excessive r d v e  power demanded, and it is 

in their best inter- to carry out power foctor correction [14]. The resuit is that many municipal 

utilities operate at near unity power fretor, and heace instailatïon of capacitors is often not 

warranted 

2.2.5 System Reconfigwation 

Loss minimization through system reconfiguration can provide substantial savings to a 

utility. By applying loss min ie t ion  techniques, a disiribution automation project by the 

Pennsylvania Power and Light Company projected potential savings of over SlOOk by reducing 

losses by 14.6% in one year for a 230 MW distribution network [Hl. 

A radiai distribution system consists of a set of series componeats including lines, cables, 

discomects, busbars and transformen between a utility and its customen. Most distribution 

systems are designed and constructed as single radiai feeder systems. Some systems are 

constructed as meshed systems, but operateâ as single radial feeder systems by using normally- 

open switches in the mesh. These nonndly open points reduce the amount of equiprnent exposed 

to a fault on any single feeder circuit and ensure th8f in the event of a fault or during scheduled 

maintenance periods, the normally open point can be closed and another opened in order to 

minimize the total load disco~mected fkom the system. 

A typical system one-line diagram is sbown in Figure 2.1. Sectionalizhg switches dong 

a feeder and interfeeder tie switches are used to maintain a radial structure. For every switch 



2.1. A distribution system with three feeders and sixteen sectionalizing switches, three 
of which en open. 

closed, another is opened The greater the number of sectionalizing (or tie) switches, the greater 

are the possibilities for reconfiguration. To have minimum losses, a network must be equipped 

with remotely-operated switches, preferably in every line section of the network to provide the 

maximum degree of flexibiiity. The primary benefit of a radiai structure is that it simplifies fadt- 

detection, alfowiag a utility to quickly dispatch repaïr crews where needed, and to isolate faulted 

sections so that service to other sections cab be restored. Radial networks bave lower short 

circuit currents and simpler switching and protective equipment than meshed networks [16]. The 

tradeoff is that these networks have lower overall reliability. 
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Powet utilities are tuming increasingiy to cornputers and telecommunications to monitor 

and control power systems. Conside~g the size and compiexity of a modem utility, a human 

operator m o t  hope to contml a power system without automated assistance. SCADA 

( supe~sory  contml and chta acquisition) systems generate large amoimts of data that canmt be 

rapidly assessed by a human operator, rmd thus there is a desire to automate human decision- 

making tasks. SCADA systems allow the remote control of distribution system switches to 

improve system reliability through fault isolation and seNice restoration. These switches c m  also 

be used to transfer Ioads among feeders in a distribution system to meet new load requirements, 

and to make better use of system crpacity. 

Thus, loss minimization through system reconfiguration is an attractive option, as it uses 

existing equipment to reduce losses Even those utilities that rely on manual switches can benefit 

fiom recoafiguration, although on a much-reduced basis, perhaps only canying out 

reconfiguratioa once or twice par year. 

Reference [17] describes the results of a distribution automation study conducted by 

Pacific Gas & Electric. Substation and feeder automation were identified as  cost-effective areas 

benefiting from distribution automation. For fadars, automation included data acquisition From 

sectionalizers, line switches and fault indicatoa, as well as supervisory control of these devices 

for feeder reconfiguration and fault isolation. Economic benefits associated with feeder 

automation included reductions in eapitai expenditures due to deferment of additional feeders 

through more effective use of existing feeders, reductions in operations and maintenance costs, 

increased revenues as a resuit of loss reduction birough fader reconfiguration and faster s e ~ c e  

restoration following a fault. 
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The ceconfiguration of an electrid distribution system to reduce losses also has a natural 

tendency to b Jmce loading mong circuits, putting the system in a better position to respond to 

emergency load traders [18]. This is especially important when transfomiers and fwders are 

loaded close to their lirnits due to rapid load growth or delays in the construction of  aew 

substations and feeders 1191. 

Perbaps the most cornprehensive study hto system automation and recoufïgurabon has 

been that of the Athens Area Control Expenment (AACE), carried out by the Athens Utility 

Board (AUB), and thoroughly describd in Reference [20]. The system automated d u h g  AACE 

was made up of 12 feeders, 35 load-break switches, 12 power ceclosers, 5 voltage regulator 

banks, 29 capacitor banks and 21 fadt de!tecton. A load-break switch was a diree-phase, group- 

operated switch with M electric rnotor operator costuig approximately S 1 lk, d o s e  purpose was 

to isolate fadted lines and transfer loads while a circuit was energized. These switches were also 

used as tie switches between feeders. Power reclosers are similu to load-break switches, except 

their purpose is to clear temporary faults. 

AUB saw an improvement in conventional sydem reliability indices through automation. 

It was also discovered tbat there were significant intangible benefits and tangible cost benefits 

that were not measuced through reliability indices. Automated fault detection and remote control 

of switches and breaùers lead to (1) sigdicant reduction in the time required to detect and locate 

faults; (2) fastet isolation of faulted sections; ad, (3) faster load cestoration above and below a 

fadted zone. Additiondly, outages were prevented, or the outage area was reduced (and hence 

the number of customers affécted), costs were saved by automating tasks that had previously been 

performed manually, equipment problems were detected prior to catastrophic failure, and qstem 
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sdety was irnpnmd It was al= possible to detect such tbings as abnomal load conditions and 

insulation failure. 

Reliability studies indicated that automation was fully justined. The time of customer 

interruption of power was highly sensitive to the switching tirne requind to sectionaiize a feeder 

md restore service after a fauit, and thus nmotely-operated switches in place of manual switches 

increased reliability. The switcbes instaiied by AUB were prirnariiy to increase reliability radier 

than to optimize feeder loridiag. 1t was found that hoiuly 1 0 4  tninsfen were sufficient. 

Part of the AACE shdies included determinhg if capacity utilization could be improved 

as a result of automation. It was thought that remote l o d  traders between feeders would allow 

surplus equipment capacity at one location to made available to other locations quicWy and 

easily. However, the r d t s  obtained were less thaa anticipated by AUB for a variety of reasons, 

including: 

1, wincident peak loads on feeders; 

2. "teleswped" feeder conductor diameters that decreased in discrete steps with 

distance from the abstation; and, 

3. reconfigwation incre-d the impedance between source and load This served to 

increase losses, and at the sMie time increase the voltage &op dong the feeder. 

The dmp in voltage nsuited in a drop in customer loads. 

As a result of AACE, AUB recommended more automated switches to allow smaller load 

transfers. Most feeders had switcbes to donal i ze  feaders into three or four zones, which 

allowed ody relatively large load transfers. 

In [ t l ] ,  AoLi of d review the principal fiuictions of SCADA systems in distribution 
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systems, and note tha algorithms for "automatic lord transfer for secure or economical operation 

require more research in order to put them into p h c d  use as 'no efficient aigorithm for the 

sectionaiizing-mitch operation has b a n  enablisheâ, as it is a combinatorial optimization 

problem." At the same tinte, however, these aigoridims an indispensable in distribution 

automation, and must be developd 

Thus, distribution f d e r  reconhgwation for loss minimization is important for utilities 

However, few utilities have implemented reconfiguration [22], and their rationale for wt doing 

is examined in Chapter 3. 



Why is Reconfiguiation a Difficult Pmblem? 

3.1 btmüuction 

As noted in the previous chapter, few utilities have implemented reconfiguration to 

minimize qstem losses. The main objection to reconfiguration is that it computationally 

expensive, i.e., as system size grows, so does computation tirne. If there are N switches in a 

distribution network, there are possible configurations. For modem urban distribution qstems, 

the number of distribution transfomen may reach two to three thousami, and each transformer 
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may be supplied by four or five different feeders and substations [23]. Such systems are very 

cornplex, vety dinicult to monitor, and difficuit to a n d  optimdy in red-time. Losses 

asociated with each configuration must be calcdated, and this requites a load flow. The 

problem is compounded by the desire to maintain the radid con6guration of the distribution 

system and by operaiional constraïnts, Le., ensuring feeders and tnnsfocmers are not overloaded 

and ensuring voltage drop limitations are not exceeded. As well, there is a need for efficient data 

structures and aigocithms that will permit reconhguration in reai-time. 

3.2 The Recoofigmrtion hblem 

3.2.1 hhthema4csl RejmsentiBtion of the Reconfigaration Pmbiem 

The reconfiguration problem can be expressed as follows: 

hninimize 

subject to 



where the variables are dehed  as follows: 

Ri the resistance of line section i 

ri the cwrent in line section i 

x, the state value of switch i, where 

n nurnber of buses 

Sv power flow dong line sedion if 

Dj demand at bus j 

AV, voltage &op across üne section ij 

AV,, maximum dlowable voltage &op across line section ij 

S, power flow for feeder f ,  

S,, maximum rated power flow for feederf, 

f t  subset of feedea supplied by trandormer t 

In the above formulation of the recoafiguration problem, equation (3.1) represents the total 

losses of the distribution system. Equaîïon (3.2) ensures that supply equals demand at every bus. 

Equation (3.3) ensures diat a feeder is not overloaàed (curent, or thermal, limitation). Feeder 

voltage &op constraints are modeled by equation (3.4). Equation (3.5) ensurw that transformer 

buses are not overioaded. As noted earlier, the system must dso remain in a radial configuration. 

Distribution losses an PR losses, and thus the problem is a nonlinear integer optimization 

problem, with a quadratic objective function, 0-1 type state variables, and linear constraint 

equations with state-dependent constraint formdae. The value of the objective function is 



determined from the power flow solution given settings of the control variables. At each 

iteration, a new power fiow is required to determine a new systern operating point This issue 

will be addressed in d d  shortly. The problem presents a heavy cumputational burden for even 

a moderately-sized distribution system- 

3.2.2 Other Reprresenbitions of fhe PmMem 

Other representations of the problem are possible. Roytelman et ml [24] indicated that the 

problem could be formulated in various fashioas, including: 

1, minimizing active power los: 

2. minimizing power demaad (losses + customer demands): 

3. keeping system widiin constraints using minimum number of control actions. 

Minimizing power demand is equivalent to determining the power injected at the 

substation buses. This representation is used in this thesis. 

3.3 Power Flow Anrlysis 

Power flow anaiysis is used to detemine the study-state powers and voltages at each bus 

in a distribution systern, and is weii descnbed in many textbooks (for example, [25, 261). Two 

of the more popular methods of power fiow analysis are the Gauss-Seidel and Newton-Raphson 

techniques. 

Although both the Gauss-Seidel and Newton-Raphson methods can be carried out very 

quickly on modem cornputers, the Gaw-Seidel method is the preferred method for distribution 
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systems [26]. The method has the advantages of relative iasensitivity to initial voltage estimates, 

small memory requirements and pmgramming simplicity. For the Newton-Raphson method, the 

low X/R ratios of distribution grstems o h  ledo to ili-conditioaed Srobian matrices. with the 

result that the method fails to converge, or even diverges. 

Reconfiguration for l o s  reduction typically involves evaluathg many combinations of 

swi tcbg  options to detemine which option offers the lowest lossesSSeS Obviously, in a large 

system, even with a very fast cornputer, the tirne needed to complete a load flow to evaluate 

every option would be prohibitive. and is the main muon for not carrying out an exhaustive 

search of ail switching combinatioas. 

Caiculation of the losses for a configuration provides values for only one instant in time, 

based on current bus loads. However, distribution systems are very dynamic, and customers 

include industries, cornmerciai centres and residentid homes, al1 of which have changing ioad 

demands throughout the day, week and season of the yaru. A typical load profile over a twenty- 

four hour period for a residential load is shown in Figure 3.1. Thus, reconfiguration m u t  be 

carried out on a reguiar basis (i-e., on-line and in rd-time) as demand changes, funher increasing 

the computationd loed 



Distribution system reconfigwatïon for loss muumueti 
- .  - 

'on is a aonlinear optimization 

problem that presents an enormous computationai burden for even systems of moderate sire. 

Power flows must be CMid out at each iteration to evduate possible configurations, m e r  

a d h g  to the cornputhg time. Finaîly, the solution must be available in real-time if it is to be 

usefil, due to the dynamic, time-varying nature of fader loads. 

In the neni chapter, the work of previous researchers in solving the optimization problem 

is reviewed- 

Fi- 3.1. Lod c m e  for a residential load for a winter week-day (based on data taken 
fiom Eteference 1271). 



Chapîer 4 

Review of Recent Research in Reconfigumtion 

4.1 Introduction 

In this chapter, recent research in recoafiguration is reviewed Lou minimization by 

system reconfiguration continues to be a very active field of tewuch. Beginning in 1975 with 

the work of Merlin and Back [2], a variety of techniques have since been propose4 including 

severai aigorithms that employ heuristics, methods based on classical operations research 

techniques, and aigorithms that use "modem" tachniques such as neural networks, expert systems 

and genetic algorithms. Figure 4.1 provides a list of the works reviewed in this chapter, divided 

broadly into the categories of (1) heuristic techniques; and, (2) operations 

24 
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research techniques; an4 (3) 'modem" techniques. The work of Civanlar, Grainger, Yin and 

Lee 1281 is pediaps the most often cited recoafiguration algorithm, and will be examined in 

detail. 

4.2 Algonüun Assessment CiIC6. 

Optimization algorithms must select an aitemative from among a very large set of possible 

solutions by using some f o m  of numerical or nonnumerical computation to fhd a good 

(hopefully, the bat) solution. To be successful. an algorithm must generate and examine ail the 

alternative solutions, and not just a portion, Le., it must be complete. Because of the large 

number of possible switching combinations in a distribution system, it is usually not feasible to 

examine each one. To date, no aigorithm has beea complete, and thuq no researchers c m  claim 

that their method h d s  the global optimal. 

Most of the proposed algorithms ignore system voltage &op and thermal constraints that 

limit switching options and resaict loading- These operational restrictions are a cruciai part of 

everyday operation for a utility, and an aigorithm that ignores constraints will not be well- 

received. 

There are three fktoa tu consider in the design of an optimization dgorithm: 

a heur or nonheur awdjsis: Distribution system losses are nonlinear. For many 

algorithms, a nonlinear mode1 leads to longer solution times, smaller problem capacity, 

or a greater likelihood of computationd problems such as divergence. As d l  be seen, 

some researchers get around this problem by linearizing losses over a small operating 

region. 



b. p d l e m  size: Distribution systems may have severai thousand buses. For some 

optimization aigorithms, îhis large number of buses wili be too many, and an algorithm 

will be unsuccessfiil in finding a solution. 

c. ndidg: A radial cor@uration is difficult to enforce on many optimiation 

technïqyes, as quite often the optùnization idgorithm senses (conectiy) that splitting a Ioad 

between two feeâers will minimize losses. Regardless of which of two possible feeders 

to a l o d  has the lowest I'R losses, leavbg a load comected to both feedea will lower 

the losses M e r -  

To enforce radiality, a number of methoâs are used. First, the number of options 

considered by the algorithm can be limited to only radial configurations in a 

preoptimization of the "pruning" space (although this is difficult if the space is large). 

Second, lmps found in the final codïguration can be "radialized" in a postoptimization 

pmcess. Third, the optimiation algorithm cm be modified to ensure it only seeks radial 

configurations. 

4.3 Heuiisîic Techniques 

To overcome the size limitation posed by modem distribution systems, or to reduce or 

eliminate the need to camy out power flows, many researchers tum to heuristics, or des-of- 

thumb. The tradeoff becornes a question of solution quality versus computation time, i.e., finding 

the optimal solution in possibly an Uinnite amount of time, or findùig a feasible suboptimal 

solution in a finite amount of time. 'Ibere are several drawbacks to heuristic algorithms[29]: 
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1, the final network configuration ofken depends upon the initiai 

configuration; 

2. while losses may be redud  by employing heuristics, there is no guarantee 

that the final sdution is optimal, or even near optirnd; ad, 

3. even by employing heuristics, the computation time can still be quite large 

in a network of reaiistic size, which may contain thousands of branches 

and tfious811ds of switches- 

As well, most of the aigorithms presented in this section ignore operationai consaaints, 

and thus they are of little interest to utiliûes Most present-drry ciistribution qstems contain 

major cornponents that operate close to their marcimum loadkapacity ratio, and thus it is crucial 

for algorithrns to work around these limitations. 

Even though heuristics are employeâ, at some point a power flow must be done to ensure 

constraints have mit been violated. Having identified invalid solutions due to constraint 

violations, most methods are not capable of incorporating this howledge in finding an alternative 

solution. 

In this section, teferences [2, 16, 22, 23, and 28 - 381 are reviewed. 

4.3.1 The Woil of Meilin ami Ba& ud Relatld Woda 

The first work to examine the problem of minirnizing losses ttuough distribution system 

reconfiguration was published in 1975 by Merlin aad Back [2], who modeled the distribution 

system as a spanning tree structure, with line sections represented by the arcs of a graph, and the 
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buses by the nodes. The Nid configuration thaî mmmued 
. .  . losses was determined from the 

values fomd for biauy variables urociated with switch status. System constraints were 

negiected. 

Meriin and Back approximated the behaviour of the distribution system by perfanning a 

DC power flow as a meshed network, accounting only for the r d  component of the current in 

loss calculatioas, and sssuming dinetences in bus voltage angles wen negligible. The strength . 

of the algorithm of Merlin and Back was th* a solution was obtained which was independent of 

the initial switch status. The algorithm of Merlin and Back required an iterative process of 

removing the branch with the lowest power flow and thea perfomiiag a minimal loss power flow 

until a radial network was obtained. 

This technique is simiiar to a technique examineci by Willis et a[ [39] for the distribution 

system planning problem, which includes determining network layout, equipment size and 

capacities, and a radial switching pattern. Although the primary goal in this problem is not to 

reduce system losses, but to mhimize costs, their cornparison resuits are useful. 

Willis et d compared several optimization techniques, and one of the techniques 

examined by Willis et cd is dl-point load flow. Null-point load flow is not an optimization 

technique per se. The method applies a network load flow to optimia a radial feeder system by 

closing al1 switches in the network, cairyiag out a load flow, and interpretiag the results. The 

computed network flow will have nul1 points in the system where the power flow is zero (or very 

small), and it is at these points that switches are opened to restore the rodiality of the network. 

Hence, the method is very similar to the method of Merlin and Back, and to other techniques 

discussed in this section. The method has intuitive appeal, in that the optimal open points should 
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be where the power fiow is at a minimum (dthough this msy or may not be true). Network load 

flow progranis are widely available, proven and easy to apply. and wmputationdly fast compared 

to many optimization algonduns. 

The primmy didvantage of the null-point Iod ffow method is that it does not respond 

directly to capacity constrain&- Willis et d [39] found that r d t s  decreased dramatically with 

the null-point load flow method for the distribution syriam planning problem as the loadkapacity 

ratio increased. Indeed, in cornparhg various optimization methods, they concluded that "the 

null-point load flow method appears to be of litîle practical value (in fact it could be termed a 

placebo, lulling the user into the belief that the system has ban  optimized when in fact it is far 

from it)." For example, Willis et d found th& ushg numerical optimization techniques and 

genetic algorithms on a large distribution system (more than 10,000 nodes) resulted in swings 

of 9%. and a solution was found in approximaîeiy 60 seconds. For the same system using null- 

point load flow, saMngs of ody 3% were found (although this solution was found in 20 seconds). 

If these results are exîended to the method of Merlin and Back, and to other techniques discussed 

in this section, it is clear that the technique of penorming load flows and opening switches in 

sections with the smallest power flow can lead to suboptimal solutions. 

î h e  method of Sbirmohammaài and Hong [29] diffeted fiom that proposed by Merlin and 

Back only in the inclusion of feeder current constraints, and in the use of a compensation-based 

power flow technique to ensure thai the behaviour of the weakly meshed distribution netwock is 

more accurately modeied. Both this rnethod and that of Merlin and Back oniy minimize losses. 

However. they cm not guarantee that an optimum solution will be found. 

In reference 1301, Goswami and Basu introduced an algorithm sirnilar to that of Merlin 
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and Baçk [2], rhe primary ciifference bang th& the distribution network is never represented as 

a meshed system. ûoswami and Basu argued that it is invalid to mode1 distribution systems as 

meshed networks, as the optimum flow pattern for a meshed network will be different than that 

of a radiai configuration. Thus, GoGoswrmi and Basu close oniy one switch at a time, carxy out 

a power flow, and then open the switch m i n g  the srnailest curnat to open the loop and return 

the systern to its radiai configuration. The aigorithm teminates d e n  the switch that is opened 

is the same switch that was initiaiiy closed Three methods were presented to select which 

switch to close: (1) the switch having the grratest voltage across it; (2) the switch having the 

smallest voltage actoss it; and, (3) at random. Goswami and Basu note that, for the 37-bus 

system studied, the method of switch selection did not atrect the results. 

Borozan et ad [3 11 oEered three algorithms to improve the method of Shimiohammadi and 

Hong. These algorithms were able to c g  out the following operations faster than the original 

method: loop irnpedance matrix construction, partial re-ordering of network, and loop impedance 

matrix re-evaluntion. Test results showed that the aigoriduas increased the speed of execution 

of Shirmohammadi and Hong's method, but the optimal solution was not always found and 

voltage violations occumd. 

Roytelrnan and Shahidehpour [23] use a method similar to that of Shirmohammadi and 

Hong. Their algorithm closes ail open switches, carries out a load flow with branch reactance 

set to zero, and then opens the branch with the smdlest current. The process is repeated until 

the network is restored to a radial codiguration. 



4.3.2 The Woilt of Civania, Gminger, Yin and Lee, and Related WodrP 

The aigorithm of Civdar, Grainger, Yin and Lee 1281 is perhaps the most often cited 

teconfiguration aigorithm. and is often iised as a bench mark to meanne the performance of new 

algorithm. Civaniar, Grainger, Yin and Lee macle use of hemIUtstics to determine a configuration 

which would rduce lossesIUt Thc followiag expression was developed to determine losses 

resuiting from a load trader between fders: 

where: 

L) = 

M = 

n = 

4 = 

the set of buses discomected ftom feeder O and comected to another (II), 

tie bus of feeder 1 to which loads of feeder II are to be comected, 

tie bus of feeder II that will be co~ected to bus m via a tie switch, 

cornplex bus cuneat at bus i, 

R,,, = secies resistauce of the path C O ~ ~ C M ~  two substations buses o f  feeder 1 

and faeder II via closure of a specified tie switch, 

E, = cornponant of E = R B ,  I,, correspondhg to bus rn, 

RB,  = bus resistance matrïx of faeder 1 before the load transfer, 

I,, = vector of bus cunents for feeder I, and 

E, = similar to E, , but defined for bus n of feeder II. 

The right-hand tem in Equation (4.1) is always positive, and, hence, to have a &op in 

system losses (AP negative), it follows that a load traasfer will only reduce system losses if there 

is a significant voltage difierence across an open switch, and only if the load is being transferred 
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fiom the higher voltage tide to the lower voltage- The authors note that this may not be tnie if 

the phase angles of the two voltages are not similar, or if the complex bus currents are not in 

phase with phasor voltages (Le., power fmt not close to mi@). Th y also note that the 

expression becornes less and less accurate as the amount of load transferred increases, or if the 

switch is close to a substation. 

Civaniar et d proposed the fbiiowing two heuristic des: 

Rule 1: Loss reduction cm onfy be atîahed ifthete is a signtjkmf voltge 

dijjfemnce OCIDSS m open tie switch. 

Rule 2: Loss ~duction w iII be d i e v e d  if Iwds on the higkr voltqe dmp 

sîde of the rie swiich w nasjèmd io the other side. 

The higMow voltage d e  is used to eliminate switching options for reconfiguratioa, and 

Equation (4.1) is then used to d e t e d e  the change in qstem losses for the remaining switching 

possibilities. The option with the largest negative AP is selected and a power flow carried out. 

This process is repeaîed until there are no candidate switching options. 

The advaatages of the algorithm of Civanlar et d are that it dlows rapid detemination 

of a switching configuration *ch reduces tosses. The disadvantages. however, must also be 

coasidered: 

1. 

2. 

3. 

the method assures only a rtduction in losses, and not a minimization of 

losses; 

the proposed network configuration depends on the initial switch status; 

the equatian for estimating changes in system losses as a resdt of a load 

transfei is inaccurate if the load transfened is large. if the transfer occurs 
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close to a substation or if the power factor is not close to unity; and, 

4- qstem constraints are ignored. 

Exceptions to Rule 2 have beem reported by other researchen. Baran and Wu [33] offer 

a counter-exomple to the higMow voltage de, showhg that it is possible to pedom a branch 

exchange where a switching on the hi@« voltage side results in a positive loss reduction. As 

noted in the previous section, Gomami and Basu (301 found that the method of switch selection 

(switch having the greatest voltage across it, switch having the srnaIlest voltage across i& or at 

randorn) did not aEect their results. Hence, the two heuristic d e s  are only very approximate. 

Castro and Waîanabe [32] extended the work of Civaniar et al by making use of a more 

efficient search algorithm requiring l e s  cornputabonal effort- Civanlar et al considered branching 

on only the most promising switching option, wbich reduced solution time, but increased the 

likelihood of finding a local minimum. Castro and Watanabe proposed selecting the maximum 

number of feasible switching operations at each stage of the algorithm. which offered the 

advantage of hding a better solution in a shorter time. However, a global optimum was not 

assure& and they continued to use the high/low voltage de. System constraints were not 

considered. 

Baran and Wu (331 followed the approach taken by Civsnlar et al, extuiding the work by 

introducing two different methods to approximate the load flow in a system &er a load transfer 

between two substations, feeders or laterals, and making use of a set of power flow equations 

developed specifically for radiai distribution faden. Power ffow was described by a set of 

recursive equations that used the r d  power, reactive power and voltage magnitude at the sending 

end of a branch to express the same quantities at the receiving end of the branch. Knowhg (or 
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estimating) these quantities et the first node in a network, the same quantities were detennined 

for downstream nodes on a fadu using the equations developed in a f o m d  @de. A similar 

set of equations was developed for a backwad uphte, where the update started fiom the last 

node of a feeder and proceeded towards the substaaCon. By successively applying the forward 

and backward updates, a power fiow rolutioa was obtained. The two power flow solutions 

offered are (1) a simplified version; ad, (2) a full version of the power flow just discussed- 

For a two feeder system with 32 buses aud 5 tie lines, the optimal solution was found 

using the simplified method Interestiagly enough, the global optimum was found "by accident," 

as it estimated a braach exchange as positive when it was, in fact, negative, allowing it to 

perfonn more iterations to fhd the globd solution. Using the second proposed method, and a 

full power flow solution, the algorithm was unable to find the global optimum. 

Sarfi et d [22] partitioncd the distribution system into groups of load buses, and then 

applied Civanlar's technique [28] to rninimize losses within each group of buses. When tested 

on the same system used by Civanlar et d [28], Sarfi et d achieved sirnilas loss reduction results 

for one set of bus partitions, but, for a different set of partitions, loss reduction was achieved. 

The results presented indicate tbat the solution quaiity was very dependent on the assignment of 

buses to groups, aad how the network wcis partitioned. 

Taleski and Rajicic [16] extend Civanlar's method to minimizing energy losses însteacf 

of power losses by incorporating data hom daily load curves. 

Fan et ai [34] use a single loop optimizatioa technique whereby a nonnally-open switch 

is selected to be closed, and then the problem is to fbd a nonnaily-closed switch to open in the 

loop such that line losses are minimized, similar to the method of Goswami and Basu 1301. The 



36 

normally-open switcb is selected by examinhg voltage differences moss open switches to 

deternine which switch experiences the lugest voltage difference, sirnilar to the method of 

Civanlar et d 

In [3S], Roytelmrn et d sought a, incorporate five objectives in a single objective 

fiinction, including (1) m ü h h i o n  of fader losses; (2) Io& balancing among supply 

transfomiers; (3) minimitation of the womt voltage &op; (4) minimization of seNice interruption 

frequency; ad, (5) bdanced s e ~ c e  to important customers @y ensuring al1 imporiant customers 

are not served bom the samc transformer). Objectives were weighted as deemed necessary. A 

two-stage approach was useci. In the first stage, an initial solution was found using a technique 

similar to that of Merlin and Back 121 to determiae a radial network configuration. Then, the 

solution was improved by closing a switch and openhg an adjacent one to see the change in 

objective fwiction. Civaniar's formula was used to determine changes in losses resulting from 

a branch exchange. 

In [3 81, Peponis et ai combined reactive power control (through capacitor installation) and 

network reconfiguration. Peponis et al compared the Civanlar and Shirmohammadi algorithms, 

and found that the Civdar technique was approximately four times faster, but that the fuial 

solution was very dependent upon the initiai coafiguratioa. 

4.3.3 O(bcr heudsîic aigoriüuns 

Liu, Lee and Vu offered twa aigorithm that they asserted would ensure a globally optimal 

solution [36]. One algorithm was based on a unifonnly distributed load mode1 (UDLM) and the 
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other a foncentrated load mode1 (CLM). Liu, Lee and Vu demonstraîed that by considering loads 

as cwent sinlrs, the cuncat flowing through an arc could be represented by a sum of a basic 

current (y,) and a constant (a. 
The nrst algorithm identifieci which Kaionalizuig points had to be open for a minimal 

ioss reconfiguration. Global optimdity could not be assured when prs*ical constraints such as 

Iine voltage &op were considered, and the auîhors noted that solutions could be fomd that 

violated the radial topology requirement Li tbis algorithm. if the system was anessed to be 

"nonaptimal" (failure ta meet set criteria), "non-optimal' feeder pain would be selected and 

minimum 1 0 s  positions detennined until a tolerance was satisfied. Because the first algorithm 

relied on a piece-wise parabolic form of the loss fundon, sectionalizing points detennined by 

the algorithm âid not always correspond to actual switch positions, and hence the second 

dgorithm was used to determine the m a l  swîtcb positions for the optimal system configuration. 

This second algorithm differed h m  the first in that ail "nonoptimal" pairs were assessed using 

loss estimation formulae and only the pair witb the greatest loss reduction selected. 

In [37.  Aoki et d note that recobfiguration is used in Japan to balance loads among 

feeders and tranrformers for fear of fault occurrence, as well as to reduce system losses, but that 

the main emphasis is on load bdancing. The authors assume al1 section loads are Lnown, that 

al1 feeders are of equal cspacity, and that the system is initially in a feasible @ut not necessarily 

optimal) state. Loads are transfemd between feeders by detennining which feeder has the largest 

Load, and which has the smal lq  while ensurhg the radid structure of the distribution system 

is maintained. This process is carrieci out d l  feeders and transfomers are loaded as equally 

as possible. There is no guarantee bat system losses are reduced. 



Numerical o p t h h i o n  techniques rpply cornputcd numerical fomulae and procedura 

to search (usually iteratively) for the ôest configuration. Revious works based on numencd 

optimization techniques include 118, 24, and 40 - 451. The advantages of these techniques 

include convergence to the mathematïdy optimal confguration, and that proven algorithms are 

widely available and undetstood However, the disadvantages include mathematical complexîty 

which may make prograaiming and diagnosis difnculî, md convergence that takes so long to be 

of no practical value. 

Linear programming (LP) methods require d l  relations to be linear or approximated by 

linear fiurctions and were popular in the eariy 1980s h r  solving such power system problems as 

the capacitor placement problem [46]. Ody smaüer systems were considereâ, as the computation 

tirnes for larger systems made LP rnethods impractical. As well, solutions obtained were not 

always optimal, due to approximations introduced by the linearized models [41]. 

Few researchers have based solution to the teconfiguration problem =Lely on linear 

programming methods. Aoki et d [40] divide distribution lines into segments acwrding to the 

differences of the load distributions and line constants. The status of each switch in a system 

(open or closed) shouid be rolved as a dimete optimization problem, but, since there are many 

switches, as well as line and voltage coastrahts to consider, hding a feasible solution would 

lead ta large wmputation times Aoki et d approxirnate the variables identifying the locations 

of nonnally open switches as continuous variables, and, after solvïng the continuous problem, the 

location of the open switches is determined by romding the solution to the nearest actual switch. 

The authoa note that their solution is not necessarily optimal, but that on a 59-bus test systern 
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they were able to reduce losses by 5%. 

In (411, Chai et d develop equations to determine total f d e r  loss using regcession 

analysis. The method deveiops an eqwtion b d  on a specinc f d e r  and the hourly load pattern 

at each bus. The method would not be suitable for the reconfigiuation problem, as it would be 

necessary to cecaicdate the coefficients for the regression equation for each change of 

configuration, which would be difficult to accomplish in ceal-tirne. 

Glamocanin formulsted the recontiguration problem as a transshipment problem with 

quadratic costs [42]. Using Giamocanin's method, it was fim necessary to obtain a feesible 

solution as the starting basic solution. The quadratic simplex method was then used to irnprove 

the solution. System wnstraints were not included 

Huddleston, Broadwater and Chandrasekaren [43] offer a reconfiguration algorithm based 

on modelling the distribution system by a quaciratic loss fundon as a fiinction of switching 

currents and a set of feeder cwrent constraints. Their algorithm assumes that the distribution 

system bas a unity power f ~ t o r  (typical for many d a n  distribution qstems), and thus the loss 

function can be constnicted as a DC model. The algorithm of Huddleston et d looks for feeder 

sections having negligible cwents to indicate open switches. The quadratic optimization problem 

was solved by using the IMSL subroutine QPROG. 

The problem that is solved is a cotltinuous problem, yet the currents are switched 

discretely, and thus solution results have to be interpreted before they cm be implemented. In 

addition, Huddlestoa, Broadwater and Chandrasekaren note thet a distribution system with n 

circuits and m open circuits requires a solution with n + 2m unlaiowns. For the relatively small 

sample system of Civanlar et al, with 16 sections and 3 open circuits, this would lead to 22 
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unknowns. As the size of the distribution Jystem increased, so too would the number of 

UnkIlowlls, as wuld  the computation tirne. 

The work of Broadwater et d [18] builds upon the previous work of Civdar et ai [28], 

as well as that of Huddleston et d [43]. The work of Broadwater et d uses Civmlar's switching 

d e ,  a single switch pair operation per iteration and a dvect search method incorporating 

Huddleston's los hction, including voltage and curent cunstraints. The rewnfiguration 

algorithm proposeâ calculates losses for each possible switch pair operation. A Ioad flow is 

required at each iteratian, after a new base case is developed as a r d t  of a switching operation. 

There is no discussion of how long the algorithm talces to find a solution for a system. However, 

for a large distribution system, evaiua~g the losses for every possible mitching combination 

would not be feasible. 

Wagner et d presented a reconfiguration algorithm based on a solution of a linear 

transportatïon problem [27]. Feeder line section losses were approximated by a piece-wise-lhear 

function, and the problem solved using the stepping stone algorithm. Feeder voltage and themal 

constraints were inciuded in the simplifications introduced by the iinearizations. Using a working 

44 kV distribution netwoik, a cornparison of die mahod offeïed by Wagner et rd was made with 

the methods proposed by Shirmohammacü and Hong [29], as weii as b a t  of Civanlar, Grainer 

et al [28]. For a small system such as the one presented with the work of Wagner et ui, 

convergence was rapidly obtained. It is not clear that andysis of a mon realistic distribution 

system wouid be possible in a red-time implementation. 

In [44], Chen et d solve the problem as a binary integer programming problem using 

branch and bound techniques to rninimize a cost function that includes I'R losses, as well as 
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labour and line switch costs. In tbis case, voltage constraints are included. To reduce 

computation time, Chen et d estirnate the losses for ail possible switching combinations using 

a DC load flow where the imaginrry parts of the voltage, curent and line impedmce are ignored. 

The switching configuration th& o f f  the Iargest reduction of line losses is then selected. The 

method is essentidy an exhaustive seacch of ail possible switching combinations using an 

approximation for the l o d  flow, and it is doubtful the method could be applied to larger systems. 

Sarma and Prakasa Rao [45] use a 0-1 integer progtamming approach. However, the 

proposed method only considers opening mRtches on either side of currently-open switches 

(although multiple switches are considered at each iteraîion), and voltage and current constraints 

are ignored. For the Idbus test systun proposed by Civdar et 4 the algorithm fin& that the 

best solution has switches 15, 17 and 26 open (which is not the global minimum found by 

Civanlar et d). 

Roytelman et al [24] used a gradient search technique, varying the search direction 

according to the largest denvative of the objective fùnction with respect to the control variables. 

The partial denvatives were computed as the ciifferences in the objective fiinction àivided by 

correspondhg increments in the discrete variables, i.e., 

where k, k + 1 are the curent and next positions for control variable, xi. Constraints were 

included in the objective function as penalties normalized to power. Being a gradient descent 

method, the fuial solution depends on the initial configuration, and there is a nsk of being trapped 

in a local minimum. 
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4.5 Pievious Won Bssed on 'Modemqq Techniques 

"Modem" techniques include techniques based on utihciai newai netwmrks, fwy 

systems, expert systems, simulated anneaiing and genetic dgorithms. These techniques have been 

applied to the distribution system reconfiguration problem, and include references [47 - 571- 

Artificid neurd networks ( A N N s )  have been proposed for many power system 

applications [ S I .  Their use appears welî-suited m reconfiguratioa, as they cm be used to map 

the relationship between the highly non-linear nature of a load pattern to a network topology 

which offea minimal line losses. Perhaps the most widely-used ANN is the backpropagation 

network 1591. A typical backpropagation network bas an input layer, one or more hidden layers, 

and an output layer. Each layer is fully wmected to the succeeding layer, and each layer 

consists of a number of Rocessing Elements (PEs). A processing element is show in 

Figure 4.2. 

in this figure, it can be seen that then are a number of inputs. Eadi input is multiplied 

by a weight associated with that input, and the sum of the weighted inputs is determined. The 

output of the PE is determined by a transfsr haidon, which cm be the sigmoid hction, 

hyperbolic tangent or sine fixnctions. 

If the network has some global enor fiinction associated with it, it is assumed that d l  

processing elements and connections are to blame for an error (or for the actual output not being 

the same as the desired output), and responsibility for the enor is afîixed by propagating the 

output enor backward through the connections to the previous layer. This process is repeated 



until the input layer is reachd Hence, 

the name "backpropagation." The input is 

forward propagated through die layers to 

the output layer, the error at the output 

detetmined, and then the error is back 

propagated thmugh the network fiom the 

output to the input layer. During training, 
- -- 

the global error fundon is minimized by Flgmc 4.2. A pmcessing element (PE). 

adjusting the weights. 

ANNs prove themselves most useful in applications such as load forecasting where 

exïsting models do not have enough accwacy, and where vast amounts of historical data are 

available. Although the use of ANNs cm offer nduced solution times for even large problems, 

three factors appear to limit their wfulness to a utility for the loss minirnization problem [60]: 

1. a considerable amount of time is required for collecting data and for training the 

neural naork, as loads viry with the time of day and season of the year, as well 

as by customer type, resuiting in enormous amounts of data; 

2. trainhg must be perforrned for each utility's network and subsequent changes in 

the system must be accounted for, and, 

3. accurate training data must be acquired to ensure that the ANN offers meaningful 

results. 

Kim, Ko and Jung proposed a two-stage aigorithm based upon ANNs for distribution 

system recodiguration for loss minimizatioa 1481. They proposed dividing the distribution 
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network into lod maes, with each load m e  having a distinct set of two ANNs trained to 

classi& the loacüng level and to ceconfigure the zone baseci upon the assigneci loads. The use 

of ANNs offered a f~ solution, as no load fîow operations were required within the solution 

algorithm. A mdti-layered fadforward network topology was selected for the ANN in Mew of 

the adaptive leamhg capability of this topology. Training data was obtained by a solution of a 

quadratic progr8mming problem. whose constraints included line voltage &op and current limits. 

Although good resdts were obtained by this aigorithm. the training data used was simulated data 

for a small system. The massive amount of data needed to accurately mode1 a system of realistic 

size. as well as the network training time, would most likely preclude this approach. 

4.5.2 Worlr Based on Fuzq Sysîems 

Fuzzy set theory and fuzzy logic was introduced in the 1960s by Zadeh [61] as a formal 

tool for dealhg with uncertainty. where vague descriptions for variables may be more or less 

precise ( les  or more fuzzy. respectively), depending upon the certainty with which a variable can 

be described. For example, it may be said thst the load on a feeder is heavy. How heavy is 

"heavy?" F u a y  set tbeocy is  employed to deai with this uncertainty. In the f i m y  domain, each 

variable is wociated with a membersâip function dut indicates the degree of satisfaction of the 

variable fkom zero to unity, and e x p r d  by a set of ordered pairs, Le., 

X = ((x, p(x) 1 x is a possible value of variable X), 

where p(x) is the membership fuaction which denotes the possibility that variable X has the 

value x. A fuay set A of X is dehed to be the set of ordered pairs, {(x, p,, (x) ), where x E X 

and p,, (x) E [O, I]  is the degree of x in A.  
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The concepts of fuay logic cm be illustrated with the exampk shown in Figure 4.3. 

Consider a variable, L. (representing the load) havïng the set of vaiues {light, meditlm. k y ) .  

The values of the ioad are the labels of the finzy sets, Ah@). A,,,@). and A - 0  on the 

domain of n d c  loads, L. In this case, a load of 0.38 p.& is interpreted to be low widi degree 

0.21 and medium with degree 0.64. &then d e s  are then uscd to relate these irnprecise 

relationships. 

A l t h o u g h  t h e  t i t l e  o f  

Reference [47l is "A Ftlzy-BPsed 

Optimai Reactive Power Control," this 

paper addresses, in fact, the 

reconfiguration problem, noting in iîs 

abstract bat the authors preseat a 
F&me 4.3. The values of the variable l w d  - light, mediun 

mathematical formulation of the optimal and hecrvy - are the labels of the fuzzy sets, 

reactive power wntrol problem, where the objectives are "to minimize reai power losses and 

improve the voltage profile of a given systemmW 

In [47], Abdul-Rahman and Shahidehpour use a fiuzy-based lin= programming approach. 

Voltage and reactive power constraints were "fiiaified," Le., made less rigid (or crisp), and hence 

dlowed small voltage and power flow violations (the level of *ch wouid be detennined by 

system operators). The method was tested on a 6-bus and 30-bus system, and voltage violations 

of 2% and 3%, respecbvely, were ailowed, although not al1 buses were subject to the same 

violation. For the 6-bus case, it was found tûat the proposed method found a better solution than 

traditional LP methods with fewer iterations, but that the time per iteration was longer for the 
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fuzy method For the 30-bus method, traditional LP methods found a better solution, but in a 

longer tirne. A large system of cerilistic size was not examine& The method can not guarantee 

an optimum solution. As well, an operator must specify the acceptable violation limits, and for 

which feeders and buses, and tbis may not be obvious. 

4.5.3 Work Based on Erpd SysOems 

An expert system is a cornputer program that represents and reasons with howledge of 

some specialist subject with a view to solving problems or giving advice [62]. The system may 

act as an assistant to a human decision maker, or oompletely fiilfi1 a fiinction that nomally 

requires human expertise. Unlike traditional sequential cornputer programs, expert qstems 

simulate human nasonhg about a problem, rather than simulating the problem itself. Heuristics 

are often employed 

Taylor and Lubkeman [49] proposed an expert system for distribution system 

reconfiguration based upon extensions of die niles of Civdar, Grainger et d [28]. Taylor and 

Lubkeman described the primary objective of their work as being to avoid transformer overloads, 

feeder thermal overloads, and abnomal voltages. By satisfying these criteria, diey asserted that 

they would simdtaneously find a configuration for loss minimization. Taylor and Lubiteman 

used a best4m strategy to reduce the solution tirne. Five different d e  sets were developed to 

drive the infaence of the expert system developed. Following each decision, a load flow 

calcdation was necesslvy to updaîe the network's operating status. The use of the heuristic d e s  

was demonstrated to reduce the search space considerably. However, the use of a best-first 

search strategy precludes the guarantee of fliding a globally-optimal solution. 
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Chang, Zrida and Birdwell introduced the requinments for a hiowledge-based software 

package for rnalysis and contml of disüibution systems [SOI. The lmowledge base would employ 

tools specinc to distribution analysis to ensure precise, representative rnodellhg. Recoafiguratioa 

for loss reduction figures promuimtly in dieu proposed package and would be driven by an 

expert system- 

Chang and Chung [SI] describe the development of an expert system for on-lins use of 

power system operatoa in a SCADA environment The proposed system uses the method of 

Aoki et d 1401 to determine which loads to transfer, as well as several heuristic d e s  proposed 

by system operators. Chang and Chung note that the method of 1401 was implemented in the 

cornputer language, Prolog, which, while being a useful language for expert systems, is not well- 

suited to the "number-cninchingn required by the reconfiguration problem. 

Recentiy, Sarfi [52] proposed an expert system combined with f k z y  Iogic. The method 

of Civanlar et al [28] was used to obtain an initial, suboptimum configuration. Then, severai 

d e s  were proposed to M e r  optimize the network, taken into account network constraints. A 

large part of this work was besed on conservation voltage reduction, which, as discussed earlier, 

may or may not be viable. As well, Sadi only examined acijacent switches when considering 

which switch to close, Ieading to the possibility of suboptimum solutions. 

4.5.4 Work Based on Simdated AM- 

Simulated annealing (SA) is an aigorithmic approach to the solution of optimization 

problems. The name of the algorithm cornes from the malogy between solving optimization 

problems and the simulation of annealhg of solids. When a matenal is annealed, it is first heated 
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to a high temperatwe, and dien slowly cooled accordhg to a coolhg schedule to reach a desired 

state. At the highest temperature, the putides in the material are mmged haphauirdly. As they 

mol, they fom a lattice structure, and reach a minimum eaergy state. First proposed by 

Metroplis a d [63] in 1953, interest in the algorithm grew following a paper by Kirkpaîrick et 

al [64] in 1983. 

SA is an iterative improvement technique. The cos of an initial configuration is 

determined, and then the configuration is given a smdl perturbation. The cost of the pemirbed 

configuration is calcuiated, ancl, if the cost is les ,  the new configuration becomes the cunent 

configuration. If the cost is greater, the new configuration is accepted probabilistically, Le., with 

probability exp -(NT), where A is the change in the cost fimction and T the curent temperature. 

This provides a means for the system to escape from local miaima, although the probability of 

this occurring decreases as amealing progresses. 

To use this algorithm, a cost function must be derived Several parameters must be 

specified empirically, includhg an initial temperatun and a eooling schedule. The cooling 

schedule includes the final value of the temperature, how long the qstem is held at each 

temperature, and how the temperature is reduced. If the initial temperature is not high enough, 

the system will not be wmpletely at random at the start- If the coolhg schedule is too fast, the 

system hardens into a state & a  may not be globaily optimal. If the cooling schedule is too slow, 

computation time suffers. An initial configuration must also be selected, usually by random 

assignment. 

Chang and Kuo [53] use simulateci annealing to solve the reconfiguration problem after 

introducing an approximated power flow. The algorithm presented in 1531 seiects an open tie-line 
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switch to close at riindom, and then opail a switch immediately acljacent to it to preserve the 

network's radiai topology. A criticism of this algorithm is bat any sectiondizing switch between 

the now-connected substatio~~~ muld be openeâ, not just the ones next to the just-closed tie-line 

switch. There is a stmng possibility that the optimum solution wiii be missed if such a nanow 

range for switch selection is d 

Chang and Kuo use the following cooling schedule: 

where Ti is the tempera- for the ith iteration, and a the cooling rate. The initial temperature 

must be specified. The cooling rate is a number between O and 1, and the authoa use 0.9 for 

two test cases, and 0.95 for a third test case, but it wodd appear that triai and emr is needed 

to find its optimal value. There is no discussion of how to choose the cooling rate. As well, the 

authors note that if the rate is set too low, the solution quality is poor. Test cases ranging fkom 

13 to 69 buses revealed it was possible to reduce system losses by 5% to 55%, with the amount 

of loss reduction increasing as the number of buses increased. 

The work of Chaog and Kuo (531 is very similar to that of Chiaag and Jeadurneau, who 

four years earlier developed a two-stage algorithm based on simulated amealing [54, 551. The 

algorithm of Chiang and Jean-Jumeau proposed to include both optimal Ioss reduction and load 

balancing in a multi-objective, non-differentiable objective optimization problem with both 

equality and inequality wnstraints. The primary difference between die two works is how the 

power flow is crinieci out at each step in the algorithm - Chiang and Jean-Jumeau use a fast 

decoupled load flow, while Chaag md Kuo use a method similar to that proposed in [33]. 



Simuiated evolution is intrinsieilly a mbust -ch aud optimization technique d o s e  

process can be applied to engineering problems when heuristic solutions are not available or 

provide ~nsalisfbcto~y resulîs 1651. The physical processes iavolved include reproduction, 

cornpetition and selectioa. During reproduction, aa individuel's genetic program is transferred 

to its offspring. Cornpetition is the r d t  of expancihg populations and finite resources, and 

selection is the r d t  of cornpetitive replication. 

In the past few y-, interest has grown in solviag problems using algorithms based on 

the priaciples of biological evolution [66]. These algonduns maintain a population of potential 

solutions, have some selection process based on the fitnea of individuals within the population, 

and have some rewmbination operators. Perhaps the bat-biown of these rnethods is HoIland's 

Genetic Algorithm [67]. Evolution programs are essentially probabilistic algorithms that maintain 

a population of n individuais, P o  = ( x,: . . . . x,< at iteration t. Each individual represents 

a possible solution for tbe problem at band implemented as a data structure, S. Each solution 

x: is evaluated to determine its "fimess." The better individuals are selected ta be parents for 

the next generation, and a uew population, P(l+l). for the next iteration is generated. Some of 

the offspring will undergo trandormation as a result of application of genetic operators. Mutation 

is the operation whereby new individuais are created by making midl changes to single 

individuals, typicaily on a single bit (m, : S ir S ), while high order transfomations c, create 

new individuals by combining parts fiom several individuds in an operation known as cmssover 

(c, : S x . . . x S + S ). After several generations, the program converges. and the best 

individual hopeNly represents the optimum solution 1681. 
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Genetic dgorïthms manipulate a population of potential solutions to an optimization 

problem by operathg on an encoded representabon of the solutions equivalent to the genetic 

material of individuals in nature. Solutions are encoded as strings of binary bits. Each solution 

has arsociated with it a fitness value that dows the soiution to be cornpueci to ai1 other solutions 

in the gene pool. The higher the fitness value, the higher the chances that an individual will 

survive and reproduce, and the larger its representation in the population. During reproduction, 

crossover is used to exchange portions of genetic material between strings- Mutation also occurs 

to cause sporadic and random alteration of bits This plays the role of regenerating lost genetic 

material. 

Crossover is the crucial operation 

of genetic algorithms, and is illustrateci in 

Figure 4.4. Pairs of strings are picked at 

random fkom the population for crossover. 

In single-point crossover, a crossover 

point is picked at random, and portions of 

the strings beyond that point are 
Rgm~ 4.4 Cmsrover of two pueab haviag a crossovcr point oE4. 

exchanged to form new strings. Crossover 

only proceeds if a randomly generated number in the range [OJ] is greater than the crossover rate 

(specified at the start of the aigorithm). 

After crossover, strings are mutated by flipping a bit. The bit to be flipped is selected at 

random, and mutation procads only if a randomly generated number in the range [OJ]  is greater 

than the mutation rate specified at the start of the algorithm. Mutation allows strings to recover 



lost genetic materid. For example, if d of the bits in dl of the strings in a population have 

converged to 1, crossover can not generate a O. However, mut4tion would aiiow dus to occur. 

There cm be pmblems when using GAs. When the dgorithm is first run, the string 

havùig the highest fitaess fiuiction can genente a dispmportionate number of offspring ba t  may 

lead to premature convergence. Conversely, d e r  many iterations, the population tends to bewme 

homogeneous as die variance in fitness vaiues is s d l .  As a result, equal number of oB!rings 

are allocated to al1 strings, thus eliminatiug the driving force that promotes better strings [69]. 

A second issue involves the crossover mechanism. Usen must decide how many 

crossover points will be use4 md typically use one or two. Similarly, the crossover rate must 

be specined This must also be done for the mutation rate 169). 

Users must also specifjr the population size. Large populations increase a population's 

diversity, and help to preveat premature convergence, but, at the same, increase the time needed 

for the population to converge to  JI optimal solution. It appears that population site, crossover 

rate and mutation rate are inter-related, and that smdl populations need relatively large crossover 

and mutation rates fampared to those of large populations [69]. 

Another problem with most implementations of genetic algorithrns to date is their domain 

independence, and the difficulty in dealing with constraints. Since most GAs use binary strings - 
1's and 0's - how constraints are implemented is very important. As noted in 1681: 

"Constraints that cannot be violated can be implemented by imposing great 
penalties on individuais thaî violate them. by imposing moderate penalties, or by 
creating deaders of the npresentation that avoid creating individuals violating the 
constraint. Each of these solutions has advaatages and disadvantages. If one 
incorporates a high penaîty into the evalwtion routine and the domain is one in 
which production of an individual violating the constraint is likely, one m s  the 
risk of creating a genetic algorithm that spends most of its time evaluating illegal 



individuah Further, it cm happen tbat when a legal individuai is found, it drives 
the others out and the population converges on it without finding better 
individwls. since the tikely paths to other legd individuals require the production 
of illegal individuals as intemediate structures, and the penalties for violating the 
constraint make it d e l y  t h t  such intemediate structures wili ceproduce. If one 
imposes moderate pendties, the qstern may evolve individuais that violate the 
constraint but are r a t d  better than those that do not because the rest of the 
evaluatioa bction can be satisfied better by accepting the moderate cotlsffaint 
penalty than by avoiding it. If one builds a 'decoder' into the evaiuation procedure 
that intelligently avoids building m illegal individual h m  the chromosome, the 
result is nequently tao wmputation-intensive to M. Further, not al1 constraints 
can be easily implemented in this way.' 

A dewder lwks at solutions to detennine if they violate any coastraints, and discards any 

found Altematively, a decoder can be used to "correct" iclfeasible solutions. Problems with 

decoders may include excessive computation time, the possibility that constraints may not be 

easily checked, and that they are very specific to the problem at hand. 

System Reconfigurrition 

Nara et d [56] applied a genetic algorithm to minimize distribution system losses. Noting 

that the problem of distribution system reconfiguration for lors minimization is a problem of 

determining the position of open sectionalizing switches, Uiey fomulated the problem as a 0-1 

integer programming problem with the following assumptions: 

1. section loads were unifonnly distributeci, bdanced constant current Ioads; 

2. the power factor of section loads was 1.0; 
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3. the cuneat phase shifk due to line impedance was negiigible; and, 

4. the maximum voltage &op occurs at the end of a fwder, as capaciton are 

usuaiiy not instrlled in urbm distribution systems. 

Sections and switches were represented as binacy numbers and subjected to mutation and 

crossover. A fitaess function was developed to minuaize losses, and included penalty terrns for 

line and transformer capacity constraint violations, and excessive voltage &op. To avoid the 

need to c q  out a power flow at each iteration, Nara et d developed an expression similar to 

that of Civanlas et d [28] that allowed the estimation of the change in losses as a resuit of a 

branch exchange (assuming an initial power flow was availsble). 

The r d t s  for two test systems are show below in Table 4.1, dong with a cornparison 

o f  the results using simulated annealhg (SA). 

Case A is a test system containhg 106 sectionalizing switches, with 10 normally open. 

Case B is an actual urban distribution system with 1692 switches. It can be seen that application 

CASE 

A 
L 

B a 
Tibk 4.1 Summary of the resuits presented in reference [56]. 
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of the GA and SA dgorithms lead O lower system lossa (as compared to the initiai losses). SA 

outperformed GA in both cases, aithough the computatioa t h e  is coasiderebly longer for SA. 

However, even the computation time needed for GA is excessive, taking over an hour for 

the smaller system, and nearly 20 hous for the larger one. This cm hardly be considered useful 

for real-time operation. Similar reSuIts were soai in [SiJ, where Nara and Kitagawa repeated the 

work of [56], but added distribution tnnsf'ormer losses as part of the minimization process. As 

expected, the additional parameter h c r d  computation time. For the systern described as Case 

A above (106 sectionalizing switches with 10 nocmdy open), the cpu time required on an Apollo 

workstation was 102 minutes, and the optimal configuration was not found. In a system with 271 

switches with 56 open switches, the cpu time was 567 minutes (nearly 10 hours). 

hterestingly enough, solutions were obtained for the same systems using simulated 

annealing, with solution times of 615 minutes for the fht case and 2556 minutes (i-e., nearly 43 

hours!) for the second, dthough the r d t s  obtained surpassed those of the genetic algorithm. 

The excessive amputation time is not surprising. As noted earlier, how constraints are 

handled strongly affects the performance of a GA. If the Iikelihood of producing illegal 

individuals is hi&, the GA wastes much of its time evaluating them. In bath [56] and [57], Nara 

et d assigned penalties to strings that violated voltage, line capacity and transformer capacity 

constraints, with the resuit that many solutions that violated one or more of the constraints were 

in al1 Iikelihood produced. Computation time was needed to evaluate these illegai solutions. As 

well, Nara et d indicate that some solutions let3 the system in a loop configuration, or left some 

sections de-energized. These problems were not handled in the constraints, and thus part of the 

computation time was needed to check for those conditions. 
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In [56], it was noted thaî there were 1Oûû iterations of GA for each case. However, 

figures presented showed that much oftbe improvemcat came in the first 200 itentions, but there 

was no way to hiow that the best solution had been found No stopping mecbaaism was 

incorporateci (save the LOO0 itentioa limit), nor was any mechanisrn proposed whereby the 

algorithm fouid "zoom in" on the best solution to to h d  a better solution in a smaller -ch 

region. 

4.6 Summuy 

Distribution system Ioss minimization through qstem rewnfiguration is a difficult 

problem that has been investigated by many researchers. Most algoridims proposed to date s a e r  

from one or more of the foilowing shortcomings: 

a losses are reduced, but not necessady optimized, in that locally optimum 

solutions are found instead of global optimums; 

b. excessive cornputation time aüows application to only small distribution 

systems of unredistic size, or cestricts their use to off-line applications; 

c. the final solution depends upon the initial qstem configuration; or, 

d. numenc parameter vaiues (such as the m l u i g  rate and initiai temperature 

in simulated anneaüng) must be heuristically specified andlor fine tmed- 

Perhaps the biggest shortcoming of most of the aïgorithm in this chapter is that the 

system voltage &op and thermal constraints have been ignored Bound by standards for 

maximum allowable voltage drop, and by equipment curent-carrying capacity, utilities would be 



reluctant to embraa any method that did not consider operational wnstraints. 

In the next chapter, modelling the reconfiguration problem as a cunstraint satisfaction 

optimization problem - which is the basis of this thesis - is intmduced. 



Chapter 5 

Constmint Satis fado n Optimization Pm blems 

Having examined the nad for network reconfiguration ta minimize losses, and the efforts 

of earlier researchers to develop efficient aigonthms for the problem, attention is now tumed to 

Conmaint Satisfaction Problems (CSP) and Constraint Satisfaction Optimization Problems 

(CSOP). In this chapter, the CSP and CSOP are first reveiweâ, followed by an examination of 

some of the generai-purpose algorithms used to =Ive them, as well as the issues involved in 

finding a solution. In the following chapters, the reconfiguration problem is modeled as a CSOP, 

and a method to solve it is introduced. 
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In opthkation pmblems, each ftccr of the problem un be considend a state variable. 

The state space holds di possible cambinatio~~~ of values of state variaôles, and cm be thought 

of as an N-dimensiond s p w ,  wbete N is the number of state varilles. îhe size of each 

dimension is equd to the length of the list of the possible choices for that stue variable. The 

size of die state space is equd to the product of the sïze of ali dimensions. 

The solution space is a s u b ~  of the state space, and includes al1 acceptable solutions. 

The solution space is spread throughout the state space, with no means to identw its members 

other than by evaiwion by a g t  of tests. For a small state space, it may be possible to perforrn 

an exhaustive search, in wuhich every possible solution is exarnined A subsequent evaluation of 

the resulting solution space will reveai the optimum solution- 

A Constraint Satisfaction Problem (CSP) is a problem with a nnite set of variables, each 

associated with a finite domain, and a set of constraints which restrict the values that the 

variables can sïmdtaneo~sly take 1701. 

The domain of a variable is the set of al1 possible values that can be assigned to the 

variable. For example, if x is a variable, then D, denotes its domain. 

A label (assignment) is a variable-value pair that represents the assignment of the value 

to a variable. For example, ~ , v >  denotes the label of assigning the value v to the variable x. 

c x p  is only m&efui if v is in the &main of x (i.e., x E D,). 

A compound label is the simultrn#>us assignment of values to a set of variables. For 

example, (a,, v,> a, v,> . . . a, va>) denotes die compound label of assigning v,, v, . . . , 

to x,, x, . . . . x ,  respectively. A k-compound label assigns k values to k variables 
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simultaneously. The variables of a cornpouad Ide1 is the set of al1 variables which appear in the 

compound Irbcl. 

A coastraint on a set of vMab[es is a testriction on the vdues that they can take on 

simultaneously. Cs denotes the constraïnt on the set of variables S. 

A CSP cm be more formaIiy dcscribed in terms of the &ove definitions. A constraint 

satisfaaion problem is a triple: 

(ZSYc) 

where Z is a finite set of variables (x, . x, , . . . , x,,); 

D is a fimction which maps every variable in Z to a set of objects of arbitrary type: 

D: Z + snite set of objects (of any type) 

D, is the set of objects mapped from x by D. These objects are possible values of x and 

the set D, is the domain of x. C is a finite (possibly empty) set of constraints. 

The task in a CSP is to assign a value to eaeh variable such that al1 constraints are 

satisfied simultaneously- 

An dgotithm is said to be gound if every r d t  that is retwned by the algorithm is a 

solution. For a CSP, this means that my compound label which is retumed by the algorithm 

contains l a s  for every variable, and this compound label satisfïes dl the constraints in the 

problem. 

An algorithm is said to be complete if it c m  find every solution. Normally, an exhaustive 

search is not possible. Thus, au efficient rnethod for navigating the state space is needed to 

detemine the solution space, and the optimal solution within the solution space. 
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5.3 Exisüng Algonfbnrs anà Pnviom Woik 

Many CSP dgorithms are constnidve in nature, aad c m  be viewed as a search through 

the Wace of partid vafiable 6gnmenîs. one varia& is hstantiated at a time until ail vuirbles 

have been assigneci and no constraint violations occur. When no consistent instantiation for the 

next variable can be found, backtracking is employecl, Le., one of the previously instantiated 

variables must be incorrect, and is unassignecl. Deciding which values to assign to variables, and 

which variable to backtrack to, is an on-gokg topic of research [70]. 

The simple backtracking (BT) algorithm is a general search strategy which has been 

widely used in problem s o l h g  [71]. The basic operation is to pick one variable at a time, and 

consider one value for it at a time, r n h g  sure that the newly-picked label is compatible with 

al1 of the labels picked thus far. If labelling the c u m n t  variable with the picked value violates 

any constraints, then an alternative value must be picked When al1 of the variables have been 

labelle& then the problem is solved If no velue cm be assigned to a variable without violating 

any constraints, the label which was last picked is revised, and an alternative value is assigned 

to that variable - hence the name bacbacking. 

A similar technique is the bcst-first search technique for evaluating solutions in a large 

state space. An example of the best-first search technique is the A* algorithm proposed by Hart 

et d in 1968 [72]. A solution and its evalwtion are cornbined into a node, which in tum is 

placed on a tree. nie  best available node on the tree is chosen for improvement (cdled the 

Parent node). Any improvement produces a Child node. When no M e r  improvements are 

possible fiom a parent node, it is ciosed. The optimal solution is the node with the best available 

solution. 
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in general, there are seved ways to search for a possible solution. the most cornmon 

being 1731: 

1. depth-fbt osirches; 

2, breadth-fkst searches; 

3. least-cost searches; and, 

4. hill-climbing ourcbes. 

The depth-fht -ch explores each possible paîh to its conclusion before anothet path 

is tried. If the search is implemented as a tree, the search becomes an inorder tree traversal. In 

the worn case, it degenerates into an exhaustive search. The petforniance of depth-first searches 

can be poor d e n  a particularly long braach with no solution at the end is explored, as the searcb 

wastes considerable time in exploring the brandi, as well as backtracking to the goal. 

In breadth-first -ch, each node on the same level is checked before the search proceeds 

to the next deeper level. As with the depth-fht search, a solution is guaranteeâ, because 

eventualiy the search degenerates into an exhaustive search. The performance of the breadth-first 

search is poor d e n  the solution is severai layers deep. 

in a hill-climbing search, the algorithm chooses as its next step the node that appears to 

place it closest to the goal. This method can becorne trappecl in local minima As well, 

situations arise in wbich al1 next steps look e q d y  g ~ o d  (or bad), in which case hi11 climbing 

is no better than depth-first searching. 

A Ieast-cost search takes the path of least resistance. It is similar to the Ml-climbing 

search, except it looks for vdleys instead of mountains. In general, hiIl climbing produces a 

solution with the least nodes visited, while least-cost fhds a path that requires the least effort. 
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Iî multiple solutions exia for a problem, it is possible to grnerate those solutions without 

redundancy by removing solutions alteacEy fomd One mcthod of doing this is by the path- 

removal method, which removes nodes that fom a cumnt solution f?om the kmwledge base and 

then attempts to find another. in essence, limbs are pnmed fiom the oee. A second method, 

node removal, simply removes the last node in the currnt solution poth and aies again. 

The tem optimal ofhm means the best solution that can be found using one of the various 

search techniques. It may not actually be the best solution, which can only be truiy found by au 

exhaustive search. 

Many of these methods cm be improved by employing heuristics to guide the search, or 

to reduce the search space. Heuristics are criteria, methods or principals for deciding which 

among several alternative courses of action promises to be the most effective in order to achieve 

some goal 1711. Heuristics are basically d e s  of thumb used to guide the search. 

The heuristic repair method is a hill-climbing algorithm that attempts to rninirnize the 

number of contlicts. When a label *ch violates some fonstraints is picked for revision, the 

value which violates the least number of constraints is picked Ties are resolved randornly. A 

CSP solution technique that can be classificd as a randomized heuristic repair method was 

recently proposed by Minton et d in [74]. This technique keeps al1 variables instantiated et al1 

times, and moves towards a better solution by changing values one variable at a time. Since al1 

variables are always instantiated, mytime procesMg is possible, Le, the algorithm can be stopped 

at any point in its processing to provide the best solution it has found so far. Anytime processing 

is not usually possible with constructive CSP techniques, since al1 oftàe variables are instantiated 

only when a complete solution has been found. 
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Minton et d caiied their algorithm the MIN-CONFUCTS heuristic. and applied it to some 

scheduling problems, most notably the scheduling of observations for the Hubble Space 

Telescope. Their aigorithm is simple: fhd a CSP variable Y, in conflia with another variable 

and assip to Y, the value that minimizcs the number of codicts. Minton et cd used this 

heuristic to solve the n-queens problem, Le., the problem of placing n queens on an n x n board 

such that no two queeus diare the same c01um.n. row or diagonal. Pnor to the MIN-CONFLICTS 

heuristic, CSP algonthms were unable to solve the problem with even 100 queens. Minton et 

al were &le to solve the 1 million queeas problem efficiently. 

Iterative improvement such as the MIN-CONFZJCTS heuristic do have drawbacks. Fim, 

they are not complete. However, for the size of the many problems being examineci, it would 

not be possible to do a amplete -ch in most instances. A more serious drawback is that the 

techniques c m  easily get caught in local minima This is qecially true for highly-constrained 

problems where the number of solutions is relatively small. 

5.4 Combdnt Satisfaction oprimization h M e m  (CSOP) 

Relatively little work has ban done in the CSOP by the research commuaity [70]. A 

CSOP is defined as a CSP together with an optimization fiinction f which maps every solution 

tuple to a numericai value: 

(2. o. Cs f ) 

where (2, D, C ) is a CSP, and if S is the set of solution tuples of (2, D, C ), then 

f i  S s naurnerical value. 
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The task in a CSOP is to find the solution tuple with the optimaî (minimum or maximum) 

f-value, as detemineci by the application-dependent optimhtion function, j. Given a 

minimization problem with objective fimdon f and ferPible region S. a typical search aigorithm 

requires that for each point n, E S, there is associateci a neighbourhood lV(nJ c S. Given a 

current point n, E S, the set N(nJ is searchecl for a point n, +, with f(nf + ,) c f(n3. If such a point 

exists, it becornes the new current solution, and the process is repeated Otherwise, ni is reteined 

as a local optimum, and a set of fersible search states is generated, and each of them is locally 

improved within its neighbourhood 

How the search is c d e d  out is important. Stocbastic search methods cm be usefbi for 

CSOPs, if the user is willing to sacrifice completeness for speed ïâese methods move fiom one 

point to the next in the =ch space wndeterministically, o h  guided by heuristics. The next 

move is partly determined by the outcorne of the previous move. 

Stochastic, or probabilistic, methods, do not offer an absolute parantee of hding the 

global minimum with success. Rather, they tend to minimira the expected enor in the 

approximation of the global minimum or to maximize the probability that the error is les  &an 

a pre-fixed bouad. If X* represents the global optimum, the probability that a feasible solution 

is within a distance, e, of X* approaches 1 as the sample size increases. If the sampling 

distribution is uniforni over S a n d j i j )  is continuous, then an even stronger result holds: the 

sample point with the lowest fiinction vaiue converges to the global minimum 4th probability 

1 (or almost surely). This can be stated more fonndly as follows [75]: 

If f(X) is continuous, and y, is the smallest stction value found in a sample of 

size N, then y, converges to the global minimum value ( X *) with probability 1 



(or almost nirely) with increasing N, Le-, 

Because the global minimum is guaranteed in a probabilistic sense, stopphg niles play 

a critical role in determining the tradeoff between reliobility and convergence rate (computation 

time). Stopping des  are basicaily heuristic. 

Pure ranâom -ch is perhaps the oldest and most primitive approach to solving an 

optimization problem. The objective function is evaluated at N points drawn at random from the 

feasible region, S, and the point wbere the fitoction value is the lowest is a candidate for behg 

the global minimum. While simple to implement, the technique suffers fiom poor reliability. 

particularly as the problem dimension increases. 

A technique hown as controlled random search (CRS) uses a clustering approach to 

locate the global minimum in unconstraincd optimization problerns. It is built moud the premise 

that a predetennuied number of values, which have been retained because of their low objective 

fwiction values, will tend ta cluster around locd minima a€ter a number of trials. The clusters 

are then graded, and the best duster is identined The best cluster is then taken as the global 

minimum. 

In CRS, N unifody selected points are selected over the feasible set S, and their 

respective fwiction values deterrnined and s t o r d  At each iteration, a point P is obtained, and, 

if f@) SfFi), then M is replaced by P. Conversely, iffp) 2 fo, the triai is discarded and a 

new point obtained As the algorithm proceeds, the N stored points will tend to cluster around 

local minima Eventually. the cluster associated with the global minimum will be the only one 



In [7q, Petit-Pas compued nine sbchastic and detenninistic optimization techniques. 

CRS proved supeior for the thirty-men test problerns emmhed. Although scoring second in 

tenns of reliabiiity and robustness, CRS h d  the highest efficiency (level of effort required for 

parameter management as well as ease of chsnging test problerns) and the fastest convergence 

rate (almost seven times fmer  than simulateci mneaiîng). 

5.5 ModciIhg the Loss Miaimizadon Pmbïem as a CSOP 

The loss minimization problem of a distribution system can be modeled as a CSOP. in 

this case, the variables are the position (open or closed) of switches in the distribution network. 

The positions of these switches are constrained by voltage &op, themal and capacity limits. 

Finally, the optimization funcbon,f. is simply to minimize I ~ R  losses in al1 sections, Le., 

Minimize 

where the variables are defineci as follows: 

Ri the resistance of line section i 

4 the cunent in line section i 

x, the stpte value of switch i, where 



As noteci earlier, minimizing losses is equivaîent to minimizing the power injected at 

substation buses. 

A stochastic technique cm be employed to solve die resulting problem formulation. In 

essence, genetic aigorithm and simulated anneaihg crm be considered to be stochastic methods 

foc solving CSOPs. However, both of these techiuques require the setting of parameters (the 

selection of *ch may not be obvious) that have a major impact on the penonnance of the 

algorithrns. 

5.6 Su- 

This chapter has introduced the definitions asociated with CSPs and CSOPs, some of the 

algotithms available for their solution, and how the loss rninirnization through qstem 

reconfiguration problem cm be modeled as a CSOP. Stochastic search methods have proven 

successfùl in solving CSOPs. In the next chapte, aigorithms and data structures for network 

reconfiguration developed as part of this thesis are presented. Followiag that, a new algorithm 

for loss minimization called WATDIST is introduced. This is a stochastic search technique that has 

proven to be much more succcssful than eulier stochastic methods. 



Algorithms and Data StrucauPs for Netwoiii Reconfigutaton 

Although most of the research effort into the reconfigwation problem bas focused on the 

combinatorid optimization pmblem of h d i n g  the position of switches to mullmize losses, a 

second criàcally-important issue is the automateci representabon of system data Information 

passes continuously between the data structures and the optirnization techniques used to minimize 

losses through reconfiguration. Efficieat alprithms and data structures are needed for the 
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optimization techniques to nm in realdme. 

In this chapter, the foliowing items, and the data structures and algorithms developed in 

this thesis to represent the- are discussed: 

a a representation of the physical aspects of the system, includïng both static and 

âynamic information; 

b. a method of building the bus admittsnce matrix from that representation; 

c. a method of determinhg possible switcbhg options for reconhguration; 

d. a method of e n s u ~ g  thaî a switchhg option retains the radial network 

configuration; and, 

e. a method of updating system data following teconfiguration. 

Distribution system buses and sections are tepresented as adjacency and incidence 

matrices. Three combined algorithms are presented for reconfiguration. The first determines the 

admittance matrix for a feeder. The second dgoridun performs a braach exchange, ensuring no 

loads are lefi discomected from the system, and that the qstem's radial configuration is 

maintaineci. A third aigorithm updates system data for the new configuration. When combined 

in a single program with an appropriate optimization technique , these aigorithms will allow a 

utility to implement a robust and efficient l o s  minimization program through network 

recodiguration. 

6.2 A9bmaM RepesellCatioii of Netwo* Data 

There are two important issues associated with the reconfiguration problem, and these are 
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represented conceptu.aily in Figure 6.1. The first issue is whcn much of the research effort has 

been directeci in the l o s  minimidon through system reconfigutation problem: the combinatonal 

optirniration problem of findïng the position of switches to minimize losses in a timely manner 

given the large size of modem distribution systems This is represented by the Iower bubble in 

Figure 6.1. 

A second, eqwlly-important issue is that of the automated representation of qstem data 

Information passes continuously between the data structura end the optimization techniques used 

to minimize losses through reconfiguration. How well these data structures represent the 

distribution qstem, and how well they c9n be employed for recoafiguration, is a determining 

factor in the speed of any optimization technique. Efficient algorithms and data structures are 

needed for the optimization techniques to run in real-time. 

Flgaae 6.1. Conceptualization of issues involved in recoofïguration. 
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Castro et d [32] were perhaps the fint to propose data structures for distribution feeder 

reconfiguration. They proposeâ a fked drt. structure refend to as a switch table, which 

represented the actual distribution system configuration in tabular form. Data in the switch table 

was static, except for one wlumn which indicated switch status (open or closed). The dynamic 

structure of the distribution network wrs represented as a mdtipath tret, and was gaieraîed ftom 

the switch tabk however, how the structure was generated was not presented. 

Cespedes [76] proposed a branch and node nomenclature that gave the branches a nurnber 

that coîncided with one of the end nodes of the same branch, aliowiag the representation of the 

network by a single vector. However, the representation presented only considered static 

networks, and would not be useN for the load re-allocation or remnfiguration problem. Borozan 

et al [3 11 proposed algorithms which impmved the efficiency of the methods of Shimohammadi 

and Hong [29]; however, they are not general enough to be e e d  in other algorithms. 

Most recently, Roytelman et d [24] proposed h g  brench and node tables to represent 

system topology. Aithough the method was outlined wibi an example, detailed aigonduns were 

not presented. Thus, it is clear that the issue of the automated representation of network data has 

been largely ignored, and the area needs to be explored and developed. 

The automateà representation of system data (the upper haif of Figure 6.1) is crucial to 

the success of any reco&gurabon operation, and includes: 

a a representation of the physicai aspects of the systern; 

b. a method of building Le bus admittance matrix nom that representation; 

c. a method of determining possible swïtching options for reconfïgiuation; 
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d a method of ensuring that a switching option retaias the radial network 

configuration; and, 

e. a method of updating system data following raconfiguration- 

These issues are show conceptuaily in Figure 6.2. Physical aspects of the system hclude 

both static and dynamic information. Static idormation includes section impedances, while 

dynamic information Uicludes switch information (open or ciosed). 

Figute 6.2. Etements of an automated representation of network data (items enclosed within dashes are not 
considered part of network data). 



The formation of a suitaMe maîhematicd mode1 is the first step in the analysis of a 

distribution system. The mode1 must describe the characteristics of each component in the 

system, as weli as d e b  the relations that govern the interconuection of these componeats. A 

convenient mathematical mode1 is a network matru< equation. 

Electncd networks are govemed by Kirchoff s Laws, and hence the elements of a network 

matrix depend on the selection of cwents and voltages, which are the independent variables in 

a network. Thus, the elements of a network matrix will be impedances or admittances. While 

this network ma* conveniently rcpresents the electrical characteristics of the individual network 

components, it does not provide any information pertaining to network connections. Thus, the 

matrix network must be trsnsformed into a mMix that describes the performance of the 

interconnected network. 

To describe the geometrical stnictwe of a network, network components can be replaced 

by single line segments, irnspective of the characteristics of the components. These line 

segments are called elements, and their terrninals are cdled nodes. A node and an element are 

incident if the node is a terminal of the element Nodes can be incident to one or more elements. 

Two nodes are adjacent if they share a commoa element Nodes can be adjacent to one or more 

nodes. 

A distribution system is  made up of an interwmected set of elements whose perfonnence 

is described by n - 1 independent nodal equations, where n is the number of nodes. in matrix 

notation, the perfannaace equation is: 



= *#@SB8VS (6.1) 

where Gus is the vector of bus voltages measured with respect to a reference bus 

I,, is the vector of i m p r d  bus cunents 

PBus is the bus admittance matcix 

The bus admittance matrk is fonned by a simple and strsight-fornard procedure- A 

diagonal eîement, Y, of this m&x is equal to the sum of the admittances comected to bus p. 

An off-diagonal element, Yw is equal to the negative of the admittance of the network element 

comected bus p to bus q. Since the bus matrix is sparse, relativdy few elements have to be 

cdculated. As well. computer memory can be saved because it is not necessary to store the zero 

elements. In contrast, the bus impedance matrix is a full matrix with no zero elements. 

Consequently, it requires considerably mon computer memory, and more time to compute each 

element. 

The bus admittance matrix can be obtaiaed fiom the inverse of the bus impedance mamx, 

if it is available. The majority of load flow programs use the bus admittance matrix, as the use 

of this approach is the most economicai ftom the point of view of computer time and memory 

requirements [77]. 

In performing reconfiguration, it is necessary to revis qstem data before proceeding fiom 

case to case, and thus the netwark matix must be modified. When the bus admittance matrix 

is use& it is nec- to recompute only those elements of the matix that are associateci with 

the tenninals of the sections being changed Relatively few matrix elements are asociated with 

any one bus, and thus network changes cm be effected simply and quickly. In conoast, in order 

to modify the bus impedence network. al1 network elements have to be modified. 
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6.4 Some -ph fbeoiy 

Distribution systems cm be modeiied as graphs- Consider the two-feeder network of 

Figure 6.3. Circled numbers represent buses, while uncircied letters represent feeder sections. 

The dashed sedon (section 4 between buses 5 and 7 represents a currently-open sectionaiizing 

switch. If this switch were to be closed, switcb 4 b, g, for e would have to be opened to re- 

establish the network's radiai configuration. 

It is  very easy to see how the network 

is comected h m  this figure; however, this 

representation is of no value for cornputer 

processing. However, the network can be 

represented conveaiently and naturally by two 

matices: an adjacency and an incidence 

matix. It wiil be seen that the adjacency 

matrix provides information about bus 

comections, and the incidence matrix contains 

branch (or section) data. 

6.3. A srnall, two-feeder distri'bution system. The 
circled nurnbers are buses, and the letters represent 
sections, 

If G is a graph with n vertices and e edges. the djaency matri., X = [x,], can be defhed 

as an n x n matrix with elements as follows (781: 

- 
*Y 

- 1, if there is an edge between the W and* vertices; and, 

- - 0, otherwise- 

The adjacency matrix, X, for the network of Figure 6.3 is shown in Equation (6.2). This 

is a binary symmetric matnx A count of the nwnber of 1's in a row (or column) indicates how 



many edges are incident on a vertex. Although no çuch rows or columns are present, a row or 

column of al1 zeroes would indicate an isolated vertex 

Because it is the recodiguration pioblem that is of interest, it is usefiai to have a method 

to indicate possible connections. This can be doue by substïtuting a -1 for the O wbere applicable 

in Equation (6.2) (for buses 5 and 7 in îhis case), and diis is shown in Equatioa (6.3). 

It cm be seen that îhe mPtrù of Equation (6.3) is a sparse ma* and hence a more 

compact representation is required, and thus the adjacency ma& is rewritîen as a senes of 

vectors, as showa in Equation (6.4). The zero at the end of euh vector is simply a marker to 

indicate there are no M e r  elernents in the vector. 

Eqii.aOm (6.2) Adjacency mat& for the 
network of Figure 1. 

Bpdon (6.3) Adjacency matrix, witb -1 
to indicate possible connections. EqP.aon 6-41 

Adjacency matrix 
written as a series of 

vectots. 

It is also possible to define an incident mutrix, A@), for graph G with n vertices and e 

edges. A(G) is an n x n matrix with elements [78]: 
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- 
% - 1, if thejth edge e, is incident on die ith vertex v,; and, 

- - O, otherwise. 

The incidence matcix for a network is not unique and depends upon the orientation 

of the graph and the selection of branches and nodes. The incident maeix for the network of 

Figure 6.3 cm be written as a series of vectors, as shown in Equation (6.5) for the system of 

Figure 6.3. Both A(G) and X(G) contain ail of the information about a radial network. 

Eqadon (63) Incident mat& written as a 
set of vectors. 

6.5 Aigorithm 

Before discussing the aigorithm and looking at an example, it is first necessary to 

examine the data structures us& withh the elgoriduas. Then are primarily two data structures 

used: one containing section data, and the other bus dato Section data includes which bus is 

to the "left" or "nght" of a section (as viewed on the on-line diagram, and could also be 

considered as the upstream and downstream buses), the status of sectionalizing switches in the 
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seaion (closed or open) and section impadaoce and ndmittance- Bus data includes the complex 

load ( r d  and ructive power), which aibstatîon bus is  supplying the load bus, and the adjacent 

and incident vector for each bus. Two C++ drEi structures were created to represent section and 

bus data, and they are illustnted in Figure 6.4. 

// section data // bus dato 

typedef struct 
tint lefi; 
int right; 
int status; 
complex impedance; 
complex admittance; 
) section-table; 

type&€ stmct 
(complex load; 
int parent-busroot; 
int adjacentl41; 
int incident[4]; 
) bus-tabie; 

Figure 6.4. Data structures used to -sent section and bus data. 

Three mays are dynarnically allocated: an array section of type section-table of size 

equal to the number of sections, an array bus of type bus-table of size equal to the number of 

buses, and a three-dimensional array y of type complex, where the first dimension is the number 

of feeders, and the remaining two dimensions are qua1 to the number of buses. 

To illustrate the use of three algorithms proposed in this paper, it is useful to present an 

example to show how the algorithms cm be used as they are discussed We will consider the 

case where feeder 2 is overloaded at its substation in the two-feeder system of Figure 6.3, and 

we wish to traasfer part of its load to feeder 1. The steps to follow in such a situation, as well 

as the algorithms to use, are show in pseudo-code in Figure 6.5. 



1- use Algorithm 1 to b d d  a grapb of each feeder, and determine the associated Y-admittance 
ma&, 

2. carry out a load ûow, 
3. perfonn a single branch exchange; 

(1) select two fteders to connect togetber by closing an open switch; 
(2) wing Algorithm 2, build a path betwccn the two now+oonected substation 
buses; 
(3) to testore the radial conEiguration select a on the path betweea the two 

substation buses to open; 
4. use AIgoriOM 1 to M d  a graph of each fieder, and determine the associutcd Y-admittance 

matrut-, 
5. carry out a load flow, 
6. update system data using Algorithm 3; 

F@R 6s. IUustratioa example to refieve overload at substation bus 2. 

6.5.1 Aigonlbm 1 - Gmph Builder 

After reading the system data, including section data and switch status, as well as bus data 

and the system adjacency and incidence matrices, A tgon'thm 1 - Gnph Builder (show as Figure 

6.8 at the end of the chaptar) forms the graph that represents each feeder, and builds its bus 

admimince matrir The algorithm builds the graph by treating each feeder as an n-ary tree, 

canying out a preorder, or depth-first, traved, and takhg the substation bus as the root node 

of the tree. As each bus is visited, it is assigned a local bus number. For the two-fceder network 

of Figure 6.3, two graphs would be created, represented intemally as (1) a 4-bus system with 

node 1 correspondhg to Bus 1, node 2 correspondhg to Bus 3, node 3 to Bus 4, and node 4 to 

Bus 5; and, (2) a Cbus system with aode 1 corresponding to Bus 2, node 2 to Bus 6, node 3 to 

Bus 8, and node 4 to Bus 7. 

The admittance matrix in used for load-flow studies to determine bus voltages and section 

currents aven the schedded real and reactive power at each bus. In general, the bus admittance 



rnatrix is fomd using the admittance of JI elements, as follows [81]: 

Given the bus lords and the bus admittance matrix, a lod-flow study can then be carried 

out using any load-flow technique specinod by the user (in this thesis, the Gauss-Seidel method 

is used - it wiii be discussed in detail in the next chapter). 

6.5.2 Aigoritfun 2 - Psth BuMer 

A lgonthm 2 - Puth Builder comects two feeders together momentady, dl the decision 

is made as to which switch to open to re-establish the radial configuration of the network. The 

algorithm is shown at the end of the chapter as Figure 6.9. Aigorithm 2 builds a path by treating 

each feeder as an n-ary tree, carrying out a preorder, or depth-fia traversal, and taking the 

substation bus as the root node of the tree. Each t h e  a leaf node is reacbed (i-e., no left or right 

subtree, and hence a dead-end), the aigorithm backtracks and nies a new path. For the two- 

feeder network of Figure 6.3, the Plgorithm would Msit the buses in the following order: 1,3,4, 

3, 5, 7, 8, 6, 2. 

Using this approach, Algorithm 2 ensures that opening candidate switches does not create 

any loops within the network, and that al1 buses remain comected to a feeder. It should be noted 

that the algorithms presented in diis chapter will not determine which switch to close or open - 
another algorithm or operator intervention is required Aigorithm 2 closes the switch it is 



82 

directeci to close, and detedes the path betwexn tbe two substation buses by providuig a list 

of possible switches that un be opend to restore a network to its raàiai conf?guration. 

Consider the situation where it has been determined that feeder 2 is overloaded, 

Sectionaliziag switch d cm be closed, and then Algorithm 2 used to determine the path between 

substation buses 1 and 2, i.e., 4 b, 4 g, J e (see Figure 6.6). ûpening any one of these switcbes 

will r e m  the qstem to its d i a l  configuration. It is left to the user's discretion to select an 

optimization technique to determine which switch to open, as the algorithms presented in this 

chapter do not perfonn that function. 

6.6. Path determined by Algorithm 2 (shown by 
hcavy Lines). 



Algorithm 3 - System U m e  is used to update system data foiiowing reconfiguration. 

The algorithm is hown at the end of the chapter as Figure 6.10. Ushg the example outlined in 

the previous pacagraph, assume that an optimizacion technique (or operator) has detennined that 

sectionalizing switch g should be o p e n d  The resulting network would be as it appears in 

Figure 6.7. Algorithm 3 would update the adjacency md incident matrices to the values show 

in Equation (7) and Equation (8), respectively. 

Flgm 6.7. Final system configuration. 



Equdoa (7) Updated adjacency matrix- m a  (8) Updated incident ma&. 

6.6 Siimmuy 

To date, most of the research effort directed at reducing system distribution systern losses 

through refonfiguration has focused on the problem of *ch sectionalizing switches to open and 

close. The issues of building the bus admittance matrix, creating links between feeders and 

updating system data following configuration have been largely ignored 

This chapter has presented dues algorithms that c m  be readily used for systern 

configuration, and htroduced data structures to reptesent system data The algorithms ensure that 

the radial network topology commonly used in distribution networks is retained, while at the 

same time ensuting that no loads are Ieft didisconnected from the remahder of the system. 

Although no optimization techniques perse have been introduced, the data structures and 

algorithms presented will be used as the fiamework for the optimization technique to be used in 

succeeding chapters. These algorithrns should also provide researchen with a framework to 
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explore new methods for reducing losses, anci, for utilities, a framework to undertake system 

reconfiguration studies. 

Attention is now ttuneâ to the optirnidon technique developed in this thesis and 

presented as an aigorithm called WatDist. This aigorithm was developed specihcally for this 

thesis reseatch. and, it will k sem, is a very flexible and efficient method for reducing losses 

in power distribution systems. 



Step 1: set: v = x (x is the mot-nade when the search begins); 
i = o ;  
S&C& = x; 

Step 2: set: i = i+l 
nirm(v) = i 

) ynumfi) = v (not nquiicd, but used bter on) 

Step 3: /rom v, look for a nodc that is unvikited, by exaniining djacency list vulues, a&acent[v.O--41 

if u n d e  ïs then 
push nadc value to stack; 
set v = nodc value; 
go to Step 2; 

else, 
pop v fiont the stack 
v v  = x* 

the search is complete; 
go to Step 4 

else, 
go to Step 3. 

Step 4: 
for (i= 1 to the number of bures connected tu the feeder) 

{ival =ynumÉfeeder-mm ber][i]; 
k=l; 
neighbou~ bus[~u~.adjacent[f]; 

while (neighbow != 0) 
/f (neighbour > O) 

bfleeder-numbcr][u[g = 
yfieder-number][q[q + sectim[~us[iva~.incidentfi~)].adrni~ance; 

entry=numCfeeder-num ber][neighb~~]; 
yCfceder-number][Y[enWJ = -section[(aw[ivaiJ.incident~J)J.udmittance; 

1 
k=k+ 1; 
ne ighbour= bw[ivai'Ja~acent&X]; 

) // end whife 
1 f/ end for 

Figure 6.8. Algorithm 1: Gnph Builder. Forms the feeder graph and the associated 
Y-admittance matrix. 



Set: endbtul = x (where x r j  the mut nade); 
v=x: 
colcnt=-1; 
not-done =TRUE; 

Push 1 to stack; 
Pwh v to SUC&; 

while (not-donc) 
fi-; 
j=l; 
while @w[].djacent@]==stack OR bw[iJ..odjacent~] <= 0) 
{g (bus[iJadjaccnt~]= =stack) j=j+ I; 

(bus[iJadjacentfiJ~O) j=j+ I; 
rr (bus[iJadjacentfi] = = 0) 

{whiie (bus[i].lïdjacentD] = = 0) 
bop i/i.onr mck; 
v=i; 
pop j fi0111 stack; 
count=colrnt-I; 

1 
j*=j+ 1; 
1 

I 

pwh j to stack; 
pwh v to stock; 
count=count+ 1; 
link(count]= bm].incident&J; 
v= bus [ iJ .o~ucen~;  

Fi- 69. Algorihm 2: Puth Builder. Creation of link between two feeders. 



Set v=mttbuj,- 
Set not-donc =TRULz; 
Pwh 1 to stack; 
Push v to s&ek; 

while (bus[ij.djacent~]= =srack[stock~trj OR bus[i].adjacent@] c = O AND not-done) 
{ 1 f  (bus[ij.adjacentfi]= =stock) j=j+ I ;  
r r  (bus[iJ.a&acen@J < = 0) 

{while @~w[iJud'jacentD] < = 0) 
/pop i o~stuck;  
v=i; 
pop j oflstack; 
iy ((st4ckE =roof-btu) AND (bus[iJadj~cent~~+ IJ= =O)) not-dme =FALSE; 

ij' (not-donc) 
{pwh j to strick; 
pwh v to stack; 
x= bw[i.aGacentfi]: 
busfWro0t[xJ=root_bus; 
v= bus[i].djucentfi'; 

1 

F'igwt 6.10- Algorithm 3: System U@bte. 



Chapter 7 

WatDist: An Algo nthm for Netwo rk Reconfigumîion 

7.1 httoduction 

In this chapter, WatDist is introducd WatDist is an aigorithm developed as part of this 

thesis to solve the problem of loss miaimization through network reoonfiguration. WatDist 

models the loss minimidon problem as a CSOP, and solves it stochastically. The steps in the 

algorithm ate explaineci, and simulation results are presented. 
8 



. .  . - 
nie loss mmmmûon pmblem duough system reconfiguration is a constraint satisfaction 

optimization problem (CSOP). Historicaüy, utilities have oniy Qocused on finding a feasible 

solution configuration with as litâie searcb effort as possible. This task is known as 

sdsficing [71]. The differeuce between the opthkation pmblem and its satisficing cornterpart 

is substantial: h d h g  a fissible configuration is usuaüy mviai, but finding a configuration that 

minimias losses and satisf?ies d l  coastraints is NP-hsrd Traditiondly, the property of NP- 

hardness is used as a measure of what separates tasks that can be solved eomputationally with 

realistic resaurces from those tbrm canaot 1791. As noted earlier, the optimaiity requirement is 

often relaxed to reduce the search effort, and thus a "semi-optimization" problem is the result, 

Le., a balance is made between the quality of the solution found and the cost of searching for a 

solution. 

To solve the loss rninimization pmblem, the followuig items are required to allow its 

solution on a cornputer: 

a a symbolic structure or code to represent each candidate solution in the 

solution space (a database); 

b. tools to transfoorni the encoding of one solution to that of another in order 

to scan the search space systematically (operatoa or production rules); and, 

c. a method of scheduiiag these transformations so as to produce the desired 

solution as quickly as possible (a coatml strategy). 

The data structures and algonduns presented in Chapter 5 fullil requirement (a) above, 

and also satisfy requirement @), in that they are able to reconfigun a system, and hence 
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transfomi the system b m  one solution to rinothet. The final requirement. Le., that of a control 

strategy, will m w  be examined. 

It is desirable for a wntrol strategy to have two features: 

a to not leave m y  stone untumeci (unless it is certain there is nothing under 

it). 

b. to not tum any stone more than once. 

The first requirement guarantees that the desired solution is not missed if one exists. The 

second prevents inefficiency through repetitious computations. 

The aigorith.cn developed for this thesis is similar to the randomized heuristic repair 

method proposeci by Miaton et cd in [74] (and discussed in Chapter 5). It is an iterative 

technique based on the branch exchange methoci, i-e., the transfer of loads (or branches) between 

feeders. Similar techniques have been used to design gas pipelines and computer networks, moa 

notably the U.S. Department of Defence's ARPA network of the early 1970s [80]. 

The WatDist algorithm is presented in Figure 7.1. Given an initial qstem configuration, 

WatDist uses Algorithm 1 (of Chapter 6) to build a graph for each feeder, and determines the 

associated bus admittance matrices. The power injected at substation buses is then detemineci, 

providing an initiai base for cornparison of solutions. 

The algorithm then changes the assignment of two of the switch positions, and detemines 

the power iajected at substation buses. If the power of the new configuration is l e s  than that 

of the cunent solution, the new configuration becornes the curent solution. Such changes are 

repeated until a preset maximum nwnber of changes (MAX-FLIPS) is reached. This process is 

repeated as needed up to a maximum of MAX-TRIES times. 



Step 1: assume an initial switch codïguration; 
Step 2: use Algorîthm 1 to build feedcr gmpb, and detemine the associated Y-edmittance matrices; 
Step 3: determine the powcr ïajcctcd at suùstation buses; 
Step 4: initiake two countcrs: (1) g~11erations; and, (2) no-change-couut. 

Step 5: 
while (iterations c MAX-TRIES) 

incremcnt itcrations counter, 
if (no~chaagc~count < MAX-FLIPS) 

rhcn 
perform a single branch exchange (see below); 
increment no-change-count couater, 

else 
petform 2 or 3 branch exchanges (see below); 
reset no-change-count countcr; 

if (switching combination bas aiready been examined) go to Step 5 
Step Sa: 

use Aigorithm 1 to build fader graphs and sssociated Y-admittance mairices; 
determine power injected at substation buses; 
if there are constraht violations 

then 
transfer some of the load on the feeder with constraint 

violations to the other feeder 
go to Step Sa 

if total power injected for aew configuration is less than tbat of current solution 
then 

accept thïs new configuration as the curent solution; 
update system data using Algorithm 3; 
reset no-change-couatet ta zero; 

1. Eram the open-switch-Est- select at random (t switch to close; 
2 . usine Algorithm 2, build a path between the two now-connected substation buses; 
3. at random, select a switch on the path between the two substation buses to open; 

7 1  The WatDist algorithm. 
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The WatDist procedure requïres the satiings of the two patameters - MAX-FIJPS and 

MAX-TRIES - which determine, respectively, how many branch exchanges the procedure will 

atternpt before givhg up and sEivting in a new part of the search space, and how many times this 

search can be rcstnrted before qWtting. As a rough guïdebe, setting MAX-FUPS to the number 

of switches is sufficient. The purpose of MAX-FUPS is to ensure the algorithm does not get 

trapped in a locd minimum - if there has been no improvement in the solution after MAX-EUPS 

iterations, the algorithm moves to a new region of the seacch space. The setting of MAX-TRIES 

will generally be determïneâ by the amount of t h e  that one wants to spend looking for an 

assignment, which in him is determineci by when ceconfiguration is to take place. 

A cunentlyopen switch is selected at random to be closed Algorithm 2 (from Chapter 6) 

is then used to build a path between the two substations that are now connected. Next, at 

random. a switch in the path is opened, and thus a branch excbange takes place. 

M e r  out ri branch exchange, the algorithm detemines if the current network 

conf?guration has been examined previously. Previous contigurations are stored in a pattern 

matrix. Although this step could be eliminated, it does speed up the process of searching for the 

optimum configuration, as much of the pmcessing time involved in the aigorithm is taken up by 

load flows. By eliminating the need to re-perfonn load flows on configurations already 

examineci, WatDist is able to find an optimum solution much faster. This step is also required 

to prevent the algorithm from oscillating between two configurations followiag a load tnuisfer 

between two feeders (described below). 

If the configuration has not been previously examined, graphs for the n ~ o  feeders are 

constructed (using Algorithm 1). and their bus-admittance matrices detennined A load flow is 
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carried out for the two affecteci feeders (because the remainiag f d e r s  are not involved in the 

branch exchange, there is no need to cany out load flows for them). Although WatDist carries 

out a number of lod flows during its execution, these l o d  flows are on a very small subset of 

the entire distribution netwotk, and thus can be d e d  out very quickiy. 

With the load flow complete, and if there are no constraint violations, it is possible to 

detennine the totai power injecteà at substation buses. If the total power injected is les  than that 

of the cunent solution, the new configuration becomes the cumnt solution. Algorithm 3 (from 

Chapter 6) then updates the system data. 

If then have been constraint violations, an attempt is made to transfer some of the load 

on the feeder with the constraint violations to the other feeder involved in the branch exchange. 

This is accomplished by closhg the switch that was opened at random following the building of 

the path between the two substations, and opening the switch to the left or right of that switch, 

as needed, to relieve the load- 

WatDist explores potentiai solutions that are "close" to the one currently being considered. 

Specifically, we explore the set of assignments that differ fiom the cunent set on only two 

variables. Another fe8twe of WatDist is that the variable d o s e  assignment is to be changed is 

chosen at random from those that could give an equdly gaod improvement Such non- 

determinism makes it very unlikely that the algorithm makes the same sequence of changes over 

and over again. - 

The algorithm uses a generate-and-tcst process, creating new solutions rather than 

elirninating objacts fiom pre-ertisting sets. The latter approach might be thought of as an 

operations research appmach that beguis with a large set of potential solutions that eventually are 



7.3 Load dow 

Because load flow dculations anwme much of the pmcessing time for WatDist, it is 

important to examine tbe issue. Lod flow calcdations provide power flows and voltages of a 

network for specified terminai or bus conditions. There are four quantities asociated with each 

bus: real and reactive power (P, - jQJ, and voltage magnitude and phase angle ( E'' = E a). 
For each bus, two of the four quantities are specineb Distribution systems typically do not have 

any generation of power, and hence most buses will be load buses where the red and reactive 

power are specined 

nie soiution of the load flow problem is Uùtiated by assuming voltages for di buses 

except the substation bus (where the volîage is specined and remaias fixed). Then, currents can 

be calculated for al1 buses from the bus loading equation [77]: 

where n is the number of buses in the network. The perfomance of the network is given by 

!iuS = =,dbm 

Thus, a set of n - 1 simultaneous equations cm be written in the form 



which involves ody bus voltages as variables. By fonnulating the load flow problem in this 

marner, the resulang set of nonlinear equations can be solved iteratively until the change in bus 

voltages is smaller than some specified tolerance, S. 

To reduce the cornputhg tirne, severai aritbmetic operations c m  be performed in advance 

of initiating the iterative calcuiations. These operations involve only constant quantities 

(admittance matrix values and bus loads). By letting 

equation (7.5) can be written 

and 



equation (7.6) can be written as 

where B and C are simply constants defineci in equations (7.7) and (7.8). respectively. 

Thus, bus voltages are solwd iteratively, baseci on the most recent estimate of the voltage. 

This method of load flow solution is known as the Gauss-Seidel technique, and is the method 

used in this thesis. 

nie correctness of the load flow algocithm, and its implementation in software, were 

verified by comparing the results obtained by the algorithm with resuits obtained by other 

researchen. Table 7.1 (on page 103) provides the bus voltages obtained using the WatDist 

aigorithm for a distribution qstem having 3 feeders and 16 buses. These voltages are identical 

to the results prewnted by Civaniar et d in reference 1281 (although there are minor differences 

of less than 1" in the phase d e ) .  

The Gauss-Seidel technique is an iterative technique, and may take a considerable number 

of iterations to reach convergence (or may fail to converge). To overcome this pmblem in the 

past, some researchers have tumed to D.C. load flow (for example, 121). However, it was felt 

that the introduction of such approximations was both u~ecessary, in that for the two systems 

examined in this thesis, convergence and speed of convergence were not significant issues. It 

was also felt that approximations were undesirable, as they would reduce the accuracy of the 

results. Finally, load flows at each step in the algorithm are carried out only for the feeders that 
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have been affectcd by a swïtching operation, and aot the entire system. Thus, a load flow is only 

needed for a small subset of the network- 

7.3.1 Lold semitivily to volâage 

Prior to the start of the Athens Area Contml Experiment (AACE), it was thought that 

~ansfening loads between feeders would see an increase in the power injected at the substations 

as a resuit of increaseà losses (due to the use of telescoping feeder sections), but the reverse 

occurred [21]. Further aadysis showed that initial prwlictions were based on a constant power 

model. However, simulations revealed that a constant current model most accurately models 

most real-life loaàs, due to load sensitivity to voltage. AACE proposed a model that represented 

each load as a parallel comection of constant-power, constant-cunent and constant-impedance 

componeats. The model is shown in Figure 7.2. 

If PLV)  is the real power consumecl by some load as a fuaction of the applied voltage, 

Y, a Taylor senes expansion of PLV)  can be written as 

where Y, is the nominal voltage and HOT stands for "higher-order ternis." Since distribution 

voltages are typically within 5% of their nominal values, the HOT c m  be ignored, allowing 

Equation (7.10) to be written as 





which can be interpreted as the power consumeci by a parailel comection of a constant-power 

sink, P, a constant-curent si& 1, and a constant resistauce, R. Similar expressions can be 

written to model reactive power. 

It is ciifficuit to determine the model parameters without lcnowing the sensitivities of each 

load type. For the AACE, it was assumecl that each load eomponent (constant power, constant 

curent and constance impedance) contributed a given fraction of the total load at nominal 

voltage, i.e., 

where 

ep + €,* + ER = 1 (7-15) 

The advantage of this mahod is that a load can be made ta assume any voltage 

dependence by varying its component contribution parameten (6, t, &. The disadvantage is 

that model parmeters have to be specified by distribution system engineers, and this process may 

not be evident- 

In the WatDist algorithm. a constant power load model is used. This is perhaps the most 



101 

common load model in use todsy by researchers and utilities alike. However, as ûiscusssd 

earlier, it rnay not be the most accurate for a s p d c  distribution system, which may require the 

more accurate model presented above. The constant power load mode1 does, however, produce 

the most consenrative r d t s  when cdculating line losses, and thus semes as a lower bound on 

the lasses a utility might see in pradce. 

The inclusion of the above load model in WatDist could easily be carried out by 

modwing the load flow portion of the program. However, without specific operational 

experience ta determine the component contnibution parameters, it is difficult to offer a general- 

purpose load model, and hence the constant power load mode1 is used 

7.4 Simulalion ResPlOP 

To demonstrate the effectivenets of the WatDist algorithm in solving the network 

reconfiguration for loss minimitation problem, the system show in Figure 7.2 was used. This 

system was originally used by Civanlu et d (281 to illustrate the performance of their algorithm. 

In this system, 3 f ' s  supply 16 load buses- There are also 16 sections, each with a 

sectionalizing switch. Three of these switches must remain open to ensure the system maintains 

its radial conf'iguration. System data is show in Table 7.1. 

For this system, there are 216 (65,536) possible switching combinations, or configurations. 

However, of those, oniy 189 are valid configurations, as the remainder leave loads discomected. 

For example, if switch 20,25 and 33 are open, none of the buses are supplied The number of 

valid configurations was determined using Aigorithm 1: Graph Builder, from Chapter 6. 



Figum 7.3. Test distribution system with 3 feedea and 16 sectionalizing switches, 3 of 
which are open (circled numbers represent buses; uncircled numben are switches). 



Tabk 7.1 Sample qstem data (fiorn [28]). System base is 100 MVA, 230 kV. 
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The number of configurations cm be finthet reduced to 59 if the requirement is made that 

each of the substatioa nodes (buses 1.2 and 3) must be ~ ~ ~ e c t e d .  This is a redistic requkement 

that wodd probably occur in an operationai cent- as most dit ies  would use al1 of their 

substations to provide power. 

A power flow was carried out for each of the valid 189 configurations, and it was found 

that, for this system, the optimal configuration to minimira losses has switches 26, 28 and 30 

open. This is also the optimal contiguration found by Civanlar et d 1281. and validates the 

algonthms of Chapter 6 h constnicting the Y admittance matrix, as well as the load flow. It 

shouîd be noted that Gnding this result is very sensitive to the specincation of the bus voltage 

convergence used in the power flow. The stopping cnteria used for the power flow was the 

difference in bus voltages between iterations, and this had to be set to quite a small value (Le., 

E = 104) to obtain these resdts. Larger values of e allowed the load flow to converge to 

incorrect bus voltages. 

Early in the research. it was apparent that three approacbes were possible for perfodng 

a brmch exchange: (1) open a closed-switch at random and close another at random; (2) 

examine only mvitches adjacent to a currently-open switch; or, (3) close a switch that is currently 

open, and then open a nwitch between the two substations that are now co~ected  as a result of 

the closed switch. 

When the problem was first examinecl, the first approach was use4 i.e., a branch exchange 

was carried out by opeuing a switch at random, and then closing another at random. This 

approach is simple to implement in cornputer code, as it is only necessary to generate two 

random numben, confim that the qstern is still radial, and cany out a new power flow to 
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determine if losses have been reduced 

However, this appmach was not  SUC^. AS noted above, there are only 189 possible 

valid configurations, laving 65,347 invaiid ones (sections discomected). Thus, the probability 

of randomly generating an invaiid solution is much higher than that of generating a vaiid one, 

and a great d d  of effort is wasted in looking at invalid solutions. This is similas to what was 

reported in [56] by Nara et d, and is probably the main reamn for the excessive cornputabon 

time required for their technique. 

Sadi  (521 noted a similar problem. Sadi's method starteci with openhg a switch, and 

then identified a switch as a candidate for closure. However, the algorithm then had to determine 

if radiality was maintained by the switching operation. Experimentaily, Safi discovered that 

"most of the switching operations could not be employed to preserve a radial network." The 

method was able to locate "an optimal solution, but possibly uifeasible solution." 

The second approach - that of only examinhg switches adjacent to a currentiy-open 

switch - was felt to be too limiting, and ran the nsk of not fïnding the global optimum. 

The third approacb - close a switch that is cwently open, and then open a switch - was 

much more successful than the first approach, aithough much more difficult to implement. At 

random, an open switch was closeci, resulting in two substatioas now being joined together. To 

restore the radial configuration of the two feedets, a section was opened at random. This 

approach is more effective, rince the search space now consists solely of valid configurations 

(although there is no parantee tbat constraints will not be violated). A power flow was then 

carried out, but only on the two affected feedea - no power flow was needed for the third feeder, 

as conditions haà not chmged for it. 
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Voltage constraints were considerd within the algorithm. It should be noted for this 

codiguration, of the 189 volid configurations, 101 of those become invalid once voltage 

constraints are imposeci. Only configurations hahg voltages within the favourable range, Le., 

voltage magnitude greater than 0.95 p.u., m r e  accepteci (Reference 131 provides a description of 

operating voltage ranges). 

For the purposes of this simulation, it is assumed that each section bas a sectionalizing 

switch, and three of these remah open to ennin the radial topology of the network. There are 

16 sections, each with a sectionalizing switch, allowïng a possibility of 216 (65,536) 

configurations. The initial power injected at the three substation buses is 29.21 MW, with a 

connected bus load of 28.7 MW, and thus the losses represent 0.51 MW, or 1.75% of the total 

load. 

Upon convergence to the gîobal minimum, the power injected at the substation buses is 

29.17 MW, with the connected bus load unchmged at 28.7 MW. Losses now represent 

0.47 MW, or 1.61 % of the totaI load. Thus, through qstem nconfiguration, losses have been 

reduced by 8.5 1%. 

Since WatDia uses a probabilistic approach, 1000 trials were camied out Table 7.2 

provides a statisticai description of the triols. For 1000 trials, the global optimum was found in 

every case, with a mean of 11.1 14 iterations (and standard deviation of 7.942). Runnuig on an 

Intel-based Pentium 90 MHz cornputer, and with the WatDist algorithm implemented in C*, the 

mean time to fhd the global optimum for those trials was 0.174 seconds, with a standard 

deviation of 0.079 seconds. Thus, it is apparent that the algorithm is very fast. For al1 of the 

trials, the algorithm found the optimum configuration within 60 iterations. 
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Figure 7.4 indiates the rate of optimization of the best solution at eadi iteratïon averaged 

over 100 triais. It is evident that optirniution rapidly rpproaches tbe optimum. An upper and 

lower bomd are dso shom. These bounds enclose the region in which di of the trial solutions 

lay. It cm be seen that ail solutions converge to the mean as the number of iterations hcreases. 

By the sixtieth iteration, di triais have convergeci to the optimum solution. 

1 Standard deviation 1 7.942 1 

1 Standard Dcviation (seconds) 1 0.079 1 

Tabk 7.2. Statisticai description of the number of iterations needed to achieve the optimum 
configuration to minimize losses (average of 1000 triais). 



Rat. of Optimization 

2.921 , 

- - - - Low er Bound Man - - - - - - -  UpperËound 

Fi- 7.4. Rate of optimization of the mean fitness. The upper and lower bounds enclose 
the best and p r e s t  solutions at each iteration over the sample. 
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An additional benefit of reconfiguration to reduce losses is an improvement in the load 

bus voltage pronle, as caa be seen in Figure 7.5. The average bus voltage initidy was 0.984 

per-unit volts. FoUowing teconfiguration to the optimum configuration to minimize losses, the 

average bus voltage rose to 0.986 per-unit volts. 

Rgme 7.5. Load bus voltages, initially luid following reconfiguration to the global 
optimum. 

7.5 Summary 

For the qstem under study, WatDist bad no trouble in finding the optimal assignment al1 

of the time. System losses were reduced by 8.51% when the optimum configuration was found. 

Aithough this may appear inconsequentiai, for a large distribution qstem supplyuig many MW 

of power, aay reduction in losses is important. 
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To date, none of the mahods available in the litenmire uni daim to guarantee that a 

global minimum will be fouad, and the WatDist algorithm is no different. However, the 

algorithm offers many clear advantages ovet earlier methods, including: 

a a high success rate in hdiag the global minimum; 

b- the fiaal solution is independent of the initial configuration; 

c. the algorithm is f ~ ;  

d. assurauce thaî any solution offerd wiil have a radiai configuration with al1 loads 

comected and with no constraint violations; 

e. the algorithm nms in "mytime," Le., at any time during processing, the curent 

soiution is the best solution; and, 

f. the relative ease in changhg the objective function to optirnite system 

performance for other factors. 

This chapter has introduced the WatDist algorih, and has proven its strength and utility 

on a bench mark system that has been used by many odier researchers. Having verified that the 

WatDist algorithm works, in the next chapter the algorithm is used to minimïze energy losses 

over an entire year. 



Practical Application of the WatDist Algo rithm 

A system operator has four primary concems when perfonning a simple feeder-to-feeder 

load transfer [21]: 

1. what are the switching alternatives? 

2. is the conductor capacity dequate? 

3. will the voltagdoss profile be acceptable for both feeders? 

4. will thete be drastic changes in short-circuit duty that may disrupt protection? 

In bis chapter, practical implementation issues are examineci, including load sensitivity 
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to voltage, protection coordination and switchiag operations is cPmed out. The performance of 

the WatDist aigorithm on an rtual distribution system in reducing losses over the petiod of one 

year is examined in detail. 

The reliability of eiactric power mpply is extremely important. Distribution system 

reliability is increased by various devices that isolate faulted sections, and also prevent excessive 

damage to cùcuits and related equipment in the event of a fa& 

Distribution system protection is considered both a science aud an art [82]. The 

detennination of such things as fault currents, equipment ratings snd whether or not protective 

devices will be properly coordinatcd is based on engineering principles. However, other aspects 

are not well-defineci, including such things as zones of protection, and device location and type. 

As well, local conditions may influence the design of protection systems, and thus it is difficult 

to generalize to ail circuits. 

In a well-designed distribution system, protective devices will be coorhated. Protective 

devices are selected with characteristics that complement one another to ensure a minimum 

number of customers are affccted by faults. For example, for a feeder with two reclosers, the 

downstream recloser should trip before the upstream recloser for all dowastream faults, and 

should lockout before the upstream recloser for d l  permanent faults. 

To date, no researchers in the ana of loss minirnization through system recoufiguration 

have considered the issue of protection coordination of automatic reclosers, fuses and 
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sectionaiizing switches in feeder circuits. Neady ail of the effort has beea directed towards 

fiding an efficient aigorithm for minimiAg losses. 

It could be argued that power distribution system designers consider recodguration when 

planning protection of distribution qstem arcuits. Automatic switches used to redistribute 

loading among a group of intercomected distribution circuits to mwnize losses should be 

designed such that protection is dequate for aiî possible configurations of a system. While 

manual and computerized tools exkt to design a protection qstem for a fixed configuration of 

a radial distribution system, there are few computecizeâ twls for designing protection schernes 

for al1 possible configurations 1831. Such ta& could work with smart protective devices, whose 

settings are controllrd by a cornputer as the circuit cod5guntions change, or with protective 

devices whose settuigs remain fixed 

Sorne work has been done in attempting to coordiaate system protection with 

reconfiguration, but the work is directeci towards system planning, and not system operation. 

Broadwater et d 1831 proposed a protection system design algorithm which encompassed al1 

possible circuit configurations of a radial distribution circuit. Based on eleven database tables 

and a predetermined set of coordination d e s ,  the algorithm perfonned computerized placement 

and selection of coordinathg devices. 

IIsu and Jwo-Hwu [84] proposed an algorithm for the planning of distribution feeder 

reconfiguration which accounted for protective device coordination. A set of switchable regions 

within which switch operations are allowed is identified Once the distribution qstem has been 

planned using the proposed aigoriha, the network can be reconfigured, with al1 protective 

devices coordinated, by changing the opealclose position of switches in the switchable regions. 
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Mon recently, Pepoais et d [85] pioposecl an algoridam for distribution qstem planning 

that takes into iccount the protection scheme applied, network reliability and voltage dmp, as 

well as minimizing energy losses. Lods minimidon is achieved by reconfiguration and by the 

installation of capcitors- The proposed method is used for short-term plminiiag of distribution 

networks for approximately one year. The method assumes autoreclosers an used in overhead 

networks to c l w  temporary faults* and that fuses or sectionalizers are installed at the begllining 

of each lateral circuit. 

Witte et d [86] d d b e  reclosers used with microprocessor cbntrols to mod* the basic 

time cuneut characteristics or the operating sequence of automatic circuit reclosers. The paper 

discusses a PC-based coordination package which includes an expert system module to cietennine 

device coordination on radial distribution feeders. 

Ia (871, Horowitz et d examine an adaptive protection scheme for trmsmission qstems. 

An adaptive protection scheme seeks to acijust various protective devices to prevailing power 

system conditions, and is based on a microprocessor-based qstem of protection. The 

implementation of an adaptive scheme is practical and straightforward with the advent of digitai 

technology in a micropmctssor-based qstem. 

The issue of protection coordination is not consideteci as part of the WATDIST algorithm. 

Protection coordination would have to be considerd before implementation in an actuai 

distribution qstem, but, because of the variety of protection schemes in use, it is impossible to 

provide a general-purpose algorithm for ali situations. However, WATDIT is easily modified to 

prevent certain switcàing patterns, and it would not be difficdt for a utility to tailor WATDIST 

to the utility's ne&. 



To ensure a minimai dimption of customet service, and to reduce the number of 

switchïng operations c b e d  om once a new configuration hm been identifie4 a switching 

sequence must be determined The sequence musi seek to minimize transient effects. and ensure 

that there are no temporary constraint violations, such as exceeding protective device capacity. 

This issue is not explored in this thesis, as algotidims are already available to earry out switching 

operations. For example, Aoki et d [88] provide such an algorithm. 

The fiequency of qsiem optimization and mitchhg must be considered when 

recoaf'iguration for loss minimization is part of a utility's day-to-day operation. A tradesff must 

be made between realizing maximum savings through loss reduction and increased maintenance 

and repair costs to switchgear as a r d t  of more frepuent switching operations. As well, the 

effect of transients caused by switching operations must be considered. Reference [89] suggests 

ailowing 10 minutes as the amouat of time needed to adequately dampen system transients. 

In an operationai conte* hourly switching is adequate, and this has been suggested by 

several researchers [l8, 441. 

8.4 Application of  WatDist to an Acaisl Disttibiifion Sysam 

WATDIST was applid to a second test system consisting of a three-feeder. 3200 kVA 

network with 35 load points. The system is presented in Figure 8.1, and system data in 

Table 8.1. 



Eïgme 8.1. §ccond test systern network topology (initial configuration). 



Strrt/Ead Iad Scctiaa Ru @.IL) Ead air Lord 
Eus tyPc 

Rcaidmœ R#claEc kW kVAR 

1 4  riid 0.05 0.0 1 230.0 69.0 

4-5 fnd 0.013 0.003 0.0 0.0 

SI14 Ru 0.01 0.002 72.0 21.0 

141s RU 0.0s 0.01 72.0 21.0 

1S-16 Ro 0.01 0.002 72.0 21.0 

1617 Ro 0.01 0.001 72.0 21.0 

5-6 Iad 0.0 1 0.001 230.0 69.0 

6-7 ud 0.05 0.01 230.0 69.0 

7-8 Ind 0.0 1 0.002 0.0 0.0 

8-9 rid 0.0 1 0.002 0.0 0.0 

8-22 Rcr 0.04 0.02 57.0 7.0 

22-23 RCS 0.0 1 0.002 37.0 7.0 

23-24 Rcr 0.0 1 0.002 57.0 7.0 

9-10 riid 0.0 1 0.003 230.0 69.0 

9-33 Corn 0.05 0.0 1 72.0 21.0 

33-34 Cam 0.0 1 0.002 72.0 21.0 

34-35 Cam 0.0 1 0.002 72.0 21.0 

2-13 Ind 0.0 1 0.002 230.0 69.0 

13-12 lad 0.05 0.0 1 0.0 0.0 

12-1 t Iad 0.0 1 0.002 230.0 69.0 

12-18 Com 0.05 0.0 1 57.0 7.0 

18-19 Corn 0.0 1 0.002 57.0 7.0 

lP20 Corn 0.0 1 0.002 37.0 7.0 

20-2 1 Corn 0.05 0.0 1 37.0 7.0 

3-30 Ru 0.03 0.0 1 37.0 7.0 

30-3 1 Ru 0.0 1 0.002 57.0 7.0 

3 1-32 Ra 0.01 0.002 57.0 7.0 

30-29 Ra 0.0 1 0.002 57.0 7.0 

29-28 Ra 0.01 0.02 57.0 7.0 

28-27 Rcr 0.05 0.0 1 57.0 7.0 
1 

27-26 Rcr 0.0 1 0 . a  57.0 7.0 

Tabk 8.1. System data for the second test network. 
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The loa& in this system are a mut of residential and commercid, with some light 

indumial, and are in the form of transformer stations, each with its own capacity. In-line 

switches have been included in most line sections for the simulation canied out here. This would 

not necessarily be done in practice, but was done to test the penormance of the WatDist 

aigorithm. 

Although tûe system is by no means large cornparrd to many distribution systems, its use 

as a test system allows presentation of the details of simulation resuits in this thesis. Because 

of the simulation of one year of operation of the system, simulation times were lengthy, even for 

this system, as a fidi year of 24-hour-pday operation was examind The system was used to 

test the recodiguration algorithm on a realistic system where loads v ~ r y  over t h e .  in this way, 

the amount of loss reduction over a one-year period was examined The size of die system is 

comparable to the size of systems used by other researchers, including [28] (16 buses), 

[30] (37 buses), [33] (32 buses) and [47l (30 buses). 

Load cvves were nece- for each of the three load types: residential, commercial and 

industrial. The method used to s p i @  loads is the method proposed by Wagner in 

reference [271. In fansultaîion with Ontario Kydro, Wagner concluded that loads could be 

divided into three time penods, as follows: 

SUMMER - June, July, August 

WLNTER - December, January, Febmary 

SPRING/FALL - March, April, May, September, October, November 

Loads tended to follow the same patterns for each of these diree time penods. 
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Wagner dso conduded that within those time periods, typicaf daily load patterns emerged 

that depended on whezhu the dey was a week-day or week-end/holiday. Daily Lod c w e s  also 

depended upon the h e e  l o d  types. 

Systern load changes for an entire year can be simulateci by using ody 18 load profiles, 

consisting of 3 for each of the year's time periods, eidier week-day or week-end, and for each of 

the 3 load types (3 times 2 times 3). 

In M e r  wnsultations with Ontario Hydro, Wagner aiso found that indisoial bad curves 

do not change significantiy with the seasons, as indudes' requirements for heating andlor air 

conditioning represent only a very small portion of the* demand 

For resideatiai customers, the summer peak demand tends to occur in the aftemoon. when 

air conditioning loads predominated. In the -ter, peak demand shifis to early moming, when 

heating loads were predominant It was found that s p ~ g  and fd demand are approximately 

75% of the winter demand. 

Using dris idonnation, load profiles were produced for the test qstem, and are show 

in Figure 8.2 to Figure 8.6. For the sake of the simulation, it was assumed that the industrial 

load curve did not change throughout the year- As well, residential and commercial loads used 

the same load curves. This method of simulating load changes is by no means accurate, but it 

does provide a remonable method for changing load profiles to examine the performance of the 

WATDIST algorithm in reducing losses 



Fi- 8.2. Load profile for residential loads on a winter 
week-day . 

Kgum 8.3. Lod profile for resideatial loads on a winter 
week-end day. 



Figme 8.4. Lod cuve for residential loads on a summer 
wek-dey. 

mJdenU8l Summer Waek-End 

Fi- 8.5. Load curve fof residentiai loads on a summer 
week-end. 



Egum 8.6. Load curve for industrial loads. 

Having derived load c u m s  for &h Lod type, it was necessary to assip those load 

profiles to the actual qstem loads. Loaûs on the system are in the f o m  of transformer stations, 

each with its own capacity. The total qstem capacity is 3200 LVA, with a peak demand of 

2739 kW. Therefore, the load at each load pin4 i, at a pariicular instant in time, r, is asigned 

as: 

where P, is the load at the load point, i, at time, t; 

P, is the total qstem cqacity h m  Table 8.1; 

Ps- is the substation capacity, and shown in Table 8.1 as the end-bus load in kW; and, 

P,(i provides the load profile information, which is a bction of tirne, and which is 

expressed in per-unit values. 
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In this fashion, the peak system load d l  be 2739 kW. and the toial load will be 

distributcd among the various load points in proportion to their substation capacities. 

The performance of the algorithm was examiad in a simulation of the operation of the 

test network over a period of one year, with loads varying according to the load type, season of 

the year, and time of day. To mon reaiistidy match the unpredictability of loads over the 

course of the day, load curves were multipiied by a random number between 0.85 and 1.15. This 

aumber ws generated by generating a random nurnber having a uniforrn distribution between O 

and 1, multiplying it by 0.3, end adding it to 0.85. 

In the first part of the simulation, operation of the distribution was carried out for the 

period of one year with the switches between buses 10 and 11 (idmtified as Switch S47 in 

Figure 8.1 for simulation purposes), and between buses 24 and 25 (identified as Switch S67), 

remaining open for the entire year, with rn reconfiguration. in the second part of the simulation, 

the same loads were assigned to buses as had been assigned in the first part of the simulation. 

However, in the second part, reconfiguration was ailowed to occur, and the WatDist algorithm 

was employed to determine which switches should be open at each hour of each day. 

As noted wlier, the total power supplied by al1 substation buses is the quantity optimized 

in the WatDist algorith, a d  thus this quantity was recorded during the simulation. As well, 

the total loads comected to load buses were recorded, as were the losses. These recordings were 

made at 6 p.m. daily. as it is at this time that load peaks occur in most of the load curves. Daily 
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energy supplied was also remideci. To determine which nuitches were involved in the 

rewnfiguration, switch status was also recordad 

Figure 8.7 shows the total energy supplied to the distribution system by month. It is 

evident that using the WatDist algorithm ensures a reduaioa in the energy supplied, and hence 

in the losses, as each month shows a reduction in the energy supplied when the WatDist 

algorithm is used. The reduction in energy supplied is quantined in Figure 8.8 and in Figure 8.9. 

From Figure 8.8, it is clear that energy savings, on average, are approximately 1.5%. It is not 

clear why thee is a drop in those savings during the month of July, and it is most Iikely a 

statistical anomaly as a result of the simulation and the load c w e s .  Figure 8.9 provides the 

cumulative system energy by month, and also shows the energy saved by using the WatDist 

algorithm. Over the course of one year, the energy savings are 1.67%. 

The hancial benefit resuiting fiom these savings would be of interest to a utility. These 

savings are difficult to asses, as energy costs are usually negotiateâ, end depend on such factors 

as peak load demanâ, power faor,  and time of use. However, it is felt that a lower bound of 

SO.Oî/kWh is reasonable, as is a p d  charge of S0.07kWh. B a d  on these limits, cost savings 

for this test system would be between $10.586 and $24,700 annually. 



Emrgy upplied (by monlit) 

Figue 8.7. Totai qstem energy supplied each month. 



Fi- 8s. Energy savings over one year for each month, in kWh and as a percentage, as a 
resuit of usiag the WatDist algorithm. 



Fi- 89. Totai cumulative system energy, by month, and showing energy saved by using 
the WatDist algorithm. 
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Although there are potentially 33 switches available for reconfiguration, it tums out that 

very few of them are rcquired for reco~guration. Indeed, simulation results revealed that only 

4 switches need to be automated: 

1. the switch between buses 7 and 8 (Switch S44); 

2. the switch betwem buses 8 a d  9 (Switch S45); 

3. the switch between buses 8 aad 22 (Switch SU); and, 

4. the switch between buses 22 and 23 (Switch 565). 

Al1 other switches nmain closed for the entire simulation, including the two initially open 

(Switches 47 and 67). Table 8.2 shows the percentage of time each of the four switches involved 

in the recoffigucation is open, and it is apparent that Switch S44 and Switch S45 should be 

automated, and Switch S64 left open al1 of the time. If a cost of Sllk is rwumed for an 

automated switch, automating these two switches would cost S22k. Based on the energy savings 

as a result of using the WatDist algorithm, this cost would be rewvered in a little over 2 years, 

using the lower bound for cost savings. Thus, it is clear that automating these switches, and 

canying out reconfigwation, is attractive from a bancid point-of-new. 

The percentage of time open for Switches S44 and S45 is shown graphically in 

Figure 8.10. A typical duty cycle for a single day for diese two switches is shown in Figure 8.1 1 

and Figure 8.12. It can be seen fkom these two figures that when Switch S44 is open, 

Switch S45 is closed, and vice versa 



T a k  83. Percentage of time open for the 4 switches involved in reconfiguration. 

Jan 

Feb 

Mat 

A P ~  

May 

Jun 

Jd 

Aug 

sep 

Oct 

Nov 

Dec 
I 

Avemge 

Switcb S44 

65.68 

68-62 

63.40 

64.13 

64-6 1 

65-10 

64.21 

61.39 

63.85 

64-34 

6 1 .O8 

60.59 

63 -92 

Suitch S65 

0.00 

0.00 

0.00 

0.14 

0.13 

0.00 

O. 13 

0.13 

0.00 

O. 13 

0.00 

O. 13 

0.08 

Switch S45 

34.32 

3 1.38 

3 6-60 

35.87 

65.39 

34.90 

3 5 -79 

38.74 

36.15 

3 5.66 

38.92 

39-41 

3 6-09 

Switch S64 

100.00 

100,OO 

100,OO 

99.86 

99.87 

100.00 

99.87 

99.87 

100.00 

99.87 

100.00 

99.87 

99.92 



Pemntage of tirne open 

Fi- 8.10. Percentage of tirne open for Switches S44 and S45 over one year. 



Fi- 8.11. Hourly position of Switch S44 for 
1 Jan-. 

Fîpc 8.12. Hourly position of Switch S45 for 
1 January. 
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It should be noted that losses have ben nduced in every instance with no constraint 

violations, with no loads left disconnecteci, and with the radiality of the network assured. 

This section shows the resuits of applying the WatDist algorithm, and the energy savings 

that are possible, on a mondily basis. One month is presented for each season, Le., winter, 

s p ~ g ,  summer and fa. 

The total c o ~ e ~ t e d  loisds at load buses at 6 p.m. M y  are shown in Figure 8.14 through 

Figure 8.17. Finally, Figure 8-18 dvough Figure 8.21 show the line losses at 6 p.m. daily, with 

no reconfiguration and whea the WatDist algorithm used Figure 8.22 to Figure 8.25 show the 

energy supplied each day for a month of each season, and the cumulative energy savings. in 

every case, WatDist ncluces Iine losses. 



Rgurre 8.14. Connected loads for winter 
month (Jmuary), taken at 6 p.m. daily. 

8.15. Connected loads for a spring 
month (Apd), taken at 6 p.m. daily. 

FSync 8.16. Connected loads for summer FCgme 8.17. Co~ected loads for fail month 
month (July), taken at 6 p.m. daily. (October), taken at 6 p.m. daily. 



Agum 8.18. Line losses at 6 p.m. daily for 
a winter month (January), in kWh. 

F'igum 830. Line losses at 6 p.m. M y  for 
a summer month (July), in kWh. 

Fi- 8.19. Line losses at 6 p.m. daily for 
a s p ~ g  month (ApriI), in kWh- 

E'igum 8.21. Line losses at 6 p.m. daüy for 
a fa11 month (October), in kWh. 



Igum 8.22. Energy supplied for a winter 
month (J~U-),  with energy savings using 

WatDist 

Kgum 833. Energy supplied for a spring 
month (April), and energy saved using 

WatDist. 

Fi- 8.24. Energy supplied for a summer 
month (Juiy), with energy savings using 

WatDist. 

ngumt 8.25 Energy supplied for a fdl 
month (October), and energy savùigs using 

WatDist 
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8.5.3 buib on a DaiIy Basis 

It is clear that WatDisi reduces line losses. and hence the energy supplied to the network. 

in this section, the pei.formance of WatDist over a onaday period (New Ye&s Day) is examine& 

Figure 8.26 provides the system load c w e  for 1 January. The total losses widiout 

reconfiguration. and after employing the WatDist aigorithm. are presented in Figure 8.27, and it 

can be seen that recoafiguration on an hourly basis reduces line losses. 

8.6 Summuy 

The usefiilaess of die WatDia aigorithm has been clearly demonstrated in this chapter. 

For every hous of every &y, losses have been redueed In addition, in every instance, there were 

no constraint violations. there were no discomected loads. and the radidity of the network was 

p reserved 

Over a one-year period, the energy savings are 1.6% of the total energy supplie& or 

353 MWh for the system examined The hancial benefit resulting nom these energy savings 

range between a lower bound of S10,586 and an upper bound of $24,700, based on current 

Ontario Hydro rates. 

This simulation bas also sexved to identify that not d l  switches need to be automated in 

a distribution system to realize energy savings. In f.ct. very few of the switches need to be 

automated, and, for the system examined, ody two sections were identified as requiring 

automated switches to allow reconfiguration on ao hourly basis. It is clear that the WatDist 

algorithm could be used during planning. using projected loads to identi€y which sections would 

most benefit from automation. 
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The r d t s  of this simulation also indicate that a utiiity that did not have automated 

switches (and whose position h d  to be changed menuaily) couid benefit by using WatDist to 

identifjr switches that should remah open most of the time. While this would not minimise 

losses, it would certunly reduce them. 



Rgwt 8.26. System load cuwe for New Year's Day. 

Hourly Lo-s for 1 3rnwry 

Figue 837. Reduction in losses through use of the WatDist for New 
Year's Day. 



Chapter 9 

Conclusions and Recommendations for Futuie Wo& 

Loss minimisation dirough system reconfiguration offers utilities the opportunity to reduce 

energy costs using exïstiag equipment, anci, at the same time, release system capacity. As 

outlined in the earlier chapters of this thesis, many algorithms have been proposed for loss 

minimization, but few have been adopted for use. Reasons for this most likely include 

inadequate consideration of system constraiats, excessive cornpufation time and diniculty in 

implementing the aigorilhms in sofbare. 
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It became clear in the early stages of this research that there were two issues involved in 

the loss minimization problem. The first issue was the optimizaÉon problem itseLf, and finding 

a method that providecl optimai solutions in rd-time while satis@ing system constraints A 

second and eqdy-important issue was how systern data was represented This was an important 

issue, because it affecteci the performance of whatever optimization technique was employed for 

loss miniankation. Data structures were needed to store system informa!ion. includhg static 

information such as section irnpedances and substation capacities, as well as for dynamic 

information, including swïtch status and bus loads. Algoriduas were dso then needed to 

efficiently manipulate those data structures. 

Three algorithms (Graph Builder, Path Builder and System Update) have been proposed 

in this thesis for network remfiguration studies. The Graph Builder algorithm can be used to 

build a graph of a distribution feeder, and to build its admittance matrin Path Builder detemllnes 

a path between two adjacent feeders, providing a List of sections between feeder root nodes. An 

optimization technique CM then be employed to determine which section should be opened to 

restore a system to its radiai configuraion, or the section ta be opened cm be specified by an 

operator. Finally, the System Update algorithm is used to update al1 system dynamic information 

following nconfiguration. 

The use of Graph Builder ailows the construction of admittance matrices for each feeder 

in a distribution system. Having this ferhm allows the WatDist algorithm to perhrm load ftows 

on a small subset of the eatin distribution system, and hence considerably reduces computation 

time. Traditionally. load flows are carried out for entin systems. 

The use of Path Builder allows the selection of ail switches between two comected 
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substations for consideration in the optimization process, rather than the narrow seledon of 

switches adjacent to an open switch, as bas been used by other resemchers (for example, as 

reported in [52] and [53]). The building of the path, and the openhg of a switch in the path, 

enswes that any solution offered by the Watûist aigorithm will be a feasible solution that 

guarantees al1 loads are cornectecl and the network's radid configuration is retained 

These thra aigorithms are a significant contribution to distribution system operation, and 

provide a strong frimework for other researchers in the fields of loss minimidon, distribution 

system planning, and load restoration (to be discussed shorily). 

Having developed the necassary data structures, and algorithms for manipulating thern, 

tbe next step was to select an optimization technique to perform the loss minimization bction.  

After a thorough review of earlier methods and thsir shortcorni~~gs, it became clear that the 

branch exchange method was the most promising, and dficial intelligence techniques were 

adopted. The result was the WatDist algorithm. 

The WatDist algorithm captures the essential fa tues  of distribution systems. It allows 

users to monitor the state of the optimhtion, and a computation time cm be specified This is 

in contrast O some optimization techniques which are "all-or-nothing," in that interirn solutions 

are not available. The algorithm c m  be run until a solution is needed, and can be run for several 

thousand iterations to detemiine if a better solution is possible. 

As noted previously, different nsearchea have had difrent  perceptions of the loss 

rninimization problem, in that some have aîtempted to minimize losses, others have attempted to 

balance feeder loading, while others have ben concerned with security of supply to important 

customea. The WatDist algorithm is perhaps unique in that it is a simple matter to modify it 
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to accaunt for other objectives during opthkation (for example, to consider load balancing 

among supply tnnsformers, minimiZabon of the wotst voltage drop, minimization of s e ~ c e  

interruption fiequency, balaucd seNice to important customers, or a combination of these 

objectives, such as considerd in [35] by Royteiman et d). 

The algorithm does not require cantinuous optimization hctions, and nonlinear functions 

are treated in the same mamer as Iineat ones. Fimctions containing many local minima and 

several variables are easily handled. 

The WatDist aigo&.m provides a significant contribution to distribution system operation. 

It identifies which switch should be opened for loss minimidon through system configuration, 

and can be uschi in deteminhg which switches should be automated in a system, or which 

switches should be left open most of the time to reduce line Iosses. 

As mentioned earlier, the algorithm assures continuity of supply to al1 load buses whïle 

retaining a radial configuration, as well as providing sound solutions that do not violate system 

constraints. The algonthm runs in "anytime," Le., the current solution is the best solution. In 

the case where the global minimum is not found, losses will be reduced. WatDist is fast. 

From an algorithmic point of view, implementation of the algonthm in software is 

straightfonvard There are no parameters to set andlor "fine tune." The final solution is 

independent of the originai codigwation, and the algorithm bas a very high success rate in 

finding the global minimum. It is relaîively simple to change the objective fuaction to optimize 

system performance for other factors. 
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9.2 Recommeadatiom for Fhûm Wodc 

Distribution system plmning and system restoration are two applications that are similar 

to the reconfiguration for loss minimization pmblem. In distribution system planning, plamers 

attempt to detemine network layouts, the position of switches and protective devices, and 

equipment capacitks b d  on expected Io&. In system restoration, operators attempt to restore 

power to as many customers as possible foilowing system outages as a result of fauits caused by 

weather, animals and accidents. In both cases, many configurations must be compared before 

deciding upon a hnal configuration. ïhus, application of the WatDia algorithm to these 

problems should be examined, 

A SCADA qstem interfase should be developed for the WatDist algorithm. This would 

allow the aigorithm to access on-line SCADA data, and dlow WatDist to access historical system 

data, such as Lod curves for various customers. Iastead of reaaing to bus loads and determinhg 

a configuration to minimize losses based on information that is almost outsf-date as mon as it 

is recorded, it would be beneficial to have a method of predicting loads ahead of time. Access 

to SCADA daîa end a suitable forecasting technique would allow a system to be eeady to respond 

to expected loads. 

As faster cornputers become avoilable, it c m  probably be raid with some certaine that 

the execution speed of WatDist will be reduced. However, for very large distribution systems, 

it would probably be beneficial to use more than one cornputer to detemine the optimal 

conQgu.ration. Several cornputers could be slaves to a master cornputer that wouid direct them 

to detennine system demands for a specific amfiguration In this case, communication and 

coordination problems become issues. However, such a paralle1 implementation should be 



feasible, and muid be examineci. 

Some fine tuning of the WatDist Jgonthm mpy be possible. Since much of the 

processing time is spent building bus sdmittance matrices and m i n g  out load flows, it makes 

sense to remember which switching combinations have aiready been examineci, to ensure that 

they are not re-ex8miI1ed However, an efficient method is needed to record those combinations 

that have dready been exmined In this thesis, a simple pattern matrix rewrded switching 

combinations aîr- examined. However, as the number of switches increases, this method 

would require a large sparse matrix that would waste cornputer memory. Hence, a more efficient 

method is needed- 

Because the WasDist aigorithm was originaily implemented in FORTRAN, many of its 

structures do not take advantage of the use of pointers. It is not clear that ushg pointers wouid 

reduce computation times, but an examination of this issue is warranteci. 
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