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Abstract

The performance of solid oxide fuel cells (SOFCs) at the cell and system levels is studied using computer

simulation.

At the cell level, a new model combining the cell micro and macro models is developed. Using this
model, the microstructural variables of porous composite electrodes can be linked to the cell performance.
In this approach, the electrochemical performance of porous composite electrodes is predicted using a
micro-model. In the micro-model, the random-packing sphere method is used to estimate the
microstructural properties of porous composite electrodes from the independent microstructural variables.
These variables are the electrode porosity, thickness, particle size ratio, and size and volume fraction of
electron-conducting particles. Then, the complex interdependency among the multi-component mass
transport, electron and ion transports, and the electrochemical and chemical reactions in the
microstructure of electrodes is taken into account to predict the electrochemical performance of
electrodes. The temperature distribution in the solid structure of the cell and the temperature and species
partial pressure distributions in the bulk fuel and air streams are predicted using the cell macro-model. In
the macro-model, the energy transport is considered for the cell solid structure and the mass and energy

transports are considered for the fuel and air streams.

To demonstrate the application of the cell level model developed, entitled the combined micro- and
micro-model, several anode-supported co-flow planar cells with a range of microstructures of porous
composite electrodes are simulated. The mean total polarization resistance, the mean total power density,
and the temperature distribution in the cells are predicted. The results of this study reveal that there is an
optimum value for most of the microstructural variables of the electrodes at which the mean total
polarization resistance of the cell is minimized. There is also an optimum value for most of the
microstructural variables of the electrodes at which the mean total power density of the cell is maximized.
The microstructure of porous composite electrodes also plays a significant role in the mean temperature,
the temperature difference between the hottest and coldest spots, and the maximum temperature gradient
in the solid structure of the cell. Overall, using the combined micro- and micro-model, an appropriate

microstructure for porous composite electrodes to enhance the cell performance can be designed.

At the system level, the full load operation of two SOFC systems is studied. To model these systems,
the basic cell model is used for SOFCs at the cell level, the repeated-cell stack model is used for SOFCs

at the stack level, and the thermodynamic model is used for the balance of plant components of the
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system. In addition to these models, a carbon deposition model based on the thermodynamic equilibrium

assumption is employed.

For the system level model, the first SOFC system considered is a combined heat and power (CHP)
system that operates with biogas fuel. The performance of this system at three different configurations is
evaluated. These configurations are different in the fuel processing method to prevent carbon deposition
on the anode catalyst. The fuel processing methods considered in these configurations are the anode gas
recirculation (AGR), steam reforming (SR), and partial oxidation reformer (POX) methods. The
application of this system is studied for operation in a wastewater treatment plant (WWTP) and in single-
family detached dwellings. The evaluation of this system for operation in a WWTP indicates that if the
entire biogas produced in the WWTP is used in the system with AGR or SR fuel processors, the electric
power and heat required to operate the plant can be completely supplied and the extra electric power
generated can be sold to the electrical grid. The evaluation of this system for operation in single-family
detached dwellings indicates that, depending on the size, location, and building type and design, this
system with all configurations studied is suitable to provide the domestic hot water and electric power

demands.

The second SOFC system is a novel portable electric power generation system that operates with liquid
ammonia fuel. Size, simplicity, and high electrical efficiency are the main advantages of this
environmentally friendly system. Using a sensitivity analysis, the effects of the cell voltage at several fuel
utilization ratios on the number of cells required for the SOFC stack, system efficiency and voltage, and

excess air required for thermal management of the SOFC stack are studied.
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Chapter 1

Introduction

The consumption of fossil fuels is increasing in the world due to the improvement in the quality of life,
the industrialization of developing countries, and the increase in the world population. The increase in
fossil fuel consumption leads to an increase in the rate of depletion of the fossil fuel reserve and the
resulting negative impact on the environment. Therefore, fundamental changes in energy systems are
necessary to improve their efficiency and to employ renewable fuels. Fuel cells are one of the cleanest
and most efficient devices for generating electric power that can be potentially employed in a wide variety
of applications, such as on-site electric power for residential and commercial buildings, auxiliary power
units, portable electric power generation, and dispersed and distributed power generation. In fuel cells, the
chemical energy of a fuel is converted directly into electrical energy through electrochemical reactions;
therefore, the efficiency of fuel cells is not limited by thermodynamic limitations of heat engines, namely,
Carnot efficiency. In fuel cells, the intermediate steps of producing heat and mechanical work, which are
characteristics of many conventional power generation systems, are eliminated. In addition, because

combustion is eliminated, fuel cells generate power with minimal pollutants.

Fuel cells are classified according to the choice of electrolyte and fuel, which in turn determine the
electrode reactions and the type of ions that carry the current across the electrolyte [1]. The most common
types of fuel cells are the polymer electrolyte fuel cell (PEFC), alkaline fuel cell (AFC), phosphoric acid
fuel cell (PAFC), molten carbonate fuel cell (MCFC), and solid oxide fuel cell (SOFC). Some of the

characteristics of these fuel cells are summarized in Table 1.1. The focus of this study is on the SOFCs.

1.1 Background

The high efficiency and high fuel flexibility make SOFCs an ideal candidate for a better exploitation of
fossil fuels. The electrolyte in SOFCs is a solid, nonporous metal oxide. Due to the limited ion
conductivity of solid electrolytes, SOFCs operate at an elevated temperature that may be between 600 —
1000 °C. During the past century, considerable advances were made in the theory and experimentation of
SOFCs. At present, the electrical efficiency of SOFCs has achieved almost 55%; however, this efficiency

can reach around 70% if SOFCs are combined with a gas turbine [3].



Table 1.1: The operational characteristics of some of the most common types of fuel cells.

Item PEFC AFC PAFC MCFC SOFC
Charge carrier H OH H CO5™ 0*
Operating temperature [1]  40-80 °C 65-220 °C 205 °C 650 °C 600-1000 °C
Electrical Efficiency [2] 45-60% 40-60% 55% 60-65% 55-65%
External reformer for For some

Yes Yes Yes For some fuels
hydrocarbon fuels fuels

Process gas +

Process gas + Process gas + Process gas Process gas +

Liquid
Heat management [1] i Electrolyte  Liquid cooling + Internal Internal
cooling . . . . .
. recirculation medium reforming reforming
medium
Portable, Dispersed /  Distributed
o Mobile, Space, distributed power )
Applications ) ] See Figure 1.1
Space, Mobile [2] power generation
Stationary [2] generation [2] [2]

The SOFC technology is being developed for a broad range of applications such as heat and power

generation in residential and industrial sectors, portable electric power generation, and oxygen

production. The applications of SOFCs and the corresponding range of the operating power are

summarized in Figure 1.1. To commercialize SOFCs for these applications, many collaborative programs

have been initiated in the world. Examples are the SECA program in the United States, the Framework 6

program in the European Union, and the NEDO program in Japan. Considering the research that is being

carried out in the field of SOFCs, it is expected that SOFCs would be one of the major power generation

devices for the next decade [4].
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Figure 1.1: The applications of SOFCs [5].

As shown in Figure 1.2, a single cell of SOFC is made from solid layers of an anode (negative
electrode), an electrolyte, and a cathode (positive electrode). The anode layer is made from particulate
materials that are partially sintered to form porous conducting layer to allow fuel to flow toward the
electrolyte. Nickel is the main material used in SOFC anodes because of its excellent catalytic properties
for electrochemical reactions and reforming hydrocarbons, low reactivity with other components, and
fairly low cost. To increase the adhesive ability of nickel to yttria-stabilized zirconia (YSZ) electrolytes
and to improve the electrochemical performance of the anode, a mixture of Ni and YSZ powders (Ni-YSZ

cermet) is usually used in anodes.

The cathode layer is also made from particulate materials that are partially sintered to form a porous
conducting layer to allow air to flow toward the electrolyte. The cathodes operate in a highly oxidizing
environment; hence, the base metals are not used in the structure of cathodes. Strontium-doped lanthanum
manganite (LSM) gives a good electronic conductivity and thermal expansion coefficient for the cathode
and is now commercially available for SOFCs. To increase the electrochemical reaction active sites of

cathodes, a mixture of LSM and YSZ powders is usually used in cathodes.
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Figure 1.2: Structure of a cell of planar SOFC.

The electrolyte is a dense, gas-tight, and ion conductor layer in the cell that is sandwiched between the
porous anode and cathode, and acts as a membrane to separate air and fuel from each other. The main
electrolyte material used in SOFCs is YSZ. Although many other oxide materials conduct oxide ions
better than YSZ, this material has the significant advantages of abundance, chemical stability, and non-

toxicity in comparison to other oxide materials.

To use a cell for power generation, interconnect layers may be required. As shown in Figure 1.2, the
interconnect layers are connected to the anode and cathode to collect the electric current generated and to
supply fuel and air to the porous anode and cathode layers, respectively. The interconnect layer can be
made from ceramic materials, e.g., magnesium-doped Lanthanum Chromite [4] or metallic alloys, e.g.,

Crofer® 22APU [6].

SOFCs may be classified according to the cell geometry, the arrangement of fuel and air flows, and the
cell supporting layer. Because the electrolyte of SOFCs is solid, the cell can be fabricated with various
geometries, such as tubular or planar. A planar cell is a flat plate, usually rectangular or circular. A
tubular cell is like a tube. In most common designs of tubular cells, the tube is closed at one end and

either air or fuel flows inside the tube and the other gas flows outside the tube. The sealing and separating



fuel from air is easier for the tubular design of the cell; however, the efficiency and power density of the
planar design is higher. The fuel and air may be co-flow (air and fuel flow parallel and in the same
direction), counter-flow (air and fuel flow parallel but in opposite directions), or cross-flow (air and fuel
flow perpendicular to each other). The flow arrangement may affect the distribution of several physical,
chemical, and electrochemical variables in the cell. A cell may be self-supported or externally supported.
In the self-supported cell, one of the electrolyte, anode, or cathode layers, often the thickest one,
mechanically supports the cell structure. Thus, a self-supported cell can be electrolyte-supported, anode-
supported, or cathode-supported. In the externally supported cell, the cell may be configured as thin layers

on the interconnect.

To generate electric power in a cell, as shown schematically in Figure 1.3, air enters the air channel and
O, molecules of air diffuse through the porous cathode toward the electrolyte. Then O, molecules are
ionized by capturing electrons in the active sites of the cathode through the electroreduction reaction
(2.R1). The O, ions produced then migrate through the electrolyte toward the anode. From the other side,
fuel enters the fuel channel and the H, and/or CO contents of the fuel diffuse through the porous anode
toward the electrolyte. The H, and/or CO molecules react with O, ions through electrooxidation reactions
(2.R2) and/or (2.R3) in the active sites of the anode. This produces H,O and/or CO, and the electrons are

liberated. The liberated electrons flow to an external circuit and the electric power is generated.

0, +4e™ - 20% (2.R1)
H, + 0%~ > H,0 + 2e~ (2.R2)
CO + 0% - CO, + 2e” (2.R3)

Because the electrochemical reactions to generate electric power take place at active sites of the anode
and cathode, as electrodes of a cell, the improvement of the electrochemical performance of electrodes
can play an important role in improving the performance of the cell. To improve the electrochemical
performance of electrodes, in addition to the use of materials with a high catalytic activity, the electrodes
can be fabricated with a composite structure that has extended active sites for electrochemical reactions
[7-9]. The microstructure of a porous composite electrode is made of three phases: electron-conducting
particles to transport electrons, ion-conducting particles to transport oxygen ions, and pores to transport
reactant gases. The electrochemical reactions may take place throughout the microstructure of these

electrodes where these three phases are present.
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Figure 1.3: Electric power generation in SOFCs.

The use of hydrocarbon fuels always has the potential of carbon deposition on the anode catalyst. The
carbon deposition leads to deactivation of the anode due to the reduction of electrochemical active sites.
There are a number of methods for processing a hydrocarbon fuel. The three most popular methods are
the anode gas recirculation (AGR), external steam reforming (SR), and external partial-oxidation (POX)
methods. In the AGR method, a part of the outlet gas from the anode channels is mixed with the fuel
stream to make a fuel suitable for SOFCs. Indeed, the water vapour and carbon dioxide in the outlet gas
may react with hydrocarbon fuel to produce hydrogen and carbon monoxide before feeding the fuel to the
cell. The SR is the most popular method of converting light hydrocarbons to hydrogen. This endothermic
process provides the highest concentration of hydrogen. In this method, the fuel is heated and vaporized,
then injected with superheated steam into a steam reformer reactor. Excess steam may be required to
force the reaction to completion as well as to inhibit soot formation on the reactor catalyst. Most
commercial steam reformers use Ni catalyst to enhance reaction rates at decreased temperatures. The
reforming catalyst also promotes the exothermic water-gas shift (WGS) reaction in the steam reformer
reactor. Because the combined SR and WGS reactions are endothermic, an external high temperature heat

source is required to operate the reactor. The steam reforming is also a slow reaction and requires a large



reactor; therefore, rapid start and transients cannot be achieved by SR method [1]. In the POX method, a
substoichiometric amount of air or oxygen is used to partially combust the fuel. The POX is a fast process
with a fast response and it uses a small reactor size. Non-catalytic POX fuel processors/reformers operate
at temperatures of around 1400°C, but catalytic POX fuel processors/reformers may typically operate at
temperatures of around 870°C. The POX reaction is highly exothermic; hence, the reformer does not need

an external heat source [1].

The voltage that a single cell of SOFC can deliver is low for most practical applications. To reach a
desired voltage, a number of cells should be connected in series. An SOFC stack consists of a group of
cells that may be connected in series and fed by fuel and air in parallel. Of course, several SOFC stacks
may be connected in parallel or in series to reach a desired electric power and voltage for an SOFC

system.

In addition to the SOFC stack, an SOFC system requires several other sub-systems/components; the so-
called balance of plant (BoP). In general, SOFC stacks need a steady supply of qualified fuel and air for
continued generation of electric power. The temperature of the fuel and air should be close to the
operating temperature of the cell. Therefore, the SOFC systems should be equipped with devices to
increase the fuel and air temperatures. To prevent carbon deposition on the anode catalyst, a fuel
processor may be required for systems that operate with hydrocarbon fuels. The pressure of fuel and air
streams should also be increased to overcome pressure drops in the system. Since SOFC stacks generate
DC electricity that is typically not directly usable for a load, electric power conditioning may be required
to generate AC electricity. These are the minimum number of BoP components that are usually required
for an SOFC system. The need to use other components depends on the fuel choice, the requirements of
the cell and stack, and the application of the system. It is noted that the BoP components represent a

significant fraction of the weight, volume, and cost of most SOFC systems.

An SOFC system can be designed to operate with a broad range of fuels. However, the main fuels

considered in this research thesis are biogas and ammonia.

Biogas is a renewable and alternative source of fuel that can assist in reducing the consumption of
fossil fuel and the emission of greenhouse gases. This gas — which is mainly produced using anaerobic
digestion or fermentation of biodegradable materials such as biomass, manure, sewage, and municipal
waste — has been recognized by the United Nations development program as one of the important
decentralized sources of energy [10]. Pressure from environmental legislation on solid waste disposal

methods in developed countries has increased the application of the anaerobic digestion process in



wastewater treatment plants (WWTPs) for reducing waste volume and generating useful by-products. One
of the important by-products of this process is a biogas containing mainly methane and carbon dioxide. If
biogas is fed directly to a cell, the anode catalyst may be deactivated due to carbon deposition issues.
Therefore, the SOFC system should be equipped by devices to process biogas before it is fed to the SOFC
stack. Of course, due to the high carbon dioxide content of biogas, the reforming agent required to process
biogas is substantially lower than that to process natural gas. However, the electrical efficiency of an

SOFC system may drop around 1.1% if biogas is used instead of natural gas [11].

Ammonia is a gas at atmospheric pressure and ambient temperature; however, the gaseous ammonia
can be easily liquefied at ambient temperature and pressure of around 10 atm. In these conditions, the
density of ammonia increases around 850 times, which makes it a cost-effective fuel for portable
applications [12]. The volumetric energy density of liquid ammonia is comparable with that of gasoline or
methanol [12]. Ammonia is safer than many fuels because it does not burn in air under common
conditions and it is generally considered non-flammable when transported. If released into the
atmosphere, due to its lower density in comparison with air, it dissipates rapidly. In addition, because of
its smell characteristic it can be easily detected [13]. According to the fuel maps developed for SOFCs,
ammonia is a suitable fuel for electric power generation with high maximum voltage and efficiency [14,
15]. Of course, ammonia is corrosive [16]. If it is fed directly to a cell, the anode catalyst may be rapidly
destroyed. However, this problem can be solved by decomposing ammonia into its constituent elements,
i.e., nitrogen and hydrogen, before it is fed to the cell. These characteristics make ammonia a proper
substitute with hydrogen and hydrocarbon fuels for the portable application of SOFC systems [17, 18]. It
should be noted, that the use of hydrocarbon fuels increases the size and cost of the portable system

because a fuel processor and a gas clean up system may be required [19, 20].

1.2 Thesis Objectives and Outline

The main objectives of this research thesis are as follows:

e Developing a model for SOFCs at the cell level to link the microstructure of porous composite

electrodes to the cell performance.

e Developing a model for SOFCs at the system level to study the effect of the inlet hydrocarbon fuel

and the fuel processor on system performance.

To develop a cell level model to link the microstructure of porous composite electrodes to the cell



performance, both micro-model and macro-model of the cell are required. In the micro-model, the
complex interdependency among the multi-component mass transport, electron and ion transports, and the
electrochemical and chemical reactions within the microstructure of electrodes should be taken into
account to predict the electrochemical performance of porous composite electrodes. In the macro-model,
the energy transport in the cell solid structure and the mass and energy transports in the fuel and air
streams should be considered to predict the local temperature of the cell solid structure and the local
temperature and species partial pressures of the bulk fuel and air streams. Because the transport equations
of the micro-model and macro-model are coupled, these models should be combined. The combination of
these two models establishes a new cell level model that we have titled the combined micro- and macro-
model. The transport equations and the chemical and electrochemical reactions that are considered in this
new model for an anode-supported co-flow planar cell with porous composite electrodes are demonstrated

in Figure 1.4. This model is described in detail in Chapter 3.

The originality of the combined micro- and macro-model lies in the fact that this model considers the
electrochemical reaction(s) at the active site of the microstructure of porous composite electrodes at the
real operating conditions of the cell. For example, at the real operating conditions of a co-flow planar cell,
the temperature of the electrode and the partial pressures of reactants and products vary along the cell
length. The main application of this model is to design an appropriate microstructure for porous

composite electrodes to enhance the cell performance.

To develop a system level model for SOFCs that can predict the effect of the inlet hydrocarbon fuel and
the fuel processor on the system performance — in addition to the cell level, stack level, and BoP models —
a carbon deposition model is required. Because the heat transfer from the outer surfaces of the SOFC
stack may play an important role in performance prediction of SOFC systems, a model to predict this heat

transfer should be used. The concept of this system level model is shown in Figure 1.5.

As seen in this figure, the carbon deposition model is connected to the cell level model and the fuel-
processor model as one of the BoP components of the SOFC system. Indeed, the carbon deposition model
is used to predict the composition of the processed hydrocarbon fuel at the entrance of the cell and the
minimum flow rate of reforming agent required for the fuel processor. This system level model can be
applied for parametric studies and performance prediction of SOFC systems operating at a full load. This

model is described in detail in Chapter 3.
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Figure 1.4: The combined micro- and macro-model for an anode-supported co-flow planar cell with porous composite anode and cathode.
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Figure 1.5: The suggested SOFC model at the system level.

This research thesis consists of five chapters. The SOFC models published in the literature that are
important for the objectives of this research are reviewed in Chapter 2. Some of the results reported in the
literature that are useful to effectively model SOFCs are also described in this chapter. In Chapter 3, the
carbon deposition model and the cell, stack, and system level models of SOFCs in steady state operating
conditions are presented. The validation and results of the models developed are presented in Chapter 4.

Finally, some key conclusions and recommendations for future work are outlined in Chapter 5.
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Chapter 2

Literature Survey

The activity in the field of SOFC modeling has been increased in the past two decades. Considerable
progress in SOFC modeling has led to an improved understanding of relevant physical, chemical, and
electrochemical phenomena in SOFCs. The SOFC models may be divided into the carbon deposition

models and cell, stack, and system level models. These models are briefly described in this chapter.

2.1 Carbon Deposition Models

Several models have been developed to investigate the possibility of carbon deposition on the anode
catalyst. In most of these models, the possibility of carbon deposition for different fuels is studied on the
basis of thermodynamic equilibrium assumption. There are also a very few studies that take into account
the detailed reaction mechanism and heterogeneous kinetics inside the porous anode catalyst [21] that are

beyond the scope of this research thesis.

One of the earliest and fundamental studies that predicted carbon deposition was carried out by Cairns
et al. [22] in 1964. They calculated the gas phase compositions in equilibrium with solid carbon for the
full composition range of the CHO system and for temperatures in the range of 298 K to 1500 K at
atmospheric pressure. Their calculation was based on the direct algebraic solution of a set of nonlinear
equations, which were obtained from the material balance equations and the nonlinear form of the
standard equilibrium constant equations. They introduced a very useful triangular representation of
carbon deposition data in the C-H-O ternary diagram. They found that the species of major importance of
a fuel in equilibrium are carbon in the solid phase and CO, CO,, H,, H,O, and CH, in the gaseous phase.
Sasaki et al. [23] also achieved the same results in 2003 through calculation of the chemical species of the
equilibrium products of 300 different fuels including alkanes, alcohols, alkenes, alicyclic hydrocarbons,

dimethyl ether, biogas, and coke oven gas.

In 1965, Broers et al. [24] established a simple method that was based on the findings of Cairns et al.
[22] to obtain carbon deposition boundaries (CDBs) directly from three independent equations involving
three equilibrium constants. No material balance equations and no trial and error procedures were needed
in their method. However, they did not study the effect of the inert gas content of a fuel on the carbon

deposition.
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In the past two decades, the possibility of carbon deposition was studied through the Gibbs free energy
minimization technique. For example, in 2005, Assabumrungrat et al. [25] employed this technique and
analyzed the carbon formation in a methanol-fuelled SOFC. In their study, equilibrium calculations were
performed to find the range of inlet steam to methanol ratio where carbon formation is
thermodynamically unfavorable in the temperature range of 500 K to 1200 K. Singh et al. [26] also
studied the risk of carbon deposition due to the tars present in the gasified biomass through the Gibbs free
energy minimization technique. They studied the effect of various parameters such as current density,
steam, and temperature on carbon deposition. Although the Gibbs free energy minimization technique can
consider the effects of inert gases and the minor amount of heavy hydrocarbons in equilibrium
composition of the fuel, the computational cost of this method is significantly higher than the method

developed by Broers ef al. [24].

In this research thesis, the method developed by Broers et al. [24] is modified to consider the effect of
inert gases. It is then used to determine the minimum reforming agent required to process a hydrocarbon

fuel to prevent carbon deposition on the anode catalyst.

2.2 SOFCs Models at Cell Level

There are several cell level models in the literature with a variety of complexities and accuracies to
predict the performance of SOFCs. These models are included in, but not limited to, the zero-dimensional

models, macro-models, and micro-models. These models are briefly described in the following sections.

2.2.1 Zero-dimensional Model

The zero-dimensional (0-D) model is the simplest approach to model SOFCs at the cell level. Using the
principles of thermodynamics and electrochemistry, several performance parameters of a cell, such as the
efficiency and output power, can be predicted. In this model, the electrochemical reactions are assumed to
take place at the interface of electrodes and electrolyte and all physical, chemical, and electrochemical
variables are assumed to be uniform throughout the cell. Of course, to calculate the concentration
polarization, the partial pressure of the fuel and air species at the reaction sites are usually determined
through a one-dimensional (1-D) mass transfer analysis along the thickness of electrodes. For this reason,
we call this model the Basic Cell Model instead of the 0-D model. This modeling approach is broadly
employed for evaluating SOFCs at the system level.

One of the earliest basic cell models was suggested by Kim et al. [27] in 1999. They considered
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humidified hydrogen as the fuel and modeled an anode-supported cell. They performed a simple 1-D
mass transfer analysis based on Fick’s law for estimating concentration polarization in electrodes. They
considered both ordinary and Knudsen diffusions to make their mass transfer analysis accurate for
different porous electrode designs. They also used Tafel equation to estimate the activation polarization;
however, this equation is valid for large activation polarizations. In 2001, Chan et al. [28] replaced the
Tafel equation with the Butler-Volmer equation for more precise prediction of the activation polarization.
However, to calculate the activation polarization, the exchange current density was considered as
constant. In 2002, Chan et al. [29] modified their model to include hydrocarbon fuels in addition to the
humidified hydrogen. However, their model could not estimate the optimum composition of the processed
fuel to prevent carbon deposition on the anode catalyst. Determination of the optimum composition of the
processed fuel at different operating condition of the cell is necessary to precise evaluation of the system
performance. In 2005, Chan et al. [30] used their cell level model to simulate an SOFC system fed by
methane. To simulate the cell, they considered the exchange current density as a function of temperature.

However, their model still could not predict the optimum composition of the processed fuel.

In this research thesis, the basic cell model is improved by adding a carbon deposition model to
determine the optimum composition of the processed fuel. This modification increases the computational

cost negligibly and makes this model stronger for a more precise evaluation of SOFC systems.

2.2.2 Macro-Models

In macro-models, in addition to the principles of thermodynamics and electrochemistry, the charge, mass,
momentum, and energy transport equations in zero-dimension, one-dimension, two-dimension (2-D), or
three-dimension (3-D) may be employed to predict the cell performance and distribution of several
physical, chemical, and electrochemical variables in the cell. These variables may be included in, but not
limited to the temperatures and species partial pressures of fuel and air streams, the temperature of the cell
solid structure, and the current density. In macro-models, it is generally assumed that the electrochemical
reactions take place at the interface of the electrodes and electrolyte. Therefore, the physical, chemical,
and electrochemical processes inside the microstructure of porous composite electrodes are neglected in

this model.

In macro-modeling of planar cells, a cell is divided into the solid structure and fluid flows. The solid
structure may be divided into the anode, electrolyte, cathode, and interconnect. The fluid flows may be

divided into the fuel stream passing through fuel channels, the air stream passing through air channels, the
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fuel flow inside the porous anode, and the air flow inside the porous cathode. The 0-D, 1-D, 2-D, or 3-D
heat and charge transport equations may be used for the solid structure to determine the local temperature,
voltage, current, and polarizations in the anode, electrolyte, cathode, and interconnect. The 0-D, 1-D, 2-D,
or 3-D mass, momentum, and heat transport equations may be used to model the fluid flows to determine

the local temperatures, species partial pressures, velocities, and flow rates of air and fuel.

The governing equations that model solid structure and fluid flows are strongly coupled and may be
highly non-linear, which make it almost impossible to obtain analytically exact solutions. Therefore, the
equations are usually solved numerically. The most commonly used numerical technique to solve
governing equations developed for macro-modeling of a cell is the finite volume method (FVM) [31-34];
however, the finite difference method (FDM) [35-37] or even finite element method (FEM) [38-40] may
be used. Depending on the objective of a study and the characteristics of a cell, a transport equation may
be chosen in 0-D, 1-D, 2-D, or 3-D. For example, the 1-D heat transfer modeling of the solid structure
may be used for co- and counter-flow cells; however, at least a 2-D heat transfer model is required for
cross-flow cells. The 3-D modeling is usually used when a detailed knowledge of the behavior of SOFCs
is needed. For 2-D and 3-D models, commercial computational fluid dynamics (CFD) software may be
used. For instance, Yakabe et al. [41] and Recknagle et al. [42] used the commercial CFD software
STAR-CD, Pasaogullari et al. [43] used the commercial software FLUENT, and Beale ef al. [44] used the
commercial software PHOENICS for 3-D modeling of a planar cell.

In early macro-models, the electrochemical principles have not been accurately established. For
example, in 1994, Achenbach [45] developed a macro-model for co-, counter-, and cross-flow planar cells
on the basis of the 1-D mass and heat transfer in fuel and air streams in channels and 3-D heat transfer in
the solid structure. He considered the anode, electrolyte, cathode, and interconnect as a lumped
homogenous structure in the heat transfer analysis. In his model, the fuel is a multi-component gas
mixture, both H, and CO molecules participate in electrochemical reactions, the SR reaction is kinetically
controlled, and the WGS reaction is in equilibrium. However, he assumed that the partial pressure of fuel
and air species along the thickness of the anode and cathode are uniform and, consequently, neglected the
concentration polarization. He also used preliminary correlations for the rate of H, and CO
electrochemical reactions to prediction the activation polarization. Nevertheless, he reported several
valuable results. He showed that the temperature of the solid structure is almost uniform along the width
(z axis in Figure 3.1) of a co-flow planar cell. This statement is valid for a counter-flow cell if the

methane content of fuel is low so that the cooling effect due to methane SR reaction is not significant. For
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a cross-flow planar cell, the heat transfer along the width of the cell should be considered. In 1996,
Fergosen, et al. [31] improved the macro-model of co-, counter-, and cross-flow planar cells by taking
into account the 3-D charge and heat transfer in anode, cathode, electrolyte, and interconnect. He also
took into account the 3-D mass and heat transfer in fuel and air streams in channels, and the 3-D mass
transfer of fuel and air species inside the electrodes. In their model, the fuel is a multi-component gas
mixture, only the H, molecules participate in electrochemical reactions, the SR reaction is kinetically
controlled, and the WGS reaction is in equilibrium. Furthermore, in the porous electrodes, Fick’s law of
diffusion was used. However, according to Krishna and Wesselingh [46] this is valid for binary or dilute
mixtures. They reported that the efficiency of counter-flow planar cells is the highest, followed by the

cross-flow and co-flow cells.

As macro-models developed, it became clear that the electrochemical models should be improved. In
2001, Yakabe, et al. [41] improved the macro-model of co- and counter-flow planar cells by taking into
account the 3-D charge and heat transfer in anode, cathode, electrolyte, and interconnect; the 3-D mass,
momentum and heat transfer in fuel and air streams in channels; and the 3-D mass, momentum, and
energy transfer in fuel and air flows inside the porous electrodes. Their transport equations were coupled
to a reliable electrochemical model. In their model, the fuel is a multi-component gas mixture; only H,
molecules participate in electrochemical reactions; and SR and WGS reactions are kinetically controlled.
Their results showed that the solid structure temperature in thickness and width directions of co- and
counter-flow planar cells are almost uniform. Therefore, the heat transfer in the solid structure of these
cells can be only modeled along the length of the cell. Moreover, because the temperature distribution in
the thickness direction is uniform, the PEN (Positive electrode (cathode), Electrolyte, and Negative
electrode (anode)) structure can be considered as a lumped homogenous structure in heat transfer

modeling.

In 2003, Recknagle et al. [42] considered the PEN as a lumped structure in the heat transfer analysis
and used almost the same 3-D model developed by Yakabe et al. [41] to model co-, counter-, and cross-
flow planar cells. However, they did not consider methane in the multi-component fuel. Their results
indicated that the temperature of the PEN structure, the current density, and the hydrogen partial pressure
along the width of a co-flow cell are uniform. They also found that for a given fuel utilization ratio and
average cell temperature, the co-flow cell has the most uniform temperature distribution and the smallest

thermal gradients.

In 2004, Aguiar et al. [47] developed a successful macro-model for co- and counter-flow planar cells
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on the basis of the 1-D mass and heat transfer in fuel and air streams in channels, the 1-D heat transfer in
the PEN structure and interconnect, and the 1-D mass transfer of fuel and air species inside the porous
electrodes. In his model, the fuel is a multi-component gas mixture, only H, molecules participate in
electrochemical reactions, the SR reaction is kinetically controlled, and the WGS reaction is in
equilibrium. Their results showed that the temperatures of the PEN structure and interconnect are very
close. Thus, the anode, electrolyte, cathode, and interconnect may be considered as a lumped homogenous

structure in the heat transfer analysis.

In 2007, Nikooyeh et al. [48] developed a macro-model for internal reforming co-flow planar cells by
taking into account the 3-D heat transfer in PEN and interconnect, the 3-D mass transfer in fuel stream
passing through channels and inside the porous electrodes, and the 1-D heat transfer in fuel and air
streams in channels. In their model, the fuel is a multi-component gas mixture, only H, molecules
participate in electrochemical reactions, the SR reaction is kinetically controlled, and the WGS reaction is
in equilibrium. The results of their studies showed that the solid structure temperature in the thickness
direction of co-flow planar cells may not be completely uniform at the beginning of the cell length if the
concentration of CH, in the inlet fuel is significantly high. For the worst scenario, a maximum

temperature difference of <10°C was estimated in the thickness direction of the cell solid structure.

Overall, the behavior of a cell under several operating and design conditions has been adequately
determined. This helps to effectively design a cell macro-model for a specific objective by choosing the

dimension of each transport equation in each component of the cell.

2.2.3 Micro-Models

In macro-models, it is assumed that the electrochemical reactions take place at the interface of the
electrodes and electrolyte. To remove this assumption, micro-modeling of porous composite electrodes is
needed. A micro-model considers the microstructure of porous composite electrodes as a volume with
extensive reaction sites. The objective of this model, which is based on the continuum mechanics
assumptions, is to predict the local polarizations, current density, and rate of chemical and

electrochemical reactions inside the microstructure of electrodes.

For micro-modeling, the microstructure of porous composite electrodes should be modeled to predict
the microstructural properties of electrodes. For this purpose, the random-packing sphere method is
usually used by researchers due to its simplicity and low computational cost, even for small-sized

particles. In this method, the electrode is assumed to be random-packing of mono-size electron-
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conducting and mono-size ion-conducting spheres. The particle coordination number and percolation
theories are used to estimate the electrode microstructural properties [49-54]. This method is applicable
for electrodes in which their electron- and ion-conducting particles remain almost spherical during the
sintering process; it loses its validity if the contact angle between the electron- and ion-conducting
particles is large. Of course, several researchers reported that the average contact angle after sintering
SOFC electrodes is almost 30° [55-57]. In a real electrode, there is a distribution of the size of particles
that may affect the microstructural properties of the electrode. The effect of size distribution cannot be
considered in the random-packing sphere method. In 2009, Kenney, et al. [58] developed a new method
to determine the microstructural properties of a porous composite electrode with any size distribution of
electron- and ion-conducting particles. In this method, a spherical electron- or ion-conducting particle is
randomly dropped into a domain with specified dimensions. The particle rolls over other particles until it
touches three other particles and its position is fixed. The desired volume fraction of electron- and ion-
conductors is enforced by assigning a weighted probability to the particle selection before the particle is
dropped. To consider the effect of sintering process, the minimum allowable distance between two
contacting particles is varied until the desired structure is obtained. This varies the particle-particle
contact angle. Using this structural generation technique, the coordinate, the particle size, and the
contacting particles are known for each particle within the domain. It is possible to determine whether
each particle in the structure belongs to a percolating network by tracking the connecting neighbors of
each particle. Although this method can be implemented for any size distribution of electron- or ion-

conducting particles, its computational cost is very high, especially for smaller sized particles.

One of the earliest micro-models that established a relation between the microstructure and the
electrode performance was developed by Costamagna et al. [55] in 1998. They employed the random-
packing sphere method to model the macrostructure of electrode. They also developed a 1-D model that
takes into account the electron and ion transport through the electrode coupled with the electrochemical
reaction at the active sites of the electrode. However, they ignored mass transport of fuel and air species
through the pores. In fact, they assumed that the partial pressure of fuel and air species inside the
electrodes is uniform and, consequently, ignored the effect of the concentration polarization on the
electrode performance. Since the reactant is consumed at the reaction sites, the assumption of uniform
concentration of species throughout the electrode may not be valid. They also assumed that the current
density, temperature of the solid structure of the cell, and the temperature and partial pressures of the fuel
and air species in the channels are uniform. They reported that the microstructure of porous composite

electrodes significantly affects the electrode performance. They also emphasized that there is an optimum
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thickness for porous composite electrodes.

In 2001, Chan et al. [59] improved the model developed by Costamagna et al. [55] for porous
composite anodes by taking into account the mass transport of humidified hydrogen fuel through the
anode and considering the concentration polarization. They used Fick’s law of diffusion to model the
mass transfer. They assumed that the porosity, average pore size, and average tortuosity of the electrode
are three independent microstructural variables. However, the average diameter of pores and tortuosity
are dependent on the electrode microstructural variables of the porosity, particle size ratio, and size and
volume fraction of electron-conducting particles. Moreover, the exchange current density in the Butler-
Volmer equation was assumed as constant in their model. They showed that an overall polarization
reaches a minimum at a certain particle size. In 2004, they modified their model by taking into account
the exchange current density as a function of the partial pressure of hydrogen and water vapour in the fuel
[60]. In 2004, they also used their modified model for a porous composite cathode [61, 62]. They
considered a reaction mechanism for oxygen reduction at the LSM-YSZ interface. They found poor
cathode performance for a very thin composite cathode due to the insufficient active sites for the oxygen
reduction reaction. They also reported that the optimal cathode thickness increases with the increase of

the particle size.

In 2006, Nam et al. [63] considered a micro-model of anode and cathode to model the performance of
the PEN structure. They improved the mass transport model by considering the dusty gas model instead
of Fick’s law. They also established a relation between the average pore diameter and the independent
microstructural variables of the electrode. They reported that the particle size, porosity, and thickness of
electrodes significantly affect the PEN performance. They also found that at the particle size ratio of
unity, the optimum volume fraction of electron-conducting particles is around 0.45 for both anode and
cathode. In another study [57], they expanded their model to a PEN structure with two-layer electrodes,

namely, the substrate and functional layers.

In 2007, Hussain et al. [64] improved the micro-model of the PEN structure with two-layer electrodes
by taking into account the multi-component mass transport inside the anode. Their model is fuel-flexible
and can consider any gas mixture with an arbitrary composition of CHy, H,O, H,, CO, and CO,. For such
a multi-component gas mixture, the WGS and SR reactions are possible, and they considered these
reactions in their model. However, they did not establish a relation between the average pore diameter and
tortuosity and the independent microstructural variables of the electrode. They reported that the most

significant contribution to cell potential loss is from the anode side of an anode-supported cell.
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In 2009, Hussain et al. [65] improved the 1-D micro-model to the 2-D micro-model of the PEN
structure with two-layer electrodes. However, their results indicated that the key performance parameters
of the PEN structure are uniform along the width of the PEN. Therefore, the 2-D micro-model can be

reduced to a 1-D micro-model.

Overall, much progress has been made in the micro-modeling of SOFCs. However, to link the
microstructure of porous composite electrodes to the cell performance, this model should be significantly
improved. For example, the transport equations to determine the local solid structure temperature, the
local temperature and partial pressures of fuel and air species in the channel, and the local current density
in the cell should be considered. For a hydrocarbon fuel, the electrochemical oxidation of CO in the anode
functional layer should be taken into account. A relation between the microstructural variables of porous
composite electrodes and the average diameter of pores and tortuosity should be established. The anode-

and cathode- side interconnects should be included in the computational domain.

2.3 SOFC Models at Stack Level

The SOFC stack models can be divided into the repeated-cell stack models and the detailed stack models.
In the repeated-cell stack model, the distribution of all physical, chemical, and electrochemical variables
in all the cells of the stack are assumed to be identical. In this stack model, after prediction of the cell
performance by a 0-D, 1-D, 2-D, or 3-D cell model, the stack performance can be easily predicted. For
example, the stack power is obtained from multiplication of the cell power by the number of cells of the
stack. The computational cost of this model is usually equal to the computational cost of a cell. This stack
model is widely applied for the purpose of evaluation of the performance of SOFC systems. For example,
in 2005, Chan et al. [66] developed a repeated-cell stack model on the basis of the cell 0-D model. They
suggested a thermal insulation system for the stack and calculated the heat transfer from the outer surfaces
of the stack to the ambient. They introduced this stack model as a suitable model for SOFC system level
analyses. In 2006, Braun et al. [67] developed a repeated-cell stack model on the basis of the cell 1-D
model. They did not calculate the heat transfer from the SOFC stack; however, they added a heat loss
term (equal to 3% of the higher heating value of the input fuel) to the energy balance in the stack
periphery. In 2010, Colpan et al. [68] developed a repeated-cell stack model on the basis of the cell 2-D
model. However, the heat transfer from the SOFC stack and its effect on the cell performance was not

calculated.

In the detailed stack models, all cells in the SOFC stack are modeled in two or three dimensions. The
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governing equations of each cell are coupled with governing equations of adjacent cells. The distribution
of physical, chemical, and electrochemical variables in all the cells in the stack is determined
simultaneously. This stack model is very useful to design a high performance and durable stack and
generating the stack performance map. However, the computational cost of this model is very high,
especially when the number of cells in the stack increases. Increasing the number of cells may
progressively increase the computational cost. For this reason, this stack model is not usually used for
evaluating the system performance. In 2008, Staxera Company in Germany [69] conducted an important
study on a 30-cell stack. Their results indicated that the difference between the solid structure temperature
of the top and bottom cells in the stack may be around 50°C. For such a temperature difference, a
significant change in the performance of the cells of a stack may be expected. Therefore, the results of the
repeated-cell stack model may not be accurate enough for making stack design decisions. In 2011,
researchers in Pacific Northwest National Libratory (PNNL) in the United States successfully developed a
quasi-two-dimensional stack model for co- and counter-flow cells [70]. They could significantly decrease
the computational cost of the detailed stack model without notably decreasing the accuracy of the results.

This new model can be applied for larger and more powerful stack towers.

Overall, new techniques to reduce the computational cost of the detailed stack model are under
development. This model may be employed instead of the repeated-cell stack model for the purpose of the
SOFC system level analyses in the future. In this research thesis, the repeated-cell stack model is chosen.
Of course, to consider the effect of the difference in the performance of the cells of the stack, a correction

term entitled “voltage drop due to stacking” is considered.

2.4 SOFC Models at System Level

Modeling SOFCs at the system level is strongly dependent on the system configuration and the objective
of the study. Several SOFC systems with various configurations have been already developed. These
systems are included in, but not limited to, the simple SOFC systems [11, 71], which have the simplest
layout with minimum number of BoP components to generate only electric power, the SOFC combined
heat and power (CHP) systems [72, 73], the SOFC-trigeneration systems [74, 75], the SOFC-gas turbine
hybrid systems [76-78], the SOFC-gasifier integrated systems [68, 79], and the SOFC-Rankine cycle
systems [80]. The objectives of the SOFC models at the system level are also included in, but not limited
to, the performance prediction at full and partial load operations [81], the parametric study [82], the

design of a reliable control system [83, 84], and the economic analysis [85] of the system. Among these
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system configurations and the objectives of the studies, the performance prediction at full load operation

and the parametric study of the simple and CHP SOFC systems are the focus of this research thesis.

The SOFC system level models that cover the purposes of this thesis are usually based on the repeated-
cell stack model and the thermodynamic model of BoP components of the system. In these models, the
mass and energy equations are employed to predict the thermodynamic properties and flow rate of each
stream of the system as well as the power and heat generated/required in each component of the system.
The exergy analysis may be also employed to determine the exergy destruction in the system and

optimization purposes. Some of these models are summarized in the following paragraphs.

In 2005, Yi et al. [11] modeled a 25 kW simple SOFC system operated by natural gas, biogas, coal
syngas, and diesel reformate. Their model was based on the 0-D repeated-cell stack model and
thermodynamic model of BoP components of the system. They have not considered the effect of the stack
thermal insulation system on the thermal management of the stack. Their studies indicated that although
the SOFC can tolerate a wide variety of fuel composition, the performance and operating conditions of

the system significantly change with various fuels.

In 2005, Chan et al. [66] modeled the operation of a CHP SOFC system operated by methane fuel.
Their model was based on the 0-D repeated-cell stack model and thermodynamic model of BoP
components of the system. They considered the effect of the stack thermal insulation system on the
thermal management of the stack; however, their model cannot predict the minimum flow rate of water
required for the external steam reformer to prevent carbon deposition on the anode catalyst. Nevertheless,

they showed that the system can achieve the 1* and 2™ law efficiency of 47% and 48.9%, respectively.

In 2006, Braun et al. [67] modeled a CHP SOFC system with five different configurations for
application in residential dwellings. These five configurations are 1) hydrogen-fueled, 2) methane-fueled
with external and internal catalytic steam reforming, 3) methane-fueled with cathode gas recirculation
(CGR), 4) methane-fueled with AGR, and 5) integration of CGR, AGR, and internal reforming concepts.
Their model was based on the 1-D repeated-cell stack model and thermodynamic model of BoP
components of the system. However, they did not consider the effect of the stack thermal insulation
system on the thermal management of the stack. Their model also cannot predict the minimum flow rate
of reforming agent required to prevent carbon deposition on the anode catalyst. Using this model, they
evaluated the system configurations in terms of their performance and suitability for meeting residential
thermal-to-electric ratios (TERs). Their studies indicated that the maximum efficiency is achieved when

cathode and anode gas recirculation is used along with internal reforming of methane. Furthermore, the
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results of sensitivity analysis revealed that the magnitude of the efficiency of methane-fuelled SOFC

systems over hydrogen-fuelled ones can be as high as 6%.

In 2009, a simple biogas-fuelled SOFC system with two configurations, integrated with a membrane
module, was modeled by Piroonlerkgul ef al. [86]. In the first and second system configurations, CO, is
captured from the inlet biogas and the reformed gas, respectively. Their model was based on the 0-D
repeated-cell stack model and thermodynamic model of BoP components of the system. They have not
considered the effect of the stack thermal insulation system on the thermal management of the stack.
Their model also cannot predict the minimum flow rate of reforming agent required to prevent carbon
deposition on the anode catalyst. Their studies indicated that both systems offer higher power density but

lower electrical efficiency than those of the SOFC system without CO, capturing equipment.

Overall, the SOFC system level model based on the repeated-cell stack model and thermodynamic
model of BoP components is an appropriate model for performance prediction at full load operation and
parametric study of the simple and CHP SOFC systems. However, this model can be improved by
considering the thermal management of the stack and determination of the minimum flow rate of the

reforming agent to prevent carbon deposition on the anode catalyst.

2.5 Summary

The key findings of the literature review are summarized as follows:

e The method of obtaining carbon deposition boundary curves by three independent equations of
equilibrium constants is an appropriate method to predict the potential of carbon deposition on the

anode catalyst.

e The basic cell model is the simplest approach to model SOFCs at the cell level. This model has
been well developed and broadly employed to evaluate SOFCs at the system level. Of course,
connecting a carbon deposition model to this model can establish a more appropriate model to
evaluate SOFC systems.

o The macro-model of SOFCs at the cell level has been well developed and the behaviour of a cell
under several operating and design conditions has been adequately determined. This helps to
effectively design a cell model for a specific objective by choosing the dimension of each
transport equation in each component of the cell.

e In macro-models, it is generally assumed that the electrochemical reactions take place at the

interface of the electrodes and electrolyte. Therefore, the physical, chemical, and electrochemical
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processes inside the microstructure of porous composite electrodes are ignored in this modeling
approach.

The results of the macro-modeling of SOFCs at cell level indicated that for the co- and counter-
flow planar cells, the solid structure temperature in thickness and width directions of the cell are
almost uniform, especially if the methane content of the fuel at the entrance of the anode channels
is not significantly high. Therefore, the heat transfer in solid structure of these cells can be
modeled only along the length of the cell (1-D). The anode, electrode, cathode, and interconnect
may also be considered as a lumped homogenous structure in the heat transfer analysis. The
current density and hydrogen partial pressure along the width of a co-flow cell are almost
uniform.

The micro-modeling of SOFCs at the cell level is in progress. A more precise microstructure
model and a model to link the microstructure of porous composite electrodes to the cell
performance are under development.

The random-packing sphere method to model the microstructure of porous composite electrodes
and the 1-D model of electron, ion, and mass transport through two-layer electrodes coupled with
electrochemical reaction(s) are somewhat established in micro-models. However, the current
density, temperature of the solid structure of the cell, and the temperature and partial pressures of
the fuel and air species in the channels are generally assumed to be uniform. Furthermore, a
relation between the average pore diameter and tortuosity and the independent microstructural
variables of the electrode has not been appropriately established. For a hydrocarbon fuel, the
electrochemical oxidation of CO in the anode functional layer has not been considered. The
anode- and cathode- side interconnects have not been included in the micro-models.

The results of the 2-D micro-model for a co-flow cell indicated that the key performance
parameters of the PEN structure are uniform along the width of the PEN. Therefore, the 2-D
micro-model can be reduced to a 1-D micro-model.

The repeated-cell stack model is broadly employed for the purpose of evaluation of the
performance of SOFC stacks. However, the difference between the solid structure temperature of
the top and bottom cells in the stack may be around 50°C and that may significantly affect the
performance of the cells within the stack.

The SOFC system level model based on the repeated-cell stack model and thermodynamic model
of BoP components of the system is usually employed for performance prediction at full load

operation and parametric study of the simple and CHP SOFC systems.
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Chapter 3
Modeling

3.1 Carbon Deposition Model

Before feeding a fuel to a cell, it is necessary to investigate the possibility of carbon deposition on the
anode catalyst. For this purpose, a simple model on the basis of the thermodynamic equilibrium
assumption is presented to obtain the CDB curve in the C-H-O ternary diagram. Using this model, the

possibility of carbon deposition at the given fuel composition, temperature, and pressure can be studied.

At the operating temperatures and pressures of SOFCs, the species of primary importance of the
equilibrium products of a fuel, located in the C-H-O ternary diagram, are carbon, C, in the solid phase and
a mixture of H,, CO, CHy, H,0, and CO, in the gaseous phase. The species of secondary importance,
which are present in minor amounts, are C,Hs, C,H4, and C,H,. However, species such as CH;0H,
HCHO, C,HsOH, and CoH,, are present in amounts of several orders of magnitude smaller than the
species of secondary importance [22, 23]. In this modeling, only the important species of H,, CO, CHy,
H,0, and CO, are taken into account for the gaseous phase of the equilibrium product of a fuel. Inert
gases such as nitrogen may be present in this phase that we consider it in the equilibrium product.
Neglecting the amounts of the minor constituents does not affect the results within the accuracy of the

equilibrium constant data [22].

The mole fraction of species in the gaseous phase of the equilibrium product of a fuel (hereafter called
just fuel) is obtained by dividing the partial pressures of H,, CO, CHy4, H,O, and CO, by the difference of

the total gas pressure and the partial pressure of inert gases as follows:

Xy = __PrtyecH, Hy €O, H,0,C0,) (3.1)

e Pr.tot — Pr.ig

Using Dalton’s law:

X'tn, + X'rco + X' cn, T X'p 0 X' co, =1 (3.2)

The location of a gaseous fuel in the C-H-O ternary diagram is found by determining two out of three
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atom ratios of carbon, hydrogen, and oxygen from the following equations [24]:

_ X'rco, T X'rco + X'rcn, (3.3)
2x'sy, +3x'sco, + 2x'rco + 3% y,0 + 5% ¢,

_ 2x's g, + 2x'f 0 + 4x 5 cH, (3.4)
lef'HZ + 3x'f'coz + Zx,f'co + 3xif,H20 + 5.7('},61.14 ’

_ zx'f,COZ + x/f,CO + xlf,HZO (3 5)
2%y, +3x'sco, + 2x'rco + 3% y0 + 5X ¢, )

In thermodynamic equilibrium, the CDB curve can be determined considering that the solid carbon can
be formed by the three reactions of the carbon decomposition (3.R1), CO reduction (3.R2), and
Boudouard reaction (3.R3) [87]. It is noted that for the fuels located on the CDB curve the net amount of

solid carbon production and consumption by these reactions is zero [88].

K
CH, &5 C + 2H, (3.R1)
K
H, +CO <25 ¢ + H,0 (3.R2)
K
200 &5 ¢ + €O, (3.R3)

Therefore, the mole fractions of CHy4, H,O, and CO, of the fuels located on the CDB curve at the given

fuel temperature, pressure, and partial pressure of inert gases can be determined from the equilibrium-
constant relations of reactions (3.R1)-(3.R3) as follows:

X'f cH,cDB = x’%,HZ,CDB (Pf,tot - pf,ig)/KP,CD (Tf) (3.6)
x’f,Hzo,CDB = Ky cor (Tf)x'f,Hz,CDB x’f,co,CDB (pf,tot - pf,ig) (3.7)
X'sco,coB = Kpp (Tf)x'jzf,co,CDB (Pf,tot - pf,ig) (3.8)

By placing Equations (3.6)-(3.8) into Equation (3.2), the mole fraction of H, of fuels located on the

CDB curve can be determined as a function of the mole fraction of CO:
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’
X f,H,,CDB

1
= O'SKP,CD (Tf)
(pf.wt - pf.ig)
e (3.9)
4 (pﬂ%w) —Kp (Tf)x';zf,co,cus
fitot — Efi
+ Kp.cor (Tf)x'f.co,CDB> 1+ o 9 ~—1
1
Kpco(Ty) + Ky cor(T )% cocos
\ (pf,tot - pf,ig)

The composition of fuels that makes the CDB curve in the C-H-O ternary diagram is determined using

Equations (3.6)-(3.9) by varying the mole fraction of carbon monoxide from 0 to x'co.cps max-

\]1 + 4KP,B(Tf)(pf,tot - pf,ig) -1 (3.10)
2Ky p (Tf)(pf,tot - pf,ig)

’ ’ —_
0 < x'%cocpe < X co,cpBmax =

After determination of the CDB curve at the given temperature and pressure, the carbon deposition
region in the C-H-O ternary diagram that is above the CDB curve and the safe region that is below the
CDB curve can be determined. For any fuel located above the CDB curve, the carbon deposition is
probable and that fuel should be processed to transfer its location to the safe region before feeding to the

cell.

3.2 Cell Level Model

Modeling an SOFC at the cell level involves a large and complex number of phenomena occurring at the
same time. When representing such a complex system with mathematical equations, the details of the
model to describe the cell should be goal-driven. In fact, the complexity of the model should be connected
to the main goal of the analysis. For example, when the main goal of the cell model is to provide the cell
performance to analyze the performance of an SOFC system, the distribution of several physical,
chemical, and electrochemical variables inside the cell may not be significant. In contrast, when the main

purpose of the model is to design an appropriate microstructure for a porous composite electrode, it is
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important that the model is capable of providing detailed information for distribution of several physical,
chemical, and electrochemical variables. In this section, the basic cell model that is suitable for
performance evaluation of SOFC systems is presented. Then a cell level model entitled the "Combined
Micro- and Macro-model" suitable to study the effect of the microstructure of porous composite

electrodes on several performance-related variables of the cell is developed.

3.2.1 Basic Cell Model

The objective of the basic cell model presented in this thesis is to determine the voltage, power, flow rate
of the inlet fuel and air, and flow rate and composition of the outlet fuel and air streams from the cell.
This cell may operate at the given current density, fuel utilization ratio, pressure, temperature of the solid
structure, composition of the inlet fuel and air, and temperature of the inlet and outlet fuel and air streams.
The inlet fuel to the anode channel can have an arbitrary composition of CHy, H,, CO, H,O, CO,, and N,.
The cell design parameters required for this model are the thicknesses of the anode, cathode, electrolyte,
and interconnect; the anode and cathode porosity and tortuosity; and the active length and width of the
cell. The model developed in this section is employed to model the SOFC stack for the purpose of the
performance evaluation of SOFC systems. The main assumptions of this model are:
e The temperature of the solid structure of the cell is uniform [29].

o The pressure of the fuel and air streams is identical and uniform throughout the cell [28].

e The composition of the fuel and air streams along the channels is uniform and equal to the

average of the composition of the fuel and air streams at the inlet and outlet of the cell.
e The current density generated in the cell is uniform [28].
e The SR reaction (3.R4) and WGS (3.R5) are in equilibrium in the inlet and outlet fuel [132].
e Only H, participates in the direct electrooxidation reaction in the anode [30, 132].

e The CH4 and CO contribute to electric power generation in the cell after participating in the SR

and WGS reactions to produce H, for electrooxidation reaction (2.R2) [132].
o The electrochemical reactions take place at the interface of the electrode and electrolyte [28].
o The voltage is uniform over the surface of the cell [28].
o The fuel and air are treated as ideal gas mixtures [28].

o The electron conductivity of the electrolyte is negligible [28].
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e The change in kinetic and potential energies of the fuel and air streams is negligible [28].

o There is no contact resistance between the cell components [28].

K
CH, + H,0 <35 €0 + 3H, (3.R4)
K
€O + Hy0 25 €0, + H, (3.R5)

First, the flow rate of fuel at the entrance and the flow rate and composition of fuel at the exit of the cell
are determined. For this purpose, the mass balance equation is employed to establish a relation between

the molar flow rate of each species of fuel at the entrance and exit of the cell:

Ny cHyext = N .CHyent — CCH4 (3.11)

ff iy ext = T Hyent + 3Cen, + Po, = Ca, (3.12)
My coext = Nrcoent + Cen, — Peo, (3.13)

1 my0,ext = N my0.ent — Con, — Peo, + C, (3.14)
N co,ext = Nf,coyent T Pcoz (3.15)

Nf N, ext = TN, ent (3.16)

The summation of both sides of these equations establishes a relation between the inlet and outlet flow

rate of fuel from the cell:

fifext = Nfent + 2Ccn, (3.17)

The rates of hydrogen consumption through the electrooxidation reaction (2.R2), Cy ,» can be calculated

from Faraday's electrochemical law:
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iceuLcenWeen
o = cenbeenleen (3.18)

The rates of methane consumption through SR reaction (3.R4), Ccy ,» and carbon dioxide production
through WGS reaction (3.R5), Pcoza can be predicted from the equilibrium-constant relations developed

for the outlet fuel from the cell:

3 2 . .3
Xf,coext Xf Hyext _ Dceut "Yf,COext TV Hyext

Kpsr(Tfext) = DPéeu (3.19)

- ) . .
Xf,CHyext Xf,H,0,ext g ext Ny cHyext Tf,H,0,ext

xf,COZ,ext xf,Hz,ext nf,COZ,ext nf,HZ,ext
Kpwes(Trext) = = : (3.20)
D, f
xf,CO,ext xf,HZO,ext nf,CO,ext nf,HZO,ext

By placing Equations (3.11)—(3.15) into Equations (3.19) and (3.20), these equations can be expressed

as follows:

Kp,SR (Tf,ext)

Déeul (nf,ent Xfcoent + Cen, — Pcoz) (nf,ent Xf Hyent + 3Ccn, + Pco, — CHZ) (3.21)

- ) . 2 R Iy N T 0 D
(nf‘em + ZCCH4) (nf,ent Xf,CHyent — CCH4)(nf,ent Xf 1,0,ent — Cen, — Peo, + CHZ)

(flf,ent xf,COZ,ent + PCOZ)(flf,ent xf,Hz,ent + 3C"CH‘; + PCOZ - CHZ)

Kpwas(Trext) = © (3.22)
1

ent Xf,coent T Ccn, — P COZ)(nf,ent Xf Hy0,ent — Ccn, — Pco, + CHZ)

Before solving Equations (3.21) and (3.22) for Ccy , and Pcoza the flow rate of the inlet fuel to the cell

should be determined. For this purpose, the relation of fuel utilization ratio is used [89]:

_ (ﬁf,HZ,ent - ﬁf,Hz,ext)ﬁ, + (flf,CO,ent - flf,CO,ext)y’ + (flf,CHd,,ent_ﬁf,CH4,ext)6’

Uy (3.23)

. ’ ! !
nf,ent (xf,HZ,ent .B + xf,CO,ent Y + xf,CH4,ent ) )

Where,
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B = hu,o(Trent) — R, (Trent) — 0.5 ho, (Tr ent) (3.24)
¥ = heo,(Tr.ent) = heo(Trent) — 0.5 ho, (Tf ene) (3.25)

8' = heo, (Tr.ent) + 2,0 (Trent) = hen, (T ent) = 2ho, (T ent) (3.26)

By placing Equations (3.11)—(3.15) into Equation (3.23), this equation can be written as follows:

(CHZ - BCCH4 - Pcoz)ﬁ’ + (Pco2 - CCH4)V' + CCH46’
Uf (xf,Hz,ent .8’ + xf,CO,ent }/, + xf,CH4,ent 6,)

Nfent = 3.27)

This equation is a function of the rates of methane consumption and carbon dioxide production in the
cell; therefore, to determine these rates and the flow rate of the inlet fuel, Equations (3.21), (3.22), and
(3.27) should be solved simultaneously. After solving these equations, the mole fraction and partial

pressure of each species of the outlet fuel can be determined:

flf,l,ext

xf,l,ext = - ,l € {CH4_,H2, CO,H20,C02,N2} (328)
nf,ext

DfLext = Xf Lext Pcews | € {CHy, Hp, CO, Hy0,C0,, Ny} (3.29)

The average partial pressures of hydrogen and water vapour in the bulk fuel stream are estimated from

the following equations:

sy puk = (Pf iy ent + Pf iy ext)/2 (3.30)

Ps ,08utk = (P iy0.ent + Pru,0.ext)/2 (3.31)

After determination of the flow rate of fuel at the entrance and the flow rate and composition of fuel at

the exit of the cell, the cell voltage can be obtained:
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Veeu = Erev,cell — Ntot (3.32)

Where, the reversible voltage of the cell can be expressed as follows:

1 _o ) )
Erev,cell = ﬁ (gH2 (Ts) + 0-5902 (Ts) - gHZO(Ts)) + (3-33)

R, T In Pr,H,,Bulk Pg,'gz,Bulk
2F

Pf H,0,Bulk

The Gibbs free energy of different species as a function of temperature required in this equation can be

estimated from the thermodynamic properties data reported by NASA [90].

The main polarizations in SOFCs are the activation, ohmic, and concentration polarizations. Therefore,

the total polarization of the cell is obtained as:

Ntot = nActivation,A + nActivation,C + 770hmic,1:otf + nConcentration,A + nConcentration,C (3-34)

The activation polarization is caused by the activation energy required to start the anode and cathode

electrochemical reactions. This polarization can be estimated from the Butler-Volmer equation [91]:

2FN activati —2F N activati
iCell — iO [exp (lg nx;l?ct;jatlon) — exp ((1 _ B) %c;vatwn)] (3.35)
uls ufls

If the transfer coefficient, £, is assumed to be 0.5 [28], the anode and cathode activation polarizations

can be estimated from the following equations:

RuTs . (lceu

NActivation,a = 1;7 > sinh™* (ﬁ) (3.36)
RuTs . (iceu

NActivation,c = 1;7 > sinh™* (ﬁ) (3.37)
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The exchange current density is the forward and backward electrochemical reaction rate at the
equilibrium voltage, and it is a function of the cell temperature and partial pressures of the fuel and air

[92]. The anode and cathode exchange current densities, iy 4 and iy ¢, can be expressed as follows:

- —Eqcta
loa = YAp?éz,Bulk p;r,lzzfzo,Bulkexp ( RZ;S ) (3.38)
io.c = VcPas, pukXP (_E“t'c) (3.39)
) a,0,,Bulk RuTs

The constant values of y4, yc, m;, my, ms, E, 4, and E,., c are usually obtained from experiment.

The ohmic polarization is due to the electronic resistance to flow electrons through the anode, cathode,
and interconnect and the ionic resistance to flow ions through the electrolyte. If these resistances obey

Ohm's law, the total ohmic polarization can be expressed as follows:

Nonmic,tot = Nonmic,a T Nonmic,c T Nonmic,int T Nohmic,E

' ' _ ' (3.40)
= lcen0aR'a(Ts) + iceu0cR'c(Ts) + icetiOme R 'me (Ts) + iceu0sR g (Ts)

The concentration polarization is due to the reduction of the partial pressures of the fuel or air species
at the reaction sites, and it is significant when the electrochemical reaction is faster than the gas diffusion
to the reaction sites. Gas diffusion through the porous electrodes in SOFCs is usually described by the
ordinary and Knudsen diffusions. In the ordinary diffusion, different components of the gaseous mixture
move in relation to each other under the influence of concentration gradients. In the Knudsen diffusion,
the mean free path of molecules of different components of the gaseous mixture is in the order of the pore
size and the gas molecules collide frequently with the pore walls. The concentration polarizations for the

anode and cathode can be calculated from the following equations:

—R,T.
u Sln( pf.Hz,A|E/pf'H2'BWk > (3.41)

Nconcentration,A =
2F s H,0,41E/ Pf H,0,Bulk
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—R,T.
Nconcentration,c = % ln(pa,OZ,CIE/pa,OZ,Bulk) (3'42)

Where, the partial pressures of H, and H,O at the interface of the anode and electrolyte (ps y, 41 and
Py H,0,41) and the partial pressure of O, at the interface of the cathode and electrolyte (pg 0, c|z) can be

estimated from 1-D mass transfer equation developed by Chan et al. [28]:

RuTsdA .
Pf.HyAlE = Pf,HyBulk — chaz (3.43)
RyTs6, .
PrH,0,AlE = PfH,0,Bulk — chal (3.44)
eff eff
Pa,0,,Cc|E :MPC u— MPC 1l — Pa,0,,Bulk | €XP LS(Scic 1 (3.45)
a0z, Dgff e Dgff e a,02,5u 4FDgfprell e
Where,
-1 -1
1 1 1 1
D:ff _ (Pf.Hzo,Bulk)< b ) 4 (pf,Hz,Bulk)< ot ) (3.46)
Pceul DK_H2 DHZ_HZO Pceul DK'HZO DHZ_HZO
1 1\
D = (e— + —) (3.47)
i eff
DK,OZ DOZ—NZ

The effective ordinary and Knudsen diffusion coefficients can be estimated from Equations (3.48) [93]
and (3.49) [28], respectively.

peff — 0.0101325 1 N 1 \0° Tsl-75 <
bem a3 1/3) (MW MW, ) T (3.48)
(Val/ +Va',/n) ! m Pceu
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T, (¢
DR = 485 dpores |7 (=) (3.49)

After prediction of the cell polarizations and determination of the cell voltage, the total electric power

generated in the cell can be calculated:

I/i/Cell = VCelliCellLCellWCell (350)

After determination of the power, the flow rate of air required to control the temperature of the cell is

determined from the energy balance equation:

ﬁf,ent}_lf,ent + ha,ent}_la,ent = flf,exti_lf,ext + fla,ext}_la,ext + WCell + QCell (3-51)

From the mass balance equation and Faraday's electrochemical law, a relation between the air flow rate

at the entrance and exit of the cell can be established:

. . iC llLC llWC 1l
Ngext = Naent — . 4eF = (3.52)

By placing Equation (3.52) into Equation (3.51), the air flow rate at the entrance of the cell can be

determined:

. flf,ent}_lf,ent - flf,ext}_lf,ext + }_la,ext iCellLCellWCell/4‘F - WCell - QCell
Ng.ent = = = (3.53)

ha,ext - ha,ent

It is noted that the heat transfer from the cell is dependent on the design of the insulation system in the

SOFC stack. The method of estimating this heat transfer is described in section 3.3.

After determination of the inlet air flow rate, the mole fraction and partial pressure of nitrogen and
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oxygen in the outlet air can be obtained:

NanN,ext = Xa,N,entMaent
Na,0,,ext = Xa,0,,entNa,ent — lCellLCellWCell/4F

na,ll,ext

) l’ € {027 NZ}

X =
a,lrext
Ng.ext

— !
pa,lr,ext - xa,ll,ext pCell:l S {02' NZ}

The excess air can be also calculated from the following equation:

Ng.ent Ng.ent

EA =

The partial pressure of oxygen in the bulk air stream is also estimated as follows:

Pa,0,,Bulk = (pa,oz,ent + pa,OZ,ext)/z

Mg Stoichiometric (an,CH4,ent + 0.5% y, ene + O-Snf,CO,ent)/ Xa,0,,ent

(3.54)

(3.55)

(3.56)

(3.57)

(3.58)

(3.59)

It is noted that the partial pressure of oxygen in the bulk air is usually close to the partial pressure of

oxygen in the inlet air. Therefore, pg o, Buik = Pa,0,.enc €an be used in Equations (3.33), (3.39), (3.42),

and (3.45). Of course, for more precise estimation of the air flow rate at the entrance of the cell, the partial

pressure of oxygen in the bulk air stream should be corrected by the value obtained from Equation (3.59)

and the calculations are repeated.

Finally, the first law efficiency of the cell is obtained:

WCell
ﬁf,entLHV(Tf,ent)

Nicelt =

Where,

LHV(Tf,ent) = _(xf,Hz,ent ﬂ, + xf,CO,ent ]/’ + xf,CH4,ent 6,)
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3.2.2 Combined Micro- and Macro-model of Cell

In the combined micro- and macro-model of planar cells, the cell is divided into the solid structure that
includes the anode, cathode, electrolyte, and interconnect; the fuel stream with an arbitrary composition
of CHy4, H,, CO, H,0O, CO,, and N, in the fuel channel; the air stream in the air channel; the fuel flow
inside the anode; and the air flow inside the cathode. It is assumed that the cell is adiabatic, it operates at
steady state conditions, and that the fuel and air streams passing through the channels are parallel and in
front of each other with a co-flow arrangement. The porous composite cathode considered for this cell
contains LSM particles with the chemical composition of (LaggSry2)09sMnOs, as the electron conductor,
and YSZ particles with the chemical composition of (ZrO;).92(Y2053)0.0s, as the ion conductor. The porous
composite anode of the cell is made of a thick substrate layer, which is a mechanical support of the cell
structure, and a thin functional layer for H, and CO electrooxidation reactions. These two layers are
fabricated with Ni particles that conduct the electron and YSZ particles with the same chemical
composition of the YSZ particles in the cathode that conduct the ion. The electrolyte and interconnect of

the cell are also made from the dense YSZ and stainless steel, respectively.

As illustrated in Figure 3.1, the fuel and air streams and the solid structure located at the middle of the
stack are selected as the region of the modeling, and it is assumed that the results obtained in this region
can be generalized for the entire cell. In this region, the temperature of the solid structure and the
properties and composition of the fuel and air streams passing through the channels are assumed to be
uniform along the width (z axis) and thickness (x axis) of the cell. This assumption was made on the basis
of the results obtained from the macro-modeling of multi-dimensional co-flow planar cells that has been

reported by several researchers. For more explanations, refer to section 2.2.2.

The WGS reaction (3.R5) is assumed to be locally in equilibrium throughout the modeling region. The
SR reaction takes place in the fuel stream passing through the fuel channel. In addition to H, molecules,
CO molecules participate in the electrooxidation reaction in the microstructure of the anode. The effect of

the electrooxidation of methane is assumed to be negligible.
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Figure 3.1: Schematic of the modeling region.
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For the macro-modeling, the solid structure, fuel stream passing through the fuel channel, and air
stream passing through the air channel are divided into N*" uniform finite volumes along the length of the
cell (y axis). In each finite volume of the fuel stream, H, and CO molecules are transferred from the fuel
stream to the anode. H,O and CO, molecules produced from the electrooxidation reactions in the anode
functional layer are transferred from the anode to the fuel channel and mixed with the fuel stream. The
methane SR reaction may take place in each finite volume due to the catalytic effect of Ni particles in the
anode substrate layer. The conversion of CO to H, or vice versa may also occur through the WGS
reaction. In each finite volume of the air stream, O, molecules required for the electroreduction reaction
are transferred to the cathode and no chemical reaction takes place in the finite volume. In each finite
volume of the solid structure, heat may be generated due to the polarizations, the WGS reaction, and the
difference between the enthalpy and Gibbs free energy of the electrochemical reactions. This heat is
dissipated to the fuel and air streams passing through the channels by convection. Additionally, a part of

this heat may be diffused through the solid structure to the adjacent finite volumes.

It is assumed that the cell voltage along the length of the cell is uniform and the electric current
generated in each finite volume of the solid structure does not transfer to the adjacent finite volumes in y
direction. In these conditions, the equivalent electrical circuit of the solid structure can be demonstrated,
as in Figure 3.2. Furthermore, the voltage difference between the anode and cathode side interconnects of
each finite volume will be identical. Since the WGS reaction is in equilibrium, the reversible voltages due

to the H, and CO electrooxidation reactions are identical in each finite volume:

E , = E° .+ RuTS,j In pf.Hz (O']) _g;‘lz (Ts'-’) — g;{ZO(TS'j)
rev,Hy,j Hp,j 2F pf,HZO(O’j) 2F
+ R, T ; In <K (Ts,) pf,co(o.j)> _91,(Ts) = Gny0(Ts)
2F PWESLTs] Pco,(0,)) 2F

. Ru? iin ex <_ Geo,(Tsj) + Gu, (Ts.1) = Gco(Tsj) — Gryo (T )> (3.62)

2 R, T ;

RuTsj (pf,co(o,j)> ~ geo(Tsj) = co,(Ts ) JRuTsy <pf,co(0.j>>

+ = | = -
2F Pr.co, 0,/) 2F 2F Pr.co, 0,/
° RuTsj (Pfco(o:j)>

=F . “In d - =F .
CO,j 2F pf,COZ (0,]) rev,CO,j
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As a consequence, the total polarization due to the H, and CO electrooxidation reactions is identical

(see Figure 3.2):

NaH,tot,j = Nacotot,j = Natot, (3.63)
: Vcell
Liot
; AVAVAY, .
[
Rlaad |
. Erev Hj,1 n
lhotota = |+ AHy tot,1
2 ;
Ims NN Erev0,1
Liot1 ' RA,H2 tot,1 nE‘ ohmic,1 n}{/ﬁ\ﬂ/t‘\t I |+ nmmiC'l
/\ A A - hta ==
. -+ Naco,tor Rcchmides Re tor1 .
|
, - =
leo,tot,1 Raco,tor
Erev,CO,l .
, Erev,Hz,j
Uy, totj = |+  MaHytot,j 5
—_—— .
ltot,j’ RA,Hz,tOt,]’ nE Ohmlcnj W N _| |+ _:Wmlc,j
- - :EA A A - = - =
] 1t Maco.tot.j RE ohmic,j RC tot,j | Int,ohmic,j
I
; -
Lco,tot,j Raco ot
rev,CO,j
E FV
; rev,Hy,N
le,tot,N_Fi =+ Mau,totNFV Erev,Oz.N e

l Fv ' R FV nE ohmic,NFV nc tot, NFV - + nmt ohmic, NFV
tot,N A,H tot,N
= A= A= :
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- - |+ Macororn R ohmic.nFV Re tornFv RInt,ohmic,NFV
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Figure 3.2: The equivalent electrical circuit of the cell.
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Therefore, the total current generated in each finite volume, i, , at a given cell voltage,
temperature of the solid structure, and species partial pressure of the fuel and air streams can be implicitly

obtained from Equation (3.64).

Ntot,j = Lrev,H,,j + Erev,oz,j — Veeu

1 —0
~oF _AgH2+0.502—>H20(Ts,j) + Ry T, In

s, (0,)) P33, (6PENJ)> (.64

Pf,0(0,)) p° 05

— Veell

If the contact resistance between the cell components is neglected, the total polarization in the j finite

volume will be the sum of the total polarizations (activation+ohmic+concentration) in the anode, 14 tot,

and cathode, ¢ ¢o¢,j, and the ohmic polarizations in electrolyte, g onmic, j» and interconnect, Ny onmic, -

Ntot,j = Natot,j T Mc,tot,j T NEonmic,j T Nint,onmic,j (3.65)

The ohmic polarization of the dense YSZ electrolyte and Crofer® 22APU metal interconnect [6] in the

j™ finite volume are estimated on the basis of Ohm's law, as follows:

. _ 8eTs ;

E,ohmic,j — tot,j .
T 7.92 x 10%exp (~111000/(R, Ty ) (3.66)
Nint.ohmic,j = St (—6.25 x 10‘5T52J- +0.172T5; + 2.77) x 1078 iyy ; (3.67)

The total polarizations of the porous composite cathode and anode in the j™ finite volume are
determined from Equations (3.68) and (3.69), respectively [61]. Of course, to use these equations, the
local polarization of the cathode at x=dpgy and x=dpgy-d¢ and the local polarization of the anode at x=d,4 g,

and x=d,4 should be determined from the cathode and anode micro-modeling.

eff eff . .
_ RLSM,C,jRYSZ,C,j Nc(Spen.J) | . s Uc((5PEN - 5c);})
Nctot,j = Reff N Reff Reff + ltot,jOC + eff (3-68)
LSM,C,j YSZ,C,j YSZ,.C,j LSM,C,j
eff peff , .
_ RNi,A,jRYSZ,A,j UA(6A,SL:]) . N4(84,7)
n P = + it i0 + —F (3.69)
Atot,j Reff +Reff Reff tot,jYAFL eff .
Ni,A,j YSZ,A,j YSZA,j Ni,A,j
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3.2.2.1 Micro-Modeling

For the micro-modeling, the anode functional layer, anode substrate layer, and cathode of each finite
volume of the solid structure with the fluid flow inside them are divided into Mj 7, , M4, , and M{" finite
volumes, respectively, along the thickness of the cell. In the anode functional layer O, ions are transferred
from the electrolyte to the anode reaction sites through the percolated YSZ particles, and the H, and CO
molecules are transferred from the anode substrate layer to the reaction sites through pores. The H, and
CO electrooxidation reactions take place at the reaction sites, the electrons produced are transferred to the
anode substrate layer through the percolated Ni particles, and the H,O and CO, molecules produced are
transferred to the anode substrate layer through the pores. In the anode substrate layer, H, and CO
molecules are transferred from the fuel channel to the anode functional layer and H,O and CO, molecules
are transferred from the anode functional layer to the fuel channel through pores. The electrons produced
in the anode functional layer are also transferred to the anode side interconnect through the percolated Ni
particles in the substrate layer. The electrons are transferred through the anode-side interconnect to the
external circuit and then to the cathode side interconnect. Since the partial pressure of the fuel
components varies along the thickness of anode substrate and functional layers and the WGS reaction is
locally in equilibrium, a conversion of CO to H,, or vice versa, through the WGS reaction may occur in
these two layers. In the cathode, the electrons are transferred from the cathode-side interconnect to the
reaction sites through the percolated LSM particles, the O, molecules are transferred from the air channel
to the reaction sites through the pores, the O, electroreduction reaction takes place at the reaction sites,
and the O, ions produced are transferred to the electrolyte through the percolated YSZ particles.
Therefore, in micro-modeling the complex interdependency among the multi-component mass transport,
electron and ion transports, and electrochemical and chemical reactions in the microstructure of the

porous composite electrodes should be considered.

The micro-model starts with the microstructure modeling of the porous composite electrodes through
which the electrode's microstructural properties, including the electrochemical active area per unit

volume, A7pp; permeability, f); average diameter of pores, dy.s; average tortuosity, z; and the Ni, LSM,

and YSZ effective resistivities, Ri,j;f , ng:,, and Rf,g, are determined.

3.2.2.1.1 Modeling Microstructure of Porous Composite Electrodes

The random-packing sphere method is used to estimate the microstructural properties of porous

composite electrodes. Before starting the microstructure modeling, three clusters of A, B, and C for ion-
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and electron-conducting particles are introduced. These clusters for the ion-conducting particles are
schematically demonstrated in Figure 3.3. For cluster A, the ion-conducting particles are stretched from
the electrolyte to the current collector. Therefore, oxygen ions can flow along the electrode and
participate in the electrochemical reaction from the electrolyte to the current collector. For cluster B, the
ion-conducting particles are connected to the electrolyte, but not stretched to the current collector;
therefore, oxygen ions can flow along the electrode and participate in the electrochemical reaction from
the electrolyte to the last ion-conducting particle of the chain. For cluster C, the ion-conducting particles
are not connected to the electrolyte and are completely insulated with electron-conducting particles. It is,
therefore, impossible for oxygen ions to flow along these particles and participate in the electrochemical
reactions. There is a threshold in the volume fraction of both electron and ion-conducting particles at
which the particles form only clusters B and C in an electrode. Cluster A is formed above this threshold,
which is called the percolation threshold for cluster A. Indeed, clusters B and C turn into cluster A and
their numbers are reduced when the volume fraction of the electron- and ion-conducting particles exceeds
the percolation threshold. It is assumed that the volume fraction of both electron- and ion-conducting
particles are beyond the percolation thresholds, thus the effect of cluster B on the microstructural

properties of the electrode is assumed to be negligible.

Cluster C  Cluster A

0 y
X
Electrode

Electrolyte

Ionic Conductor
Cluster B @® Electronic Conductor

Figure 3.3: Schematic of a porous composite electrode.
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To determine the electrochemical active area per unit volume of the porous composite electrode after
the sintering process, Azpp, it is assumed that the electron- and ion-conducting particles are distributed
uniformly in the electrode. The electrochemical active area per unit volume is obtained using the
statistical analysis of binary powder mixtures based on the theory of particle coordination number in the

random-packing of spheres and the percolation theory [55]:

T 6
Aqpp = (Z sin® (76) dlz) (ntnel)Zel—ioPelPio d; =mi n(del; dio) (3.70)

The number fraction of electron-conducting particles, 7., the total number of particles per unit volume
of the electrode, n, and the average number of ion-conducting particles in contact with an electron-

conducting particle, Z,..;,, are determined from Equations (3.71)—(3.73), respectively [53].

3
Per@ ( dio)
= =2 3.71
et 1- Pel + ¢ela3 “ del ( )
1—¢
ng =
1 (3.72)
gndzl(nel +(1- nel)ag)
(1—ny,)Z;
Zetio = Zeat—— (3.73)

Bouvard et al. [53] found that the overall average number of contacts per particle, Z, is exactly 6 for the

binary random-packing of spheres. They also obtained the following equations for Z,;, and Z,:

Z-3
o e + (1 —ngda? ( )
Z —3)a?
Zip =3+ ( ) (3.75)

ng + (1 - nel)a'2

In Equation (3.70), the probability of cluster A of ion- and electron-conducting particles, P,; and P;,, is

estimated from Equations (3.76) and (3.77), respectively [62].

44



0.4

4.236 — Zel_el)Z'S
— |1 _ (2222 " Zelzel 3.76
Py, [1 ( 272 (0.154 < a < 6.464) (3.76)
4236 — Zy i\ 251"
g o (EE22 T Liocio 3.77
P, [1 ( 272 ] (0.154 < a < 6.464) (3.77)

where, Z,..;, and Z,,.,,, are determined as follows [59]:

7 _ VA Neg
elmel ™ neg + (1 - nel)Of2

(3.78)

Z(1 —ny)a?
7. .= 3.79
T g + (1= ng)a? (3.79)

To form cluster A for both electron- and ion-conducting particles, the volume fraction of electron-
conducting particles, ¢.;, should be limited to the percolation threshold of the electron- (P,=0) and ion-
(P;,=0) conducting particles. By solving Equation (3.76) for P,=0 and Equation (3.77) for P;,=0, the

range of the volume fraction of electron-conducting particles to form cluster A can be obtained:

1

1
m <Pa<—g — (0.154 < a < 6.464) (3.80)

ﬂ‘l‘l

After determination of the electrochemical active area per unit volume, the average diameter of pores,
dpores, and the average tortuosity, 1, of the porous composite electrodes are estimated. To estimate the
average diameter of pores, it is assumed that the pores are cylindrical and are stretched from the current
collector to the electrolyte with an average tortuosity of t. Kenney et al. [58] showed in their computer
modeling that more than 99% of the pores of an electrode are open from the current collector to the
electrolyte. Therefore, all pores can be assumed to be open and the average diameter of the pores can be

estimated as follows:
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T
— 4% Zdzz)oresT6Npores —d (3.81)

— Upores

4 x V;oores

Apores T[dporesTé‘Npores

Assuming that the surface area of the solid part of a porous electrode does not change significantly in

the sintering process, the left side of Equation (3.81) can be developed as follows:

T3 T3
4 % Vpores — 4% Vpores Vsotia ~ 4 X & % Vsotia ~ 4 X € Edel"el + Edionio
Apores Vsolid Apores 1-¢ Asolid 1-¢ 7nglnel + TL'dionlio
(3.82)
)
T 3\1—c¢ 1—¢g
(9o +=54)
Therefore:
2 & del
dpores ~ 5(1 _ S) ( + 1-— §0el) (383)
Pel a
The average tortuosity is also estimated from the following equation:
T2
_ Vpores _ 4 dporesTngores (3.84)
Vpores + Vsolid WCellLCell6
or:
&
T = N
Edz pores (3-85)
4 7P WeenLeen

In Equation (3.85), Nyores’WcenLcenn 1s the number of pores per unit area of the porous electrode and may
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be roughly estimated with the number of solid particles per unit area as follows:

N.
—PE ~ 23 (3.86)
WeeuLcen

By placing Equation (3.86) into Equation (3.85), the average tortuosity for a porous composite

electrode is obtained as follows:

&

T T 2/3 3.87
Zdzz)oresnt/ ( )

The effective resistivities of the Ni, LSM, and YSZ particles in a porous composite electrode for the
particle contact angles usual for SOFCs can be estimated on the basis of the characteristics of the pure

material and percolation theory from the following equation [63]:

R"?
R = ; | € {Ni, LSM, or YSZ 3.88
l [(1—¢&)p;P;]15 "’ i € {Ni,LSM,or YSZ} ( )

The pure electronic resistivity of Ni and LSM (LaggSro,MnQ;) and the pure ionic resistivity of YSZ
((ZrO3)0.92(Y203)008) as a function of temperature can be estimated from Equations (3.89) [63], (3.90)
[94], and (3.91) [94], respectively.

R'}; = (3.27 x 10° — 1065.3T,)~* (3.89)
o L 16,600
R0, =5.618 x107° T exp( % ) (3.90)
u-*s
0 L 111,000
R, = 1.263 x 107° T, exp (T) (3.91)
u-*s

The permeability of porous electrodes, f, can be estimated from the Carman-Kozeny correlation for a
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porous medium made of spherical particles. We modified this correlation for the random mixture of

binary spherical particles as follows:

Bo (3.92)

_ LL(@ L1 wez)‘z
180 (1—¢)2\d,; = dy

From the model developed for microstructure of porous composite electrodes, the microstructural
properties of these electrodes are dependent on the microstructural variables of the porosity, particle size
ratio, and size and volume fraction of electron-conducting particles. It should be noted that for a random-
packing of spherical particles with a given size, the porosity would be within a certain range. However,
the porosity can increase if a pore former is used to fabricate the electrode or the porosity can decrease if
the duration or temperature of the sintering process increases. In these conditions, the porosity will be an

independent microstructural variable.

3.2.2.1.2 Micro-modeling of Porous LSM-YSZ Composite Cathodes

The micro-model of the porous composite cathode developed is a 1-D model along the thickness direction
of the cathode (dpen-0c<x<Jppy). It is assumed that the ionic conductivity of LSM and electronic
conductivity of YSZ particles are negligible. The cathode layer considered is a functional layer and the

effect of the current collector layer is not taken into account.

On the basis of Kirchhoff’s circuit law, the electronic and ionic local current densities along the LSM

and YSZ conductors in cathode are obtained from Equations (3.93) and (3.94), respectively [55].

dipsm,c (%)) . . . . .
 dx Arpp,cinc(x,)) iLsm,c(BpeN,J) = ltot,; (3.93)

diyszc(x,))

dx = —Arppcinc(%,j)  iyszc(8ppn,j) =0 (3.94)

To solve these differential equations, the transfer current density per unit of electrochemical active
area, i, c(x,j), should be determined for the oxygen electroreduction reaction. For this purpose, the charge
transfer between the electron and ion conductors is assumed to be the rate determining step of reaction

(2.R1), and the effect of the adsorption and dissociation of oxygen molecules on the electrocatalytic
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surface of the cathode is assumed to be negligible [55]. The reaction order of unity is also assumed for
this reaction.

The local rate of the forward and backward reactions can be expressed as follows:

Yrwa,2.r1) %)) = krwa,2.r1) (% 1) Co, (%, J) (3.95)

Ipwa,2r1) 5 1) = Kpwa,2.01) (%, J) (3.96)

Where, kpwqory(xj) and kyuqorp(x,j) denote the forward and backward reaction rate constants,

respectively, and can be estimated from the transition state theory [2] as follows:

. —AGrwa,2.r1) (%))
krwa,2.r1) (6 1) = Afwa,2.r1),j Ts,j €XP ( M;?uTsj (3.97)
. —AGpwa,2.r1) (%))
kbwa,2.81) (% J) = Apwa,2.r1),j Ts,j exp< WR T (3.98)
uls,j

In these equations, 4G fwa,(2.r1) (X, /), and Agpwa 2.r1) (%, j) are the actual standard Gibbs function of
activation for the forward and backward reactions, respectively. These two parameters can be expressed
in terms of the equilibrium standard Gibbs function of activation and the energy change of electron for the

cathode polarized from the equilibrium to a desired voltage [95] (the absolute value of the voltages are

considered):
. _Ag; a,c2r) T 4FB2.r1) (E; J Vc(x'j))
krwa,2.r1) (%)) = Apwa,2.r1)Ts,j €XP ( h RT,, 2/ (3.99)
. —AJpwazr1y — 4F (1 = Baryy) (Eo,j — Ve(x.)))
kbwa,2.81) (% J) = Apwa,2.r1)Ts,j €XP < - BT, z) (3.100)
uls,j

The transfer current density per unit of electrochemical active area is then obtained from the transfer

current densities of the forward and backward reactions [95]:
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inc(x,J) = 4Fkpwa 2.r1) (%, ) Co, (%, J) — 4F kpwa,2.r1) (X, J)

_Ag}wd,(Z.R1)> exp <4F.B(2.R1)(E;2,j -V (x,j)))
RuTs,j RuTs,j

= 4FCo,(x, ) Afwa,2.r1) Ts,j exp( (3.101)

_A§de,(2.R1)) exp <_4F(1 - ﬁ(Z.Rl))(ESZ,j - Vc(x'j))>

—4FA Ts
bwd,(2.R1)!s,j €XP < R, Ty R, T j

At equilibrium, i, c(x,j)=0, Vc(x,j)=E,ej» and Co, (x, j) = Co,(Spgn, j)- Therefore, the exchange current

density of cathode, iy, can be determined from Equation (3.101) as follows:

loc,j
~Agfwa R 4FB2.r1)(Eo, j = Erevo,.7)
=4FCp, (6pgpn, A T. . exp | ——=22"" | ex : 2] ,02,J
02( PEN:J) fwd,(2.R1) Is,j p< R, Ty p R, T, (3.102)
—Ag, d,(2.R1) —4F (1 - Bar1))(Eo, ; — Erevo,,j)
= 4F Apwa,2.01)Ts,j €XP (%)exp BT .2] 2
u-s,j u-s,j

After determining the cathode exchange current density, Equation (3.101) can be simplified to:

Inc(x,j) _ [ Co, (x,)) (4Fﬂ(2.m)nc(x,j)> —exp <_4F(1 ~ /)’(z.m))nc(x;j)>] (3.103)

- —~exp
lo,c,j Co, (Spen,J) R, T; j Ry T

In Equation (3.103), n¢(x,j) = Eyep,0,,j — Vc(x,)) is the local cathode polarization corresponding to
the j® finite volume. The reversible voltage, Erev,0,,j, 1s obtained from the Nernst relation for reaction

(2.R1):

RuTs,j In COZ (8PENrj)

- (3.104)
4F Ca(SpeN.J)

Erev,Oz,j = EOZ,j +

After placing Equation (3.104) into Equation (3.102), the cathode exchange current density
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corresponding to the j™ finite volume is simplified as:

.\ 1-B2.Rr1 =°
Co, (Spen,J)\ PERY —AGfwa,2.r1)
i .= 4FA T.: C,(6ppn,]) | =2 — e 3.105
lo,c,j fwd,(2.R1) Ls,j a(8pEN, ) <Ca(6PEN:j) exp RuTs,j ( )

If it is assumed that the transfer coefficient, £ ry), is equal to 0.5 [95] and air is treated as an ideal gas,

Co,(x%,J) = Po,(x,))/ (RuTS, j), Equations (3.103) and (3.105) can be expressed as follows:

. . , pOZ(xlj) 2F77c(x:1) —ZFnc(x;j)

inc(x,j) =igcj [ - exp( —exp | ———— (3.106

ne 063 | Gpen ) P\ RuTs, RuTs,; )
. ~\ 0.5 o

R 4F Afya,2.r1) Pa(OpeN, J) <Po2 (6PEN'])>0 <_Agfwd,(2.R1)> (3.107)

0. Ru pa(aPEN:j) RuTs,j

Several values for the equilibrium standard Gibbs function of activation, Ag}wd’(zl 1), for LSM-YSZ
cathodes, ranging from 100 to 200 kJ/mol, are reported in the literature [96]. This wide range may be
related to the different LSM chemical compositions employed to fabricate the cathodes by various
researchers. In this study, the value of 120 kJ/mol, reported by Co, et al. [96], for Ag}, and the value of
3x10° for 4F Afwa,2.r1) Pa(Bpen,J) /Ry are chosen for the (LagsSro2)o.0sMnO3-(Zr02)0.02(Y203)0.08

cathode operated close to the atmospheric pressure.

According to Equations (106) and (107), the exchange current density is constant at a given
temperature of the solid structure and bulk oxygen partial pressure in air channel; however, the local
transfer current density is a function of the cathode local polarization, 7¢(x,j), and the local oxygen partial

pressure, po, (%, j). The following equation is used to determine the cathode local polarization [55]:

nC(x'j) = Erev,Oz,j - VC(x:j) = Erev,Oz,j - (VC,YSZ(x:j) - VC,LSM(x'j)) (3-108)

Using Ohm’s law in Equations (3.109) and (3.110) [55], the first derivative of #c(x,j) is expressed as
Equation (3.111):
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Ve Lsm(x, J) . .
e = Rg@,c,jnsm,c(xd) (3.109)

dVeysz(x,)) — Reff

dx = Rysz.c,jlvsz,c (. )) (3.110)

dnc(x, j) VC,YSZ(xrj) Versm (X, J) . . . .
ax dx - dox = —R}ezjgvzc,c,jlysz,c (x, ) + RZ”Q{,,C,,- iLsmc(x,j)  (3.111)

Using Kirchhoff’s circuit law in Equations (3.93) and (3.94), the second derivative of 7(x,j) establishes

a relation between the local cathode polarization and the local transfer current density:

d*ne(x,j) _ _peft diysz,c(x,)) + R dipsm,c(x,))
dx? YSZ,C,j dx LSM,C,j do

— (peff eff . .
- (RYSZ,C,j + RLSM,C,j)ATPB,Cln,C(xr])

3.112)

To obtain the local oxygen partial pressure, the dusty gas model (DGM) is used [97, 98]. The DGM
includes the Stefan-Maxwell diffusion equation and takes into account the Knudsen diffusion. Using the
DGM and considering that only oxygen is consumed in the cathode, the following equation is obtained

for the local partial pressure of oxygen:

dpa oZ(X,j) ( 1 1 Pa,0 (x'j) "
———— =R | 77+ oF7 1——F——=|1g0,(x)) (3.113)
dx DK,Oz,j DOz-NzJ Pa(8pen.J)

Where, the effective ordinary and Knudsen diffusion coefficients are obtained from Equations (3.48)
and (3.49), respectively. It is noted that the atomic diffusion volume, V,, of O, and N, in Equation (3.48)
is 16.3 and 18.5 cm’, respectively [93].

In Equation (3.113), the rate of the oxygen flux in x direction, fl;_oz (x), is determined from the mass

transfer equation as follows:
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dfl:;,oz (x) _ idiLSM,C(x'j) _ _ATPB,Cin,C(x'j) (3.114)
dx 4F dx 4F

According to Equations (3.112)—(3.114), the local cathode polarization and oxygen partial pressure are

both function of the local transfer current density. Therefore, these equations along with Equation (3.106)

form the System of Equation (3.115) that should be solved from x=dpgy-dc to x= dpgy to determine the

local transfer current density, cathode polarization, partial pressure of oxygen, and rate of oxygen flux

corresponding to the i finite volume.

( dznc(x'j) eff eff 3 i
dxz (RYSZ,C,j + RLSM,C,j)ATPB,C Inc(x,))
dpa,0, (x.)) ( 1 1 Pao, @)\ .
- = RuTs_j eff + eff 1———— 2 . ﬁ‘a,Oz (x,j)
dx Dyo,; Do,-n,; Pa(Spen, J)

_ (3.115)
dngo,(%,j)  Arppc inc(x,))
dx B 4F
Pa,0, (%, J) <2Fnc(x.j)> (—ZFnc(x,j)ﬂ
—e —exp | ————
Pa,0, (6PEN:]) RuTs,j R,T.

s,j

kin,c(x:}') = iO,C,j [

At x=dppn: AN (Bpgy,j)/dx = Rg}\;_c,jitot,j; Pa,0, (pensJ) = Pa,0,,j5 fl;,oz (8pensJ) = itot,j/4‘F

At x= Sppn- Oc: AN (Sppny — Oc,j)/dx = —Rle/]grjzrlc,jitot,j

After solving this system of equation, the local current densities along the LSM and YSZ particles in x

direction are determined from Kirchhoff’s circuit law in Equations (3.93) and (3.94), respectively. The

cathode total polarization resistance corresponding to the j™ finite volume is determined from Equation

Nc tot,j
Reotj = (3.116)

tot,j
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3.2.2.1.3 Micro-modeling of Porous Ni-YSZ Composite Anodes

The micro-model of the porous composite anode is a 1-D model along the thickness direction of the
anode (0<x<d,). It is assumed that the ionic conductivity of Ni and the electronic conductivity of YSZ
particles are negligible. The anode studied is made of a thick substrate layer with a thickness of 8, as a
mechanical support of the cell structure, and a thin functional layer with a thickness of 6,4 for H, and
CO electrooxidation reactions. Since these two layers are different operationally, we model them

separately.

3.2.2.1.3.1 Micro-modeling of the Anode Substrate Layer

The micro-model of the substrate layer (0< x < §, ;) is required to determine the partial pressure of the
fuel species at the interface of the substrate and functional layers (x = &, g, ). For this purpose, the DGM

is used to establish a relation between the local partial pressures and the rate of fluxes of the fuel species.

In the absence of thermal, forced, and surface diffusions, the gas transport through the porous anode
can be described by three mechanisms of the ordinary diffusion, in which the different species of the fuel
move relative to each other under the influence of concentration gradients; Knudsen diffusion, in which
the mean free path of molecules of different species of the fuel is in the order of the pore size and the gas
molecules collide frequently with the pore walls; and viscous flow, in which the fuel acts as a continuum
fluid driven by a pressure gradient through pores of the anode. The electrical analogy for combined
mechanisms of the ordinary diffusion, Knudsen diffusion, and viscous flow is shown in Figure 3.4. As
seen, to determine the total flux, Knudsen and ordinary diffusive flows are combined like resistors in

series and the total diffusive flow is combined with the viscous flow like resistors in parallel:

h},l(x'j) = h},l,diffusion(ij) + 7;lj”‘,l,w'scou_s'(ij): le {CH4' HZ' co, HZOI COZ' NZ} (3-1 17)

The DGM for the total diffusive flow, including the Maxwell-Stefan equation for the multi-component

ordinary and Knudsen diffusions, is expressed as [97]:
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Figure 3.4: The electrical analogy for combined mechanisms of gas transport in the porous
composite anode.

. n N e . N " .
dpf,l(x:]) _ RuTs,j pf,m(xl]) nf,l,diffusion(x']) - pf,l(x']) nf,m,diffusion(x:])

B ' eff
. pf(x’]) m=1 Dl—m,j (3 118)
ﬁ},l,diffusion )
~ Ruls eff
Dy /i

The effective ordinary and Knudsen diffusion coefficients are estimated from Equations (3.48) and
(3.49), respectively. It is noted that the atomic diffusion volume, V,, of H,, CO, H,O, CO,, CHy, and N, in
Equation (3.48) is 6.12, 18.0, 13.1, 26.7, 25.14, and 18.5 cm’, respectively [93].

The behavior of viscous flow in the porous anode is mathematically described as the creeping flow at
which the Reynolds number is small that the inertia effects can be ignored in comparison to the viscous

effects. If the gas mixture is not accelerating, the net force on any finite volume of the anode in x
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direction is zero, so the viscous-drag force just balances the force due to the pressure difference across the
finite volume. In this condition, the rate of flux corresponding to viscous flow through the porous anode

can be described by Darcy’s law as follows [97]:

T:l" . (x ]) — _pf,l(x;j) ﬁO,A dpf(x:])
f,Lviscous \* RuTs,j i (x,j) e

(3.119)

The dynamic viscosity of fuel, as an n-component gas mixture, can be estimated by the Reichenberg

method from the dynamic viscosity of the pure components [99].

If the rate of flux corresponding to viscous flow in Equation (3.119) is placed into Equation (3.117) and
the rate of flux corresponding to the diffusive flow is obtained from Equation (3.117) and placed into
Equation (3.118), the multi-component gas transport in the porous anode on the basis of the DGM for the
combined mechanisms of the ordinary diffusion, Knudsen diffusion, and viscous flow is obtained as

follows:

dpri()) _ RuTy; Z Prm 6 ) g C6)) = PraCa) tpm@e)) Ty Ce )
dx  pe(x, ) peIr wislpefs
o © 0 (3.120)

Bo,apri(x,)) dps(x,j)

DK’?} pe(x,j) dx

If this equation is developed for all species of the fuel, the summation of both sides of the equations

obtained yields the change of the fuel pressure along the anode thickness:

eff

dprCe)) _ o Y=t g (X, ) /D
dx 1y Poa_s prm) (3.121)

py(x, j) =m=t pess

Km,j

Placing Equation (3.121) into Equation (3.120) yields:
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dpri(x.j) _ Z Pran (6.) 71 G ) = PG )iy (1)
dx Ym= 1me(x ) Dle—frj;l,j
1, (%, )) X, j
— R, T, f,leffl + Ry Ty, B(;;fpfl( )]
Dy s Dy by (%)) (3.122)
eff

Y= T (X)) /D
x m=1 Jm Kmj 1€ {H,, CO,H,0,C0, CH,, Ny}

(1+ ﬂo,A_ n pf,m(xrj)>

m=1"_eff
Iif(x»]) DK’m’j

In this equation, the gradient of the local partial pressure is dependent on the local rate of flux of the
fuel components. The rate of flux of nitrogen and methane is zero in the anode microstructure; the local
rate of flux of water and carbon dioxide is equal in magnitude and opposite in direction to that of
hydrogen and carbon monoxide, respectively; and the local rate of flux of hydrogen and carbon monoxide

can be obtained from the mass conservation equation as follows:

dh}'zz ) = Ciowes (%)) (3.123)

X

g o (X, )) = % — 14, (%) (3.124)
i ,0 (6 1) = —p g, (X, ) (3.125)
Ao, (6, )) = —Tigc0(X,)) (3.126)

The change in the rate of flux of hydrogen in Equation (3.123) is dependent on the rate of water
consumption through WGS reaction, Cflleo,was(x: J), in the anode substrate layer. The rate of water

consumption through WGS reaction can be determined from the relation of the equilibrium-constant of

the WGS reaction with partial pressures of H,, CO, H,O, and CO,.

Pf.u, (X DPfco, (X))
PrHy0 €H)) Pr.co €H))

Kpwas(Ts,j) = (3.127)
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Therefore, the partial pressure and rate of flux of the fuel components are coupled and the System of

Equation (3.128) with the corresponding boundary conditions should be solved to determine these

variables along the anode substrate layer.

. n 0 M 3 . Y . M .
dpri ) —RuT, Z Prm (6 71 (6 ) = pra (e D Ce ) R T (6 ))
dx Ym=1Prm () £ p! R et

Bo,aPri(x,)) Yim=1 ﬁ}m(x'j)/Dlifr{zj

1?;]; tr (%, J) (1 Bo,a sn_ me(x D

B ) &m=t pIT

+R, T j

) ) l € {HZ! CO; HZ 0; COZ, CH4-; NZ}

dr‘l}'HZ (x’]) "

{ dx = CH20 was (. )

(3.128)

. totj  .n .
e co(x,j) = % — ey, (X))

h},HZO(ij) = _ﬁ},Hz (x,))
s co, (6 J) = =T co(x,))
fir o, 6 7) = ipy, () = 0

Pru, 6 DDfco, (X))
K T.:)= - ;
u““*“)pmﬂmnmmmn

Atx=0:p;,(0,)) = pryj, | € {Hy CO,Hy0,C0,, CHy, Ny}

3.2.2.1.3.2 Micro-modeling of the Anode Functional Layer

Since the ion conductivity of Ni and the electron conductivity of YSZ are negligible, the electron and ion
local current densities generated/consumed by the electrooxidation reactions (2.R2) and (2.R3) can be

obtained on the basis of Kirchhoff’s circuit law from the following equations [59]:

le i,A (x)]) . i . .
ldx = —Arpp,aina(x,)) ini,a(BasL) = ltot,j (3.129)
diysza(x,)) _ _ _
— g = Arpe.aina(e)) iysz.a(8as,) =0 (3.130)

Where, 6A,SL <x< (SA'
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To solve these differential equations, the anode total transfer current density per unit of the
electrochemical active area, i, 4(x,j), due to the electrochemical reactions in the anode functional layer,

should be determined.

To determine the contribution of the hydrogen electrooxidation reaction in the anode total transfer
current density, the charge transfer between the electron and ion conductors is assumed to be the rate
determining step of reaction (2.R2), and the effect of the adsorption and dissociation of hydrogen
molecules on the electrocatalytic surface of the anode is neglected. The reaction order of unity is also
assumed for this reaction. Therefore, the local rate of the forward and backward reactions corresponding

to reaction (2.R2), Yy, (2.r2) (X, J) and Gpwa (2.r2) (%, j), can be expressed as follows:

Yrwa,2.82) (% ) = Kpwa,2.r2) 6 1) Cr p, (%)) (3.131)

vwa,2.2) (%)) = kpwa,2.r2) (%, 1) Cr 1,0 (X, J) (3.132)

Where, Kfwa,2.82)(%,J) and Kpya 2.r2)(%,j) denote the reaction rate constants for the forward and

backward reactions, respectively, and can be estimated from the transition state theory [2]:

. —AGfwa,2.82)(X, J)
Krwa,2.r2) (%)) = Apwa,2r2) Ts,j €xp < WRuTsj (3.133)
. —AGpwa,2.82)(X, J)
kbwa,2.r2)(%,J) = Apwa,2.r2) Ts,j exp( M;? T (3.134)
uls,j

In these equations, Agwa,c2.r2) (%, /) and AGpwa,c2.r2) (X, J), are the actual standard Gibbs function of

activation for the forward and backward reactions, respectively. These two parameters can be expressed
in terms of the equilibrium standard Gibbs function of activation and the electron energy change for the

anode polarized from the equilibrium state to a desired voltage [95]:

(3.135)

_Ag}wd,(Z.RZ) + ZF.B(Z.RZ)(E;{ZJ - VA(x:j))>

kiwa,2.r2)(%J) = Afwa,2.r2)Ts,j exp( R T .
uls,j
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—Agzwd,(z.m) —2F(1- B(Z.RZ))(E;IZJ —Va(x,)))
RuTs,j

kywa,2.r2)(%,J) = Apwa,2.r2)Ts,j €xp < ) (3.136)

Therefore, the contribution of the hydrogen electrochemical reaction in the anode total transfer current

density can be found as follows:

nam, () = 2Fkeya 22y (6 ) Crp, (X, ) — 2F Rpywa,2.r2) (% J) Cr my0 (X, )

_Ag}wd,(z.R2)> exp 2F B2 r2) (EHzJ' - VA(X,j))
R, Ty, R,T,

= 2F Gy, (%, DApwa,2.r2) Ts,j €xp ( (3.137)

_Ag;wd,(Z.R2)> exp <_2F(1 - :8(2.R2))(E;12,j - VA@J)))

_ ZFCf,HZO(x;j)Abwd,(Z.RZ) Ts,j exp ( RuTs,j RuTs,j

At equilibrium, in,A,Hz (ij):Oa VA(x'j) = ETeV,HZ,ja Cf,Hz (X,j) = Cf,HZ (0,]), and Cf,HZO(x'j) =
Cr 1,0(0,)). Therefore, the exchange current density corresponding to the hydrogen electrochemical

reaction, ig 4 y, j, can be determined from Equation (3.138):

, . _Ag; d,(2.R2) ZFB(Z.RZ)(E;I J - Erev,H ,j)
Lo,4,Hpj = ZFCf,Hz (O'J)Afwd,(Z.RZ) Ty ; exp <W— exp = 2

RuTs,j RuTSJ
) ( )E: ) (3.138)
] —AGpwa . —2F(1 - 6. Ey, i — Erevn,,;
= 2F 11,000, Anwa ez To €30 (—waﬁ - RZ))%P ( B re——
uss,j u-s,j
And Equation (3.137) can be simplified to:
In,AH, (x, /) _ Cr u, . )) ox <2FB(Z.R2)(ETEU,H2,j - VA(xJ))>
iO,A,HZ,j Cf,Hz (O,j) RuTs,j
(3.139)

_ Cf,HZO(x:j) <_2F(1 - ﬁ(Z.RZ))(Erev,Hz,j - VA(x:j))>
Cf,HZO(O:j) RuTs,j

If the reversible voltage of the hydrogen electrochemical reaction, Ey.p, , j, is obtained from the Nernst
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relation in Equation (3.140) and is placed into Equation (3.138), ig 44, can be written as Equation

(3.141):

RuTs,j ] Cf,HZ (O,j)

E ‘=Eq, i+ .
TeU,Hz,] H2,] ZF n Cf’Hzo(O,j) (3 140)

. N1— , _Ago d,(2.R2
o4t = 2FApwa, a2 Toj Cry (01) P25 Cp 1y, (0, )P exp (—}{ TR (34D
u's,j

Since the WGS reaction is in equilibrium, the reversible voltage of the hydrogen and carbon monoxide
electrooxidation reactions are identical (see Equation (3.62)); consequently, the local anode polarizations

for both hydrogen and carbon monoxide electrooxidation reactions are identical:

77A,H2 (x:j) = Ereu,Hz,j - VA(x'j) = Erev,CO,j - VA(x'j) = nA,CO(xrj) = WA(XJ) (3-142)

Because the gaseous fuel is treated as an ideal gas, Cr;; = pyr;/ (RuTs, j). If the transfer coefficient,

B2.r2), 1s assumed to be 0.5 [95], Equations (3.139) and (3.141) can be expressed as:

) . PfH, (X)) (FYIA(X,]')> PfHy0(X ) <—FTIA(3CJ))]
i ,j)=i i [—_ex - —exp | ———— (3.143
A, 0attz) [ 00 P\ RaTo; ) pmo(0)) RuTs, )
2FA —Ag;
) fwd,(2.R2) . ~ 0. ) fwd,(2.R2)
Lo,4,H,yj = —; P]Q,EIZ 0,)) pfO,EIZO(Oi] ) exp <+> (3.144)
u uls,j

With the same method and assumptions, the transfer and exchange current densities due to the CO

electrooxidation reaction (2.R3) can be determined:

Pr.co(*,)) exp (FTIA(XJ)> _ Pr.co, (%)) exp (—FTIA(JCJ)>]

inaco(x,J) = loa, [ . : (3.145)
mALo 04COT p e 06(0,)) RyTs; ) Drco,(0.)) R,Ts;
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2FAfwa,2Rr3) o5

. . . —AJ rya,2.83)
lo,aco,j = p  Prco (O'J)P?;goz (0,j) exp S L G (3.146)
R, R,Ts

After determination of the transfer current densities of H, and CO electrochemical reactions, the anode

total transfer current density yields as:

Ina(%,J) = inam, (X)) +inaco(x j)

Pr ., (X)) (1 4 lo,4,0,j y PrH, (0,]')Pf,co(x'j)> <F77A(x.f)>

= 10,4,H,,j

Pru,(0,)) loam,j Pru, (%P co(0,)) RyTs
_ 'pf,HZO(x'j) (1 + lo,4,c0,j (3.147)
04t pf,HZO(O;j) iO,A,HZ,j

fo,Hzo(O,j)Pf,coz(xJ)> . (‘FUA(XJ)>
pf,HZO(x'j)pf,COZ(O'j) R, T ;

Since the WGS reaction is locally in equilibrium,

Pr.H, 0, Pr.co, 0, _ DPrH, (x, /) Pr.co, (x, ) Pr.H, (O»j)Pf,co xJ)

K T, ;)= - < = - ~ or - -
p'WGS( SJ) pf,Hzo(O']) Pr.co(0,)) pf,HZO(x:]) Pr.co(%,)) Pr.H, €H)) Pr.co(0,)) (3.148)
— pf,HZO(OJj)pf,COZ(xlj) ‘
1,0 (% )P co, (0, ))
Therefore, Equation (3.147) is simplified to:
ina(x,j) =1i - [pf'HZ (/) exp <FnA(x'j)) _Prgo)) exp <—FnA(x,j)>] <1
n,A\Ay 0,A4,H,,j pf,Hz (0,]) RuTS,j pf,HZO (0,_]) RuTS,j
(3.149)

_|_

{0,4,c0,j o Pri: (0,/) Prco (X,J')>
lo,aH,j PfH, (x,j) Pfr.co 0,/)

It should be noted that the effect of the last parentheses on the right hand side of Equation (3.149) on

the anode local transfer current density is not taken into account if just hydrogen is assumed to be
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involved in the electrooxidation reaction in the anode functional layer.

For the exchange current densities of H, and CO electrooxidation reactions, we developed the

following equations from the experimental results reported by Habibzadeh [100].

lo,aH,,; = 86.71pry, (0,)) Pri,o0(0,)) exp Ruly, (3.150)
lo,a.c0,j = 438.7pr0(0,) Priéo,(0,)) exp TRy, (3.151)

According to Equation (3.149), to determine the anode local transfer current density, the anode local
polarization and the local partial pressures of the fuel species should be obtained. The following equation

is used to determine the anode local polarization [59]:

UA(x'j) = Erev,HZ,j - VA(xrj) = Erev,sz - (VNi(x:j) - VYSZ(x'j)) (3-152)

Using Ohm’s law in Equations (3.153) and (3.154), the first derivative of #54(x,j) is expressed as
Equation (3.155):

dVn;(x,J) ff. .
T = R]f]i_lei(x']) (3.153)
dVysz(x,]) ff . .
2 = R vz () (3.154)
dna(x,j) Wni(%,))  Vysz(x,)) oy . £f - .
dx = - dx - dx = R}e/SZ’jlYSZ(xl]) - le]i'lei(xl]) (3155)

Using Kirchhoff’s circuit law in Equations (3.129) and (3.130), the second derivative of 7,(x,j)

establishes a relation between the anode local polarization and the local transfer current density:
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d’na(x,j) RIS diysz(%,)) RIS dini(x,j) (Reff + RS

dxz  YSZi o (x T A vsz,j T Bnijj )ATPB,Ain,A (x, /) (3.156)

The local partial pressure of the fuel components in the anode functional layer is determined using the
similar model and assumptions considered for the anode substrate layer. The only difference is the effect
of the H, and CO electrooxidation reactions that should be taken into account in the mass conservation
equation (see Figure 3.4). The rate of flux of H, and CO along the x axis is determined as Equations

(3.157) and (3.158), respectively.

iy, (X)) -
S H g ; 1" .
T = =Ch, 06 )) + Chrjowes (%)) (3.157)
iy co(e)) ,
_f’CO " . " :
= Ceo()) = Chaowes(x)) (3.158)

nr

Where, the rate of hydrogen and carbon monoxide consumptions, C‘,’,’Z’(x, j) and ClA(x,j), are

dependent on the transfer current density corresponding to the H, and CO electrochemical reactions:

. A

Cr, (x,)) = —ZP;‘A inam, (%)) (3.159)
S N ATPB,A . i 3160
co (%, J) _Tln,A,CO(xJ) (3.160)

Therefore, the anode local transfer current density, local polarization, and local partial pressures of the
fuel species are coupled and the System of Equation (3.161) should be solved with the corresponding

boundary conditions to determine the distribution of these variables along the anode functional layer.
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d’na(x,)) . .
T dx?2 (R}e’?ZcA] + R;{Z])ATPB,Aln,A(x'])

L) = Psz (x, /) ox Fna(a )\ prmo(x, J) —Fna(x,j) N
na %] 0AHz] f.Hy (0 ]) RuTs,j pf HZO(O ]) exp RuTs,j
i ; 0,j X,
(1 + 'O,A,CO,] % pf,Hz( ].)Pf,co( ]))
lo,AH,j PrH, (X,])pf,co 0,)

0 n . o " . . o " . " .
dprae)) _ RuTs, Z Prm )01 G0 1) — PraCo NPy m @ )) o Tra(6))
dx Yn=1Prm(%,J) £ Df_fr’;‘j wsd D,i{‘lfj
W Trm()
, m=1 eff
X, DI’
+R, T ﬁ;’ﬁ“( p) Kom.J 1 € {H,,C0, H,0,C0,, CH,, N,}
Kl] (X]) 1+ ,8 Z pfm(x])
u(x, j) ;ff .
{ . , ™ (3.161)
dnf,HZ (x, ) _ Arppa .
dc | 2F loami X
D u, (X, J) Fna(, )\ prmo(, 1) —Fna(x,j)
+ CHZO was (X, J)
prz(O ]) R, T ; prZO(O ]) R, T ;
dﬁf,co (x,]) ATPB A .
dx oF loaco) X
[pf,CO(x'j) ex (FUA(x.])) _ pf,COZ (x!j) ex <_F77A(x!]))] ,,, (x ])
Ps.c0(0,)) R.Ts; ) Prco,(0,)) R,Ts, Crzomas

0%, J) = =gy (%))
T.lf,COZ(xij) = _flf_CO(xij)
h},cy4(x'j) = fl},NZ (x,j)=0

P, O DPFco, (60 ))
Kywes(Ts;) = : :
p'WGS( S'J) Pf.H,0 DPs o))

At x=0as1: dna(sy,j)/dx = —R;/:-fq_jitot,j; Pr1(8s1,J) = D jseire, L € {Hy, CO, Hy0,C04, CHy, N}

Atx=8,x: dn4(8,))/dx = Ry) 4 sicot,ss par, (Ba J) = 037 0 (84, /) = 0

After solving this system of equation, the distribution of current densities corresponding to the H, and

CO electrochemical reactions can be determined from the following differential equations:

dinin, (x,J) = —Arpp,ainan, (%)) (3.162)

dinico (x,)) = —Arpp alnaco €H)) (3.163)
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Finally, the total polarization resistance of anode is determined:

Natot,j
Ratorj = ——2 (3.164)

ltot,j

Since the ohmic polarization in the substrate layer is usually negligible, the effect of this polarization

has not been considered to determine the total polarization resistance of the anode.

It is noted that to solve the System of Equation (3.161), the species partial pressure of the fuel at the
interface of the anode substrate and functional layers (x=d4s;) should be obtained. For this purpose, the
System of Equation (3.128), obtained from the micro-modeling of the anode substrate layer, should be

solved along the thickness of the anode from x=0 to x=d,s;.

To determine the total current density generated in the ™ finite volume from Equation (3.64), the use of
iterative methods is required. Indeed, for a given total current density, the distributions of the total
polarization in electrodes are obtained from the System of Equations (3.115), (3.128), (3.161), and the
total polarization of the cell is calculated from Equation (3.65). For a new total current density, a new
value for the cell total polarization is obtained from Equation (3.65). The total current density may change
until the total polarization obtained from Equation (3.65) satisfies Equation (3.64). However, before
determination of the total current density the temperature of the solid structure and species partial
pressure of the fuel and air streams in the j™ finite volume should be obtained from the cell macro-

modeling.

3.2.2.2 Macro-modeling

The macro-model of the co-flow planar cell is a 1-D model of the fuel and air streams passing through the

channels and the cell solid structure along the length of the cell (0<y<Lcp).

3.2.2.2.1 Macro-modeling of the Fuel and Air Streams

The objective of the macro-modeling of the fuel and air streams passing through the channels is to
determine the distribution of the temperature and species partial pressure of the fuel and air along the
length of the cell. For this purpose, it is assumed that the heat and mass diffusions in the air and fuel
streams along the length of the cell are negligible. In such a situation, the dependency of the air and fuel

streams upon downstream locations is diminished and the computational cost is reduced significantly.
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The mass and energy flows in the j™ finite volume of the fuel and air streams passing through the
channels are shown in Figures 3.5 and 3.6, respectively. From the mass balance in the " finite volume of

the fuel stream, the change in the molar flow rate of each species of fuel can be determined:

Ans cn,j = _CCH4,SR,j (3.165)

Mgy = 3Cen, srj + Peo,wes,j — 1, (0,)) (3.166)
Ang o = CCH4,SR,j - PCOZ,WGS,j — o (0,)) (3.167)
At .0 = —Ceny sk — Peo,wes,j + r,0(0,)) (3.168)
At co, ;= Peo,wes,j + Tico, (0,)) (3.169)
Mgy, ;=0 (3.170)

Aty=0:7i;,(0,0) = 7if g ene» | € {Hy, CO, Hy0,C 0, CHy, Ny}

The molar flow rate of Hy, 11y, (0, ), and CO, 71¢,(0, j) transferred to the anode, is equal to the molar
flow rate of H,O, 1141,0(0, j), and CO,, 7i¢e, (0, j) transferred to the fuel stream, respectively, and can be

determined from Faraday's electrochemical law:

l .
1, 0,)) = =522 (Wop, + Wr) By (3.171)
. . it t,CO,j
1o (0,) = = Wer, + W) Ay (3.172)

Several correlations for the rate of CH, steam reforming reaction, Ccy .sR,j at the presence of the anode
catalyst are reported in the literature [33, 45, 101-104]; however, the effect of the microstructure of the
anode catalyst on the reaction rate has been considered in one of these correlations developed by Gdegard

et al. [104]. This correlation for the ™ finite volume of the fuel stream can be expressed as follows:

67



Int

sty
z -o;i-.n
RO ¢®

dy

~a
L B %

Fuel Air
Int l ASL _AFL E C l Int
(i), o =] B @b,
-.....1\_”.___$_’___1 '———-—i—-—_-”— .....
foi, 0 - sa
if (nh)+(0.j) it
W 0Dy 00 (o, e |
i (Ah)e, (0) i !
#Qs—»ﬁj Qorag «.1.
____v_}}___i____ N H
I_ dnh), . _ d(nﬁ)aq.
(i) +— " (h), + 5 Idy

Figure 3.6: The energy flow in the j™ finite volume of the fuel and air streams and solid structure.
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pf,CH4,j>1'2 exp (—57,840

RuTs; > Wenba s, Ay (3.173)

CCH4,SR,j =5.19 x 106(1 - EA,SL)(pNi,A,SL ( Dot

The rate of CO, production through the WGS reaction in the j" finite volume of the fuel stream,

PCOZ,W 6s,)° is also determined from the equilibrium-constant equation of this reaction:

Pco,,j+1 PH,,j+1
Kpwes(Tp ja1) = —22—21 (3.174)
Pco,j+1 PH,0,j+1

To solve Equation (3.174), the temperature of fuel at the exit of the j™ finite volume should be
determined. To determine this temperature, the energy equation for the fuel stream should be solved.

From the energy balance in the j™ finite volume of the fuel stream shown in Figure 3.6:

A(#h), ;= (1), (0. + (ith) , (0,)) - (fl}_l)Hz O = (AR)e 0. + ooy, (3.175)
At y:O: ]}:T}’jent

Where, Qs 7,j 18 the heat transfer from the solid structure of the j™ finite volume to the fuel stream by

convection:
QS—)f_j = th'] (WCh+HCh,f)(TS,j - Tf,]) Ay (3176)

To solve Equation (3.175), the molar flow rate of each species of the fuel at the exit of the j™ finite
volume should be determined. Therefore, the mass and energy equations for the fuel stream passing

through the fuel channel are coupled and should be solved simultaneously.

For the air stream passing through the air channel, the molar flow rate of each species of air at the exit
of the j™ finite volume can be determined from the mass balance in this finite volume of the air stream

shown in Figure 3.5:
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Angp,; = —To,(8pen.J) (3.177)
Mgy, ;=0 (3.178)

Aty=0:14,(0,0) = g 17 one I € {0z, N}

According to Faraday's electrochemical law, the molar flow rate of Oy, 19, (8pgn, j), transferred from

the air channel to the cathode, can be determined as:

. ~ _ ltotj
19, (8pen,J) = % (Wen + Wrip) Ay (3.179)

The air temperature at the exit of the j" finite volume is determined from the energy balance in this

finite volume, as shown in Figure 3.6:

A(iR),, = ~(iR), e ) + Qe c.1%0

Aty=0: T,=T, cns

Where, Q'S_m_ j 1s the heat transfer from the solid structure of the j™ finite volume to the air stream by

convection:

Qsoaj = 2hg; Wen+Heno)(Tsj — Taj) Ay (3.181)

In contrast to the fuel stream, the mass and energy balance equations are not coupled for the air stream
passing through the air channel and can be solved individually to determine the temperature and species

partial pressure of air at the exit of the finite volume.

The convective heat transfer coefficient of the fuel, hf ;, and air, h, ;, in Equations (3.176) and (3.181)

are estimated from the Nusselt number correlation for the hydrodynamically and thermally developed and

the laminar flow in rectangular ducts for the case of uniform heat transfer at four walls of the channel
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[105]:

_ hj D h,ch

Nu = 8.235(1 — 2.0421a + 3.0853a2 — 2.4765a> + 1.0578a* — 0.1861a>) (3.182)

kfia,j

Where, the hydroalic diameter, D, ., and the aspect ratio, o, of channels are defined as:

2H.p, W,p
D = .183
h,ch HCh + Wch (3 )
Hch Wch
a= W Hp <W. or a=——Hgp>W, (3.184)
ch ch

In Equation (3.182), the thermal conductivity of air or fuel, kg4, as a multi-component gas mixture
can be approximated from Wassiljewa's expression with the Mason-Saxena modification [99] using the

thermal conductivity of the pure components [106].

The change in pressures of the air and fuel streams along the length of the cell is predicted from the

Darcy-Weisbach equation:

V.
HjVj Ay

Ap; = (fRe)
! 2Dy cn (3.185)

At y=L p/=p.=pex

The Darcy friction factor of the hydrodynamically developed laminar flow in rectangular ducts can be

estimated from the correlation suggested by Shah and London [105].

fRe = 24(1 — 1.3553a + 1.9467a2 — 1.7012a3 + 0.9564a* — 0.2537a5) (3.186)

3.2.2.2.2 Macro-Modeling of the Solid Structure

The objective is to determine the distribution of the temperature of solid structure along the length of the
cell. The anode, electrolyte, cathode, and interconnect are assumed as a lumped homogenous structure in

the heat transfer analysis. From the energy balance in the j™ finite volume of the solid structure, as shown
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in Figure 3.6:

AQs; = (th),,,(0.) + (1th) , (0, )+ (), (Bpen. /) = (#R) (0.)) = (ith), (0.))

. . . (3.187)
—Qsofj — Qssaj — W
The electric power generated in the finite volume is:
Wj = itot,jVeen Wen + Wyip) Ay (3.188)
Using the Fourier law of conductive heat transfer:
%jj =, T sz;; s (3.189)

Where, the thermal conductivity of the solid structure, &, is approximated from the weight average of
the thermal conductivities of the anode, cathode, electrolyte, and interconnect as follows:

R, s+ h
ks=<kA><5A+kC><6C+kE><6E+k,ntx6,nt—k,ntxWC M)

& Wch + Wrib
(3.190)

R+ h
/<8A+6C+6E+6mt—Wc M)

h
Wch + Wrib

By placing Equations (3.188) and (3.189) into Equation (3.187), the energy balance equation in the j™

finite volume of the solid structure can be written as:

Ts,j+1 - 2Ts,j + Ts,j—l

_ <—(’”_’)H2 ©.)) = (1h) o 0.1~ (1), Gpen. /) + (1R) O g,
- B o . . _Ay
+ (nh)COZ (0’]) + Qs—>f,j + Q5_>a,j + ltot_chell(Wch + Wrib) Ay) ksAs

Aty=0 and y=L: AT, /Ay =0
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According to Equation (3.191), the temperature of the solid structure can be determined at the given
temperatures of the fuel and air streams. However, the fuel and air temperatures are dependent on the
temperature of the solid structure. Therefore, the equations obtained from mass and energy balance

relations in the macro-modeling are coupled and should be solved simultaneously. The System of

Equation (3.192) is obtained from the macro-modeling of the cell.

Ty = 2Toj + Tojo = (8(AR) 4+ B(RR),  + W) 2
A(nh) = (nh) i,0000) + (nh) rc0,0) = (nh)f’HZ 0,/) = (nh) . ,,(0.)) +

2hys j(Wen+Hen r)(Ts,j — Ty, )Ay
A(flh)a,j = _(flh)a,oz (6PEN:j) + 2ha,j (Wch+Hch,a)(TS,j - Ta,j)Ay

At ey, i = —Ceu, srj
. : : ltot,Hp,j
Angy, i = 3Ccn, sk + Peo,wes,j — —=2t Wen + Wip) Ay
. . . itot,CO,j
Mg coj = Cenysrj — Peo,wes,j =~ Wen + Wygp) Ay
. : : itot,Hp,j
) Ans 05 = —Cen,srj — Peo,wes,j + =22 Wep + Wep) Ay (3.192)

itot,CO,j

Anf o, = P co,was,j T (Wep + Wyip) Ay

Aflf,Nz,j = Afla,Nz,j = O

. i ot,j
AnaL,Oz,j = - M (Wch + Wrib)Ay
Apyj = (fRe)fo’ ”Ay

Ha,jVa,
Apa] = (fRe)q ZDé ]Ay

; PfcHL \ 12 ~57,840
Cen,srj = 5.19 x 106(1 - 5A,5L)‘PN1’,A,SL (M) exp( To. )Wch5A,SL Ay

Patm ul's,j

Pf,CcO,,j+1Pf,Hy,j
| Kpwas(Trj+1) = [.COp AT Mo

Pf,co,j+1Pf,H50,j+1

At y=0: flf’l(0,0) = 7;lf,l,ent , LE {HZ: CO,H,0,C0,,CH,, NZ}; Tf = Tf,ent; 7;la,l’(o'o) = ﬂa,l’,ent’
l'e {OZ'NZ}; T, = Ta,ent; ATs/Ay =0

Aty=L: AT, /Ay = 0; pf=Pa=Pext

According to the equations developed in the macro-modeling, the temperature of the solid structure and
species partial pressures of the fuel and air streams in each finite volume are dependent on the total

current generated in the finite volume. Thus, the equations developed in the macro-modeling are coupled
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with the equations developed in micro-modeling. The flowchart presented in Figure 3.7 suggests a
method to determine the cell performance at a given cell voltage, fuel utilization ratio, and excess air

using the combined micro- and macro-model.

After determination of the cell performance, the cell mean current density, power density, and

reversible voltage can be obtained from Equations (3.193)—(3.195), respectively.

j=NFV
. 1 .
Leell =NFV Z ltot,j (3.193)
j=1
j=NFV
i 1 i 3.194
Weell =W Z ltot,chell a. )
=1
FV
ZN 1 ltot} rev,j
Erev,cell ! NFV . (3.195)
ZJ 1 ltot]

The mean polarization of the anode, cathode, electrolyte, and interconnect, and the mean total

polarization of the cell can be also determined from Equations (3.196)—(3.200), respectively.

Fv
ZN 1 ltotjnAj
Nacell = " (3.196)
Z] 1 ltot j

FV
Z;V 1 Ltot,jMc,j
Necett = oo (3.197)
Z] 1 ltotj

NFV

Z 1 ltotan]
Mo con = ot (3.198)
Z} 1 Ltot,j
FV
Z] 1 Ltot,jMme,j
Nint,cell = T oNFV. (3.199)
Z] 1 ltot]

Ntot,cell = Na,cetl T Nccett T NE,cett T Nintcell (3.200)
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Figure 3.7: The flowchart of determination of the cell performance using the combined micro- and
macro-model.
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The mean polarization resistances of the anode, cathode, electrolyte, and interconnect, and the mean

total polarization resistance of the cell are also determined from Equations (3.201)-(3.205), respectively.

NFYV 22
1 Zj:l itot,jRa,j

Rycen = i NEV . (3.201)
cell 2j=1 ltOt,j
NFV .2
_ 1 Zj=1 itot,jRc,j 3202
Receu = i NFV . 3. )
cell Zj:l Lot
NFYV 22
1 Yi=1 ltotjREe,j 3203
RE,cell = i NFV . ( : )
cell Zj=1 ltOt,j
NFV .2
_ 1 Zj=1 itot,jRint,j 3204
Rlnt,cell B NFV . @. )
cell Zj=1 itot,)
Rtot,cell = RA,cell + RC,cell + RE,cell + Rlnt,cell (3.205)

Finally, the first law efficiency of the cell can be obtained from Equation (3.60).

3.2.2.3 Exergy Analysis of the Cell

The minimization of the exergy destruction in SOFCs is important, especially when the exit gases from
the SOFC are used to generate extra power in another power generation system. Since the microstructure
of the porous composite electrodes significantly affects the exergy destruction in a cell, the combined

micro- and macro-model is expanded to include the exergy analysis.

From the exergy balance in the j™ finite volume of the solid structure, fuel stream, and air stream,
shown in Figure 3.8, the exergy destruction in these finite volumes is obtained from Equations (3.206)—
(3.208), respectively. It is noted that the parameters in the right side of these equations are determined

from the results of the cell combined micro- and macro-modeling.

Exdest,s,j = (ney)y,(0,)) + (1ey)co(0,)) + (hex) o, (Bpen, ) — (11€x) ,0(0, )

L . . . , (3.206)
- (nex)COZ (0,]) - Ex,Q'S_)f‘j - Ex,Q's_m’j - AEx,QS_j — W (Wch + Wrib)Ay
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Exgeses i = (81,00, 1) + (08) o, (0, /) — (18w, (0,)) — () co(0,)) + Exp . 6207

— A(ey)y

Eraesoa = —8)0,Spen, ) + Ex g, — D& a ) (3.208)

The total exergy destruction in the j™ finite volume is obtained from a summation of the exergy

destructions in the solid structure, fuel stream, and air stream:

E i+ E i+ Ey

Xdest:S)] Xdest:4,]

= DB, o — A8 — AGEy) ) — Wi (Wen + Wrip)Ay

Exdestrj - dest:fJ

(3.209)

The total exergy destruction in the cell can be also obtained as:

L L L
Ex josecell = <—f dEy o, — f d(ney)q — f d(ney) f — Weey Wep + Wrib)LCell> Nep  (3.210)
y=0 y= y=0

=0

Int Int

-——z-

dy

- -y

et 4]

Figure 3.8: The exergy flow in the j finite volume of the solid structure, fuel stream, and air

stream.
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Where,

L
f A1) = (WED) oxt — (182 a.ont (3.211)
y=0

L
| dG@,; =0 sene = @ pene (3212)
y=0
Since the cell is assumed adiabatic:
L .
f dEx,Qs =0 (3.213)
y=0

Thus, the total exergy destruction in the cell can be simplified to:

Exdest,cell = ((ha)a,ent - (ﬁa)a,ext + (fle_x)f,ent - (ﬁa)f,ext

' (3.214)
— Weett Wen + Wrip)Leen)Nen
The second law efficiency of the cell can be also determined from:
W Wep + Weip)L
N cell ( ch nb) Cell (3.215)

B (fla)f,ent + (fla)a,ent - (ﬁa)f,ext - (fla)a,ext

3.3 Stack Level Model

The SOFC stack model is based on the basic cell model. It is assumed that all the cells in the stack have
the same design and operating conditions with the same performance; however, the effect of the voltage
drop due to stacking the cells can be considered as a correction term. At the given minimum voltage and
power required for the stack and the voltage drop due to stacking the cells, the number of series and

parallel cells can be determined:
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VStack,min

Nseries =

(3.216)

Vv 1 Vdrop in Stacking
Cell - 1% N. ,
Cell'¥Series Rounded up to the next integer value

WStack,min

H Vdro i i
p in Stacking
Ween (1 - )

VeoriNeori
Nparallel = Ng cjell Series (3.217)
eries

Rounded up to the next integer value

And the total number of cells would be:

Nceuis = Nseries X Nparaitet (3.218)

After determination of the number of series and parallel cells, the operating voltage and power of the

stack can be determined:

Vdrop in Stacking
Vstack = VceuNseries (1 “TV.N ) (3.219)
Cell'VSeries
i H Vdrop in Stacking
Wstack = Nceus Ween (1 v lN l ) (3.220)
Cell'VSeries

And the following equations can be employed to determine the flow rate and composition of fuel and

air streams, current, and efficiency of the SOFC stack:

7;lf,ent,Stack = ﬁf,ent,CellNCells (3.221)
Nfextstack = Nfext,cettNcells (3.222)
ha,ent,Stack = fla,ent,CellNCells (3.223)
fla,ext,Stack = ha,ext,CellNCells (3.224)
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xf,l,ent,Stack = xf,l,ent,Cell: le {CH4: HZ' CO: HZO' COZ: NZ} (3-225)

Xf pext,stack = Xf Lextcels| € {CHy, Hy, CO,H,0,C0,, Ny} (3.226)
Xa,entstack = Xaent,cetr ' € {02, N2} (3.227)
Xa,lext,stack = Xalext,ceitr | € {02, Np} (3.228)

Istack = iceuWeenLceuNparaiie (3.229)

Vdrop in Stacking

Nistack = Mi,cen(1 — ) (3.230)

VCell NSeries

Since SOFCs operate at elevated temperatures, an appropriate thermal insulation system is required to
reduce the rate of heat transfer from the SOFC stack to the ambient. If the heat transfer from the stack is
not controlled appropriately, a significant change in distribution of temperature in the solid structure of
cells occurs that may cause an unfavourable effect on the performance and durability of cells.
Determination of the rate of heat transfer from the stack is also important in the SOFC system modeling
to calculate the excess air required to control the temperature of the cells. For this purpose, two thermal
insulation systems for SOFC stacks with cubic geometry are suggested, and the rate of heat transfer and
the temperature of the outer walls of stack are determined. As demonstrated in Figure 3.9, these thermal
insulation systems consist of a solid insulation layer or a vacuum layer that is mechanically supported by
two metal layers. For thermal insulation system I with a solid insulation layer that is shown in Figure
3.9(a), the heat transfer mechanism is heat conduction through the solid insulation layer and radiation and
natural convection through the outer walls of the stack. This thermal insulation system is suitable for large
stacks for residential and industrial applications of SOFCs. For thermal insulation system II with the
vacuum layer that is shown in Figure 3.9(b), the heat transfer mechanism through the vacuum layer is
radiation that can be minimized by employing reflective coatings on the metal surfaces. The radiation and
natural convection are also the mechanism of heat transfer from the outer walls of the stack. This thermal

insulation system is suitable for small size stacks, especially for portable applications of SOFCs.

It is assumed that the temperature of each metal layer of the stack is uniform and the temperature
of the interior metal layer is equal to the mean temperature of the solid structure of cells. Based on the
equivalent thermal circuit of the thermal insulation system I in Figure 3.9(a), the heat transfer from the

SOFC stack and the temperature of the outer walls can be determined as follows:
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Figure 3.9: Schematic of the thermal insulation systems for SOFC stacks with (a) solid insulation

layer and (b) vacuum layer.

Astack (TCell - Too)
Linsuiation + 1 (3.231)

kInsulation hRadiation,Wall + hConvection,Wall

Ostack =

L, i

nsulation

TCell + k K (hRadiation,Wall + hConvection,Wall)Too
Insulation

Twau = (3.232)

LInsulation
1+ %, - (hRadiation,Wall + hConvection,Wall)
Insulation

The heat transfer from the SOFC stack and the temperature of the outer walls of the stack with the

thermal insulation system II can be obtained as follows:

: _ Astack (TCell - Too)
QStack - 1 1

(3.233)

hRadiation,Vacuum hRadiation,Wall + hConvection,Wall
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hRadiation,Wall + hConvection,Wall T
oo

Teeu +

hRadiation,Vacuum

TWall = (3234)

1+ hRadiation,Wall + hConvection,Wall

hRadiation,Vacuum

The radiative heat transfer coefficient corresponding to the vacuum layer and outer walls [107] and the
convective heat transfer coefficienct corresponding to the outer walls of the stack can be determined from

the following equations:

h  0(Téeu + Tiraur) Teen + Twan)
Radiation,Vacuum — 1 1 1 (3_235)

€Hot Ecold
hRadiation,Wall = SWallO-(TVZVall"*_To%)(TWall + Too) (3.236)

hConvection = (ZLStackHStacthertical Wall + ZWStackHStacthertical Wall

+ LStack WStacthorizontal Wall,Top + LStack WStacthorizontal Wall,Bottom) (3-237)
/ AStack

Where, the surface area of the stack is:

AStack = ZLStackHStack + 2VV.S‘tackHStack + 2LStack WStack (3-238)

The convective heat transfer coefficints for different orientation of the outer walls can be determined

from Equations (3.239)—(3.241) on the basis of the Nusselt numbers in Equations (3.242)—(3.244) [108].

NuVertical Wall ka

hverticatwan = H (3.239)
Stack
h _ NuHorizontal Wall,Top ka
Horizontal Wall,Top — 7 (3.240)
Char
h _ NuHorizontal Wall,Bottom ka
Horizontal Wall,Bottom — (3.241)

£Char
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Vertical Wall

2
1
0.387 Ra®
Nuyerticat wan = | 0.825 + )

(3.242)
9\27
(1 + (0.492/Pra)16> /
1
NuHorizontal Wall,Top = 0'54Ra1‘florizontal wall ’ (104 < RaHorizontal wail < 107)
| (3.243)
NuHorizontal Wall,Top = 0'15Ra13{orizontal wall’ (107 < RaHorizontal waill < 1011)
1
NuHorizontal Wall,Bottom — 0'27Ra1torizontal wall’ (105 < RaHorizontal wall < 1010) (3'244)

Where, Prandtl number and Rayleigh numbers associated with the vertical and horizontal walls are:

Pr, = -2

Ty = . (3.245)
gﬂ (T - TOO)H3
RaVertical Wall = o wel Stack (3'246)
Vaaa
9Ben Twan = Teo) Een
Rayorizontal wau = = = (3.247)
Va aa
And the thermal volume expansion, S, is:
1

Ben (3.24%)

~ (Twan + Tx)/2

After determination of the heat transfer from the stack, the heat transfer from each cell, required for

Equation (3.51), can be calculated:

Qcen =

Q‘ 1% ; .

Stack drop in Stacking _:

N - V N WCell (3 249)
Cells Cell'VSeries
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3.4 System Level Model

Two SOFC systems are modeled. The first system (system I) is a CHP system suitable for residential and
industrial applications. The second system (system II) is an electric power generation system suitable for

portable applications.

3.4.1 SOFC System I

3.4.1.1 System Configurations

The biogas is selected as the entrance fuel to this system and the AGR, SR, and POX are the methods
employed to process the biogas. Depending on the fuel processing method employed, this system can
have three different configurations. These configurations are shown in Figure 3.10-3.12. The SOFC
system I is mainly composed of an SOFC stack used to generate DC electric power and heat; an air heater
used to increase the air temperature before it enters the SOFC stack; an air blower used to overcome the
pressure drop in the system; and a burner used to convert the chemical energy of the unutilized fuel in the
SOFC stack to heat. Other essentials of the system are a boiler used to produce hot water for the hot water
demand or space heating; a power conditioner used to invert the DC electric power generated in the
SOFC stack to AC; and a reformer control volume that may contain a fuel clean-up system, heater(s),
reformer(s), and a mixer to mix the anode exit gas for configuration I (Figure 3.10), water for
configuration II (Figure 3.11), or air for configuration III (Figure 3.12) with the fuel stream. A boiler
feedwater pump and a biogas blower may also be required in this system. However, their effects on the
energy balance of the system may be negligible. Other sub-systems such as hot water storage tanks and

electric storage batteries may also be required that are not considered in this study.

3.4.1.2 Process Description

In this system, biogas fuel enters a gas clean-up system where the contaminants in the biogas are reduced
to levels that do not damage the anode and/or reformer catalysts. Depending on the operating temperature
of the gas clean-up system, a heat exchanger may be required in the reformer control volume before
cleaning the biogas. The most attractive and convenient method to remove hydrogen sulfide from biogas
in the gas clean-up system is the use of an activated carbon bed. This method is highly effective at
relatively low loadings of hydrogen sulfide (H,S<200 ppm) [109]. In the case of high hydrogen sulfide
content, additional removal technologies are required to reduce the hydrogen sulfide content to below 200
ppm. After cleaning, the biogas should be processed before entering the SOFC stack. For this purpose, the
biogas is mixed with the anode exit gas stream 15(I) in configuration I of the system. In configuration II

of the system, the entrance water stream 15(II) and biogas enter a steam reformer. In configuration III of
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the system, the biogas stream and the air stream 15(I1I) enter a partial oxidation reformer. After chemical
reactions and increasing the temperature of the fuel to a certain value in the reforming control volume, the
processed fuel enters the SOFC stack. The air also enters the SOFC stack after increasing its pressure and
temperature in the blower and air heater to a certain value. Then the electric power is generated in the
SOFC stack. The depleted fuel and air streams that have exited the stack enter the burner. For
configuration I of the system, the required anode exit gas branches from the depleted fuel stream before
entering the burner. The hot gas produced in the burner then passes through the reforming control volume
and air heater to supply their required heat. Finally, the thermal energy of this stream is used to increase

the temperature of the inlet cold water to the boiler to produce hot water.
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Figure 3.10: The SOFC system I with configuration I (anode gas recirculation).
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Figure 3.11: The SOFC system I with configuration II (steam reforming).

86



Exhaust
12

Cold 13 Boiler 14
Water

» Hot Water

-

Air Heater

Blower

Configuration Il

Partial Oxidation I 7".—) Qstack
Inverter
Reformer erte
Control SOFC [t)C EINEt,
Volume -| fo - Electric
Stack AC |1 Power
i
w
9 3 8| Internal Power
Consumptions

Biogas

Burner

Figure 3.12: The SOFC system I with configuration III (partial oxidation).

3.4.1.3 Modeling the BoP Components

In the system modeling, it is assumed that all components of the system are adiabatic, except the SOFC
stack, and all streams are treated as ideal gases, except the steam and water streams 13, 14, and 15(1I).
The inlet and outlet fuel streams from the SOFC stack are also assumed to be in thermodynamic

equilibrium.

The system is modeling at the given system net AC electric power; ambient temperature and pressure;
blower isentropic efficiency; outlet air pressure from the blower; inverter efficiency; fuel and air
temperatures at the inlet and outlet of the SOFC stack; and the cold and hot water temperatures (T3 and
T14). The model used for the SOFC stack is based on the model described in section 3.3 and the thermal

insulation system [ is selected for the stack. The BoP components are thermodynamically modeled under
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steady state operating conditions to determine the properties, composition, and flow rate of all the streams

in the system.

Before modeling the BoP components, the location of the inlet fuel to the system on the C-H-O ternary
diagram is determined (e.g., point 1 in Figure 3.13). If the fuel is located below the CDB curve in the safe
region, its equilibrium composition at T, is calculated and considered as the input fuel to the SOFC stack.
In this case, the fuel reforming is not required and the flow rates of streams 15(1), 15(II), and 15(1II) are
zero. If the fuel is located above the CDB curve in the carbon deposition region, the equilibrium
composition of the fuel located at the intersection of the CDB curve and line 1-15(1) for configuration I,
1-15(11) for configuration II, and 1-15(II) for configuration III (see Figure 3.13) at T, is obtained and
considered as the inlet fuel to the SOFC stack. Of course, to prevent carbon deposition, the composition

of a fuel that is a little below the intersection should be considered as the inlet fuel to the SOFC stack.

C

o 90

ATOM PERCENT O

Figure 3.13: The location of an arbitrary fuel and carbon deposition boundary curves at

atmospheric pressure and temperature of 973 K in the C-H-O ternary diagram.
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3.4.1.3.1 Air Blower

From the energy balance equation, the electric power required for the air blower and the temperature of

air at the exit of the blower are determined as follows:

Ry
Ps\ora _ 1)

NBlower

(@)

To=T,| 1+ (3.251)
NBlower

Where, T, = T, and py = py.

After determination of the electric power of the air blower, the DC electric power generated in the

SOFC stack can be obtained:

WSystem + WBlower (3.252)

Wstack =
Ninverter

This power is considered as the minimum power required to be generated in the stack. At the given
minimum voltage of the stack and the voltage drop due to stacking the cells, the number of series and
parallel cells is obtained from Equations (3.216) and (3.217). Then, the operating voltage and power of
the stack and the flow rate of the inlet and outlet fuel and air streams from the stack can be determined
from Equations (3.219)—(3.224). The minimum flow rate of the reforming agent for the reformer control

volume can be also calculated as follows:
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Z', ( ¢, —C, )MW2
C

e =2 15y \C2 ~ Casn/ MW f (3.253)
15(1) 1 + le ( Cl _ CZ )1\41/1/3 2
Z'15ay \C2 — Ci5(ny/ MW,
G-y
MW.
Voo = 2 1 254
N5 . 7 G, ) MWy, 2 (3.254)
+T(_2_ ) MW,
1z, (& 1),
o _ 0.21 2 \GC, MW, A (3.255)
15(111) 1 le C1 MWa 2
1+ 217(6_2_ )MW1
Where,
Z'1say = 5X'¢cp, 3+ 2x' 3+ 2X' co3 + 3x'co,3 + 3% 0,3 (3.256)
X'cn,3 %' cos+Xco,s
Cisgy = —— 75 : (3.257)
¢, =— x:CH4,2 + x:co,z + x'cloz,z : (3.258)
5x CH,,2 + 2x Hy,2 + 2x Co,2 + 3x C0,,2 + 3x H0,2
For the inlet biogas fuel to the system,
Z'y =5x"cy,1 + 3% co,1 + 2% 0,1 +3X 5,00 (3.259)
! !
¢, = Ectint ¥ X copt (3.260)

Z'y
After determination of the flow rate of the reforming agent, the inlet biogas flow rate corresponding to

the system with configurations I-11I is determined from Equations (3.261)—(3.263), respectively.

. MW, . MWs
Ny,configurationl = MW, n; — MW, Nis(n

(3.261)
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MW, . MWy, |

7;ll,Configuratfion n= MW, n; MW Nys(1n) (3.262)
1 1
. Mw, . MW, .
Ni,configuration 111 = MW, ny; — MWa Nys) (3.263)
1 1
The inlet air flow rate to the system can be also calculated:
'fl4 = 7:l.7 + ﬁ15(111) (3264)

Obviously, 7451y is zero for configurations I and II of the SOFC system.

To calculate the inlet air flow rate to the system, the power generated in the SOFC stack should be
determined and, to determine this power, the power required for the air blower should be obtained. This
power can be obtained if the inlet air flow rate to the system is specified. Therefore, the use of iterative
methods to determine the inlet air flow rate to the system is required. After determination of the inlet air

flow rate, the excess air and the composition of the air and fuel at the exit of the stack can be determined.

3.4.1.3.2 Burner

The objective is to determine the temperature and molar flow rate of each component of the flue gas at the
exit of the burner. For the combustion reaction (3.R6) in the burner, the molar flow rate of each

component of the flue gas is obtained from the mass balance equation:

(nCH4,3_nCH4,15(I)) CHy + (ﬂcoz,s —ﬁcoz,15(1)) €O, + (T'lco,3—7'lco,15(1)) co
+ (hH2,3_hHZ,15(I)) H, + (ﬁH20,3—hH20,15(1)) H,0
+ (lez,3—ﬁN2,15(1)) N, + (ﬁ'NZ,S) N, + (ﬁoz,s) 0, (3-R6)

- (ﬁcoz,9) €O, + (ﬁHzo,9) H,0 + (ﬁoz,g) 0, + (ﬁN2,9) N,
Nco,o = Ncw,3NeH,15(0) T Nco,3~Nco,15() T Mco,3—Mco15() (3.265)

Ny,09 = 2NchH, 3= 2NcH,15(1) T My 3~ MH,150) T MH,0,3~MH,0,150) (3.266)

No,0 = No,8 — 2Mcu,3+20cu, 151) — 0.5 1co310.5 1co 15y — 0.5 1y, 3+0.50y, 15y (3.267)
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NN, 9 = NN, 3~ TN, 15(1) + v, 8 (3.268)

Ng = Nco,9+ Nuy00 +Mo,0 + Ny, (3.269)

The flue gas temperature at the exit of the burner, Ty, is obtained from the energy balance equation:

ho(Ty) = ———== Dr,+ ﬁ—8h8 (3.270)
9 9

Where, 1y 15¢y,1 € {CHy, Hy, H,0,C0,,CO0, N,} is zero for configurations 1T and IIT of the system.

3.4.1.3.3 Reformer Control Volume

The objective is to determine the flow rate and temperature of flue gas at the exit of the reformer control

volume. From the mass balance equation:
ﬁ'l",lo = T.ll",gf l" € { H2 Ol COZ) NZ) 02} (3271)

Depending on the configuration of the system, the flue gas temperature at the exit of the reformer can

be determined from one of the following equations:

fiphy — fyhy — Nysyhs

ElO(Tlo,ConfigurationI) = }_19 - g (3.272)

v _ mghy — Aghy — Auysapnhasan
th(Tlo,Configuration II) =hg — 7 (3.273)

9
7 _ Mphy — fyhy — ysqinhs
th(Tlo,Configuration III) = hg — T (3.274)
Where,

}_11 = }_lBiogas(TO) (3.275)
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ElS(III) = EWater (To) (3.276)

3.4.1.3.4 Air Heater

The objective is to determine the flow rate and temperature of flue gas at the exit of the air heater. From

the mass balance equation:
npg1 = Mo " € {Hy0,C0,, Ny, 05} (3.277)

From the energy balance equation, the flue gas temperature at the exit of the air heater can be

determined from the following equation:

- - Ns = Mysany ;- -
h11(T11) = hyo — fl—m (h7 - hs) (3.278)

Where, 715y is zero for configurations I and II of the SOFC system.

3.4.1.3.5 Boiler

The objective is to determine the flow rate of hot water produced in the boiler. For this purpose, the
exhaust gas temperature from the system, T, should be determined. This temperature is set at the dew
point temperature of the flue gas + AT or the sum of the cold water temperature and initial temperature

difference of the boiler, whichever is higher.

Ty, = max ((Taew,fuue gas + AT), (Tyz + ITD)) (3.279)

After determination of this temperature, the flow rate of the hot water produced and the total heat

generated in the system can be determined:

fl11(i_l11 - }_112)
(hys — ha3) (3.280)

Nig =
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QSystem: h14(}_"14 - 7113) (3.281)

3.4.1.4 Exergy Analysis

After determination of the properties, composition, and flow rate of all streams, the exergy destruction in
each component of the system can be calculated. For the exergy analysis, the atmospheric air
(Ar=0.912%, C0O,=0.0337%, H,0=2.215, N,=76.305%, and 0,=20.531 [110]) with a temperature of
298.15K and pressure of 1 atm are considered as the reference environmental condition. The exergy
destruction in different components and the total exergy destruction in the SOFC system I with

configurations considered can be calculated from the equations listed in Table 3.1.

3.4.1.5 Efficiency of the System

The first- and second-law electrical and CHP efficiencies and the thermal to electric power ratio (TER) of

the SOFC system I with configurations considered are determined as follows:

n = WSystem
111 LHVgiogas (3.296)
— WSystem + QSystem
M.cup NI (3.297)
ny = WSystem
Exdest,total + WSystem (3-298)

Wsystem + n14(éx,14 - éx,13)

NicHp =

Exdest,total + WSystem (3.299)
TER = Jystem (3.300)
System
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Table 3.1: Exergy destructions in different components of the SOFC system I.

Item Equation
: . = Ts Ps
Blower Exdest,Blower - n4TO Cp,aln - | Ruln o (3-282)
Ty Po
SOFC stack E Xdest,SOFC Stack = N2€x2 T N7€x7 — N3y 3 — Nglyg
— W (3.283)
Stack
configuration I Exdest,Burner = (h3 - 7"115(1))595,3 + Nglyg — Nolyg (3.284)
Burner .
configurations II . A - .
8 EXgest purner = N3€x3 T Ngyg — Moy (3.285)
or III
configuration I Exdest,Reformer = ﬂ9(éx,9 - éx.lO) 3286
— (p8y 2 — M8xq — fl15(1)éx,3) (3.286)
Reformer configuration II E Xdest,Reformer — ﬁ9(éx,9 - éx,lo)
control - (flzéx,z — Ny€y1 — NysunCxwater (To)) (3.287)
volume
configuration III E Xdest,Reformer = ﬁ9(éx,9 - éx,10) 3988
- (flzéx,z — M€y — fl15(111)éx,5) (3.288)
Air heater configurations I or II Exdest,Air Heater = M10 (éx,lo - éx,ll) — ng (éx,7 - éx,G) (3.289)
configuration III E Xdest, air Heater = 10 (éx,w - éx,ll) 3290
- (ﬁs - ﬁ15(111))(éx,7 - éx,é) @G. )
Boiler EXgest poiter = M11(8x11 — €x12) — M1a(Ex14 — Ex13) (3.291)
Exhaust Exdest,Exhaust = fl12 (éx,lz - éx,O) (3-292)
: . Ds
Pressure dl‘Op Exdest,Pressure drop — n4T0Ruln p_ (3.293)
0
DC to AC inverter Exdest,lnverter = Vi/Stack(1 - nlnverter) (3~294)
Total exergy destruction in the Exdest,total = Exdegt,Blower + Exdes't,SOFC Stack
SOFC system | + EXgest,Burner + Exdest,Reformer
+ Exdest,Air Heater + Exdest,Boiler (3.295)

+ Exdest,Exhaust + Exdest,Pressure drop

+ Exdest,lnverter
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3.4.2 SOFC System 11

3.4.2.1 System Configuration

The ammonia is selected as a fuel for this system. As shown in Figure 3.14, this system is mainly
comprised of an oxygen ion-conducting SOFC stack used to generate electric power, liquid ammonia and
water cylinders enough for a specified-duration of operation of the system, and an air blower used to
supply air to the SOFC stack and to overcome the pressure drop in the system. Other essential
components of the system are a heat exchanger used to increase the temperature of air, water, and
ammonia before they enter the SOFC stack, and a catalytic burner used to convert the chemical energy of
the unutilized fuel in the SOFC stack to heat. In contrast to most of the hydrocarbon-fuelled SOFC
systems, a clean-up system to remove sulfur compounds from the fuel is not required for this electric
power generation system. Even if fossil fuels or biomass are used as a feedstock for the ammonia

production, the sulfur compounds of the feedstock should be removed in the first step of the ammonia

production process to prevent deactivation of catalysts used in ammonia production plants [111].
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Figure 3.14: The SOFC system II proposed for portable electric power generation with ammonia

fuel.
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3.4.2.2 Process Description

The high pressure liquid ammonia in the small cylinder can be easily vaporized using a throttle valve.
Although, the direct utilization of the vaporized ammonia in proton-conducting SOFCs is possible [112-
114], the ammonia content of the inlet fuel to an oxygen ion-conducting SOFC should be kept as low as
possible to prevent a corrosion problem. In the portable SOFC system illustrated in Figure 3.14, the
vaporized ammonia enters a heat exchanger where its temperature increases to around 700°C. By
increasing the temperature, ammonia starts to be decomposed to its constituent elements, i.e., hydrogen

and nitrogen, through the following endothermic reaction [115]:

NH; + 46.5 kJ/mol <> 1.5H, + 0.5N; (3.R7)

To predict the composition of ammonia at the outlet of the heat exchanger, a thermodynamic,
equilibrium-based study was performed; the result is shown in Figure 3.15. As seen in this figure, for
temperatures higher than 450°C, more than 99% of the ammonia can be decomposed. However, the rate
of the decomposition reaction may be slow at this temperature [116]. The amount of ammonia at the inlet
of the SOFC stack can reach less than 250 ppm in equilibrium at the temperature of 700°C. It is assumed
that the ammonia decomposition reaction is fast enough at this temperature compared to the residence
time of ammonia in the heat exchanger. Because iron acts as a suitable catalyst for the ammonia
decomposition reaction [117], an iron porous body can be inserted in the ammonia’s paths in the heat
exchanger to increase the rate of the reaction. In this condition, the outlet fuel from the heat exchanger

can be considered to be close to thermodynamic equilibrium.

In addition to increasing the ammonia’s temperature and decomposition to hydrogen and nitrogen, both
the temperature of water after the exit from the water cylinder and air after the exit from the air blower
increase to 700°C in the heat exchanger. The water vapour at 700°C is mixed with the decomposed
ammonia before entering the SOFC stack. The fuel and air enter the stack where electricity, heat, and
water vapour are generated due to the electrochemical reactions. Ma Q. et al. [118] investigated the
possibility of nitric oxide formation in a variety of ammonia conversion rates and temperatures in SOFCs.
They found that the amount of nitric oxide is not detectable even at 800°C. Therefore, nitric oxide is not
expected to be formed in the stack. The outlet fuel and air from the stack enter a catalytic burner where
the chemical energy of the unutilized fuel is converted to heat. A portion of the heat produced in the

catalytic burner and SOFC stack is used for increasing the temperature of ammonia, air, and water to
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700°C in the heat exchanger and for the decomposition of ammonia. The rest of the heat is vented to the

atmosphere. The exhaust gas from this system is expected to be only water vapour, oxygen, and nitrogen.
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Figure 3.15: Mole fraction of ammonia, hydrogen, and nitrogen in thermodynamic equilibrium at

different temperatures and pressure of 1 atm.

3.4.2.3 Modeling the BoP Components

To model this system, all components are assumed to be adiabatic, except the SOFC stack, and all streams
are ideal gases, except streams 1 and 11. The inlet and outlet fuel streams from the SOFC stack are also
assumed to be in equilibrium. The system is modeled at the given system net DC electric power, ambient
temperature and pressure, isentropic efficiency of the blower, outlet air pressure from the blower, fuel and
air temperatures at the inlet and outlet of the SOFC stack, the electric power required for control system
(if required), and the mixing ratio of the ammonia and water (11, /77). The model used for the SOFC
stack is based on the model described in section 3.3. The thermal insulation system for the stack should
be thin to reduce the size of the system. Therefore, the thermal insulation system II is selected for the

SOFC stack. The BoP components are thermodynamically modeled under steady state operating
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conditions to determine the properties, composition, and flow rate of all streams in the system.

First, the composition of the inlet fuel to the SOFC stack at T3 should be determined. For a given
mixing ratio of the ammonia and water, the mole fraction of water vapour in the inlet fuel to the stack,

XH,0,31» can be calculated from the following equation:

(3.301)

The composition of stream 3 at 700°C is approximately 0.25 N, + 0.75 H,. Therefore, the mole fraction

of N, and H; in stream 3' will be:

XNy 3 = 0.25(1 = xp,0,3/) (3.302)
Xpy30 = 0.75(1 = X41,0,3/) (3.303)

From the mass balance equation:

n
Ay = iy = 73 (3.304)
Ny = Mgy (3.305)
N = Mg = 1y (3.306)
Ny = Ny (3.307)

3.4.2.3.1 Air Blower

From the energy balance equation, the electric power required for the air blower and the temperature of

air at the exit of the blower can be predicted:
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Whiower = 15Cp qTs

o (3.308)

NBlower

Ry
(e
To=Tg| 1+-252 (3.309)

\ NBlower

After determination of the power required for the air blower, the DC electric power generated in the

SOFC stack can be calculated:

Where, Ts = Ty and ps = py.

WStack = WSystem + WControl + WBlower (3'310)

This power is considered as the minimum power required for the SOFC stack. At the given voltage
drop due to stacking the cells and considering that all cells are connected in series (Ncens=Nseries), the
number of cells can be determined from Equation (3.217). The voltage and power of the stack and the
flow rate of the inlet and outlet fuel and air from the stack can be also obtained from Equations (3.219)—

(3.224). Then the flow rate of ammonia in stream 1 and water in stream 11 can be calculated:

(1 - xH20,3I) .

ny =-—————-=

2 31 (3.311)

Ny = xH20,3:ﬂ3, (3312)

To determine the inlet air flow rate to the system, the power generated in the SOFC stack should be
determined; to determine this power, the power required for the air blower should be calculated. This
power can be calculated if the inlet air flow rate to the system is known. Therefore, to determine the inlet
air flow rate, the use of iterative methods is required. After determination of the inlet air flow rate, the

excess air and the composition of air and fuel at the exit of the stack can be determined.
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3.4.2.3.2 Throttle Valve

In the throttling process, the enthalpy of the inlet and outlet streams to the throttling valve remains

constant. Therefore, the temperature of stream 2 can be determined from the following equation:

hy(T2) = hy (3.313)
Where,
’_11 = EAmmonia(TO) (3.314)
3.4.2.3.3 Catalytic Burner
The objective is to determine the temperature and flow rate of each component of the flue gas at the exit

of the catalytic burner. For the combustion reaction (3.R8) in the burner, the molar flow rate of each

component is obtained from the mass balance equation:

Ny, 4 Hy + N4 Hy0 + Ny, 4 Ny + iy, g Ny + 19, 8 03

= Tig,00 H20 + 19,9 03 + Ty, 9 Ny (3.R8)
M,09 = Mhya + Muyo, (3.315)
N0,9 =M0,8 = 0.5 1,4 (3.316)
NN,9 = NN, 4+ NN, 8 (3.317)

Ng = Ny,09 T No,9 + Nvyo (3.318)

The flue gas temperature at the exit of the burner, Ty, is also obtained from the energy balance

equation:
_ Ny — Ng —
ho(Ty) =—h,+—nh 3.319
o(To) g + g8 ( )
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3.4.2.3.4 Heat Exchanger

The objective is to determine the temperature of flue gas at the exit of the system. It is assumed that
mixing streams 3 and 12 are done inside the heat exchange. In this condition, the temperature of flue gas

at the exit of the system can be determined from the following equation:

_ g, - 1 _ _ _
Rio(Tio) = hg — =2 (hy — hg) — — (3,3, — nighy — 1ty1hyy) (3.320)
Ng Ng
Where,

En = EWater(TO) (3.321)

3.4.2.4 Exergy Analysis

After determination of the properties, composition, and flow rate of all streams, the exergy destruction in
each component of the system can be calculated. For the exergy analysis, the atmospheric air
(Ar=0.912%, C0O,=0.0337%, H,0=2.215, N,=76.305%, and 0,=20.531 [110]) with a temperature of
298.15K and pressure of 1 atm is considered as the reference environmental condition. The exergy
destruction in different components and the total exergy destruction in the SOFC system II can be

calculated from the equations listed in Table 3.2.

3.4.2.5 Efficiency of the System

The first- and second-law electrical efficiencies of the SOFC system II can be determined from Equations

(3.330) and (3.331), respectively.

n, = WSystem
L 3, LHV pmonia (3.330)
W,
i = System (3.331)

Exdest,total + WSystem + WControl

102



Table 3.2: Exergy destructions in different components of the SOFC system II.

Item Equation
. L - Ty Pe
Blower EXgest,plower = NsTg Cp,al” ) — Ryln(— (3.322)
To Po
SOFC stack E Xdest,SOFC Stack
= 7'l'3léx,3/ + ﬁ7éx,7 - h4éx,4 - flséx.s (3.323)
- WStack
Throttle valve E Xdest,Throttle Valve = N1 (éx,l - éx,Z) (3.324)
Burner Exdest,Burner = Nyly 4 + Nglyg — Ngly g (3.325)

Exdest,Heat Exchanger

Heat Exchanger - flg'(é’f'g - éx,%o)_ B nﬁ(_éx'z B éx'G) (3.326)
- (n3,ex’3, — N€x2 — nllex,ll)

Exhaust Exdest,Exhaust = Nqg (éx,lo - éx,O) (3.327)

: . p
Pressure dl‘Op Exdest,Pressure drop = Tl5T0RulTl <p_6) (3‘328)
0

Total exergy destruction in  EXgesttotar = EXaest,Blower T EXqgest.sorc stack
SOFC system II + Exdest,Burner + Exdest,Throttle Valve
+ Exdest,Heat Exchanger (3‘329)

+ Exdest,Exhaust + Exdest,Pressure drop

3.5 Summary

A model based on thermodynamic equilibrium was presented to predict the possibility of carbon
deposition on the anode catalyst. Using this model, the presence of solid carbon in the equilibrium
composition of any hydrocarbon fuel in the CHO system at the operating temperatures and pressures of
SOFCs can be predicted. If the carbon deposition for a fuel is possible, this model can be employed to

calculate the minimum flow rate of reforming agent required to process the fuel before feeding to the cell.
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The SOFC was modeled at the cell, stack, and system levels. Two models of the “basic model” and the
“combined micro- and macro-model,” were presented for the SOFC at the cell level. The basic cell model
is a simple model that is appropriate to evaluate the performance of SOFC systems. However, the
combined micro- and macro-model considers the complex interdependency among the multi-component
mass transport, energy transport, electron and ion transports, and electrochemical and chemical reactions
in the cell. This model is suitable for detailed studies of the cell. Using this model, the effect of the
microstructure of porous composite electrodes on the cell performance can be predicted before the cell is
fabricated.

The stack level model considered in this study is the repeated-cell stack model. Two different insulation
systems for SOFC stacks to predict the heat transfer from the stack were modeled. In the system level,
two SOFC systems were modeled. The first system operates with biogas fuel to generate heat and electric
power. This system is suitable for industrial and residential applications. The second system operates with

liquid ammonia fuel. This system is suitable for portable power generation applications.
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Chapter 4

Results and Discussion

4.1 Validation of the Models

The validation of the cell basic model and the combined micro- and macro-model were investigated

through the experimental results reported in the literature.

4.1.1 The Basic Cell Model

To validate the cell basic model, the electrochemical performance of the ASC-3 anode-supported and
ESC-4 electrolyte-supported cells produced by H.C. Starck Company [119] was simulated. This company
reported the experimental i-V curves of these almost commercialized cells with the design and test

conditions listed in Table 4.1.

Table 4.1: Design and test conditions of ASC-3 and ESC-4 cells produced by H.C. Starck Company.

Parameter ACE-3 Cell ESC-4 Cell
Operating temperature 700°C and 800 °C 850 °C
Operating pressure 1 atm 1 atm
Inlet air flow rate 40 1/hr 40 l/hr
Inlet fuel flow rate 20 I/hr 20 I/hr
H, 40% 40%
Composition of the inlet fuel H,O 5% 5%
N» 55% 55%
thickness 518 um 40 um
Anode porosity (assumed) 0.33 (-) 0.33 (-)
tortuosity (assumed) 4(-) 4(-)
pore size (assumed) 0.66 um 0.66 um
thickness 45 pm 40 pm
Cathode porosity (assumed) 0.33 () 0.33 ()
tortuosity (assumed) 4(-) 4(-)
pore size (assumed)
Electrolyte thickness 5 pm 90 um
Cell active length 4 cm 4 cm
Cell active width 4 cm 4 cm
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Both ASC-3 and ESC-4 cells are comprised of the dense YSZ electrolyte and LSM-YSZ cathode. The
materials used for the anodes of the ASC-3 and ESC-4 cells are Ni-YSZ and Ni-GDC (Gadolinia-doped
Ceria), respectively. Although the efficiency of the ASC-3 cell is higher than that of the ESC-4 cell, the
Ni-GDC anode in the ESC-4 cell is more resistant to carbon deposition than the Ni-YSZ anode in the
ASC-3 cell [120]. Therefore, less maintenance is required for the ESC-4 cell. This may make the ESC-4
cell suitable for residential applications rather than the ASC-3 cell, which is more appropriate for

industrial applications of SOFCs where the system may be maintained by operators.

Figures 4.1 and 4.2 illustrate the performance of the ASC-3 and ESC-4 cells, respectively, obtained
from the experiment conducted by H.C. Starck Company and predicted by the computer simulation on the
basis of the cell basic model. As seen in these figures, the performance of both cells predicted by the

computer simulation shows a satisfactory agreement with the experimental results.
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Figure 4.1: The performance of ASC-3 cells obtained from the experiment and the computer

simulation.
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Figure 4.2: The performance of ESC-4 cells obtained from the experiment and the computer

simulation.

4.1.2 The Cell Combined Micro- and Macro-model

A few experimental studies can be found in the open literature to link the microstructural variables of
porous composite electrodes to the electrode performance. These experimental studies were usually
conducted on small-sized, half-cell samples at a specified cell temperature and species partial pressures of
the bulk fuel and air streams. We simulated these samples and compared the results of the computer

simulation with the experimental results.

Kim et al. [121, 122] conducted valuable experiments to correlate the cathode total polarization
resistance to the volume fraction of YSZ particles in the cathode. Their experiments were conducted on
the porous LSM-YSZ composite cathode samples with a thickness of 40 um, particle size ratio of 0.25,
and an LSM particle size of 1 um, operated at the mean cell temperature of 1223.15 K and bulk oxygen
partial pressure of 0.2 atm. While they did not provide any value for the porosity and average contact
angle between the LSM and YSZ particles, we used 0.33 following Smith et al. [123] and 30° from Chen
et al.[62], respectively. As seen in Figure 4.3, the computer simulation could predict the total polarization

resistance of their cathode samples with the LSM volume fraction of 0.69 and 0.79 with a relative error of
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4.6% and 2.0%, respectively. However, a significant difference is seen for the cathode with the LSM
volume fraction of 0.89 that is close to the percolation threshold of the YSZ particles.

Near the percolation threshold of YSZ, the effect of the cluster B of YSZ particles on the cathode
microstructural properties becomes significant. Since we did not consider the effect of cluster B particles,
the model developed would not be applicable when the volume fraction of electron- or ion-conducting

particles is near or less than their percolation thresholds.

1.20

dLSM,C=1Hm
105 - =0.25
0=40 um
0.90 | £.=0.33
T

P2,02,mean

s,mean

0.75

0.60
0.45

/ -
0.30 \

0.15 ~wComputer simulation results

Cathode total polarization resistance
(Q cm?)

I Experimental Results
0.00 i i i

0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95

Volume fraction of LSM particles in cathode (-)

Figure 4.3: The results obtained from the computer simulation and experiment for the cathode

samples fabricated by Kim et al. [121, 122].

Barbucci et al. [124] reported some experimental results to correlate the total polarization resistance of
porous LSM-YSZ composite cathodes (dpsy,c=0.3 um, ac=1 pm, @rsm.c=0.5, £=0.4, Tsmean=1073.15 K,
Pao2.mean=0.21 atm) to the cathode thickness. As seen in Figure 4.4, a satisfactory agreement between the
computer simulation and experimental results was obtained for the cathode thickness at which the
minimum cathode total polarization resistance can be obtained (=45-50 um). A relative error of =15%
was also obtained. This error may be due to the difference between the chemical composition of the LSM
used to fabricate the cathodes samples, (Lag75S1025)09sMnO3, and that used in the computer simulation,

(Lag8Sr2)0.0sMnO;.
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Figure 4.4: The results obtained from the computer simulation and experiment for the cathode

samples fabricated by Barbucci ez al. [124].

Brown et al. [125] have conducted several experiments on hydrogen-fuelled Ni-YSZ anode samples
(dnia 0.8 pm, o ;1=0.94, @niar=0.4, and €4 ;1 =0.5) to correlate the anode total polarization resistance
with the anode thickness at the pressure of 1 atm and the cell mean temperature of 1273.15 K. As seen in
Figure 4.5, the results of the computer simulation show reasonably good agreement with their

experimental results with an average relative error of 5.6%.

Matsuzaki et al. [126] have also conducted several experiments on an anode sample (diarp=0.9 pm,
OniAFLR0.8, Oa rr=25 um, and e, ;1 =0.45) to correlate the anode total polarization with the current density
at a pressure of 1 atm and mean cell temperature of 1023.15 K for the fuel group I (fuels No. 1 to 3) and a
mean cell temperature of 1273.15 K for the fuel group II (fuels No. 4-6), as shown in Table 4.2. They did
not report particle size ratio; however, if this ratio is assumed to be ~0.17, the anode total polarization
obtained from the computer simulation and reported for one of the experimental points corresponding to
hydrogen fuel (x¢y ,=18.5%, X¢1,0721.5%, Tsmean=1273.15 K, and iyofmean=0.3 A/mz) are almost identical.
Since the computer simulation could predict the experimental results reported by Brown et al. [125] for
hydrogen fuel, we assumed the value of 0.17 for the particle size ratio of the anode sample tested by
Matsuzaki et al. [126]. Considering this assumption, the validity of the model for the other experimental

points for different fuels was investigated.
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Figure 4.5: The results obtained from the computer simulation and experiment for the anode

samples fabricated by Brown et al. [125].

Table 4.2: The composition of fuels in the experiments conducted by Matsuzaki ez al. [126].

Fuel H, CO H,O CO,  Cell temperature
Group No. (%) (%) (%) (%) (K)
1 642 149 16.0 4.9 1023.15
I 2 38.8  38.8 9.7 12.6 1023.15
3 18.8° 57.8 4.7 18.8 1023.15
4 62.8 172 17.2 2.8 1273.15
11 5 41.0 41.0 11.2 6.8 1273.15
6 12.0 728 3.3 12.0 1273.15

As seen in Figure 4.6, the experimental results associated with the effect of the fuel composition on the
anode total polarization can be predicted by computer simulation. The anode total polarization at several

current densities and temperatures could be predicted with an average relative error of ~8.8%.
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Figure 4.6: The results obtained from the computer simulation and experiment for the anode

sample fabricated by Matsuzaki ez al. [126], (a) Tsmean=1023.15, (b) T mean=1273.15K.
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4.2 Carbon Deposition

The CDB curve at the temperature of 1100 K and pressure of 1 atm was obtained and is shown in the C-
H-O ternary diagram in Figure 4.7. The locations of some typical fuels are also shown in this diagram. As
seen, most of these fuels are located above the CDB curve in the carbon deposition region. This means
that the carbon deposition on the anode catalyst is probable if these fuels are fed directly to the anode
channel. However, each of these fuels can be mixed with a mixture located below the CDB curve to make

a new mixture, located in the safe region, before feeding to the anode channel.
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Figure 4.7: The location of some fuels in the C-H-O ternary diagram and the carbon deposition

curve at the temperature of 1100 K and pressure of 1 atm'.

! NG: Natural gas; SRM: Steam reforming of methane; POM: Partial oxidation of methane; FBCG: Fluidized bed coal gasifier;
BPG: Biomass produced gas; MSW: Municipal solid waste.
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The fuel considered in this study is the average composition of biogas produced in WWTPs in Ontario.
The key chemical components of this gas are methane (61.1%), carbon dioxide (35.0%), nitrogen (2.4%),
oxygen (1.5%), and water vapour (0.01%) [109]. The location of this gas in the C-H-O diagram in Figure
4.7 indicates that this fuel lies in the carbon deposition region. Three optional methods for processing
biogas were considered in this study. These three methods were the AGR method through which the
biogas is mixed with a part of the outlet fuel from the anode channel, the SR method through which the
biogas is mixed with water, and the POX method through which the biogas is mixed with air. The
equilibrium composition of the biogas processed by these methods at the pressure of 1 atm and
temperatures of 973 K, 1023 K, 1073 K and 1123 K was calculated and listed in Table 4.3. Since the air is
used as the reforming agent for the POX method, the nitrogen content of the fuel processed by this
method is significantly higher than that processed by the AGR or SR methods. These processed gases

were employed as the inlet fuel to cells studied in this thesis.

Table 4.3: Compositions of the biogas processed by AGR, SR, and POX methods at p=1 atm.

Biogas processing method

.. AGR SR POX
Composition
973 1023 1073 1123 973 1023 1073 1123 973 1023 1073 1123
K K K K K K K K K K K K

CH; (mol%) 2.5 1.8 12 08 3.7 24 1.5 1.0 13 1.0 08 05
H, (mol%) 44.1 48.6 515 53.1 532 5577 574 583 315 369 40.6 427
CO (mol%) 325 38.1 409 423 263 322 356 373 23.5 289 322 339
H,O (mol%) 9.0 5.1 2.8 1.5 88 50 27 1.5 47 3.0 1.7 1.0
CO;(mol%) 107 52 24 1.1 7.0 3.7 1.8 09 5.6 3.0 1.5 0.7
Nz (mol%) 1.2 1.2 1.2 1.1 1.0 1.0 1.0 1.0 334 272 232 21.2

4.2.1 Effect of the Temperature and Pressure on the CDB Curve

The location of the CDB curve and the areas of the carbon deposition and safe regions in the C-H-O
diagram vary with the temperature and pressure. As shown in Figure 4.8(a), with an increase in the
temperature, the carbon deposition region enlarges on the left side and shrinks on the right side of the C-
H-O ternary diagram. Furthermore, the area of the carbon deposition region decreases with an increase in

the temperature, which means that the number of fuels that fall in the carbon deposition region decreases.
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Figure 4.8: The CDB curve in the C-H-O ternary diagram, (a) effect of temperature (b) effect of
pressure.
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For temperatures greater than 1200 K, the CDB curve is almost a straight line joining points H, and CO
together. In these conditions, the area of the carbon deposition and safe regions is identical. For
temperatures of less than 1200 K, the area of the carbon deposition region is greater than that of the safe
region. This means that if the temperature is less than 1200 K, the number of fuels that fall in the carbon
deposition region is greater than those that fall in the safe region. As shown in Figure 4.8(b), the effect of
the increase in the pressure on the CDB curve is similar to the effect of the decrease in the temperature. In
fact, with an increase in the pressure, the safe region shrinks on the left side and enlarges on the right side.
To determine the possibility of carbon deposition for a fuel containing an inert gas such as nitrogen, the
CDB curve corresponding to the pressure obtained from the difference of the fuel pressure and partial
pressure of inert gases should be considered. For example, if a gaseous fuel contains 20 mol% inert gases,
the CDB curve for evaluating this fuel is equivalent to the fuel without any inert gas and a pressure of
20% less than the pressure of the fuel with inert gases. Therefore, the effect of the increase in the mole

fraction of inert gases is equivalent to the effect of the decrease in the fuel pressure.

4.3 Microstructural Properties of Porous Composite Electrodes

On the basis of the microstructure modeling of porous composite electrodes presented, the effect of the
size and volume fraction of electron-conducting particles and the particle size ratio on the microstructural
properties of the electrochemical active area per unit volume, pore size, and effective resistivities of the

electron- and ion-conductors were studied.

4.3.1 Electrochemical Active Area per Unit Volume

Figure 4.9 shows the effect of the volume fraction of electron-conducting particles at several particle size
ratios and sizes of the electron-conducting particles on the electrochemical active area per unit volume of
the porous composite electrode, Arpg. The studies indicate that the electrochemical active area per unit
volume is maximized at the average volume fraction of the electron- and ion-conducting particles at
percolation thresholds, i.e. ps=(3.380+2.4)/(2.40’+6.760a+2.4), and that it increases once the particle size
ratio approaches unity (a=1) or the size of the electron-conducting particles decreases. The
electrochemical active area decreases considerably at the percolation threshold of the electron or ion-
conducting particles; thus, it is expected that the activation polarization increases significantly at
percolation thresholds. As a remarkable result, the maximum electrochemical active area is obtained

when the size and volume fraction of electron- and ion-conducting particles is identical.
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Figure 4.9: Effect of the volume fraction of electron-conducting particles at several particle size
ratios and sizes of the electron-conducting particles on the electrochemical active area per unit

volume.

4.3.2 Pore Size

The effect of the volume fraction of electron-conducting particles at several particle size ratios and
electron-conducting particle sizes on the average pore size of electrode is shown in Figure 4.10. With an
increase in the volume fraction of electron-conducting particles, the pore size decreases if the particle size
ratio is greater than unity (o>1), and it increases if this ratio is smaller than unity (a<1). For the particle
size ratio of unity (a=1), the average pore size remains constant throughout the entire range of the volume
fraction of electron-conducting particles. This result is consistent with the computer modeling result
reported by Kenney et al. [58]. For the particle size ratio of unity, the pore size decreases linearly with a
decrease in the size of the electron-conducting particles. The decrease in the pore size may inhibit gas
transport from the bulk to the active sites of the electrode, which can lead to an increase in the

concentration polarization.
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Figure 4.10: Effect of the volume fraction of electron-conducting particles at several particle size

ratios and sizes of the electron-conducting particles on the average pore size.

4.3.3 Effective resistivities of the Electron and Ion Conductors

The effect of the volume fraction of electron-conducting particles at several particle size ratios and the
temperature of 1073.15 K on the effective electronic resistivity of Ni and LSM (LaggSry,MnOs3) and the
ionic resistivity of YSZ ((Zr0O5)0.92(Y203)00s8) is shown in Figure 4.11. For a given particle size ratio, the
effective resistivities are independent of the size of the electron-conducting particles. A sudden jump in
the effective resistivities of electron and ion conductors occurs near their percolation thresholds. This
sudden jump is due to the assumption that the effect of cluster B particles in the microstructure modeling
of electrodes has not been taken into account. As a remarkable result, the effective resistivity of YSZ is
greater than that of Ni or LSM by several orders of magnitude if the Ni and LSM volume fractions are
beyond their percolation thresholds. Hence, the effective resistivity of YSZ may play an important role in
determining the optimum microstructure of the electrode rather than the effective resistivities of Ni or
LSM. The effective resistivity of YSZ decreases with a decrease in the volume fraction of electron-

conducting particles or an increase in the particle size ratio.
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Figure 4.11: Effect of the volume fraction of electron-conducting particles at several particle size

ratios on the effective Ni, LSM, and YSZ resistivities.

4.4 The Cell Combined Micro- and Macro-model

An anode-supported co-flow planar cell with design and operating parameters listed in Table 4.4 was
simulated on the basis of the cell combined micro- and macro-model; and the electrical performance and
distributions of several physical, chemical, and electrochemical variables along the thickness and length
of the cell were predicted. The gas obtained from processing biogas by the AGR method at the
temperature of 1073.15 K and pressure of 1 atm was used as the inlet fuel to the cell studied. The
composition of this gas is listed in Table 4.3. The thermal conductivities of 3, 3, 2, and 27 W/m K were

also considered for the anode, cathode, electrolyte, and interconnect of this cell, respectively [31].

The results of the computer simulation of this cell are listed in Table 4.5. For the microstructures of the
porous composite anode and cathode of this cell, the first and second law efficiencies of 41.7% and
91.3%, respectively, were predicted. This cell generates =39.0 W, =28.4 W of which is due to the H,
electrochemical reaction and ~10.6 W due to the CO electrochemical reaction; only =3.63 W of the

exergy of the processed biogas is destructed in the cell.
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Table 4.4: The design and operating parameters required to simulate the anode-supported co-flow
planar cell.

Parameter Value
Temperature of the inlet fuel to the fuel channel 1073.15 K
Temperature of the inlet air to the air channel 1073.15 K
Mole fraction of O,/ N, in the inlet air to the air channel 21% / 79%
Fuel utilization ratio 80%

Cell voltage 0.7V
Excess air 10

Air/fuel pressure at the outlet of the cell 1 atm
Heat transfer from the cell 0
Arrangement of the fuel and air streams Co-flow

Design parameters

Thickness of electrolyte 5 um
Thickness of interconnect 3500 pm
Height of fuel channels 0.5 mm
Height of air channels 1.5 mm
Width of fuel and air channels 1 mm
Width of ribs 1 mm
Active length of the cell 10 cm
Active width of the cell 10 cm
Number of fuel/air channels in a cell 50
Microstructure of cathode ((Lag §Sr(2)0.9sMnO3—~(Z103)0.92(Y203)0.08)
LSM particle size 1 pum
Particle size ratio 1
LSM volume fraction 0.41
Porosity 0.25
Thickness 60 pm
Microstructure of anode functional layer (Ni—(Zr0O;)0.92(Y203)0.08)
Ni particle size 1 pum
Particle size ratio 1
Ni volume fraction 0.43
Porosity 0.33
Thickness 45 um
Microstructure of anode substrate layer (Ni—(Zr0-)o.92(Y203)0.08)
Ni particle size 2.5 ym
Particle size ratio 1
Ni volume fraction 0.5
Porosity 0.4
Thickness 472.5 um
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Table 4.5: The results of the computer simulation of the anode-supported co-flow planar cell with

the design and operating parameters listed in Table 4.4.

Parameter Value
Outlet fuel from the fuel channel
Flow rate 35.1 g/hr
Temperate 1192.8 K
CH,4 0%
H, 9.32%
CcoO 931 %
H,0 46.06 %
CO, 3421 %
N, 1.09 %
Outlet air from the air channel
Flow rate 849.3 g/hr
Temperate 1191.7K
0, 19.64 %
N, 80.36 %
Inlet fuel to the fuel channel
Flow rate 18.9 g/hr
Pressure 101723 Pa
Inlet air to the air channel
Flow rate 865.5 g/hr
Pressure 102336 Pa
Mean parameters of the cell
Pressure differences between the air and fuel streams 312 Pa
Reversible voltage 0927V
Power density 3900 W/m®
Power density generated due to H; electrooxidation reaction 2840 W/m®
Power density generated due to CO electrooxidation reaction 1060 W/m®
Exergy destruction density 363 W/m®
Temperature of the solid structure 1160.8 K
Total polarization resistance 0.416 Q cm’
polarization resistance of anode 0.241 Q cm’
polarization resistance of cathode 0.167 Q cm’
polarization resistance of electrolyte 0.008 Q cm’
polarization resistance of interconnect 4x10° Q em®
Maximum/minimum local parameters in the cell
Maximum pressure difference between the air and fuel streams 614 Pa
Minimum power density 4400 W/m®
Maximum power density 2430 W/m®
Minimum exergy destruction density 121 W/m®
Maximum exergy destruction density 898 W/m’
Maximum temperature of the solid structure 1192.8 K
Temperature difference between the hottest and coldest spots in the solid structure 79.1 K
Maximum temperature gradient in the solid structure 11.8 K/cm
1* law efficiency 41.7 %
2" law efficiency 91.3 %
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4.4.1 Distribution of Physical, Chemical, and Electrochemical Variables along the Cell Length

4.4.1.1 Reynolds and Péclet Numbers

The distribution of the Reynolds number (Re=pVDy /1) corresponding to the air and fuel streams
passing through the channels along the length of the cell is shown in Figure 4.12. The Reynolds number
of the fuel and air streams does not significantly change along the length of the cell. The maximum
Reynolds number of the air stream is at the entrance of the air channel (y=0) with a value of less than 90,
and the maximum Reynolds number of the fuel stream is at the exit of the fuel channel (y=L) with a value

of less than 10. Therefore, the air and fuel streams passing through the channels are laminar.
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Figure 4.12: Distribution of Reynolds number of the air and fuel streams passing through the

channels along the length of the cell.

Figures 4.13 and 4.14 show the distribution of the Péclet number associated with the mass (Pe=VL/D)
and energy (Pe=VL/a) transports in the air and fuel streams along the cell length. The minimum Péclet
numbers associated with the mass and energy transports in the air stream are at the exit of the air channel

(y=L) with a value greater than 4500 (see Figure 4.13).
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Figure 4.13: Distribution of Péclet number associated with the mass and energy transports in the

air stream along the length of the cell.
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Figure 4.14: Distribution of Péclet number associated with the mass and energy transports in the

fuel stream along the length of the cell.
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The minimum Péclet number associated with the energy transport in the fuel stream is at the entrance
of the fuel channel (y=0) with a value greater than 200 (see Figure 4.14). The lowest mass transport
Péclet number in the fuel, which belongs to the diffusion of hydrogen through water vapour, is almost
uniform throughout the length of the cell with a value of =140. Thus, the Péclet numbers associated with
the mass and energy transports in the air and fuel streams are substantially greater than unity, and the heat

and mass diffusions in the air and fuel streams along the cell length can be ignored.

4.4.1.2 Temperatures of Solid Structure, Fuel Stream, and Air Stream

The distribution of the temperatures of the solid structure, fuel stream, and air stream along the length of
the cell is illustrated in Figure 4.15. The temperature of the fuel stream approaches the temperature of the
solid structure before y=0.1L, and there is an overlap between the temperatures of the fuel stream and the
solid structure in the rest of the length of the cell. The temperature of the air stream slowly approaches the
temperature of the solid structure, and the overlap between the temperatures of the air stream and solid
structure occurs at the end of the length of the cell. The temperature of the solid structure increases from
1113.7 K at y=0 (as the coldest spot of the solid structure) to 1192.8 K at y=L (as the hottest spot of the
solid structure) along the length of the cell. Therefore, the temperature difference between the hottest and
coldest spots of the cell is #79.1 K. The mean temperature of the solid structure is predicted to be 1160.8
K. The maximum temperature gradient of the solid structure is also estimated to be =11.8 K/cm that
occurs at y=0.2L. It is noted that because the methane content of the inlet fuel to the cells studied is
~1.2%, the effect of the cooling of the cell structure due to the methane steam reforming reaction is

insignificant for the cells studied.

4.4.1.3 Pressure of the Fuel and Air Streams

As shown in Figure 4.16, the pressure of the air and fuel streams passing through the air and fuel channels
varies linearly along the length of the cell. Although the cross section area of the air channel is three times
larger than that of the fuel channel, the pressure drop in the air stream passing through the air channel is
~2.5 times higher than that of the fuel stream passing through the fuel channel. This difference is due to
the fact that the mass flow rate of the air stream is =45 times higher than that of the fuel stream at the
excess air of 10. This leads to a mean pressure difference of 312 Pa between the air and fuel streams;
however, the maximum pressure difference is 614 Pa and that occurs at y=0. Since the PEN structure that
separates the fuel and air streams is very thin (=600 um for the cell studied), a change in the height of the

air or fuel channels may be required to reduce the pressure difference between the air and fuel streams.
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Figure 4.15: Distribution of the temperatures of the solid structure, fuel stream, and air stream
along the length of the cell.
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Figure 4.16: Distribution of the pressure of fuel and air streams along the length of the cell.
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4.4.1.4 Mole Fraction of the Fuel and Air Species

Figure 4.17 shows the distribution of the mole fraction of the fuel species along the fuel channel. It is
evident that the mole fraction of CH, decreases and approaches zero before y~0.2L. Therefore, the steam
reforming reaction occurs mainly at the entrance of the fuel channel where y<0.2L. At the fuel utilization
ratio of 80%, the mole fraction of H, and CO decreases to 9.32% and 9.31%, respectively, and the mole
fraction of H,O and CO, increases to 46.06% and 34.21%, respectively. The mole fraction of N, is almost

uniform throughout the fuel channel.

The distribution of the mole fractions of O, and N, along the air channel is shown in Figure 4.18. The
mole fraction of O, decreases almost linearly with a slight slope along the length of the cell, and its value
reaches =19.64% at the exit of the air channel (y=L). This negligible change in the mole fraction of O, is

due to the high value of the excess air required to control the temperature of the cell.
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Figure 4.17: Distribution of the mole fraction of the fuel species along the length of the cell.
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Figure 4.18: Distribution of the mole fraction of air species along the length of the cell.

4.4.1.5 Mass Flow Rate and Velocity of the Fuel and Air Streams

Figure 4.19 shows the distribution of the mass flow rate and velocity of the air and fuel streams along
the length of the cell. The mass flow rate of the air stream decreases linearly with a slight slope along the
air channel so that its value at the exit of the air channel is only 1.9% less than that at the entrance of the
air channel. The mass flow rate of the fuel stream increases linearly along the fuel channel, and it has the
same slope at which the flow rate of the air stream decreases. Of course, the fuel flow rate at the exit of
the fuel channel is *86% higher than that at the entrance of the fuel channel. The mean velocities of the
fuel and air streams increase along the length of the cell so that their values at the exit of the channels
increase =15% and =10%, respectively, compared to the fuel and air velocities at the entrance of the

channels.
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Figure 4.19: Distribution of the mass flow rate and velocity of the fuel and air streams along the
length of the cell.

4.4.1.6 Power Densities

Figure 4.20 illustrates the distribution of the total power density, W" ,ca1,t0t = W"iocarn, + W'iocai,co>
and the power densities generated due to Hy, W";5cq n,, and CO, W" 5041 c0, €lectrochemical reactions
along the length of the cell. The results indicate that the minimum local total power density with the value
of 0.243 W/cm? and the minimum power densities corresponding to the H, and CO electrochemical
reactions with values of 0.185 W/cm” and 0.058 W/cm’, respectively, occur at y=L. The maximum local
total power density with the value of 0.44 W/cm® also occurs at y~0.28L; however, the maximum local
power densities corresponding to the H, and CO electrochemical reactions with values of 0.318 W/cm®
and 0.14 W/em® occur at y=~0.36L and y=0, respectively. As a remarkable result, the ratio of the local
power densities generated due to the H, and CO electrochemical reactions (W"joccarn, /W i0cat,co)
increases along the length of the cell. Indeed, the contribution of the H, electrochemical reaction in the
local total power density reaches from 68% at y=0 to 76% at y=L. The mean total power density
generated in the cell is predicted to be 0.39 W/ecm®, 73% of which is contributed from H, and the

remaining is from the CO electrochemical reaction.
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Figure 4.20: Distribution of the total power density and power densities due to H, and CO

electrochemical reactions along the length of the cell.

4.4.1.7 Polarization Resistances

Figure 4.21 illustrates the distribution of the total cell polarization resistance along the length of the cell.
The total cell polarization resistance varies approximately as a concave upward parabolic curve along the
length of the cell with the maximum value of ~0.617 Q cm? that occurs at y=0 and the minimum value of
~0.329 Q cm’ that occurs at y=0.76L. The value of ~0.416 Q cm” can be also predicted for the mean total
cell polarization resistance. The contributions of the anode, cathode, electrolyte, and interconnect in the
total local polarization resistance are also shown in Figure 4.21. The anode has the highest contribution
with a mean value of ~0.241 Q cm?, followed by the cathode with a mean value of ~0.167 Q cm’, the
electrolyte with a mean value of ~0.008 Q cm?, and the interconnect with a negligible value. The local
anode polarization resistance varies approximately as a concave upward parabolic curve along the length
of the cell with the maximum value of ~0.396 Q cm” that occurs at y=0 and the minimum value of ~0.188
Q cm’ that occurs at y=0.72L. The local cathode polarization resistance decreases from ~0.210 Q cm? at
y=0 to ~0.131 Q cm’ at y=0.92L and then increases slightly. The local polarization resistance of the

electrolyte also decreases along the length of the cell; however, its value is negligible where y>0.6L.
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Figure 4.21: Distribution of the total polarization resistance and polarization resistances of the

anode, cathode, electrolyte, and interconnect along the length of the cell.

4.4.1.8 Exergy Destruction Densities

The distribution of the total exergy destruction density along the length of the cell is shown in Figure
4.22. From a maximum value of 898 W/m” at y=0, the value of the total exergy destruction decreases
sharply where y<0.1L. This is due to the relatively high temperature difference between the air stream
and the solid structure. This value then decreases almost linearly along the length of the cell and achieves
a minimum value of 121 W/m® at y=L. A value of ~363 W/m’ is predicted for the mean total exergy
destruction density of the cell. Also revealed in Figure 4.22 is the exergy destruction in the solid structure,
air stream, and fuel stream. The exergy destruction in the solid structure decreases almost linearly along
the length of the cell. However, the exergy destruction in the air and fuel streams reduces sharply where
y<0.1L and y<0.03L, respectively; and then remains constant along the length of the cell. The solid
structure has the main contribution to the total exergy destruction with a mean value of 331 W/m?; it is
followed by the air stream with a mean value of 29 W/m® and by the fuel stream with a mean value of 3

W/m?.
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Figure 4.22: Distribution of the total exergy destruction density and the exergy destruction densities

in the solid structure, air stream, and fuel stream along the length of the cell.

4.4.2 Distribution of Physical, Chemical, and Electrochemical Variables along the Cell Thickness

4.4.2.1 Partial Pressure of Oxygen in Cathode

Figure 4.23 shows the distribution of the local partial pressure of oxygen along the thickness of the
cathode at the beginning, middle, and end of the cell length. The results indicate that the local partial
pressure of oxygen decreases with a slight slope along the cathode thickness from the cathode and
interconnect interface to the cathode and electrolyte interface. At the beginning, middle, and end of the air
channel, the partial pressure of oxygen in the bulk air stream decreases only about 9.6%, 9.4%, and 5.3%,

respectively, at the interface of the cathode and electrolyte.
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Figure 4.23: Distribution of the local oxygen partial pressure along the thickness of the cathode,

((BpEN-Bc)<x<OpEN)-

4.4.2.2 Current Density in Cathode

Figure 4.24 shows the distribution of the local current density along the thickness of the cathode at the
beginning, middle, and end of the cell length. The consumption of electric current increases along the
cathode thickness from the interface of the cathode and interconnect to the interface of the cathode and
electrolyte. At the beginning of the cell length, more than 45% of the electric current is consumed within
20% of the cathode thickness near the cathode and electrolyte interface. This means that more than 45%
of the oxygen electroreduction reaction takes place within 20% of the cathode near the interface of the
cathode and electrolyte. Moreover, less than 10% of the electric current is consumed within 20% of the
cathode thickness near the interface of the cathode and interconnect. At the end of the cell length, less
than 35% and more than 12% of the electric current is consumed within 20% of the cathode thickness

near the interfaces of the cathode and electrolyte and the cathode and interconnect, respectively.
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Figure 4.24: Distribution of the local current density along the thickness of the cathode, ((Spen-
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4.4.2.3 Polarization in Cathode

Figure 4.25 shows the distribution of the local cathode polarization along the thickness of the cathode at
the beginning, middle, and end of the cell length. The local cathode polarization increases along the
cathode thickness from the interface of the cathode and interconnect to the interface of the cathode and
electrolyte. The increase in the local polarization is negligible at the interface of the cathode and

interconnect, and it reaches the maximum value at the interface of the cathode and electrolyte.
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Figure 4.25: Distribution of the local cathode polarization along the thickness of the cathode, ((dppn-
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4.4.2.4 Mole Fraction of H,, CO, H,0, and CO; in Anode

Figure 4.26 shows the distribution of the mole fraction of H, and CO along the thickness of the anode at
the beginning, middle, and end of the cell length. The mole fraction of H, and CO decreases linearly with
a slight slope along the thickness of the anode substrate layer and decreases approximately as a concave
upward parabolic curve along the thickness of the anode functional layer. The minimum mole fraction of
H, and CO occurs at the interface of the anode and electrolyte. At the beginning, middle, and end of the
fuel channel, the mole fraction of H, in the bulk fuel stream decreases about 4.0%, 6.3%, and 9.6% and
the mole fraction of CO decreases about 7.5%, 10.3%, and 11.8% respectively, at the interface of the

anode and electrolyte.

Figure 4.27 shows the distribution of the mole fraction of H,O and CO, along the thickness of the anode
at the beginning, middle, and end of the cell length. The mole fraction of H,O and CO, increases in both
the substrate and functional layers. At the beginning, middle, and end of the fuel channel, the mole
fraction of H,O in the bulk fuel stream increases about 116.1%, 10.8%, and 3.5% and the mole fraction of

CO; increases about 81.5%, 7.0%, and 1.1% respectively, at the interface of the anode and electrolyte.
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Figure 4.26: Distribution of the mole fraction of H, and CO along the thickness of the anode
substrate (SL) and functional (FL) layers.
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Figure 4.27: Distribution of the mole fraction of H,O and CQ, along the thickness of the anode
substrate (SL) and functional (FL) layers.
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4.4.2.5 Current Density in Anode

Figure 4.28 shows the distribution of the local current density along the thickness of the anode functional
layer at the beginning, middle, and end of the cell length. The results indicate that the generation of
electric current increases along the thickness of the anode functional layer. At the beginning of the cell
length, more than 34% of the electric current is generated within 20% of the anode thickness near the
interface of the anode and electrolyte. This means that more than 34% of the electroreduction reactions
take place within 20% of the anode functional layer near the interface of the anode and electrolyte.
Moreover, less than 13% of the electric current is generated within 20% of the thickness of the anode
functional layer near the interface of the anode functional and substrate layers. At the end of the cell
length, less than 28% and more than 15% of the electric current is generated within 20% of the anode
thickness near the interfaces of the anode and electrolyte and the substrate and functional layers,

respectively.
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Figure 4.28: Distribution of the current density along the thickness of the anode functional layer,
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4.4.2.6 Polarization in Anode

Figure 4.29 shows the distribution of the polarization along the thickness of the anode functional layer at
the beginning, middle, and end of the cell length. The local anode polarization increases along the
thickness of the functional layer. The increase in the local polarization is negligible at the interface of the
anode substrate and functional layers, and reaches the maximum value at the interface of the anode and
electrolyte. This is due to the fact that the maximum electric current is generated at the interface of the

anode and electrolyte where the transport length of ionic charges approaches zero.
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4.4.3 Effect of the Microstructure of Porous Composite Electrodes on the Cell Performance

The microstructure of porous composite electrodes significantly affects the activation polarization due to
the change of the active sites for electrochemical reactions, the ohmic polarization due to the change of
the effective electronic and ionic resistivities, and the concentration polarization due to the change of the
electrode pore size. Therefore, the cell performance is strongly dependent on the design of the

microstructure of these electrodes. To study the effect of the microstructure of porous composite
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electrodes on the cell performance, several anode-supported co-flow planar cells with various
microstructures of electrodes were simulated on the basis of the cell combined micro- and macro-model.
Table 4.4 was used as a reference for the design and operating parameters of the cells studied. The gas
obtained from processing biogas by the AGR method at temperature of 1073.15 K and pressure of 1 atm

was also used as the inlet fuel to the cells studied. The composition of this gas is listed in Table 4.3.

4.4.3.1 Polarization Resistances

The mean total polarization resistance and the mean polarization resistances corresponding to the anode,
cathode, electrolyte, and interconnect may change significantly by varying the microstructure of
electrodes. The effect of the microstructural variables of the porous composite electrodes on these mean

polarization resistances is studied in this section.

4.4.3.1.1 Ni Volume Fraction and Particle Size Ratio in the Anode Functional Layer

The effect of the Ni volume fraction in the anode functional layer on the mean total polarization
resistance is shown in Figure 4.30. As seen in this figure, with an increase in the Ni volume fraction from
its percolation threshold, the mean total polarization resistance decreases to a certain value and then
increases. Therefore, there is an optimum Ni volume fraction in the anode functional layer at which the
mean total polarization resistance is minimized. Our studies confirm that there is always such an optimum
Ni volume fraction that minimizes the mean total polarization resistance. The effect of the particle size
ratio of the anode functional layer is also shown in Figure 4.30. Among the optimum Ni volume fractions
obtained at different particle size ratios, the one associated with the particle size ratio of unity provides
the lowest mean total polarization resistance. This can be generalized to any anode microstructure and
operating conditions. Indeed, for an anode functional layer with an optimum Ni volume fraction the
optimum particle size ratio is always equal to 1. At the particle size ratio of unity, the mean total

polarization resistance of the cell studied is minimized at the Ni volume fraction of ~0.44.
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Figure 4.30: Effect of the Ni volume fraction in the anode functional layer at the particle size ratios

of 0.5, 1 and 2 on the mean total polarization resistance.

The effect of the Ni volume fraction in the anode functional layer at the particle size ratio of unity on
the mean polarization resistances of the anode, cathode, electrolyte, and interconnect is shown in Figure
4.31. With an increase in the volume fraction of Ni from its percolation threshold, the anode mean
polarization resistance decreases to a certain value and then increases. Therefore, there is an optimum Ni
volume fraction at which the anode mean polarization resistance is minimized. This optimum value for
the cell studied at the particle size ratio of unity is predicted to be ~0.44. For the particle size ratios
greater than unity, this optimum Ni volume fraction 1is not in the range of

[(3.38(XA,FL+2.4)/(2.40(123"FL+6.76(1A’FL+2.4), 1/(oapL /2.4+1)]. This occurs because the increase in the Ni

volume fraction in this range decreases the electrochemical active area and pore size and increases the
effective resistivity of YSZ. Consequently, all three activation, concentration, and ohmic polarizations in
the anode functional layer increase. This would be valid for particle size ratios of less than unity if the

pore size is not too small to inhibit the fuel species transport from the bulk to the active sites of the anode.
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Figure 4.31: Effect of the Ni volume fraction in the anode functional layer at particle size ratio of
unity on the mean total polarization resistance and mean polarization resistances of the anode,

cathode, electrolyte, and interconnect.

At the particle size ratio of unity, varying the Ni volume fraction in the anode functional layer of the
cell studied from 0.3 to 0.69 can affect the mean total polarization resistance up to 0.636 Q cm” and the
mean polarization resistances of the anode and cathode up to 0.633 Q cm” and 0.01 Q cm?, respectively.
Therefore, the cathode mean polarization resistance is a weak function of the Ni volume fraction in the
anode functional layer. The change in the mean polarization resistances of the electrolyte and interconnect

is negligible.

4.4.3.1.2 Size of Ni Particles in the Anode Functional Layer

The effect of the size of the Ni particles in the anode functional layer on the mean total polarization
resistance and the mean polarization resistances of the anode, cathode, electrolyte, and interconnect is
shown in Figure 4.32. In the range of the Ni particles sizes investigated, the mean total and anode
polarization resistances decrease with a decrease in the size of Ni particles. However, because the
contribution of the anode concentration polarization may become significant for particles smaller than 0.1

um in diameter, the mean total and anode polarization resistances may increase by reducing the size of
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particles to less than 0.1 pum. Therefore, there may be an optimum size for the Ni particles in the anode
functional layer at which the total and anode mean polarization resistances are minimized. However,
using Ni particles in the range of 0.1 um may decrease these mean polarization resistances because the
anode may be vulnerable to degradation due to an extensive grain growth of particles during the sintering
process and the operation of the cell [127]. The grain growth significantly reduces the electrochemical
active area and leads to a decrease in the power density. This may necessitate the optimum size of the Ni

particles to be selected by durability analysis rather than the combined micro- and macro model.

The studies point out that varying the size of Ni particles in the anode functional layer of the cell
studied from 0.1 um to 5 um can affect the mean total polarization resistance up to 0.547 Q cm® and the
mean polarization resistances of the anode and cathode up to 0.524 Q cm?® and 0.025 Q cm’, respectively.
Therefore, the cathode mean polarization resistance is a weak function of the size of Ni particles in the
anode functional layer. The change in the mean polarization resistances of the electrolyte and interconnect

is also predicted to be negligible.
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Figure 4.32: Effect of the size of Ni particles in the anode functional layer on the mean total
polarization resistance and mean polarization resistances of the anode, cathode, electrolyte, and
interconnect.
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4.4.3.1.3 Thickness of the Anode Functional Layer

The effect of the thickness of the anode functional layer on the mean total polarization resistance and
mean polarization resistances of the anode, cathode, electrolyte, and interconnect is shown in Figure 4.33.
With an increase in the thickness of the anode functional layer, the mean total and anode polarization
resistances decrease to a certain value and then increase linearly with a slight slope. Therefore, there is an
optimum value for the thickness of the anode functional layer at which the mean total and anode
polarization resistances are minimized. This optimum thickness for the cell studied is predicted to be ~85
um; however, the increase in these polarization resistances is negligible if the thickness decreases to even
around 45 pm. This trend makes sense because for thin anode functional layers the activation polarization
significantly increases due to the insufficient active sites for the H, and CO electrooxidation reactions.
For thick functional layers, the contribution of ohmic and concentration polarizations becomes significant

due to the increase in the mass and charge transport lengths.
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Figure 4.33: Effect of the thickness of the anode functional layer on the mean total polarization

resistance and mean polarization resistances of the anode, cathode, electrolyte, and interconnect.

The studies show that varying the thickness of the anode functional layer of the cell studied from 5 pm
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to 150 pm can affect the mean total polarization resistance up to 0.625 Q c¢m® and the mean polarization
resistances of the anode and cathode up to 0.611 Q cm® and 0.015 Q cm? respectively. Therefore, the
cathode mean polarization resistance is a weak function of the thickness of the anode functional layer.

The change in the mean polarization resistances of the electrolyte and interconnect is also negligible.

4.4.3.1.4 Porosity of the Anode Functional Layer

The effect of the porosity of the anode functional layer on the mean total polarization resistance and mean
polarization resistances of the anode, cathode, electrolyte, and interconnect is shown in Figure 4.34. With
a decrease in the porosity of the anode functional layer, the mean total and anode polarization resistances
decrease to a certain value due to the decrease in the anode activation and ohmic polarizations, and then
they increase due to a significant increase in the anode concentration polarization. Therefore, there is an
optimum porosity at which the mean total and anode polarization resistances are minimized. The
optimum porosity for the cell studied is predicted to be =0.19. For a random-packing of spherical particles
with a given size, the porosity cannot be less than a certain value if the average contact angle between the
particles is not increased during the sintering process. In such a situation, if the low porosity of 0.19 is not

achievable, the minimum possible porosity can be selected for the anode functional layer.

The studies indicate that varying the porosity of the anode functional layer of the cell studied from 0.13
to 0.6 can affect the mean total polarization resistance up to 0.201 Q cm’ and the mean polarization
resistances of the anode and cathode up to 0.194 Q cm” and 0.007 Q cm?, respectively. Therefore, the
mean polarization resistance of the cathode is a weak function of the porosity of the anode functional
layer. The change in the mean polarization resistances of the electrolyte and interconnect is also

negligible.

4.4.3.1.5 Size of Ni Particles in the Anode Substrate Layer

The effect of the size of Ni particles in the anode substrate layer on the mean total polarization resistance
and mean polarization resistances of the anode, cathode, electrolyte, and interconnect is shown in Figure
4.35. In the range of Ni particles sizes investigated, the mean total and anode polarization resistances
decrease with an increase in the size of Ni particles. However, the value of the decrease in these
polarization resistances is negligible for Ni particles larger than 1.5 pum in diameter. For the particles
smaller than 0.5 pm, the anode concentration polarization becomes significant; therefore, the minimum

size of 0.5 um is suggested for Ni particles in the anode substrate layer.
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Figure 4.34: Effect of the porosity of the anode functional layer on the mean total polarization
resistance and mean polarization resistances of the anode, cathode, electrolyte, and interconnect.
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Figure 4.35: Effect of the size of Ni particles in the anode substrate layer on the mean total polarization
resistance and mean polarization resistances of the anode, cathode, electrolyte, and interconnect.
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An increase in the size of Ni particles in the anode substrate layer of the cell studied from 0.1 um to 5
um leads to a decrease of up to 0.144 Q cm” in the mean total polarization resistance and 0.133 Q cm? and
0.012 ©Q cm’ in the mean polarization resistances of the anode and cathode, respectively. Therefore, the
cathode mean polarization resistance is a weak function of the size of Ni particles in the anode substrate
layer. The change in the mean polarization resistances of the electrolyte and interconnect is also

negligible.

4.4.3.1.6 Thickness of the Anode Substrate Layer

The effect of the thickness of the anode substrate layer on the mean total polarization resistance and mean
polarization resistances of the anode, cathode, electrolyte, and interconnect is shown in Figure 4.36. In the
range of the thicknesses investigated, with an increase in the thickness of the anode substrate layer, the
mean total and anode polarization resistances increase linearly with a slight slope. An increase of from 50
um to 1500 um in this thickness increases the mean total polarization resistance up to ~0.044 Q cm” and
the mean polarization resistances of the anode and cathode up to ~0.038 Q cm” and 0.004 Q cm’,
respectively. Nevertheless, the minimum thickness required for the mechanical strength of the cell is
suggested to be selected for the anode substrate layer. The effect of the thickness of the anode substrate

layer on the mean polarization resistances of the electrolyte and interconnect is also negligible.
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Figure 4.36: Effect of the thickness of the anode substrate layer on the mean total polarization

resistance and mean polarization resistances of the anode, cathode, electrolyte, and interconnect.
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4.4.3.1.7 Porosity of the Anode Substrate Layer

The effect of the porosity of the anode substrate layer on the mean total polarization resistance and mean
polarization resistances of the anode, cathode, electrolyte, and interconnect is shown in Figure 4.37. In the
range of the porosities investigated, the mean total and anode polarization resistances decrease with an
increase in the porosity of the anode substrate layer; however, the value of this decrease is negligible for
porosities greater than ~0.5. For the porosities of less than ~0.25, the decrease in the porosity leads to a
significant increase in the mean total and anode polarization resistances due to the significant increase in
the anode concentration polarization. An increase in this porosity from 0.13 to 0.6 leads to a decrease in
the mean total polarization resistance of up to 0.477 Q cm’® and the mean polarization resistances of the
anode and cathode up to 0.448 Q cm” and 0.028 Q cm?, respectively. Therefore, the mean polarization
resistance of the cathode is a weak function of the porosity of the anode substrate layer. The change in the

mean polarization resistances of the electrolyte and interconnect is also negligible.
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Figure 4.37: Effect of the porosity of the anode substrate layer on the mean total polarization

resistance and mean polarization resistances of the anode, cathode, electrolyte, and interconnect.
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4.4.3.1.8 LSM Volume Fraction and Particle Size Ratio of the Cathode

The effect of the LSM volume fraction in the cathode on the mean total polarization resistance is shown
in Figure 4.38. As seen in this figure, with an increase in the volume fraction of LSM from its percolation
threshold, the mean total polarization resistance decreases to a certain value and then increases.
Therefore, there is an optimum LSM volume fraction in the cathode at which the mean total polarization
resistance is minimized. The studies confirm that there is always such an optimum LSM volume fraction

that minimizes the mean total polarization resistance.

The effect of the particle size ratio of the cathode is also shown in Figure 4.38. Among the optimum
LSM volume fractions obtained at different particle size ratios, the one associated with the particle size
ratio of unity provides the lowest mean total polarization resistance. The studies confirm that this can be
generalized for any cathode microstructure and operating conditions of the cell. Indeed, for a cathode with
an optimum LSM volume fraction, the optimum particle size ratio is always equal to 1. At the particle
size ratio of unity, the mean total polarization resistance of the cell studied is minimized at the LSM

volume fraction of =0.42.
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Figure 4.38: Effect of the volume fraction of LSM in the cathode at particle size ratios of 0.5, 1, and

2 on the mean total polarization resistance.

146



Figure 4.39 shows the effect of the LSM volume fraction in the cathode at the particle size ratio of
unity on the mean polarization resistances of the anode, cathode, electrolyte, and interconnect. With an
increase in the volume fraction of LSM, the cathode mean polarization resistance decreases to a certain
value and then increases. Therefore, there is an optimum LSM volume fraction at which the mean
polarization resistance of the cathode is minimized. This optimum value for the cell studied at the particle
size ratio of unity is predicted to be ~0.42. For particle size ratios greater than unity, this optimum volume
fraction is not in the range of [(3.380c+2.4)/(2.40&+6.760.c+2.4), 1/(0c/2.4+1)], because with an increase
in the volume fraction of LSM in this range, the electrochemical active area and pore size decrease and
the effective resistivity of YSZ increases. Consequently, all three activation, concentration, and ohmic
polarizations in the cathode increase. This would be valid for particle size ratios less than unity if the
cathode pore size is not too small to inhibit the oxygen transport from the bulk to the active sites of the

cathode.
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Figure 4.39: Effect of the volume fraction of LSM in the cathode at the particle size ratio of unity
on the mean total polarization resistance and the mean polarization resistances of the anode,

cathode, electrolyte, and interconnect.
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The studies show that at the particle size ratio of unity, varying the LSM volume fraction in the cathode
of the cell studied from 0.3 to 0.69 can affect the mean total polarization resistance up to 0.421 Q cm® and
the mean polarization resistances of the anode and cathode up to 0.019 Q cm’® and 0.403 Q cm?,
respectively. Therefore, the anode mean polarization resistance is a weak function of the LSM volume
fraction in the cathode. The change in the mean polarization resistances of the electrolyte and interconnect

is also predicted to be negligible.

4.4.3.1.9 Size of LSM Particles in the Cathode

The effect of the size of LSM particles in the cathode on the mean total polarization resistance and mean
polarization resistances of the anode, cathode, electrolyte, and interconnect is illustrated in Figure 4.40.
As seen in this figure, with a decrease in the size of the LSM particles, the mean total and cathode
polarization resistances decrease to a certain value and then increase. Therefore, there is an optimum size
for the LSM particles at which the mean total and cathode polarization resistances are minimized. It is
noted that for the LSM particles size ratio of unity, with a decrease in the size of particles, the cathode
activation polarization decreases due to the increase in the cathode electrochemical active area.
Additionally, the cathode concentration polarization increases due to the decrease in the cathode average
pore size, and the ohmic polarization remains constant because the effective resistivity of the LSM and
YSZ are not a function of the size of particles. For the LSM particles larger than the optimum size, the
contribution of the cathode activation polarization in the cathode mean polarization resistance is greater
than that of the cathode concentration polarization. Therefore, the mean polarization resistance of the
cathode decreases with a decrease in the size of the LSM particles. For LSM particles smaller than the
optimum size, the contribution of the cathode concentration polarization becomes more significant than
that of the activation polarization; thus, the mean polarization resistance of the cathode increases with a
decrease in the size of LSM particles. The optimum size of LSM particles for the cell studied is predicted
to be =0.2 um. Of course, employing the particles in this range may lead to an increase in the cathode
mean polarization resistance due to the grain growth of the particles during the sintering process or the

cell operation. Therefore, larger LSM particles may be selected for the cathode.

The studies point out that varying the size of LSM particles in the cathode of the cell studied from 0.1
um to 5 pum can affect the mean total polarization resistance up to 0.254 Q cm?” and the mean polarization
resistances of the anode and cathode up to 0.02 Q cm? and 0.234 Q cm’, respectively. Therefore, the mean
polarization resistance of the anode is a weak function of the size of LSM particles in the cathode. The

change in the mean polarization resistances of the electrolyte and interconnect is also predicted to be
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negligible.
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Figure 4.40: Effect of the size of LSM particles in the cathode on the mean total polarization

resistance and mean polarization resistances of the anode, cathode, electrolyte, and interconnect.

4.4.3.1.10 Thickness of the Cathode

The effect of the cathode thickness on the mean total polarization resistance and mean polarization
resistances of the anode, cathode, electrolyte, and interconnect is shown in Figure 4.41. With an increase
in the cathode thickness, the mean total and cathode polarization resistances decrease to a certain value
and then increase linearly with a slight slope. Therefore, there is an optimum value for the cathode
thickness at which the mean total and cathode polarization resistances are minimized. This trend makes
sense because for thin cathodes the cathode activation polarization significantly increases due to the
insufficient active sites for the oxygen electroreduction reaction. For thick cathodes, the contribution of
the cathode ohmic and concentration polarizations becomes significant due to the increase in the mass and
charge transport lengths. The optimum cathode thickness for the cell studied is predicted to be =70 pum;
however, the mean total and cathode polarization resistances increase negligibly if the thickness decreases

to even around 45 um.

Varying the cathode thickness of the cell studied from 5 um to 150 pm can affect the mean total
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polarization resistance up to 0.274 Q cm? and the mean polarization resistances of the anode and cathode
up to 0.028 Q cm® and 0.245 Q cm?, respectively. Therefore, the anode mean polarization resistance is a
weak function of the cathode thickness. The change in the mean polarization resistances of the electrolyte

and interconnect is also predicted to be negligible.
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Figure 4.41: Effect of the cathode thickness on the mean total polarization resistance and mean

polarization resistances of the anode, cathode, electrolyte, and interconnect.

4.4.3.1.11 Porosity of the Cathode

The effect of the cathode porosity on the mean total polarization resistance and mean polarization
resistances of the anode, cathode, electrolyte, and interconnect is shown in Figure 4.42. With a decrease
in the cathode porosity, the mean total and cathode polarization resistances decrease to a certain value due
to the decrease in the cathode activation and ohmic polarizations, and then they increase due to a
significant increase in the cathode concentration polarization. Therefore, there is a porosity at which the
mean total and cathode polarization resistances are minimized. For the cell studied, the optimum cathode
porosity is predicted to be =~0.21. If this low porosity cannot be achieved, the minimum possible porosity

should be selected for the cathode.
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The studies indicate that varying the cathode porosity of the cell studied from 0.13 to 0.6 can affect the
mean total polarization resistance up to 0.142 Q cm” and the mean polarization resistances of the anode
and cathode up to 0.009 Q cm” and 0.134 Q cm’, respectively. Therefore, the anode mean polarization
resistance is a weak function of the cathode porosity. The change in the mean polarization resistances of

the electrolyte and interconnect is also predicted to be negligible.
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Figure 4.42: Effect of the cathode porosity on the mean total polarization resistance and mean

polarization resistances of the anode, cathode, electrolyte, and interconnect.
The effects of the microstructural variables of the porous composite electrodes of the cell studied on the

mean total polarization resistance and the mean polarization resistances of the anode and cathode are

summarized in Table 4.6.
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Table 4.6: Summary of the effect of the microstructure of porous composite electrodes on the mean total polarization resistances.

Microstructural Variable

Mean Polarization Resistance (Q cm?)

. Total Anode Cathode
Variable . Range © Optimum value Interval of  Magnitude  Interval of  Magnitude Interval of = Magnitude
investigation
changes of changes changes of changes changes of changes
Volume fraction 0'465“’1“11*(’)“550'8 0.58 [0.496,1.112]  0.616  [0.318,0.935]  0.617  [0.170,0.176]  0.006
of Ni in the anode 0 3<aA’$L_ < 0.69
functional layer at —(PN"A’F_LI— ' 0.44 [0.416,1.052]  0.636  [0.241,0.874]  0.633  [0.166,0.176]  0.010
various particle 018 OAFL™ 0.5
, : 18<niap=0.
size ratios —;PN A Z 0.32 [0.566,1.057]  0.491  [0.385,0.878]  0.493  [0.172,0.178]  0.006
AFL™
. 0.46=¢15m=0.80 0.56 [0.471,0.871]  0.400  [0.245,0.260]  0.015  [0.218,0.603]  0.385
Volume fraction 0c=0.5
f LSM in th 0.3< <0.69
© e =Prsmc= 0.42 [0416,0837] 0421  [0241,0260] 0019  [0.167,0.569]  0.403
cathode at various ac=1
particle size ratios  ().18< <0.52
—(‘;Lsf“;— 0.30 [0.488,0.801]  0.313  [0.247,0.259]  0.012  [0.233,0.534]  0.301
-
Diameter of 0.1<dniarr<5.0 <0.1 [0.267,0.814]  0.547  [0.107,0.631]  0.524  [0.151,0.176]  0.025
electron- 0.1<dpsm,c<5.0 0.2 [0.354,0.608]  0.254  [0.235,0.255]  0.020  [0.111,0.345]  0.234
conducting ) )
particles (jm) 0.1<dnias.<5.0  as highas possible [0.413,0.557]  0.144  [0.238,0.371]  0.133  [0.166,0.178]  0.012
5<8,,L<150 85 [0.401,1.026]  0.625  [0.227,0.838]  0.611  [0.165,0.180]  0.015
Thickness (um) 5<8¢<150 70 [0.415,0.689] 0274  [0.241,0.269]  0.028  [0.166,0.411]  0.245
50<8,.<1500  as low as possible [0.402,0.446]  0.044  [0.230,0.268]  0.038  [0.165,0.169]  0.004
0.13<ex £1<0.60 0.19 [0.383,0.584]  0.201  [0.210,0.404]  0.194  [0.165,0.172]  0.007
Porosity 0.13<£c<0.60 0.21 [0.413,0.555]  0.142  [0.241,0250]  0.009  [0.164,0.298]  0.134
0.13<e,5:<0.60  as high as possible [0.404,0.881]  0.477  [0.231,0.679]  0.448  [0.166,0.194]  0.028




4.4.3.2 Electric Power Generation

The total power density and the power densities generated due to H, and CO electrochemical reactions
may change significantly by varying the microstructure of electrodes. The effect of the microstructural
variables of the porous composite electrodes on the mean value of these power densities is studied in this

section.

4.4.3.2.1 Ni Volume Fraction and Particle Size Ratio in the Anode Functional Layer

The effect of the Ni volume fraction in the anode functional layer on the mean total power density and
mean power densities due to H, and CO electrochemical reactions is shown in Figure 4.43. As seen in this
figure, with an increase in the volume fraction of Ni particles from its percolation threshold, the mean
total power density and mean power densities due to H, and CO electrochemical reactions increase to a
certain value and then decrease. Therefore, there is an optimum Ni volume fraction in the anode
functional layer at which these mean power densities are maximized. The effect of the particle size ratio
of the anode functional layer is also shown in Figure 4.43. Among the optimum Ni volume fractions
obtained at different particle size ratios, the one associated with the particle size ratio of unity provides
the highest mean power densities. Indeed, for an anode functional layer with an optimum Ni volume

fraction the optimum particle size ratio is always equal to 1.

At the particle size ratio of unity, the mean power density is maximized at the Ni volume fraction of
~0.44 in the anode functional layer of the cell studied. The studies also indicate that at the particle size
ratio of unity, varying the volume fraction of Ni in the anode functional layer from 0.3 to 0.69 can affect
the mean total power density up to 0.238 W/cm® and the mean power densities due to H, and CO

electrochemical reactions up to 0.172 W/ecm” and 0.065 W/cm?, respectively.

4.4.3.2.2 Size of Ni Particles in the Anode Functional Layer

Figure 4.44 shows the effect of the size of Ni particles in the anode functional layer on the mean total
power density and mean power densities due to H, and CO electrochemical reactions. In the range of the
Ni particle sizes investigated, the mean total power density and mean power densities due to H, and CO
electrochemical reactions increase with a decrease in the size of Ni particles. However, because the
contribution of the anode concentration polarization may become significant for fine-size particles and
limit the power density, the mean power densities may decrease with the reduction of the size of Ni

particles to less than 0.1 pm. Therefore, there may be an optimum size for the Ni particles of the anode
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functional layer at which these mean power densities are maximized. Although using Ni particles in the
range of 0.1 um may increase these mean power densities, the anode may be vulnerable to degradation
due to an extensive grain growth of particles during the sintering process and operation of the cell [127].
This may necessitate that the size of Ni particles is selected by durability analysis rather than the electrical
performance analysis through the combined micro- and macro model. The studies point out that varying
the size of Ni particles in the anode functional layer from 0.1 um to 5 pm can affect the mean total power
density up to 0.41 W/ecm” and mean power densities due to H, and CO electrochemical reactions up to

0.298 W/cm® and 0.113 W/cm?, respectively.

0.50
0.45 "l"mtotal
o, =1
0.0 -
0.35 / " -
w" / w Hz W ta
total G‘N',FL=1 oy 1 =0.5
0.30 ' A\ W' ~_ L

Oni, FLT YW H, ¥
« ’ NMLFL=0.5 \
0.25 / Pl Tyl - A
. ! W5 NG ¥ \
VAP ALT I N N NN
0.20 3 \A

0.15 //,I ;j\ \
/ N\

Mean power density (W/cm3)

=1 A
W"co C'-Nl,FL‘\ w ,CN
= <
0.10 - ONEFET iy =0.5
. V 4 e ~ ~
0.00
0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85

Volume fraction of Ni particles in anode functional layer (-)

Figure 4.43: Effect of the Ni volume fraction in the anode functional layer at particle size ratios of
0.5, 1, and 2 on the cell mean total power density and mean power densities due to H, and CO

electrochemical reactions.
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Figure 4.44: Effect of the size of Ni particles in the anode functional layer on the cell mean total

power density and mean power densities due to H, and CO electrochemical reactions.

4.4.3.2.3 Thickness of the Anode Functional Layer

Figure 4.45 shows the effect of the thickness of the anode functional layer on the mean total power
density and mean power densities due to H, and CO electrochemical reactions. As seen in this figure,
with an increase in the thickness of the anode functional layer the mean total power density and mean
power densities due to H, and CO electrochemical reactions increase to a certain value and then decrease
linearly with a slight slope. Therefore, there is an optimum value for the thickness of the anode functional
layer at which these power densities are maximized. This trend makes sense because for thin anode
functional layers the anode activation polarization increases significantly due to insufficient active sites
for the H, and CO electrooxidation reactions. For thick functional layers, the contribution of the anode
ohmic and concentration polarizations becomes significant due to the increase in the mass and charge
transport lengths. For the cells studied, the optimum thickness of the anode functional layer is predicted to
be =85 um; however, decreases in the mean power densities are negligible if the thickness decreases to

even around 45 pm.
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Figure 4.45: Effect of the thickness of the anode functional layer on the cell mean total power

density and mean power densities due to H, and CO electrochemical reactions.

The studies show that varying the thickness of the anode functional layer from 5 um to 150 pm can
affect the mean total power density up to 0.249 W/cm® and the mean power densities due to H, and CO

electrochemical reactions up to 0.181 W/cm® and 0.068 W/cm’, respectively.

4.4.3.2.4 Porosity of the Anode Functional Layer

Figure 4.46 shows the effects of the porosity of the anode functional layer on the mean total power
density and mean power densities due to H, and CO electrochemical reactions. With a decrease in the
porosity, the mean total power density and the mean power densities due to H, and CO electrochemical
reactions increase to a certain value due to the decrease in the anode activation and ohmic polarizations.
They then decrease suddenly due to a significant increase in the anode concentration polarization.
Therefore, there is a porosity at which these mean power densities are maximized. For the cell studied, the
optimum porosity of the anode functional layer is predicted to be ~0.19. For a random-packing of

spherical particles with a given size, the porosity cannot be less than a certain value if the average contact
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angle between the particles is not increased during the sintering process. In such a situation, if the low
porosity of 0.19 is not achievable, the minimum possible porosity can be selected for the anode functional
layer. The studies also indicate that varying the porosity of the anode functional layer from 0.13 to 0.6 can
affect the mean total power density up to 0.147 W/cm® and the mean power densities due to H, and CO

electrochemical reactions up to 0.107 W/cm® and 0.04 W/cm?, respectively.

0.50
0.45
-—"'_-"—n-.-_.
0.40 -~ wr
F\I_. tota
€ \
9 035 T~
E . ‘\
> 030 e — W
4 T — Hp
e -.,___-.
c 0.5
o ~—_
=] \
o 0.20
3
e 0.5
: "
® 0.10 W o
E . "_'—--—-_._______-
0.05
0.00

0.10 0.15 0.20 0.25 030 035 040 045 050 055 060 0.65

Porosity of anode functional layer (-)

Figure 4.46: Effect of the porosity of the anode functional layer on the cell mean total power density

and mean power densities due to H, and CO electrochemical reactions.

4.4.3.2.5 Size of Ni Particles in the Anode Substrate Layer

Figure 4.47 shows the effect of the size of Ni particles in the anode substrate layer on the mean total
power density and mean power densities due to H, and CO electrochemical reactions. In the range of the
Ni particle sizes investigated, the mean total power density and mean power densities due to H, and CO
electrochemical reactions increase with an increase in the size of Ni particles. However, the increase in

these power densities is negligible for Ni particles with diameters of greater than 1.5 um. For particles
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smaller than 0.5 pum, the anode concentration polarization becomes significant and limits the power
densities. Therefore, the minimum size of 0.5 um is suggested for the size of Ni particles in the anode
substrate layer. The studies indicate that an increase in the size of Ni particles in the anode substrate layer
from 0.1 pm to 5 pm leads to an increase equal to 0.103 W/cm® in the mean total power density and 0.075
W/em? and 0.026 W/cm® in the mean power densities due to H, and CO electrochemical reactions,

respectively.
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Figure 4.47: Effect of the size of Ni particles in the anode substrate layer on the cell mean total

power density and mean power densities due to H, and CO electrochemical reactions.

4.4.3.2.6 Thickness of the Anode Substrate Layer

Figure 4.48 shows the effect of the thickness of the anode substrate layer on the mean total power density
and mean power densities due to H, and CO electrochemical reactions. In the range of the thicknesses
investigated, with an increase in the thickness of the anode substrate layer the mean total power density

and mean power densities due to H, and CO electrochemical reactions decrease linearly with a slight
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slope. An increase in the thickness of the anode substrate layer from 50 um to 1500 um decreases the
mean total power density only about 0.033 W/cm®. The mean power densities due to H, and CO
electrochemical reactions also decrease only around 0.024 W/cm® and 0.009 W/cm?, respectively. The
minimum thickness required for the mechanical strength of the cell is suggested to be selected for the

anode substrate layer.
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Figure 4.48: Effect of the thickness of the anode substrate layer on the cell mean total power density

and mean power densities due to H, and CO electrochemical reactions.

4.4.3.2.7 Porosity of the Anode Substrate Layer

Figure 4.49 shows the effects of the porosity of the anode substrate layer on the mean total power density
and the mean power densities due to H, and CO electrochemical reactions. In the range of the porosities
investigated, the mean total power density and mean power densities due to H, and CO electrochemical
reactions increase with an increase in the porosity of the anode substrate layer. However, this increase is
negligible for porosities greater than 0.5. This trend makes sense because with an increase in the porosity

of the anode substrate layer, the anode concentration polarization decreases and, consequently, for a given
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cell voltage the power density increases. The studies point out that an increase in the porosity of the anode
substrate layer from 0.13 to 0.6 leads to an increase in the mean total power density up to 0.239 W/cm?,
and the mean power densities due to H, and CO electrochemical reactions up to 0.173 W/cm® and 0.065

W/em?, respectively.
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Figure 4.49: Effect of the porosity of the anode substrate layer on the cell mean total power density

and mean power densities due to H, and CO electrochemical reactions.

4.4.3.2.8 LSM Volume Fraction and Particle Size Ratio of the Cathode

Figure 4.50 shows the effects of the LSM volume fraction in the cathode at various particle size ratios on
the mean total power density and the mean power densities due to H, and CO electrochemical reactions.
With an increase in the volume fraction of LSM from its percolation threshold, the mean total power
density and the mean power densities due to H, and CO electrochemical reactions increase to a certain
value and then decrease. Thus, there is an optimum LSM volume fraction at which these power densities
are maximized. The studies confirm that for a cathode with any microstructural variables operated at any

conditions, there is always such an optimum LSM volume fraction that maximizes these mean power
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densities. Similar to the anode, among the optimum LSM volume fractions obtained at various particle
size ratios, the one associated with the particle size ratio of unity provides the highest mean power
densities. Indeed, for a cathode microstructure with the optimum LSM volume fraction, the optimum
particle size ratio is equal to 1. At the particle size ratio of unity, the mean power densities of the cell

studied are maximized at the LSM volume fraction of =0.42 in the cathode.

The studies also indicate that at the particle size ratio of unity, varying the volume fraction of LSM in
the cathode from 0.3 to 0.69 can affect the mean total power density up to 0.198 W/cm?, and the mean
power densities due to H, and CO electrochemical reactions up to 0.143 W/cm® and 0.054 W/cm?,

respectively.
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Figure 4.50: Effect of the volume fraction of LSM in the cathode at particle size ratios of 0.5, 1, and
2 on the cell mean total power density and mean power densities due to H, and CO electrochemical

reactions.
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4.4.3.2.9 Size of LSM Particles in the Cathode

Figure 4.51 shows the effects of the LSM particle size in the cathode on the mean total power density and
the mean power densities due to H, and CO electrochemical reactions. With a decrease in the LSM
particle size, the mean total power density and mean power densities due to H, and CO electrochemical
reactions increase to a certain value and then decrease sharply. Therefore, there is an optimum size for the
LSM particles at which these mean power densities are maximized. It is noted that for the LSM particle
size ratio of unity, with a decrease in the size of the particle, the cathode activation polarization decreases
due to the increase in the cathode electrochemical active area. Other effects are increases in the cathode
concentration polarization due to the decrease in the cathode average pore size; and the ohmic
polarization remaining constant because the effective resistivity of the LSM and YSZ are not a function of
the size of particles. Since the contribution of the cathode activation polarization in these mean power
densities is greater than that of the concentration polarization for the LSM particles larger than the
optimum size, these mean power densities increase with a decrease in the LSM particles size. For LSM
particles smaller than the optimum size, the contribution of the cathode concentration polarization is
greater than that of the activation polarization; hence, the mean power densities decrease with a decrease
in the size of LSM particles. The optimum size of LSM particles for the cell studied is predicted to be
~0.2 um. Of course, using the particles in this range may lead to a decrease in the mean power densities
due to the grain growth of the particles during the sintering process or the cell operation. Therefore, larger

LSM particles may be selected for the cathode to increase the cell durability.

The studies point out that varying the size of LSM particles in the cathode from 0.1 um to 5 um can affect
the mean total power density up to 0.192 W/cm® and the mean power densities due to H, and CO

electrochemical reactions up to 0.139 W/cm” and 0.053 W/cm?, respectively.
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Figure 4.51: Effect of the size of LSM particles in the cathode on the cell mean total power density

and mean power densities due to H, and CO electrochemical reactions.

4.4.3.2.10 Thickness of the Cathode

Figure 4.52 shows the effects of the cathode thickness on the mean total power density and mean power
densities due to H, and CO electrochemical reactions. With an increase in the cathode thickness, the mean
total power density and mean power densities due to H, and CO electrochemical reactions increase to a
certain value and then decrease linearly with a slight slope. Therefore, there is an optimum value for the
cathode thickness at which these mean power densities are maximized. This trend makes sense because
for thin cathodes the cathode activation polarization increases significantly due to insufficient active sites
for the oxygen electroreduction reaction. For thick cathodes, the contribution of the cathode ohmic and
concentration polarizations becomes significant due to the increase in the mass and charge transport
lengths. For the cell studied, the optimum thickness of the cathode is predicted to be ~70 pm; however,

these mean power densities reduce negligibly if the thickness decreases to even around 45 pum.

The studies also indicate that varying the thickness of the cathode from 5 pm to 150 pm can affect the
mean total power density up to 0.156 W/cm’ and the mean power densities due to H, and CO

electrochemical reactions up to 0.113 W/cm?® and 0.043 W/cm?, respectively.
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Figure 4.52: Effect of the cathode thickness on the cell mean total power density and mean power

densities due to H, and CO electrochemical reactions.

4.4.3.2.11 Porosity of the Cathode

The effect of the porosity of the cathode on the mean total power density and the mean power densities
due to H, and CO electrochemical reactions is shown in Figure 4.53. With a decrease in the porosity, the
mean total power density and mean power densities due to H, and CO electrochemical reactions increase
to a certain value due to the decrease in the cathode activation and ohmic polarizations. However, they
then decrease suddenly due to a significant increase in the cathode concentration polarization. Therefore,
there is a porosity at which these mean power densities are maximized. For the cell studied, the optimum
cathode porosity is predicted to be =0.21. If this low porosity cannot be achieved for a random-packing of
spherical particles with a given size, the minimum possible porosity should be selected for the cathode.
The studies also reveal that varying the porosity of the cathode from 0.13 to 0.6 can affect the mean total
power density up to 0.102 W/cm” and the mean power densities due to H, and CO electrochemical

reactions up to 0.074 W/cm” and 0.028 W/cm’, respectively.
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Figure 4.53: Effect of the cathode porosity on the mean total power density of the cell and mean

power densities due to H, and CO electrochemical reactions.

A remarkable result, illustrated in Figures 4.43-4.53, is that the contribution of CO electrochemical
reaction in the mean total power density is almost 27% and the rest of the power density is generated
through H, electrochemical reaction. The microstructure of electrodes may change the contribution of the

CO electrochemical reaction up to 1%-point.

The effect of the microstructural variables of the porous composite electrodes of the cell studied on the

mean power densities is summarized in Table 4.7.
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Table 4.7: Summary of the effect of the microstructure of porous composite electrodes on the mean total power densities.

Microstructural Variable

Mean Power Density (W/cm?)

H, electrochemical

CO electrochemical

Total . .
Variabl Range of Ot | reaction reaction
ariable investigation ptifnum vaite Interval of  Magnitude  Interval of  Magnitude Interval of = Magnitude
changes of changes changes of changes changes of changes
Volume fraction of Ni <O oy <
: 0.46=¢nian =08 0.58 [0.144,0.326]  0.182  [0.105,0.238]  0.133 [0.038,0.088]  0.050
in the anode o p1=0.5
functional layer at 0.3< } <0.69
various particle size ' —‘PN"”LI— ‘ 0.44 [0.152,0.390] 0238  [0.112,0.284]  0.172  [0.041,0.106]  0.065
. OAFL=
ratios
0.18<qniap<0.52
=N ’A’F; 0.32 [0.151,0.285]  0.134  [0.111,0.208]  0.097  [0.041,0.077]  0.036
OAFL=
< <
. 0.46=¢151m,c=0.80 0.56 [0.184,0.344]  0.160  [0.135,0.250]  0.115  [0.049,0.093]  0.044
Volume fraction of oc=0.5
LSM in the cathode at  0.3<@sp,c<0.69
. C ’ 0.42 [0.192,0.390]  0.198  [0.141,0.284]  0.143  [0.052,0.106]  0.054
various particle size ac=1
ratios 0.18< <0.52
—‘ZLSSC— 0.30 [0.201,0.332]  0.131  [0.147,0.242]  0.095  [0.054,0.090]  0.036
=
Diameter of electron-  0.1<dnj 2 ;.<5.0 <0.1 [0.197,0.607]  0.410  [0.144,0.442]  0.298  [0.053,0.166]  0.113
conducting particles 0.1<d; sm,c<5.0 0.2 [0.266,0.458]  0.192  [0.194,0.333]  0.139  [0.072,0.125]  0.053
(1m) 0.1<dnias.<5.0 as high as possible [0.290,0.393]  0.103  [0.211,0.286]  0.075  [0.080,0.106]  0.026
5<8ApL<150 85 [0.156,0.405]  0.249  [0.114,0295]  0.181  [0.042,0.110]  0.068
Thickness (pm) 5<8¢<150 70 [0.234,0.390]  0.156  [0.171,0.284]  0.113  [0.063,0.106]  0.043
50<8,5<1500  aslow as possible [0.365,0.398]  0.033  [0.266,0.290]  0.024  [0.099,0.108]  0.009
0.13<g ;.<0.60 0.19 [0.277,0.424]  0.147  [0.202,0.309]  0.107  [0.075,0.115]  0.040
Porosity 0.13<£¢<0.60 0.21 [0.291,0.393]  0.102  [0.212,0.286]  0.074  [0.079,0.107]  0.028
0.13<g,5.<0.60  as high as possible [0.161,0.400]  0.239  [0.118,0.291]  0.173  [0.043,0.108]  0.065




4.4.3.3 Temperature of the Solid Structure of the Cell

The mean temperature, the temperature difference between the hottest and coldest spots, and the
maximum temperature gradient in the solid structure, as three important parameters to design a durable
cell, may change significantly by varying the microstructure of electrodes. The effect of the
microstructural variables of the porous composite electrodes on these three parameters is studied in this

section.

4.4.3.3.1 Volume Fraction of Electron-Conducting Particles and Particle Size Ratio

Figure 4.54 shows the effect of the Ni volume fraction in the anode functional layer and the LSM volume
fraction in the cathode at various particle size ratios on the mean temperature, the temperature difference
between the hottest and coldest spots, and the maximum temperature gradient in the solid structure. With
an increase in the volume fraction of Ni in the anode functional layer or LSM in the cathode from their
percolation thresholds, the mean temperature of the solid structure decreases to a certain value and then
increases. Therefore, there is a value for the volume fraction of Ni in the anode functional layer and a
value for the volume fraction of LSM in the cathode at which the mean temperature is minimized. The
studies confirm that there are always such values for the Ni and LSM volume fractions that minimize the
mean temperature of the solid structure. Among the values of the Ni and LSM volume fractions that
minimize the mean temperature at various particle size ratios, the one associated with the particle size
ratio of unity provides the lowest mean temperature. At the particle size ratio of unity, the mean
temperature of the solid structure of the cell studied is minimized at the Ni volume fraction of =0.44 in the
anode functional layer and the LSM volume fraction of ~0.42 in the cathode. The studies also indicate
that at the particle size ratio of unity, an increase in the volume fraction of Ni in the anode functional
layer from 0.3 to 0.69 can affect the mean temperature of the solid structure up to 11.4 K. The effect of

this increase in the volume fraction of LSM in the cathode can be up to 9.3 K.

In contrast to the mean temperature, with an increase in the volume fraction of Ni in the anode
functional layer or the volume fraction of LSM in the cathode from their percolation thresholds, the
temperature difference between the hottest and coldest spots in the solid structure increases to a certain
value and then decreases. Therefore, there is a value for the volume fraction of Ni and a value for the
volume fraction of LSM at which this temperature is maximized. Among the values of the Ni and LSM
volume fractions that maximize this temperature at various particle size ratios, the one associated with the

particle size ratio of unity always provides the highest temperature difference between the hottest and
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coldest spots in the solid structure. These statements are also valid for the maximum temperature gradient
in the solid structure. At the particle size ratio of unity, the temperature difference between the hottest and
coldest spots in the solid structure of the cell studied is maximized at the Ni volume fraction in the anode
functional layer and the LSM volume fraction in the cathode of =0.46 and ~0.44, respectively. The
maximum temperature gradient also happens at the Ni and LSM volume fractions of ~0.42. The studies
also indicate that at the particle size ratio of unity, an increase in the volume fraction of Ni in the anode
functional layer from 0.3 to 0.69 can affect the temperature difference between the hottest and coldest
spots and the maximum temperature gradient in the solid structure up to 25.2 K and 2.5 K/cm,
respectively. The effect of this increase in the volume fraction of LSM in the cathode on the temperature
difference between the hottest and coldest spots and the maximum temperature gradient in the solid

structure may be up to 20.2 K and 1.7 K/cm, respectively.

As a remarkable result, the effect of the volume fraction of Ni in the anode functional layer on the
temperature distribution in the solid structure of the cell is more significant than the volume fraction of

LSM in the cathode.
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Figure 4.54: Effect of the volume fraction of electron-conducting particles in the anode functional

layer and cathode at the particle size ratios of 0.5, 1 and 2 on the (a) mean temperature, (b)

temperature difference between the hottest and coldest spots, and (c) maximum temperature

gradient in the solid structure of the cell.
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4.4.3.3.2 Size of Electron-Conducting Particles

Figure 4.55 shows the effects of the size of Ni particles in the anode functional and substrate layers and
the size of LSM particles in the cathode on the mean temperature, the temperature difference between the
hottest and coldest spots, and the maximum temperature gradient in the solid structure of the cell. With a
decrease in the size of Ni particles in the anode functional layer or LSM particles in the cathode, the mean
temperature of the solid structure decreases to a certain value and then increases. Therefore, there is a
value for the size of the Ni particles in the anode functional layer and a value for the size of the LSM
particles in the cathode at which the mean temperature is minimized. For the cell studied, the mean
temperature of the solid structure of the cell is minimized at the size of =0.2 um for Ni particles in the
anode functional layer and the size of 0.3 um for LSM particles in the cathode. The studies also indicate
that an increase in the size of Ni particles in the anode functional layer from 0.1 pm to 5.0 um can affect
the mean temperature of the solid structure up to 11.1 K. The effect of this increase in the size of LSM

particles in the cathode is predicted to be up to 6.8 K.

With an increase in the size of Ni particles in the anode substrate layer, the mean temperature of the
solid structure decreases; however, the decrease in this temperature is negligible for Ni particle sizes
greater than 1.5 pm. The studies also indicate that an increase in the size of Ni particles in the anode

substrate layer from 0.1 pm to 5.0 pm can affect the mean temperature of the solid structure up to 5.9 K.

In contrast to the mean temperature, with a decrease in the size of Ni particles in the anode functional
layer or LSM particles in the cathode, the temperature difference between the hottest and coldest spots in
the solid structure increases to a certain value and then decreases; therefore, there is a value for the size of
Ni particles and a value for the size of LSM particles at which this temperature is maximized. This
statement is also valid for the maximum temperature gradient in the solid structure. For the cell studied,
the temperature difference between the hottest and coldest spots in the solid structure of the cell is
maximized at the size of =0.25 um and ~0.2 pm for the Ni particles in the anode functional layer and the
LSM particles in the cathode, respectively. The maximum temperature gradient also happens at the size of
the Ni and LSM particles of =0.12 pm and ~0.25 um, respectively. The studies also indicate that an
increase in the size of Ni particles in the anode functional layer and LSM particles in the cathode from 0.1
um to 5.0 um can affect the temperature difference between the hottest and coldest spots up to 22.9 K and
13.3 K and the maximum temperature gradient in the solid structure up to 1.6 K/cm and 0.9 K/cm,

respectively.

With an increase in the size of Ni particles in the anode substrate layer, the temperature difference

170



between the hottest and coldest spots and the maximum temperature gradient in the solid structure
increases; however, the increase in these temperatures is negligible for Ni particle sizes greater than ~1.5
um. The studies also indicate that an increase in the size of Ni particles in the anode substrate layer from
0.1 pm to 5.0 um can affect the temperature difference between the hottest and coldest spots and the

maximum temperature gradient in the solid structure up to 10.3 K and 0.3 K/cm, respectively.

As a remarkable result, among the sizes of the Ni particles in the anode substrate and functional layers
and LSM particles in the cathode, the size of Ni particles in the anode functional layer has the highest
effect on the temperature distribution in the solid structure of the cell, followed by the size of LSM

particles in the cathode and the size of Ni particles in the anode substrate layer.
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4.4.3.3.3 Thickness of Electrodes

Figure 4.56 shows the effects of the thickness of the anode functional and substrate layers and the
thickness of the cathode on the mean temperature, the temperature difference between the hottest and
coldest spots, and the maximum temperature gradient in the solid structure of the cell. As illustrated in
Figure 4.56(a), with an increase in the thickness of the anode functional layer and cathode, the mean
temperature of the solid structure decreases to a certain value and then increases. Therefore, there is a
value for the thickness of the anode functional layer and a value for the thickness of the cathode at which
the mean temperature is minimized. For the cell studied, the mean temperature of the solid structure of the
cell is minimized at the thickness of the anode functional layer and cathode of =85 pum. Of course, the
change in the mean temperature is negligible for thicknesses greater than 45 um. The studies indicate that
the increase in thicknesses of the anode functional layer and the cathode from 5 um to 150 um can affect

the mean temperature of the solid structure up to 14.2 K and 9.2 K, respectively.

As shown in Figure 4.56(b), in contrast to the mean temperature, with an increase in the thickness of the
anode functional layer and cathode, the temperature difference between the hottest and coldest spots in
the solid structure increases to a certain value and then decreases with a slight slope; therefore, there is a
value for the thickness of the anode functional layer and a value for the cathode thickness at which this
temperature is maximized. For the cell studied, the temperature difference between the hottest and coldest
spots in the solid structure of the cell is maximized at the anode functional layer and cathode thicknesses
of =100 um and =60 um, respectively. The studies also indicate that the increase in thicknesses of the
anode functional layer and cathode from 5 pm to 150 pm can affect this temperature difference up to
~28.5 K and =17.4 K, respectively.

As shown in Figure 4.56(c), with an increase in the thickness of the anode functional layer, the
maximum temperature gradient of the solid structure increases sharply if the thickness is less than ~45
um. The effect of the cathode thickness on the maximum temperature gradient becomes significant for
cathodes thinner than =30 um. The studies also reveal that an increase in thickness of the anode functional
layer and cathode from 5 um to 150 pum can affect the maximum temperature gradient in the solid

structure up to 2.3 K/cm and 0.9 K/cm, respectively.

The mean temperature, the temperature difference between the hottest and coldest spots, and the
maximum temperature gradient in the solid structure of the cell are weak functions of the thickness of the
anode substrate layer. An increase in this thickness from 50 pm to 1500 um can only affect the mean

temperature, the temperature difference between the hottest and coldest spots, and the maximum
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temperature gradient in the solid structure around 1.3 K, 1.2 k, and 0.3 K/cm, respectively.

As a remarkable result, among the thicknesses of the cathode and the anode functional and substrate
layers, the thickness of the anode functional layer has the highest effect on the temperature distribution in

the solid structure, followed by the thicknesses of the cathode and anode substrate layer.
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4.4.3.3.4 Porosity of Electrodes

Figure 4.57 shows the effects of the porosity of the anode functional and substrate layers and the porosity
of the cathode on the mean temperature, the temperature difference between the hottest and coldest spots,
and the maximum temperature gradient in the solid structure of the cell. With an increase in the porosity
of the anode substrate layer, the mean temperature reduces and the temperature difference between the
hottest and coldest spots in the solid temperature increases. Of course, for porosities greater than 0.5,
these temperatures are weak functions of the porosity of the anode substrate layer. With an increase in the
porosity of the anode substrate layer, the maximum temperature gradient in the solid structure increases to
a certain value and then decreases; therefore, there is a value for the porosity of the anode substrate layer
at which the maximum temperature gradient is maximized. The maximum temperature gradient in the
solid structure of the cell is maximized at the porosity of =0.3 for the anode substrate layer. The studies
indicate that an increase in the porosity of the anode substrate layer from 0.13 to 0.6 can affect the mean
temperature, the temperature difference between the hottest and coldest spots, and the maximum

temperature gradient in the solid structure up to 15.0 K, 28.3 K, and 1.5 K/cm, respectively.

With an increase in the porosity of the anode functional layer and cathode, the mean temperature of the
solid structure decreases to a certain value and then increases; therefore, there is a value for the porosity
of the anode functional layer and a value for the porosity of the cathode at which the mean temperature is
minimized. For the cell studied, the mean temperature of the solid structure of the cell is minimized at the
porosity of the anode functional layer and cathode of =0.21. The studies also indicate that an increase in
the porosity of the anode functional layer and cathode from 0.13 to 0.6 can affect the mean temperature of

the solid structure up to 4.0 K and 3.7 K, respectively.

In contrast to the mean temperature, with an increase in the porosity of the anode functional layer and
cathode the temperature difference between the hottest and coldest spots in the solid structure increases to
a certain value and then decreases; therefore, there is a value for the porosity of the anode functional layer
and a value for the porosity of the cathode at which this temperature is maximized. This statement is also
valid for the maximum temperature gradient in the solid structure. For the cell studied, the temperature
difference between the hottest and coldest spots in the solid structure of the cell is maximized at the anode
functional layer and cathode porosities of =0.21 and =~0.19, respectively. The maximum temperature
gradient also occurs at the anode functional layer and cathode porosities of =0.14 and ~0.23, respectively.
The studies indicate that an increase in the porosity of the anode functional layer and cathode from 0.13 to

0.6 can affect the temperature difference between the hottest and coldest spots up to 8.5 K and 7.1 K and
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the maximum temperature gradient in the solid structure up to 0.7 K/cm and 0.5 K/cm, respectively.

As a remarkable result, among the porosities of the cathode and the anode substrate and functional
layers, the porosity of the anode substrate layer has the highest effect on the temperature distribution in

the solid structure of the cell, followed by the porosities of the anode functional layer and cathode.

The effects of the microstructural variables of the porous composite electrodes of the cell studied on the
mean temperature, the temperature difference between the hottest and coldest spots, and the maximum

temperature gradient in the solid structure of the cell are summarized in Table 4.8.
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Table 4.8: Summary of the effect of the microstructure of porous composite electrodes on the mean temperature, the temperature

difference between the hottest and coldest spots, and the maximum temperature gradient in the solid structure of the cell.

Microstructural variable Trnean (K) Thottest-Tcotdest (K) (dT/dy)max (K/cm)
) . . Interval of Magnitude  Interval of Magnitude Interval of Magnitude
Variable Range of investigation
changes of changes changes of changes changes of changes
<QOni A F1 <
Volume fraction of 0'46(;‘PN1:§L5—0'8 [1162.5,1173.1] 10.6 [52.3,75.5] 232 [9.1,11.5] 2.4
Ni in the anode AR
. 0.3<@niar<0.69
functional layer at ’ ’_1 [1160.8,1172.2] 11.4 [53.9,79.1] 25.2 [9.3,11.8] 2.5
various particle size GAFL™
; 0.18<@niap<0.52
ratios =ONLAFL [1164.8,1174.2] 9.4 [52.0,71.8] 19.8 [9.4,11.3] 1.9
0A pL=2
0.46=0rsmc<080 111695117121 9.0 [58.2.76.4] 18.2 [10.0,11.6] 1.6
Volume fraction of ac=0.5
LSM in the cathod 0.3< <0.69
1 He carode =Prsmc= [1160.8,1170.1] 9.3 [58.9,79.1] 20.2 [10.1,11.8] 1.7
at various particle ac=1
size ratios 0.18< <0.52
_(PLSM;_ [1163.0,1170.3] 7.3 [61.1,75.1] 14.0 [10.3,11.5] 1.2
Oc=
Diameter of 0.1<dniar<5.0 [1159.0,1170.1] 11.1 [60.5,83.4] 22.9 [10.4,12.0] 1.6
electron-conducting 0.1<drsm,c<5.0 [1159.6,1166.4] 6.8 [68.5,81.8] 13.3 [11.1,12.0] 0.9
particles (um) 0.1<dnj,s.=5.0 [1160.7,1166.6] 5.9 [69.0,79.3] 10.3 [11.5,11.8] 0.3
5<8, <150 [1160.3,1174.5] 14.2 [51.6,80.1] 28.5 [9.5,11.8] 23
Thickness (um) 5<8c<150 [1160.8,1170.0] 9.2 [61.7,79.1] 17.4 [10.9,11.8] 0.9
50<8,,5.<1500 [1160.8,1162.1] 1.3 [77.9,79.1] 1.2 [11.6,11.9] 0.3
0.13<€4 ;1.<0.60 [1160.4,1164.4] 4.0 [71.7,80.2] 8.5 [11.2,11.9] 0.7
Porosity 0.13<ec<0.60 [1160.7,1164.4] 3.7 [72.2,79.3] 7.1 [11.3,11.8] 0.5
0.13<e5 5:<0.60 [1160.5,1175.5] 15.0 [51.2,79.5] 28.3 [10.3,11.8] 1.5




4.5 SOFC Systems

The performance of two SOFC systems proposed in chapter 3 was evaluated. First, the SOFC system I to
generate heat and electric power in a WWTP and a residential dwelling was evaluated. Then, the SOFC

system II for portable electric power generation was assessed.

4.5.1 Operation of the SOFC System I in a Wastewater Treatment Plant

The Robert O. Pickard Centre’s WWTP in Ottawa, Ontario is selected as the plant to study the
performance of the SOFC system I shown in Figure 4.58. This plant treats approximately 450,000 m*/day
domestic, commercial, and industrial wastewater in the city of Ottawa. Around 27,000 m*/day biogas is
produced through the anaerobic digestion process in this plant. In 1998, a conventional CHP system was
installed in this plant. This system converts 32% of the chemical energy of the biogas produced into
electric power and 48% into heat. The electric power generated is used for aeration blowers in the
anaerobic digestion process. The heat generated is used to control the temperature of the digestion process
and for the space heating. Of course, during periods of low heat demand, the heat generated is more than
enough to meet the heat demand of the WWTP [19]. The average composition of the biogas produced in
WWTPs in Ontario is adopted for the biogas produced in the Pickard plant. Three methods of the AGR,
SR, and POX were considered for processing this gas. These three fuel processing methods suggest three
different configurations for the SOFC system [ (see Figure 4.58). The composition of the biogas
processed by these methods is listed in Table 4.3. The SOFC stack employed in this system comprises
ASC-3 cells produced by H.C. Starck Company. The insulation system I described in section 3.3 was also
selected for insulating this stack. For the anode exchange current density of the ASC-3 cell, the value of
y4, My, my, and E,, 4 in Equation (3.38) are 5%10%, 1, -0.5, and 1.2x10°, respectively [128]. For the cathode
exchange current density of this cell, the value of 1.4x10' (assumed), 0.25, and 1.4x10° [128] was used
for yc, ms, and E,..c in Equation (3.39), respectively. The input data for the computer simulation of this

system is listed in Table 4.9.

The computer simulation results based on the cell, stack, and system input data in Table 4.9 is obtained
and listed in Table 4.10. The results indicate that the electrical efficiency of all the configurations of the
SOFC system I is higher than that of the conventional CHP system being operated in the Pickard Plant.
Of course, the electrical efficiency of the configuration III with the POX fuel processor is only ~1%
higher than that of the existing system in the Pickard Plant. In contrast, configuration I with the AGR and
configuration Il with the SR fuel processor exhibit the electrical efficiency of =45.1% and ~43.0%,

respectively, which are significantly higher than the electrical efficiency of the existing CHP system in
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Table 4.9: The design and operating parameters required for computer simulation of SOFC system
I for operation in a WWTP.

Parameter Value
Cell
Operating voltage 0.7V
Operating temperature 1073.15K
Operating pressure 1 atm
Fuel utilization ratio 80%
thickness 518 um
Anode porosity 0.33 (-)
tortuosity 4(-)
pore size 0.66 um
thickness 45 um
0rosit 0.33 (-
Cathode fortuosi}j[y 4 (—() :
pore size 0.66 um
Electrical resistivity of anode (335576’XP(1392/T5))_1 QOm
Electrical resistivity of cathode (12324.4exp(—600/ TS))_1 Qm
Ionic resistivity of electrolyte Equation (3.91)
Electrical resistivity of interconnect —6.25 X 10713T2 + 1.72 x 107°T, + 2.77 x 1078Qm
Electrolyte thickness 5 um
Interconnect thickness 3 mm
Active length 10 cm
Active width 10 cm
Stack
Solid insulation thickness . >0 mm
thermal conductivity 0.025 WmK
Emissivity of the outer metal surface 0.8 (—)
Temperatures of the inlet fuel and air 973.15K
Temperatures of the outlet fuel and air 1173.15K
Voltage drop due to stacking 2% of the voltage of each cell
Number of cells in parallel 1
System
Flow rate of the inlet biogas 27,000 m’/day
Temperature of the inlet biogas 30°C
Pressure drop 0.3 atm
Air blower efficiency 62.5%
Inlet cold water temperature 35°C
Outlet hot water temperature 95°C
Inverter efficiency 92%
Flue gas exhaust temperature Max(Tdewpoint50°C, Tw,colat20)
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Table 4.10: The results of the computer simulation of the SOFC system I with three different
configurations for operation in a WWTP.

Parameter Configuration I Configuration II Configuration III
Net AC electric power generated (MW) 2.92 2.78 2.14

Heat generated (MW) 2.33 2.14 3.21
Electrical efficiency (%) 45.1 43.0 33.0

CHP efficiency (%) 84.1 78.6 86.8

Total exergy destruction of the system (MW) 3.61 3.78 4.28
Number of cells in the SOFC stack (-) 102,863 87,614 93,726
Flow rate of the hot water produced (kg/s) 10.10 9.23 13.89

Heat transfer from the SOFC stack (kW) 43.3 39.0 40.1
Reforming agent to the inlet biogas ratio (kg/kg) 0.93 0.38 1.38

In the case of operating the SOFC system I with configurations I and II, the electric power generated
will be greater than the power required to operate the plant; and the extra electric power can be sold to the
electrical grid. The results also indicate that the system with configuration III provides the highest CHP
efficiency among the three configurations studied. Since the heat generated from the SOFC system with
configurations I or II is enough for the WWTP, the high CHP efficiency of the configuration III may not
be valuable for this application. The advantage of configuration Il compared to the other configurations is
the number of cells required for the SOFC stack. The number of cells for the SOFC system with

configuration II is #17.4% less than that for the system with configuration I.

Overall, it seems that SOFC system I with configurations I and II are appropriate to be applied in the

WWTP; however, a detailed economic analysis is required for selecting the best configuration.

4.5.1.1 Exergy Analysis

Figure 4.59 shows the share of each component of the SOFC system in the exergy destruction of the input
biogas fuel to the system. The results indicate that the exergy destruction in the SOFC stack is not as
significant as the exergy destruction in the air heater, reformer control volume, or boiler. In all three
configurations of the system studied, the air heater has the largest share in the exergy destruction of the
input biogas, followed by the boiler and burner for configuration I, the reformer control volume and
burner for configuration II, and the boiler and reformer control volume for configuration III. There is a
considerable potential to generate more electric power in all the configurations studied, especially in
configuration III, if the SOFC system I is combined with other power generation systems and

appropriately optimized.
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Figure 4.59: The exergy destruction of the input biogas fuel in each component of the SOFC system
I with (a) configuration I, (b) configuration II, and (c) configuration III for operation in a WWTP.
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4.5.2 Operation of the SOFC System I in Residential Dwellings

The performance of the SOFC system | was evaluated for operation in a residential dwelling. For this
application, the TER generated in the SOFC system and the TER required for residential dwellings should
be matched. The TER for residential dwellings can be determined based on space heating, space cooling,
or domestic hot water demands and its magnitude is highly dependent on location, building type, design,
usage pattern, time of day, and time of year [67]. The TER for hourly averaged annual domestic hot water
for a 200 m? house can range from 0.7 to 1.0 [129]. The TER for space heating can be substantially higher

(e.g. more than ten times) than that for domestic hot water in cold climates [67].

To evaluate the system, the average composition of the biogas produced in WWTPs in Ontario was
adopted as the input fuel. Three methods of the AGR, SR, and POX were considered for the biogas
processing. These three processing methods suggest three configurations for the SOFC system I (see
Figure 4.58). The equilibrium composition of the biogas processed by these methods is listed in Table
4.3. The SOFC stack used in this system comprises 27 ESC-4 cells. The insulation system I described in
section 3.3 was also selected for insulating this stack. For the anode exchange current density of the ESC-
4 cell, the values of y,, m;, my and E,,, in Equation (3.38) are 1.4x102, 0.5, 0, and 1.294x10°,
respectively [130]. For the cathode exchange current density of this cell, the values of 2.9x10"
(assumed), 0.25, and 1.4x10° [128] are used for yc, m3, and E,.c in Equation (3.39), respectively. This
system generates around 1 kW net AC electric power and the exhaust gases leave the systems at a
temperature that is 50°C greater than the dew point temperature of the exhaust gases. The input data for

the computer simulation of this system is listed in Table 4.11.

The computer simulation results based on the cell, stack, and system input data in Table 4.11 were
obtained and are listed in Table 4.12. The minimum mass flow rate of the anode exit gas required for the
reforming control volume of the system with configuration I depends on the fuel utilization ratio. The
value of this flow rate is 0.63, 0.68, and 0.74 of the biogas mass flow rate at the entrance of the system at
the fuel utilization ratios of 80%, 70%, and 60%, respectively. The minimum mass flow rate of the water
and air required for the reforming control volume of the system with configurations II and III are
predicted to be 0.29 and 1.08 of the biogas mass flow rate, respectively. These values are independent of
the fuel utilization ratio. The results reveal that the mass flow rate of inlet biogas to the system with
configurations I to III is #0.432 kg/hr, =0.436 kg/hr, and ~0.536 kg/hr, respectively, at the fuel utilization
ratio of 80%.
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Table 4.11: The design and operating parameters required for computer simulation of the SOFC
system I for operation in residential dwellings.

Parameter Value
Cell
Operating temperature 1123.15K
Operating pressure 1 atm
Fuel utilization ratio 60%, 70%, or 80%
thickness 40 pm
Anode and cathode por051t?l 0330
tortuosity 4(-)
pore size 0.66 pum
Electrical resistivity of anode 1.25%10° Q m [130]
Electrical resistivity of cathode (12324.4exp(—600 / Ts))_1 Qm
Ionic resistivity of electrolyte Equation (3.91)
Electrical resistivity of interconnect —6.25x 1071372 + 1.72 x 107°T, + 2.77 X 1078Q'm
Electrolyte thickness 90 um
Interconnect thickness 3 mm
Active length 10 cm
Active width 10 cm
Stack
L . thickness 50 mm
Solid insulation o
thermal conductivity 0.025 W/m K
Emissivity of the outer metal surface 0.8 (-)
Temperatures of the inlet fuel and air 1023.15 K
Temperatures of the outlet fuel and air 1198.15 K
Number of ESC-4 cells 27
Number of cells in parallel 1
Voltage drop due to stacking 5% of the voltage of each cell
System
Net AC electric power ~ 1 kWe
Pressure drop 0.3 bar
Air blower efficiency 62.5%
Inlet cold water temperature 40°C
Outlet hot water temperature 90°C
Inverter efficiency 92%
Flue gas exhaust temperature Max(T gewpointt50°C, Tw, coiat20)
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The system with configuration I exhibits a net AC electrical efficiency of 42.4% at the fuel utilization
ratio of 80%, followed by the system with configuration II with 41.7%, and the system with configuration
I with 33.9%. The system with configuration III provides the highest CHP efficiency among the
configurations studied, followed by the system with configurations I and II. At the fuel utilization ratio of
80%, the CHP efficiency of the system with configurations I to III is 76.9%, 72.9%, and 80.5%,
respectively. The TER of the system with configurations I and II at the fuel utilization ratio of 70% and
80% is well-matched with the TER based on the domestic hot water demands for single-family detached
dwellings [129]. The studies show that the TER of the system with configuration III is suitable for this
application at the fuel utilization ratio of 90%. The excess air required for thermal management of the
SOFC stack is lowest for the system with configuration II. Therefore, the size and initial investment cost
for the blower, air heater, and burner is the lowest for this configuration. The voltage of the system with
configuration II is the highest among the configurations studied. At the fuel utilization ratio of 80%, the
voltage level reaches around 16.5 V for the system with configuration II and 16.3 V for the system with
configurations I and III. The total exergy destructions in the system with configurations I and II are very
close, especially at fuel utilization ratios greater than 80%, and are substantially less than that in the
system with configuration III. The studies also indicate that depending on the fuel utilization ratio and the
system configuration, 10%-16% of the electric power generated in the SOFC stack would be consumed in

the air blower.

Table 4.12: The results of the computer simulation of the SOFC system I with three different

configurations for operation in residential dwellings.

Configuration I Configuration II Configuration III

Fuel utilization ratio (%) 80 70 60 80 70 60 80 70 60

Reforming agent to biogas ratio (kg/kg) 0.63 0.68 074 029 029 029 1.08 1.08 1.08
Biogas mass flow rate (kg/hr) 0.432 0.443 0.475 0.436 0.454 0.508 0.536 0.59 0.662
Net AC electrical efficiency (%) 424 40.5 375 41.7 387 345 339 307 274
CHP efficiency (%) 77.5 784 803 729 751 77.6 80.5 825 84.5
TER (-) 081 094 1.15 0.75 094 125 138 1.68 2.09
Excess air (—) 52 42 33 49 39 31 51 42 34

Operating voltage of the system (V) 163 169 173 165 17.1 17.5 163 16.7 17.1
Total exergy destruction in the system (W) 1338 1401 1568 1369 1491 1751 1858 2122 2473
Blower input power (W) 156 132 119 141 118 105 158 145 132

Hot water produced (kg/hr) 13,5 152 185 122 150 19.8 22.6 27.6 343
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4.5.2.1 Exergy Analysis

Figure 4.60 shows the share of each component of SOFC system I in the exergy destruction of the input
biogas fuel to the system. The results indicate that the exergy destruction in the SOFC stack is not as
significant as the exergy destruction in the air heater. In all the three configurations of the system studied,
the air heater has the largest share in the exergy destruction of the input biogas, followed by the SOFC
stack and burner/boiler for the system with configuration I, the SOFC stack and burner for the system
with configuration II, and the boiler and SOFC stack for the system with configuration III. There is a
considerable potential to generate more electric power in all the configurations studied, especially in
configuration III, if the SOFC system I is combined with other power generation systems and

appropriately optimized.

4.5.2.2 Sensitivity Analysis

Since the SOFC stack represents 30-50% of the initial investment cost of an SOFC system [131], the
number of cells in the stack significantly contributes to economically optimize the SOFC system. Two
key parameters that affect the number of cells are the cell voltage and fuel utilization ratio. In this section,
the effect of the cell voltage at several fuel utilization ratios on the number of cells required for the SOFC
stack to generate around 1 kW net AC electric power was studied through a sensitivity analysis. In
addition to the number of cells, the cell voltage and fuel utilization ratio affect the TER, excess air, and
electrical and CHP efficiencies of the system. Therefore, these parameters were also studied through the

sensitivity analysis.

4.5.2.2.1 The Number of Cells and TER

Figure 4.61 shows the effects of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the
number of ESC-4 cells and TER of the SOFC system studied. In the range of the cell voltages
investigated, the number of cells required for the SOFC stack to generate around 1 kW net AC electric
power varies as a parabolic curve with the cell voltage. The cell voltages at which the minimum number
of cells is obtained are listed in Table 4.13. At fuel utilization ratios between 60% and 80%, the cell
voltage at which the minimum number of cells is obtained is between 0.55V and 0.62 V for the system
with configuration I, 0.57V and 0.62 V for the system with configuration II, and 0.58 V and 0.61 V for
the system with configuration III. At the fuel utilization ratio of 80%, the minimum number of cells is

obtained 23, 23, and 24 cells for the system with configurations I to III, respectively.
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Figure 4.60: The exergy destruction of the input biogas fuel in each component of the SOFC system
I with (a) configuration L, (b) configuration I1, and (c¢) configuration III for operation in residential

dwellings at the fuel utilization ratio of 80%.
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Figure 4.61: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the
number of cells and TER of the SOFC system with (a) configuration I, (b) configuration II, and (c)

configuration III.

Table 4.13: The cell voltages at which the minimum number of cells is obtained for the Stack.

Variable Configuration I  Configuration II Configuration 111
Fuel utilization ratio (%) 60 70 80 60 70 80 60 70 80
Cell voltage (V) 0.62 0.58 0.55 0.57 061 0.62 058 0.60 0.61

Minimum number of cells 21 22 23 21 22 23 22 23 24

The cell voltages at which the minimum number of cells is obtained is important to economically
optimize the SOFC system. Based on this voltage, the operating voltages of a cell can be divided into two
groups. The voltages in group I are lower, and the voltages in group II are higher than the voltage at
which the minimum number of cells is obtained. By decreasing the cell voltage, the number of cells
required for the SOFC stack increases for group I and decreases for group II of the cell voltages. In the
range of the fuel utilization ratios investigated, the number of cells decreases by decreasing the fuel

utilization ratio for both groups of cell voltages.
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The TER of the system with configurations studied increases progressively by decreasing the cell
voltage. The TER also increases by decreasing the fuel utilization ratio. For group I of the cell voltages,
the TER of all the configurations studied is greater than unity. It means that the heat produced in the
system is more than the heat required for the domestic hot water demand for single-family detached

dwellings.

4.5.2.2.2 Electrical and CHP Efficiencies

Figure 4.62 shows the effects of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the
electrical and CHP efficiencies of the SOFC system studied. In the range of the voltages investigated, an
increase in the cell voltage leads to a linear increase in the net AC electrical efficiency of the system with
configurations studied. In the range of the fuel utilization ratios investigated, the net AC electrical
efficiency is higher at elevated fuel utilization ratios. The CHP efficiency of the system with
configurations II and III decreases with an increase in the cell voltage. However, the CHP efficiency of
the system with configuration I decreases to a certain value and then increases. For all the configurations
studied, the variation in the CHP efficiency is not significant for group I of cell voltages. As a remarkable
result, the electrical efficiency of the system for the cell voltages in group II is notably higher than that for
the cell voltages in group 1. For the system with configurations II and III, the CHP efficiency is slightly
smaller for group II than group I of the cell voltages.
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Figure 4.62: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the net AC
electrical and CHP efficiencies of the SOFC system with (a) configuration I, (b) configuration II,

and (c) configuration III.
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4.5.2.2.3 Biogas Fuel Consumption

The effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the inlet biogas flow rate
to the system is shown in Figure 4.63. As seen in this figure, by decreasing the cell voltage, the biogas
mass flow rate increases progressively for all the configurations studied. The higher the fuel utilization
ratio, the lower the biogas mass flow rate required for the SOFC system to generate around 1 kW AC
electric power. If the amount of the biogas produced is limited to a certain value, this figure would be

important to select an appropriate cell voltage and fuel utilization ratio for the system.
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Figure 4.63: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the inlet
biogas flow rate to the SOFC system with configurations I to III.

4.5.2.2.4 Excess Air

The effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the excess air required for
thermal management of the SOFC stack for the system with configuration I is shown in Figure 4.64. An
increase in the cell voltage leads to a decrease in the excess air; hence, the size and initial investment cost
for the air heater, blower, and burner decreases with increasing the cell voltage. In the range of the fuel

utilization ratios investigated, the excess air decreases by decreasing the fuel utilization ratio. These
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statements are also valid for the system with configurations II and III. Our studied show than the excess
air for the system with configurations I and III is almost identical and a little greater than the excess air

required for the system with configuration II.

9
Configuration |
8 \ (U;=80%)
. ~— /
"‘\\ =
\ Configuration |
—~ 6 \\\\ \ ,« ﬂ.:—' 0%)
[ a
§ ) y \ \ \
(T} Configuration 1 T~ \
(U=60%) \
2 \
1

04 045 05 055 06 065 07 075 08 085
Cell Voltage (V)

Figure 4.64: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the excess
air for the SOFC system with configuration I.

Overall, the results of the sensitivity analysis indicate that by decreasing the cell voltage in group I, the
number of cells required for the SOFC stack and the excess air required for thermal management of the
stack increase. Hence, the size and initial investment cost of the system increase. The decrease in the cell
voltage in this group also leads to a decrease in the electrical efficiency and an increase in the biogas
consumption; however, the CHP efficiency remains almost constant. The TER of the system also exceeds
the TER required for the domestic hot water demands for single-family detached dwellings. Therefore,
the optimum cell voltage is not in this group of cell voltages and should be searched in group II. It means
that the lowest cell design voltage is limited to the cell voltage at which the minimum number of cells for
the SOFC stack is obtained. In group II of the cell voltages, an increase in the cell voltage leads to an
increase in the number of cells, but the biogas consumption and excess air decrease. Therefore, there is an

optimum cell voltage in this group that should be determined by a detailed economic analysis.
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4.5.3 SOFC System II for Portable Applications

The performance of the SOFC system II illustrated in Figure 3.14 was evaluated for portable electric
power generation. The input fuel to this system is the liquid ammonia stored in a cylinder with a capacity
of 0.8 liters. The SOFC stack employed in this system comprises ASC-3 cells to generate a net DC
electric power of around 100 W. The vacuum layer described in section 3.3 is also selected as the thermal
insulation system of the stack. The input data for the computer simulation of this system is listed in Table
4.14.

To evaluate this system, the cell voltage and fuel utilization ratio should be chosen. For this purpose, a
sensitivity analysis was performed to determine the effects of these two parameters on key performance

parameters of the system.

4.5.3.1 Sensitivity Analysis

The effects of the cell voltage and fuel utilization ratio on the number of cells required for the SOFC
stack, first- and second-law efficiencies, system voltage, excess air, and duration of operation of the

system were studied.

4.5.3.1.1 Number of Cells

The effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the number of cells
required in the SOFC stack to generate net DC electric power of around 100 W is shown in Figure 4.65.
With an increase in the cell voltage, the number of cells varies as a concave upward parabolic curve. The
minimum number of cells happens at the cell voltage of =0.57 V. In this voltage, the number of cells in
the SOFC stack is 24, 23, and 22 at the fuel utilization ratios of 80%, 70%, and 60%, respectively. The
cell voltage at which the minimum number of cells is obtained is important to select an appropriate cell
voltage. Considering this voltage, the operating voltages of a cell can be divided into two groups. The
operating voltages of group I are lower, and the operating voltages of group Il are more than this voltage.
These two groups are shown in Figure 4.65.

In group I of the cell voltages, a decrease in the voltage leads to a sharp increase in the number of
cells. Accordingly, the size of the SOFC stack increases, which is not suitable for a portable system. In
group II of the cell voltages, the number of cells and size of the SOFC stack decreases by decreasing the
voltage. In this group, the number of cell also decreases by decreasing the fuel utilization ratio. At the cell
voltage of 0.7 V, the number of cells reduces around 12% if the fuel utilization ratio is reduced from 80%
to 60%.
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Table 4.14: The design and operating parameters required for computer simulation of SOFC

system II.
Parameter Value
Cell
Operating temperature 1073 K
Operating pressure 1 atm
thickness 518 um
porosity 0.33(H)
Anode tortuosity 4(-)
pore size 0.66 pm
thickness 45 pm
porosity 0.33(H)
Cathode tortuosity 4(-)
pore size 0.66 pm
Electrical resistivity of anode (33557exp(1392/Ts))_1 Qm
Electrical resistivity of cathode (12324.4exp(—600 / TS))_1 Qm
Ionic resistivity of electrolyte Equation (3.91)
Electrical resistivity of interconnect —6.25X 107872 + 1.72 X 107°T, + 2.77 X 1078Q'm
Electrolyte thickness 5 pm
Interconnect thickness 3 mm
Active length 3cm
Active width 3 cm
Stack
. Hot surface 0.03 (-)
Emissivity of the vacuum layer [34] Cold surface 0.01 ()
Emissivity of the outer metal surface 0.8 (-)
Temperatures of the inlet fuel and air 973 K
Temperatures of the outlet fuel and air 1173 K
Number of cells in parallel 1
Voltage drop due to stacking 5% of the voltage of each cell
System
Net DC electric power generation 100 W
Estimated power for the control system 20 W
Pressure drop 0.3 bar
Air blower efficiency 55%
Capacity of the ammonia cylinder 0.8 litres
Capacity of the water cylinder 30 cc
Ammonia to water mixing ratio 19
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Figure 4.65: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the
number of cells in the SOFC stack of the SOFC system II.

4.5.3.1.2 First- and Second-law Efficiencies

The effects of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the first- and second-law
efficiencies of the system are shown in Figures 4.66 and 4.67. In the range of the cell voltages
investigated, the first- and second-law efficiencies of the system increase linearly by increasing the cell
voltage. In the range of the fuel utilization ratio that was investigated, the higher the fuel utilization ratio,
the higher the first- and second-law efficiencies. The effect of the fuel utilization ratio on first- and
second-law efficiencies is more significant at elevated cell voltages. The cell voltages in group II provide

higher first- and second-law efficiencies of the system in comparison with the voltages in group 1.
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Figure 4.66: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the first-
law efficiency of the SOFC system II.
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Figure 4.67: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the second-
law efficiency of the SOFC system II.

199



4.5.3.1.3 System Voltage

The effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the operating voltage of
the SOFC system II is shown in Figure 4.68. With an increase in the cell voltage, the voltage of the
system decreases to a certain value and then increases. Since a high operating voltage for a portable
power generation system is usually desirable, selecting a cell voltage from the cell voltages in group II
may be preferred compared to the cell voltages in group I. In group II, the effect of the fuel utilization
ratio on the system voltage is significant, especially at elevated cell voltages. At the cell voltage of 0.7 V,

the system voltage increases around 12% if the fuel utilization ratio increases from 60% to 80%.
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Figure 4.68: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the
operating voltage of the SOFC system II.

4.5.3.1.4 Excess Air

The effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the excess air required to
control the temperature of the SOFC stack is shown in Figure 4.69. The increase in the cell voltage leads
to a decrease in the excess air and, accordingly, the size and cost of the heat exchanger, burner and air

blower in the system decreases. The effect of the fuel utilization ratio on the excess air reduces at the
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elevated cell voltages. For the cell voltages less than 0.72 V, the higher the fuel utilization ratio the higher

the excess air required for the SOFC stack.
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Figure 4.69: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the excess
air required to control the temperature of the SOFC stack in the SOFC system II.

4.5.3.1.5 Duration of Operation of the System

The effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the duration of operation
of the system with a full 0.8 liters ammonia cylinder is shown in Figure 4.70. The duration of system
operation increases by increasing the cell voltage and fuel utilization ratio. The effect of the fuel

utilization ratio on the duration of operation is more significant for group Il of the cell voltages.
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Figure 4.70: Effect of the cell voltage at fuel utilization ratios of 60%, 70%, and 80% on the

duration of operating of the SOFC system II with a full 0.8 litres cylinder of ammonia.

Overall, in group I of the cell voltage, by decreasing the cell voltage, the number of cells and excess air
required for the SOFC stack increases. Hence, the size and initial investment cost of the SOFC stack, heat
exchanger, air blower, and burner increase. The decrease in the cell voltage in this group leads also to a
decrease in the first- and second-law efficiencies and the duration of portable system operation.
Therefore, the optimum cell voltage is not found in this group and should be searched in group II of the
cell voltages. Indeed, the minimum cell voltage (mCV) that is logical to be selected to design the system
is limited to the cell voltage at which the minimum number of cells in the SOFC stack is obtained. In
group II of the cell voltages, by increasing the cell voltage, the number of cells increases; accordingly, the
size and cost of the SOFC stack increases. By contrast, the increase in the cell voltage leads to a
significant increase in the duration of operation and the operating voltage of the system, and a significant
decrease in the size of the heat exchanger, air blower, and burner due to reduction in the excess air
required for thermal management of the stack. Although a detailed economic analysis is required to

determine the cell design voltage, we select the cell voltage of 0.73 V.

For the cell, stack, and system design and operating parameters listed in Table 4.14, the key
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performance parameters of the SOFC system II at the cell voltage of 0.73 V and mCV were obtained.
These key performance parameters have been reported in Table 4.15. The results indicate that the number
of cells for the SOFC stack increases five cells and the duration of operation of the portable system

increases around three hours if the fuel utilization ratio increases from 60% to 80%.

At the cell voltage of 0.73 V, the first-law efficiency of the system is 41.1%, 35.1%, and 29.3% at the
fuel utilization ratios of 80%, 70%, and 60%, respectively. At the fuel utilization ratio of 80%, the excess
air required for thermal management of the SOFC stack and the system voltage is predicted to be 1.17 and

25.6 V, respectively. The electric power required for the air blower is also 6.7 W.

Table 4.15: The computer simulation results for a 100 W portable SOFC system, operated at the
cell voltage of 0.73 V and mCV=0.57 V.

Fuel utilization ratio Fuel utilization ratio

Parameter (%) (%)

80 70 60 80 70 60
Cell design voltage (V) 0.73 0.73 0.73 0.57 057 0.57
Number of cells in the SOFC stack (-) 37 34 32 24 23 22
1* law efficiency (%) 41.1 351 293 26.8 232 194
2" law efficiency (%) 354 303 253 23.1 20.0 16.7
Excess air (-) 1.17 137 132 53 46 4.0
Duration of operation with a 0.8 1 ammonia cylinder 9:34" 8:08' 647  6:07" 5:21' 4:31
System voltage (V) 256 236 222 129 125 12
Blower input power (W) 6.7 10.3 14 33.0 36.0 40.8

4.5.3.2 Exergy Analysis

The share of each component in the SOFC system II in the exergy destruction of the ammonia fuel at the
cell voltage of 0.73 V and fuel utilization ratio of 80% is shown in Figure 4.71. Almost 35.4% of the
ammonia’s exergy is converted to DC electric power in the system. Among the components of the system,
the SOFC stack has the largest share in exergy destruction of the ammonia fuel with 26.6%, followed by
the heat exchanger with 13.6% and burner with 9.6%. There is a potential to generate additional electric
power if this system is combined with other power generation systems such as a thermoelectric device.

However, the size and cost of the portable system may increase.
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Figure 4.71: The share of each component in the SOFC system II in exergy destruction of the

ammonia fuel at the cell voltage of 0.73 V and fuel utilization ratio of 80%.

4.6 Summary

The carbon deposition curves at several temperatures and pressure were obtained and demonstrated in the
C-H-O ternary diagram. On the basis of these curves, the carbon deposition and safe regions in this
diagram were introduced. It was shown that the location of biogas lies in the carbon deposition region. To
transfer the location of the biogas to the safe region, three fuel processing methods of the AGR, SR, and
POX were considered and the equilibrium compositions of the biogas processed by these three methods

were determined.

The properties of microstructure of porous composite electrodes were studied at several volume
fractions of the electron-conducting particles, particle size ratios, and sizes of the electron conducting
particles. The results of this study showed that the electrochemical active area per unit volume is
maximized at the average volume fraction of the electron- and ion-conducting particles at percolation
thresholds. This area increases when the particle size ratio approaches unity or the size of the electron-
conducting particles decreases. The maximum electrochemical active area can be obtained when the size
and volume fraction of electron- and ion-conducting particles is identical. For the particle size ratio of
unity, the average pore size remains constant throughout the entire range of the volume fraction of

electron-conducting particles, and decreases linearly with a decrease in the size of the electron-conducting
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particles. The effective resistivity of YSZ is greater, by several orders of magnitude, than that of Ni or
LSM. Hence, the effective resistivity of YSZ plays an important role in determining the optimum
microstructure of the electrode rather than the effective resistivities of Ni or LSM. The effective
resistivity of YSZ can be decreased with a decrease in the volume fraction of electron-conducting

particles or an increase in the particle size ratio.

An anode-supported planar cell with given microstructures of the porous composite anode (Ni-YSZ)
and cathode (LSM-YSZ) operated at a cell voltage of 0.7, fuel utilization ratio of 80%, and excess air of
10, was simulated on the basis of the combined micro- and macro model of the cell. The gas obtained
from processing biogas by AGR method at a temperature of 1073 K and pressure of 1 atm was used as the
inlet fuel to the cell studied. The results of the simulation indicated that the first and second law
efficiencies of this cell are 41.7% and 91.3%, respectively. The mean total power density generated in the
cell is 0.39 W/cm?, 73% of which is contributed from H, and the remaining is from the CO
electrochemical reaction. The distribution of the physical, chemical, and electrochemical variables along
the cell length revealed that the Reynolds number of the air and fuel streams passing through the channels
is less than 100; hence, the fuel and air streams are laminar. The Péclet numbers corresponding to the
mass and energy transports in the air and fuel streams are substantially greater than unity; hence, the heat
and mass diffusions in the air and fuel streams along the length of the cell are negligible. The temperature
of the fuel stream approaches the temperature of the solid structure where y=~0.1L, and there is an overlap
between the temperatures of the fuel stream and the solid structure in the rest of the cell length. The
temperature of the air stream slowly approaches the temperature of the solid structure, and the overlap
between the temperatures of the air stream and solid structure occurs at the end of the cell length. The
highest local temperature of the solid structure is 1192.8 K, and the temperature difference between the
hottest and coldest spots of the solid structure is 79.1 K. The maximum temperature gradient of the solid
structure is also 11.8 K/cm. The mass flow rate of the air stream is ~45 times higher than that of the fuel
stream at the excess air of 10. This leads to a maximum pressure difference of 614 Pa between the fuel
and air streams; thus, a change in the height of the air or fuel channels may be required. The mole fraction
of CHy in the fuel stream approaches zero where y=~0.2L. Therefore, the steam reforming reaction occurs
mainly at the entrance of the fuel channel where y<0.2L. The ratio of the local power densities generated
due to the H, and CO electrochemical reactions increases along the length of the cell. Indeed, the
contribution of the H, electrochemical reaction in the local total power density reaches from 68% at the

beginning to 76% at the end of the cell length. The anode have the highest contribution in the local total
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polarization resistance, followed by the cathode, electrolyte, and interconnect. The solid structure has the
main contribution in the local total exergy destruction, followed by the air stream and fuel. The
distribution of the physical, chemical, and electrochemical variables along the cell thickness also revealed
that the consumption of electric current increases along the cathode thickness from the cathode and
interconnect interface to the cathode and electrolyte interface. At the beginning of the cell length, more
than 45% of the electric current is consumed within 20% of the cathode thickness near the cathode and
electrolyte interface. Therefore, more than 45% of the oxygen electroreduction reaction takes place within
20% of the cathode near the cathode and electrolyte interface. Moreover, less than 10% of the electric
current is consumed within 20% of the cathode thickness near the cathode and interconnect interface. The
electric current generation increases along the thickness of the anode functional layer. At the beginning of
the cell length, more than 34% of the electric current is generated within 20% of the anode thickness near
the anode and electrolyte interface. Thus, more than 34% of the H, and CO electrooxidation reactions
take place within 20% of the anode functional layer near the anode and electrolyte interface. Moreover,
less than 13% of the electric current is generated within 20% of the thickness of the anode functional

layer near the interface of the anode functional and substrate layers.

To study the effect of the microstructure of porous composite electrodes on the cell performance,
several anode-supported co-flow planar cells with various microstructures of electrodes were simulated
on the basis of the combined micro- and macro-model of the cell. The results of this study revealed that
there is an optimum value for the Ni volume fraction at which the mean total polarization resistance is
minimized. There is also an optimum value for this variable at which the cell mean power density is
maximized. For an anode functional layer with an optimum Ni volume fraction, the optimum particle size
ratio is always equal to 1. There is an optimum value for the variables of the thickness and porosity of the
anode functional layer at which the mean total polarization resistance is minimized. There is also an
optimum value for these variables at which the mean power density is maximized. With a decrease in the
size of Ni particles to even 0.1 um, the mean total polarization resistance decreases and the mean power
density increases. In the range investigated for microstructure of the anode substrate layer, the mean total
polarization resistance decreases and the mean power density increases with an increase in the size of Ni
particles or porosity and with a decrease in the thickness of the anode substrate layer. The studies in the
range of the cathode microstructural variables investigated indicated that there is an optimum LSM
volume fraction at which the mean total polarization resistance will be minimized. An optimum value for
the LSM volume fraction can be also found to maximize the mean power density. For a cathode with an

optimum LSM volume fraction, the optimum particle size ratio is always equal to 1. There is an optimum
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value for the variables of the LSM particle size, thickness, and porosity of the cathode at which the mean
total polarization resistance is minimized. There is also an optimum value for these variables at which the
mean power density is maximized. The results of the simulation also revealed that there is a value for
each microstructural variable of the anode functional layer and cathode at which the mean temperature of
the solid structure is minimized. There is also a value for each microstructural variable of the anode
functional layer and cathode at which the temperature difference between the hottest and coldest spots in
the solid structure of the cell is maximized. The latter statement is also valid for the maximum
temperature gradient in the solid structure, except the thickness of the anode functional layer. In the anode
substrate layer, with an increase in the porosity and size of Ni particles, the mean temperature decreases
and the temperature difference between the hottest and coldest spots in the solid structure increases. The
higher the size of Ni particles, the higher the maximum temperature gradient in the solid structure. The
mean temperature, the temperature difference between the hottest and coldest spots, and the maximum
temperature gradient in the solid structure are weak functions of the thickness of the anode substrate

layer.

The studies indicated that the effect of the Ni volume fraction in the anode functional layer on the mean
total polarization resistance, the mean total power density, and the temperature distribution in the solid
structure of the cell is more significant than the effect of the LSM volume fraction in the cathode. Among
the size of the Ni particles in the anode substrate and functional layers and the LSM particles in the
cathode, the size of Ni particles in the anode functional layer has the highest effect on the mean total
polarization resistance, the mean total power density, and the temperature distribution in the solid
structure of the cell, followed by the size of LSM particles in the cathode and the size of Ni particles in
the anode substrate layer. Among the thicknesses of the cathode and anode substrate and functional
layers, the thickness of the anode functional layer has the highest effect on the mean total polarization
resistance, the mean total power density, and the temperature distribution in the solid structure of the cell,
followed by the thickness of the cathode and the thickness of the anode substrate layer. Among the
porosities of the anode substrate and functional layers and cathode, the porosity of the anode substrate
layer has the highest effect on the mean total polarization resistance, the mean total power density, and
the temperature distribution in the solid structure of the cell, followed by the porosities of the anode

functional layer and cathode.

As a remarkable result, the cathode mean polarization resistance is a weak function of the

microstructure of the anode functional and substrate layers. Similarly, the anode mean polarization
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resistance is a weak function of the cathode microstructure. The results also revealed that the contribution
of CO and H, electrochemical reactions in the total mean power density are almost 27%, and 73%,
respectively. The microstructure of electrodes may change the contribution of the CO and H,

electrochemical reactions up to 1%-point.

The performance of two SOFC systems was studied. The performance of the first SOFC system that
operates with biogas was evaluated for operation in a WWTP and residential dwellings. Three
configurations for this system, different in the method of biogas processing, were considered in this
evaluation. The SOFC stack employed in this system comprised ASC-3 cells for the system operated in
the WWTP and ESC-4 cells for the system operated in residential dwellings.

The results of the operation of the first SOFC system in the WWTP indicated that the electrical
efficiency of all the configurations of this system is higher than that of the conventional CHP system in
the WWTP studied. Among the configurations of this system, configuration I with the AGR fuel
processor exhibits a net AC electrical efficiency of 45.1%, followed by configurations II and III with an
efficiency of 43% and 33%, respectively. The number of cells required for the SOFC stack is the lowest
for the system with configuration II with SR fuel processor. The system with configuration III with POX
fuel processor provides the highest CHP efficiency; however, the extra heat generated in the system with
this configuration may not be suitable for this application. If the biogas produced in a WWTP is used in
the system with configurations I and II, in addition to provide the electric power and heat required to

operate the WWTP, extra electric power generated can be sold to the electrical grid.

The results of the operation of this SOFC system in single-family residential dwellings to generate ~1
kW net AC electric power indicated that the for an SOFC stack with 27 ESC-4 cells operated at the fuel
utilization ratio of 80%, the net AC electrical efficiency is 42.4%, 41.7%, and 33.9% for the system with
configurations I, II, and III, respectively. In these conditions, the system with configuration III shows the
highest CHP efficiency with 80.5%, followed by the system with configuration I with 76.9%, and
configuration II with 72.9%. The excess air required for controlling the temperature of the SOFC stack is
the lowest for the system with configuration II. The TER of the system with configurations I and II at the
fuel utilization ratios of 70% and 80% and configuration III at the fuel utilization ratio of 90% is suitable
to produce the electric power and hot water demands for a single-family detached dwelling. The
sensitivity analysis in the range of the cell voltages and fuel utilization ratios investigated indicated that
an increase in the cell voltage leads to a linear increase in the net AC electrical efficiency of the system.

The net AC electrical efficiency also increases by increasing the fuel utilization ratio. The number of cells
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required in the SOFC stack to generate 1 kW net AC electric power in the system varies as a concave
upward parabolic curve. The cell voltages at which the minimum number of cells is obtained is important
to determine the optimum cell voltage. We found that the optimum cell voltage is greater than the cell
voltage at which the minimum number of cells for the SOFC stack is obtained. The minimum number of
cells at the fuel utilization ratio of 80% is obtained at the cell voltage of 0.55 V for the system with
configuration I, 0.62 V for the system with configuration II, and 0.61 V for the system with configuration

III.

Overall, the biogas, as a renewable and alternative source of fuel, is a suitable fuel for the first SOFC
system for both the industrial and residential applications because the high amount of the mole fraction of
CO, in this gas can reduce the amount of the reforming agent required to process biogas. This SOFC
system also shows an appropriate performance to generate electric power. Of course, the exergy analysis
showed that there is a considerable potential to generate additional electric power if this system is

combined with a power generation system and appropriately optimized.

For the second SOFC system, the performance of this system that operates with liquid ammonia fuel
was evaluated for portable electric power generation. This system has a simple layout and its size is small
compared to the hydrocarbon-fuelled portable SOFC systems. The exhaust gas from this system contains
only water vapour, oxygen, and nitrogen; hence, it contributes to reduction of greenhouse gas emissions.
This system also shows an appropriate performance. The first-law efficiency of 41.1% and the system
voltage of 25.6 V are predicted for this system if the ASC-3 cells operated at the voltage of 0.73 V,
temperature of 1073 K, and fuel utilization ratio of 80% are employed in the SOFC stack of this system.
In these conditions, a full 0.8 liters ammonia cylinder is sufficient for 9:34' full-load operation of a 100 W
portable system. The sensitivity analysis in the range of the cell voltages and fuel utilization ratios
investigated indicated that the first- and second-law efficiencies of the system increase linearly by
increasing the cell voltage. These efficiencies also increase by increasing the fuel utilization ratio. There
is a logical limitation for selecting a cell voltage at the design stage of this system. Indeed, the minimum
cell design voltage is limited to the cell voltage at which the minimum number of cell for the SOFC stack
is obtained. At the fuel utilization ratio of 80%, the minimum cell voltage of 0.57 V is obtained for this

system.
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Chapter 5

Conclusions and Recommendations

5.1 Conclusions

A new cell level model for SOFCs with porous composite electrodes was developed by a combination of
the micro-model and the macro-model of the cell. In the micro-model, after modeling the microstructure
of porous composite electrodes, the complex interdependency among the multi-component mass
transport, electron and ion transports, and the electrochemical and chemical reactions within the
microstructure of electrodes was taken into account. In the macro-model, the energy transport in the cell
solid structure and the mass and energy transports in the fuel and air streams were considered. Using this
new model, entitled the combined micro- and macro-model, the microstructure of porous composite

electrodes could be linked to the cell performance.

Some of the significant results of modeling the microstructure of porous composite electrodes can be

summarized as follows:

e The maximum electrochemical active area per unit volume of porous composite electrodes can be
obtained if the size and volume fraction of electron- and ion-conducting particles is identical.

e For the particle-size ratio of unity, the average pore size remains constant throughout the entire
range of the volume fraction of electron-conducting particles. The average pore size decreases
linearly with a decrease in the size of electron-conducting particles.

e The effective resistivity of YSZ is greater, by several orders of magnitude, than that of Ni or
LSM. The effective resistivity of YSZ decreases with a decrease in the volume fraction of

electron-conducting particles or an increase in the particle-size ratio.

Some of the significant results of the combined micro- and macro-model of a typical anode-supported
co-flow planar cell with specified microstructures of the porous composite Ni-YSZ anode and LSM-YSZ

cathode can be summarized as follows:

e The Reynolds number of the air and fuel streams passing through the channels is less than 100;

hence, the fuel and air streams are laminar.
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e The Péclet numbers corresponding to the mass and energy transports in the air and fuel streams
are substantially greater than unity; hence, the heat and mass diffusions in the air and fuel streams
along the length of the cell can be ignored.

o The mole fraction of CHy in the fuel stream approaches zero where y=0.2L¢.. Therefore, the
steam reforming reaction occurs in the first 20% of the length of the cell.

e The contribution of the H, electrochemical reaction in the local total power density reaches from
68% at the beginning to 76% at the end of the cell length.

e The anode has the highest contribution in the local total polarization resistance, followed by the
cathode, electrolyte, and interconnect.

e The solid structure has the main contribution in the local total exergy destruction, followed by the
air and fuel streams.

e At the beginning of the cell length, more than 45% of the electric current is consumed within 20%
of the cathode thickness near the cathode and electrolyte interface. Therefore, more than 45% of
the oxygen electroreduction reaction takes place within 20% of the cathode thickness near the
cathode and electrolyte interface. Moreover, less than 10% of the electric current is consumed
within 20% of the cathode thickness near the cathode and interconnect interface.

o At the end of the cell length, less than 35% and more than 12% of the electric current is
consumed within 20% of the cathode thickness near the interfaces of the cathode and electrolyte
and the cathode and interconnect, respectively.

e At the beginning of the cell length, more than 34% of the electric current is generated within 20%
of the anode thickness near the anode and electrolyte interface. Thus, more than 34% of the H,
and CO electrooxidation reactions take place within 20% of the anode functional layer thickness
near the anode and electrolyte interface. Moreover, less than 13% of the electric current is
generated within 20% of the anode functional layer thickness near the interface of the anode
functional and substrate layers.

o At the end of the cell length, less than 28% and more than 15% of the electric current is generated
within 20% of the anode thickness near the interfaces of the anode and electrolyte and the

substrate and functional layers, respectively.

Some of the important results of the combined micro- and macro-model of anode-supported co-flow

planar cells with various microstructures of electrodes can be summarized as follows:
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There is an optimum value for the Ni volume fraction at which the mean total polarization
resistance is minimized. There is also an optimum value for this microstructural variable at which
the cell mean power density is maximized. For an anode functional layer with an optimum Ni
volume fraction, the optimum particle size ratio is unity.

There is an optimum value for the microstructural variables of the thickness and porosity of the
anode functional layer at which the mean total polarization resistance is minimized. There is also
an optimum value for these variables at which the mean power density is maximized.

With a decrease in the size of Ni particles to even 0.1 pm, the mean total polarization resistance
decreases and the mean power density increases.

In the range investigated for microstructure of the anode substrate layer, the mean total
polarization resistance decreases and the mean power density increases with an increase in the
size of Ni particles or porosity or with a decrease in the thickness.

There is an optimum LSM volume fraction in the cathode at which the mean total polarization
resistance is minimized. An optimum value for the LSM volume fraction can also be found to
maximize the mean power density. For a cathode with an optimum LSM volume fraction, the
optimum particle size ratio is equal to 1.

There is an optimum value for the microstructural variables of the LSM particle size, thickness,
and porosity of the cathode at which the mean total polarization resistance is minimized. There is
also an optimum value for these microstructural variables at which the mean power density is
maximized.

There is a value for each microstructural variable of the anode functional layer and cathode at
which the mean temperature of the solid structure is minimized.

There is a value for each microstructural variable of the anode functional layer and cathode at
which the temperature difference between the hottest and coldest spots in the solid structure of
the cell is maximized. This statement is also valid for the maximum temperature gradient in the
solid structure, except the thickness of the anode functional layer.

By increasing the porosity and size of Ni particles in the anode substrate layer, the mean
temperature decreases and the temperature difference between the hottest and coldest spots in the
solid structure increases.

The mean temperature, the temperature difference between the hottest and coldest spots, and the
maximum temperature gradient in the solid structure are weak functions of the thickness of the

anode substrate layer.
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o The effect of Ni volume fraction in the anode functional layer on the cell performance is more
significant than the LSM volume fraction in the cathode.

e Among the size of the Ni particles in the anode substrate and functional layers and the LSM
particles in the cathode, the size of Ni particles in the anode functional layer has the highest effect
on the cell performance, followed by the size of LSM particles in the cathode, and the size of Ni
particles in the anode substrate layer.

e Among the thicknesses of the cathode and anode substrate and functional layers, the thickness of
the anode functional layer has the highest effect on the cell performance, followed by the
thickness of the cathode and the thickness of the anode substrate layer.

e Among the porosities of the cathode and anode substrate and functional layers, the porosity of the
anode substrate layer has the greatest effect on the cell performance, followed by the porosities of
the anode functional layer and cathode.

e The mean polarization resistance of the cathode is a weak function of the microstructure of the
anode functional and substrate layers.

e The mean polarization resistance of the anode is a weak function of the cathode microstructure.

e The contribution of CO and H, electrochemical reactions in the total mean power density of the
cell are =27%, and =73%, respectively. The microstructure of the electrodes may affect these

values up to +1%-point.

To model SOFCs at the system level, the basic cell model was used to model SOFCs at the cell level,
the repeated-cell stack model was used to model SOFCs at the stack level, and the thermodynamic model
was used to model the BoP components of the system. In addition to these models, a carbon deposition
model based on the thermodynamic equilibrium assumption was used. By employing the carbon
deposition model, the carbon deposition curves at several temperatures and pressures were obtained and
demonstrated in the C-H-O ternary diagram. On the basis of these curves, the carbon deposition and safe
regions in the C-H-O ternary diagram were introduced. It was shown that the location of most of the
hydrocarbon fuels may lie in the carbon deposition region. This means that the carbon deposition on the
anode catalyst and the deactivation of the anode is possible if these fuels are fed directly to the anode
channels. To transfer the location of these fuels in the C-H-O ternary diagram to the safe region, several
fuel processing methods can be used. The minimum flow rate of reforming agent required to process
these fuels and the equilibrium compositions of the fuels processed can be obtained using the carbon

deposition model. Because the heat transfer from the SOFC stack can play an important role in
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performance prediction of SOFC systems, a model to predict the heat transfer from outer surfaces of the
stack was developed. For this purpose, two different insulation systems for SOFC stacks were suggested

and modeled.

Using the model developed at the system level, the performance of two SOFC systems was evaluated.
The first system operates with biogas fuel and is suitable to generate heat and electric power for industrial
and residential applications. Three configurations for this system, different in the method of fuel
processing, were considered. The AGR, SR, and POX were the fuel processing methods considered for
configurations I-111I, respectively. The second system operates with liquid ammonia fuel and is suitable for
portable power generation applications. This system has a simple layout and its size is small compared to

the hydrocarbon-fuelled portable SOFC systems.

Some of the important results of the operation of the first SOFC system in a WWTP can be

summarized as follows:

e Biogas is a suitable fuel for the SOFC system because the high amount of the mole fraction of

CO; in this gas reduces the flow rate of reforming agent required to process the biogas.

e The electrical efficiency of all the configurations of the first SOFC system is higher than that of
the conventional CHP system that already operates in the WWTP studied.

e For an SOFC stack with ASC-3 cells operated at the fuel utilization ratio of 80%, the system with
configuration I exhibits a net AC electrical efficiency of 45.1%, followed by configurations II and

III with an efficiency of 43% and 33%, respectively.

e The number of cells required for the SOFC stack is the lowest for the system with configuration

II.

e The system with configuration III generates the highest CHP efficiency; however, the extra heat

generated in the system with this configuration may not be required for the WWTP.

e If the biogas produced in the WWTP is used in the system with configurations I and II, it not only
generates the electric power and heat required to operate the WWTP, but the extra electric power

generated can also be sold to the electrical grid.

Some of the important results of the operation of the first SOFC system in single-family residential

dwellings can be summarized as follows:

214



For an SOFC stack with 27 ESC-4 cells operated at the fuel utilization ratio of 80%, the net AC
electrical efficiency is 42.4%, 41.7%, and 33.9% for the system with configurations I, I, and III,

respectively.

The system with configuration III showed the highest CHP efficiency with 80.5%, followed by
the system with configuration I with 76.9%, and the system with configuration II with 72.9%.

The excess air required for thermal management of the SOFC stack is the lowest for the system

with configuration II.

The TER of the systems with configurations I and II at the fuel utilization ratios of 70% and 80%
and configuration III at the fuel utilization ratio of 90% is suitable to produce the electric power

and hot water demands for a single-family detached dwelling.

By increasing the cell voltage, the number of cells required in the SOFC stack to generate 1 kW
net AC electric power in the system varies as a concave upward parabolic curve. The optimum
cell voltage is greater than the cell voltage at which the minimum number of cells for the SOFC

stack is obtained.

The minimum number of cells at the fuel utilization ratio of 80% is obtained at the cell voltage of
0.55 V for the system with configuration I, 0.62 V for the system with configuration II, and 0.61
V for the system with configuration III.

Some of the important results of the operation of the second SOFC system for portable electric power

generation can be summarized as follows:

The system can achieve the first-law efficiency of 41.1% and the voltage of 25.6 V if the ASC-3
cells operated at the voltage of 0.73 V, temperature of 1073 K, and fuel utilization ratio of 80%

are employed in the SOFC stack.

In these conditions, a full 0.8 liters liquid ammonia cylinder is sufficient for 9.5 hours full-load

operation of a 100 W portable system.

There is a logical limitation for selecting a cell voltage at the design stage of the system. Indeed,
the minimum cell design voltage is limited to the cell voltage at which the minimum number of

cells for the SOFC stack is obtained.

At the fuel utilization ratio of 80%, the minimum cell voltage of 0.57 V is obtained for this

system.
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5.2 Recommendations

For the combined micro- and macro-model that was developed, the following items are recommended for

future research:

e Improving the microstructure model of porous composite electrodes to consider the size
distribution of particles and to improve the prediction of the effect of the sintering process on the
microstructural properties of electrodes.

e Improving the combined micro- and macro-model by employing a detailed electrochemical
reaction mechanism with a more precise determination of the rate determining steps.

e Expanding the combined micro- and macro-model for prediction of the effect of microstructure of
porous composite electrodes on the thermal stresses in the solid structure of the cell.

e Expanding the combined micro- and macro-model to take account of the mixed ion-electron
conductor materials, such as the lanthanum strontium cobalt iron oxide (LSCF) for cathodes or
GDC for electrolytes.

e Employing the combined micro- and macro-model to optimize the microstructure of porous
composite electrodes of an anode-supported co-flow planar cell to reach a desired cell
performance with consideration of the cell fabrication and operational constraints.

e Developing a 2-D micro-model and comparing the results of the 1-D and 2-D micro-models.

e Employing the combined micro- and macro-model to study the effect of the microstructure of
porous composite electrodes on the performance of counter-flow planar cells.

e Developing the combined micro- and macro-model for cross-flow planar cells. For this purpose,
the heat transfer model in the solid structure of the cell should be modified from the 1-D model to
a 2-D model and the mass and energy transports should be considered for fuel and air streams in

all channels of the cell.

For the model developed for SOFCs at the system level the following items are recommended for

future research:

e Employing the system level model for various fossil and renewable fuels to predict the effect of
different fuel processors on the system performance.
e Improving the basic model of the cell to take account of the effect of the CO electrooxidation

reaction at the interface of the anode and electrolyte.
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Improving the carbon deposition model to take account of the effect of the anode catalyst on the
possibility or rate of carbon deposition.

Improving the system level model to take account of the system at part load operations.

Using an economic analysis model to predict the cost of the system at different design and

operating conditions.
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