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Abstract 

This thesis de& with the op timization7 analysis, and fabrication of silicon-germanium 

(SiGe) heterojunction bipolar transistors (HBTs). 

Two vertical base profile optimization studies for improving the high-frequency 

performance of SiGe HBTs are pmsented. In the first study, the Ge profile is 

optimized for the minimum contribution of the emitter and base delay times to the 

transition frequency in the low-injection regime. A fixed Ge dose is used as the 

optimization constra.int . Non-quasi-static effects at high frequencies are taken into 

account. It is shown that the graded Ge profile is more effective than the box Ge 

profile in minimizing the two delay time contributors for SiGe HBTs with today's 

typical emitter and base dimensions. 

In the second optimization study, the base doping and Ge profiles are optimized 

for minimum base delay time in low- m d  high-injection regimes before the onset 

of Krk effect. Fixed Ge dose, intrinsic base resistance, and base concentration 

near the emitter are adopted as optimization constrûints. The effect of plasma- 

induced bandgap narrowing in high injection is considered. An iteration scheme 

for calculating the base delay time for a wide range of collecter curent densities 

is developed. It is shown that the retrograde base doping profile with graded Ge 

profiles gives the minimum base delay time in both low- and high-injection regimes. 

An analysis of the retrograde portion of a base retrograde doping profile in a 

SiGe HBT is dso perfarmed. -4 closed-form analytical expression of the base delay 

time is derived with various physical effects taken into consideration. The relative 

importance of the physical effects is assessed. It is found that the adverse effect of 

the retrograde portion of the base retrograde doping profile on the base delay time 

is less pronounced than expected, especially when a high Ge grading exists across 

the base. It is also shown that the effect of the field dependency of the electron 



diffusivity needs to be considered when modelling the base delay time in the SiGe 

base with a high electric field. 

Finally, SiGe HBTs are fabricated by high-dose Ge implantation, Si amorphiza- 

tion, and solid-phase epitaxy The results from electrical measurements are pre- 

sented. Although further work is required in this area, transistor action is observed 

in SiGe HBTs with Si amorphkation used. 
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Chapter 1 

Introduction 

The insatiable demaad for bandwidth in data networks, together with the rapid 

growth of the wireless communications market, has been one of major driving forces 

behind the semiconductor industry over the past few years. Although silicon (Si) 

microelectronics has over 95% of the global semiconductor market [l], it does face 

challenges in these two growing application areas. For network applications, o p  

tical fiber system protocols SONET OC'-3 (155 Mbit/s) to OC-192 (9.95 Gbit/s) 

are in use today [Z]. Future systems will operate at 40 Gbit/s and beyond [3]. 

Implementation of high-speed circuits for these high-bit-rate optical links requires 

transistors of both high transition frequency ( fT) and high maximum oscillation 

fiequency2 (f,,). Advances in bipolar and CMOS processes, innovative circuit 

techniques, and carefd layout considerations have allowed Si bipolar junction tran- 
- - 

'SONET stands for Synchronous Optical Network and OC stands for optical carriers. 

2The maximum oscillation frequency f,,, is the frequency at which the power gain drops to 
unity and is given by f,., - where fT is the transition frequency; Rb, the total base T 
resistance; C,,, the collecter-base capacitance in bipolar transistors. 
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sistors (BJTs) 14-81 and Si CMOS [9-121 to compete with III-V devices3 [13-161 in 

realizing these high-speed circuits for systems operating up to 50 Gbit/s. However, 

for systems above 50 Gbit/s, III-V devices instead of Si devices have traditionally 

been the technology of choice [17,18]. 

For wireless communications, the high-volume RF4 market includes several low- 

power applications such as pagers, cordless and cellulat systems (0.8-1.9 GHz), 

wireless local area network chipsets (2.4 GHz), and short-range radio link 'Blue- 

tooth' products (2.4 GHz). Transceiver circuits for the frequency spectrum O. 8-2 -4 

GHz have been successfdly implemented with both Si BJTs [19-221 and CMOS 

technologies 123-253. Nthough GaAs HEMTs5 offer the best performance in the 

frequency range 1-5 GHz [26], the trend towards integration for cost reduction and 

the successful downscaling of CMOS transistors have opened up this low-end RF 

market for the cost-effective, highly integrated Si CMOS technology. Recently, var- 

ious transceiver circuits operating at 5 GHz for wireless local a e a  network applica- 

tions [27-301 have also been implemented with 0.24 and 0.35 pm CMOS processes. 

However, microwave and millimeter wave applications such as devices for road 

pricing and satellite TV transmission (5-10 GHz), satellite for multimedia access 

(10-20 GHz), sensors for industry, robotic, and environment obsermtion on earth 

(20-50 GHz), sensors for automobile collision avoidance or radars (50-100 GHz) 

have been traditionally dominated by III-V devices [31]. The reasons are quite 

3111-V devices are made of elernents from both group III and group V in the periodic table. 

'Here, the term 'RF' (radio frequency) refers to the frequency spectrum from VHF (30-300 
MHz) to the S band (2-4 GHz); the term 'microwave' refers to the frequency spectrum from the C 
Band ( 4 8  GHz) to the K a  band (26.5-40 GHz); the term 'millimeter wave' refers to the frequency 
40 GHz and above. 

5HEMTs stands for high electron mobility transistors. 



CHAPTER 1. INTRODUCTION 3 

simple. Compared with Si devices: III-V devices such as AlGaAs/Ga~4s HBTs6 

have superior f~ and f,,, performance. The high fT is due to the suppression of 

holes injected back into the emitter (a consequence of the heterojunction effect ) 

and the much higher electron intrinsic rnobility in G ~ 4 s  (- 5.3 times higher than 

that in Si [32]). The high ha, is due to the low base resistance associated with 

a heavily doped base. Any reduction in the curent gain due to the high base 

concentration can be compensated by the enhanced collecter curent  as a result 

of the heterojunction effect and hi& electron mobility. Furthermore, with their 

high breakdown voltage (due to the large bandgap) and low noise figure (due to 

the low base resistance), III-V materials make good power amplifiers and low-noise 

amplifiers. The semi-insulating substrate on which III-V devices ore fabricated 

also gives high-quality passive devices essential to wireless applications. Therefore, 

despite their low levels of integration, low yield, asd high cost, with respect to 

Si technologies, III-V devices have traditionally been the only contender for high- 

end wireless applications. This pardels  the situation for high-speed applications 

- for optical systems at 50 Gbit/s and below, Si BJTs and CMOS can compete 

with III-V devices (just as their RF counterpart c m  compete with III-V devices 

for frequencies at 5 GHz and below). However, applications at higher bit rates 

have been traditionally dominated by III-V devices. It  is within this context the 

silicon-germanium heterojunction bipolar transistor (SiGe HBT) has emerged and 

evolved- 

This thesis is about SiGe HBTs, with emphasis on their high-frequency per- 

formance. In this introductory chapter, we first present a brief history of SiGe 

HBTs and some basics on their operation, including their advantages over other 

competing technologies. Next, we elaborate on the transition frequency (fT), as 

%BTS stands for heterojunction bipolar transistors. 
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an important figure of merit to measure the high-frequency performance of SiGe 

HBTs, ond map out alternatives for its improvement. Findy, an outline of the 

thesis is given. 

1.1 A brief history of SiGe HBTs 

Unlike III-V based hetero junctions where the lattice mismatch between the two 

materials is minimal, SiGe/Si heterojunctions have to live with a 4.2% lattice mis- 

match between Si and Ge atoms [33]. This partly explains why ÇiGe HBTs came 

much later than III-V based HBTs since the mismatch can pose problems to the 

growth of a device-quality Si/SiGe hetereinterface- 

In 1984, Bean et al. [34] showed that SiGe layers of good quality can be grown 

on Si substrates by molecular beam epitaxy (MBE) over the fidl rmge of Ge con- 

centrations at 600°C. The first working MBEgrown SiGe HBTs were reported in 

iate 1987 [35-371 and eady 1988 [38-401. In 198S, Meyerson e t  al. [41] successfdy 

grew strained SiGe layers up to a Ge fraction of 0.2 at a lower temperature ( i E O o  C) 

by ultra-high vacuum chernical vapor deposition (UHV/CVD ) , a technique that 

ailows multiple wafer processing. Integrating this new technique with the non-self- 

aligned polyemitter bipolar process from IBM, Patton et al. fabricated two SiGe 

HBTs with base width of - 50-75 nm in 1989. One had a Ge grading from O to 

18% [42] and the other had a grading from O to 14% [43]. Both HBTs exhibited ideal 

junction characteristics and a curent gain of 290, compared with a gain of 100 for 

the Si control B JTs. Around the same time, Fischer et al. [44] from IBM reported 

a UHV/CVD-grown, non-seff-aligned polyemitter SiGe HBT with fT = 45 GHz. 

It was the fastest published Si-based transistor at that time. The Ge profile was 

graded from O to 11% over a base of 65 nm to achieve the high fT. Compared with 
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the Si control device, the current gain was enhanced by ten times. SiGe HBTs 

fabricated by other techniques7 have been also reported [45,46]. 

In the past decade, the performance of SiGe HBTs h a  drastically improved. 

Patton e t  al. [47] reported an n-p-n polyemitter SiGe HBT with a fT of 75 GHz 

and a BVcEo8 of 2 V in 1990. The Ge profile was graded from O to 7% over a base 

of 45 nm. The current gain was - 135, a factor of two higher than the Si control 

B JTs. In 1993, Crabbe et al. [48] used a new ultra-low thermal cycle process to 

achieve a more aggressive base profile design (0-25% Ge over a base of 35 nm, base 

sheet resistance of 7 kn/O). They measured a fT of 113 GHz, a current gain of 440 

(vs. 70 in Si counterpart), and a BVcEo of 2 V for a UHV/CVD-grown, non-self- 

aligned SiGe HBT with a collecter doping of 1.5 x 10'~crn-~. IBM announced the 

first SiGe BiCM0S9 technology in 1992 [49] and its rnanufacturable 0.5 p m  self- 

aligned SiGe HBT tedinology on 200 mm &ers in 1994 [50] (fT = 32 GHz, f,,, 

= 45 GHz, BVcEo = 3.8 V). The technology was then qualified for manufacturing 

in 1996 [jl] and dernonstrated SiGe HBTs with fT = 47 GHz, f,., = 65 GHz, and 

BVcEo = 3.3 V. 

SiGe circuits dso began to emerge in the 1990's: emitter-common-logic (ECL) 

ring oscillator circuits [52,53], digital-to-analog converters (DAC) [54], and a variety 

of RF circuits [31] such as low noise amplifiers, wideband amplifiers, and oscillators. 

Recently, SiGe HBT-based multiplexers and demultiplexers for optical systems op- 

erating above 50 Gbit/s have been announced [55,56]. Wireless circuits based on 

SiGe HBTs for applications at 5 GHz and beyond have been demonstrated [57-621. 
- - -- 

'Please see Chapter 5 for more details. 

'BVCEo stands for the cornmon-emitter breakdown voltage. 

'B~CMOS stands for bipolar CMOS. 
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Reference  TI Jc 

IMEC [64] 0.35 0.3 50/1.5 S0/1.5 bkE = 3 3.9 
Hitachi [67] 0.25 0.2 76/3.5 180,/3.5 unknocvn 2-5 

IBM [65] 0.18 0.18 90/4 90/4 VcB = 0.5 2.7 
NEC [63] 0.18 0.15 73/5.4 61/6.5 VCB = I 2.6 

Lucent [66] 0.16 0.28 58/1-06 102/1.06 VcE = 3 3.6 

Table 1.1: SiGe BiCMOS processes (Note. fT and f,, values correspond to SiGe 
HBTs). 

Today, a number of 200 mm SiGe BiCMOS processes10 are available (see Table 

1.1). Most of them" have maaaged to integrate SiGe HBTs into existing CMOS 

processes without compromising the performance of either type of transistor. In 

particular, IBM has aheady gone through three generations of SiGe BiCMOS pro- 

cesses (0.5, 0.25, and 0.18 pm). Based on IBM's 0.18 Pm SiGe BiCMOS process, 

Freeman et al. [65] demonstrated a SiGe HBT with fT = 90 GHz, f,,, = 90 GHz, 

and BVcEo = 2.7 V. The same process also offers a high breakdown-voltage variant 

with BVcEo = 5.5 V but lower fT (25 GHz). In 2000, Caroll et al. [66] reported 

a SiGe HBT with fT = 35 GHz, f,,, = 102 GHz, and BVCEO = 3.6 V, using 

Lucent's 0.16 pm SiGe BiCMOS process. Furthemore, using Hitachi's 0.25 pm 

SiGe BiCMOS process with SOI substrates, tVashio et al. [67] dernonstrated a SiGe 

HBT with fT = 76 GHz, f,., = 180 GHz, and BVcEo = 2.5 V. All this effort 

makes SiGe BiCMO S a promising solution for "system-on-a-chip" designs. 
-- - 

"Hashimoto et 01. [63] and Decoutere et al. [64] did not specify the wafer size. The other four 
are 200 mm processes. 

llDecoutere et  al. [64] did not detai! the performance of their CMOS devices. 
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1.2 SiGe heterojunction bipolar transistors 

Before explaining why a SiGe HBT can meet the demands in both high-speed 

data networks and wireless communications, it will be useful to review some of the 

essential features of its operation. 

A Si B JT contains two homojunctions: the emitter-base junction and the base- 

coUector junction- They are called homojuactions because both sides of junction 

are made of the same material, i.e., Si. A SiGe HBT is similar to a Si BJT except 

that the Si base layer is replaced by a SiGe base, As a result, two heterojunctions 

are obtained: Si/SiGe emit ter-base junction and SiGe/Si base-collecter junction. 

Compared with the Si emitter and collector, the SiGe base has a smaller bandgap. 

The amount of bandgap narrowing depends primorily on the total Ge dose and 

secondarily on the base doping level. Because of the lattice mismatch, the SiGe 

base is strained if no defect dislocations are induced. Lang et  al. [69] have found 

that a strained SiGe layer Ilas a even larger bandgap narrowing. According to 

People and Bean [70], the bandgap narrowing due to the Ge presence in a. strained 

SiGe layer grown on a (100) Si substrate is 0.74~ eV where y is the Ge fraction 

in the SiGe layer. This Ge-induced bandgap narrowing has great impact on the 

common-emitter current gain ( P ) ,  fT, asd f,,, of a bipolar transistor. To explain 

this, let us consider the collector current density of an n-p-n Si BJTL2: 

where VBE is the base-emitter voltage; VT, the thermal voltage; Wb, the neutral- 

base width; Nb, the base concentration; D,, the electron diffusion coefficient; ni., 

12For brevity, we assume low level injection and 'zero' electron concentration at the base- 
collector junction. Please see Chapter 2 for the derivation of a more general expression. 



the effective intrinsic ca.rrier concentration; q, the electronic charge. In the case of 

a Si base, the effective intrinsic carrier concentration n, is simply the temperature- 

dependent constant ni (1.08 x 101° cm-3 at room temperature [Tl]) .  If the base layer 

is made of SiGe, the effective intrinsic carrier concentration in the base becomes13: 

where AEgVG, is the Ge-induced bandgap narrowing; k, the Boltzmann constant; 

T, the temperature. For a uniforrn Ge profde across the neutrd base, the collector 

current density in (1.1) will be enhanced by a factor e~p[AE, ,~~/( l tT)] .  For a Ge 

fraction of 0.1 (Le. 10 atomic %), the bandgap narrowing A EgVGe WU be 0.074 eV 

and the enhancement factor at room temperature will be 17-6. In other words, 

for the same VBE7 a SiGe base with a box Ge profile at 10% will increase the 

collector curent density 6y more than one order of magnitude (even higher at 

lower temperatures)! This is c d e d  the heterojunction effect14. Since the base 

current, to first order, remains unchanged for the same VBE, an enhancement in Jc 

will translate to an enhancement in the current gain (8). 
From another perspective, the effect of the Ge-induced bandgap narrowing can 

be considered a reduction in VsE required for obtaining the same collector current 

density. For example; in a Si BJT, a VeE of 0.75 V is required to obtain a collector 

current density Jcl- By having a SiGe base with a box Ge profile at IO%, a VBE 

I3For illustrative purposes, we neglect heavy doping effects, the Fermi-level shift due to the use 
of Fermi-Dirac statistics, and the modification of the effective densities of states by the strain. 
Please see Appendix C for details of these effects, 

14To be precise, the Ge-induced bandgap narrowing is only one of the two requirements for 
the heterojunction effect. The other requirement is that the band discontinuity a t  the Si/SiGe 
heterointerface, caused by the narrower bandgap in the base, appears mostly in the valence band 
instead of the conductor band [69]. Therefore, the enhanced electron current flow due to the 
Ge-induced bandgap narrowing is not hindered by any energy barrier in the conduction band. 
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of 0.676 V (= 0.75 - 0-074) is now required for driving the transistor at the same 

current density Jci- This reduction in VBE has a trernendous effect on the total 

minority charges in the neutrd emitter and consequentfy on the d u e  of fT. The 

reason is as follows. According to the law of the junction, the minority carier 

concentration at the edge of the depletion layer, on the emit ter  side, is exponen- 

tially dependent on the forward bias voltage, VBE. Therefore, at the same Jcl, the 

minority carrier concentration at the depletion layer edge on the emitter side will 

be decreased by a factor of 17.6 as the VBE for obtaining the same Jcl has been 

reduced by 0.074 V in o u  example. 

By definition, the emitter delay time is equal to the total minority carrier charges 

in the emitter divided by the collecter current density- A reduction in the minority 

carrier concentration at the depletion layer edge, on the emitter side, will reduce the 

emitter delay time by the same factor. Since the maximum transition frequency 

fT is inversely proportional to the sum of the delay times in different regions of 

the transistor, a reduction in the minority carrier concentration can translate to 

an enhancement in fr. In our example of SiGe HBT with 10% Ge, if we assume 

that fT is entirely dominated by the emitter delay time, fT will be enhanced by a 

factor of 17.6 for the same current Jci ! Since f,,, is proportional to the JTT, the 

enhancement in fT will translate to an enhancement in f,., by a factor of 4.2 for 

the same base doping and base width. 

However, what if fT is not dominated by the emitter delay time but the base 

delay time? In this case, there are at least two approaches to make use of a Ge profile 

to improve the high-frequency performance of the Si B JT. The first approach is to 

trade the current gain enhancement, due to the heterojunction effect , for an increase 

in fT and f,,,. This c m  be done by reducing the base width because a thinner base 

yields a higher fr that is dominoted by the base delay time. The drawbadc of a 
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thin base is a large intrinsic base resistance that degrades f,,,. Therefore, the base 

concentration has to  be significantly increased in order to reduce the intrinsic base 

resistance to a level such that either the same or a higher f,,, is obtained. Overall, 

fT and/or f,,, become higher at the expense of a lower current gain enhancement15 

or, in some cases, a lower current gain16. In addition, the Early voltage and noise 

figures are irnproved by the increased base concentration and lower base resistance, 

respectively. 

A siight modification of the first approach is to trade the current gain for a higher 

f,,, only without changing the base width. The figure f,,,,, is increased only by 

a reduction in the base resistance that cornes from a higher base concentration. 

The current gain, obtained from the heterojunction effect, can offset the reduction 

due to the increased base concentration. Although the emitter delay time will be 

different as the current gain is changed, fT remains practically the same as it is 

dominated by the base delay time. Similar to the case where fT is dominated 

by the emitter delay tirne, the key to improvement by the fist approach is the 

hetero junction effect . 
The second approach for maliing use of Ge is to grade the base Ge profile in 

a way that enhances the electron transport across the base. The Ge fraction is 

increased from a low value near the emitter to a higher value near the collector. 

The resulting bandgap norrowing gradient induces an aiding electric field in the 

base and consequently reduces the base delay time. As fT is dominated by the base 

delay tirne, a lower base delay time translates to a higher fT and, in turn, a higher 

'=The current gain enhancement is reduced because the factor by which the base concentration is 
increased should be larger than the factor by which the base width is reduced if a lower intrinsic 
base resistance is required. Please see (1.1) for the relation betwcen the base width, the base 
concentration, and the current gain. 

'"In digital applications, high fT and f,,,, but not very high P, are required. 
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f,., for the same base width and concentration. Another benefit of the positive Ge 

concentration gradient is a high Early voltage, which is important for andog circuit 

designs. In short, the key to improvement by this approach is the Ge grading. 

The questions of which is a better approach and when fT is dominated by the 

base delay time, are important and often debated ones". Obviously, if a very 

large or unlimited amount of Ge can be incorporated into the base, these questions 

become unimportant as one can adopt either one or both approaches to the fullest 

extent, However, this cannot be the case in a SiGe HBT because of the inevitable 

lattice mismatch between the Si and Ge atoms. When the accumulated strain due 

to the lattice mismatch is too large (as more Ge atoms are added into the base), 

it is more energeticdy favorable for the strain to be accommodated by forming 

defect dislocations, which severely degrade the device performance. Although it 

has been s h o w  that the criticd Ge dose1' can be raised by growing the SiGe layer 

at lower temperatures, the layer will become metastable ând may still relax- upon 

subsequent thermal processing 1331. 

For conventional polysilicon-contacted processes where an 850°C furnace anneal 

is followed by a rapid thermal annealing step at 900-1000°C, a metastable SiGe 

layer will still stand a chance of dislocation formation if the Ge dose is too high. IR 

state-of-the-art SiGe BiCMOS processes (e.g. 0.25 and 0.18 p m )  where the CMOS 

thermal cycle can be even higher than the bipolar one [72], issues concerning the 

''These questions can be phrased differently in terms of determining the optimal Ge profile, 
e-g., "1s a box Ge profile better than a graded Ge profile?" In some way, part of the work in this 
thesis has been motivated by these questions. 

18The critical Ge dose is defined as maximum number of Ge atoms per unit area that can be 
incorporated into the layer without introducing defect dislocations during the growth. This pa- 
rameter is closely related to the more popular measure, critical thickness. In practice, the critical 
Ge dose or critical thickness is a function of a number of process variables such as growth tem- 
perature, wafer preparation conditions, contamination control, etc., in a particular SiGe growth 
process. 
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SiGe film stability are even more crucial. Thus, it becomes important to be able to 

make the best use of the limited amount of Ge that is allowed in a given process. In 

other words, an optimal vertical profile design can have great impact on the high- 

frequency performance of SiGe HBTs in polysilicon-contacted bipolar processes or 

SiGe BiCMOS processes [65]. 

1.3 Why SiGe HBTs? 

Why choose SiGe HBTs over Si BJTs, Si CMOS, and III-V devices? As mentioned 

above, the improved performance of today's Si BJTs and CMOS has allowed them 

to compete with III-V devices in applications such as high-speed optical systems 

operating at 50 Gb/s and below, and the low-power RF market of 5 GHz and 

below. The continuing improvement in Si process technologies likely enable 

them to expand into applications of higher speeds and frequencies in near future 

[73]. Nevertheless, SiGe HBTs still have distinct advantages over Si BJTs and 

CMOS and consequently are very cornpetitive in these applications. 

For low-power RF applications, transistors are not always biased at current 

densities for maximum fr or f,.,. For example, in designing low-noise amplifiers, 

the bias current is determined by meeting the requirement for low noise figure and 

low power dissipation. The  transistor is often biased at as low a curen t  density as 

possible, still consistent with the acceptable noise figure performance [74], in order 

to reduce power c ~ n s u r n ~ t i o n ' ~  asd avoid a unnecessarily high gain that degrades 

the o v e r d  linearity of a receiver. In view of this, a SiGe HBT con perform better 

than a Si BJT or CMOS because it can  achieve a higher fT even a t  the same low 

lg Considering that a low-noise amplifier is constantly "on" to detect incoming signals, reducing 
power consumption is a valid concern. 



current densit .  Since the minimum noise figure is inversely proportional to fT, a 

higher f~ a t  low current operations improves the noise performance. A lower noise 

figure dso cornes from the lower base resistance in a SiGe HBT when compared 

with a Si BJT. Furthemore, SiGe HBTs can achieve an improvement of two orders 

of magnitude lower than Si CMOS in terms of l/f noise (11. This makes SiGe 

HBTs a better choice for implementing mixer and oscillator circuits as l/f noise 

up-converts to phase noise in these circuits. 

More importantly, with respect to Si BJTs or Si CMOS, one can obtain the 

same fT or fmar by biasing SiGe HBTs at  a lower current density [74]. In other 

words, the high-frequency or speed performance of SiGe HBTs can be traded off for 

a reduced power dissipation in many applications. This is of particular importance 

to portable applications where the power consump tion is a major concern. Further- 

more, for power amplifiers, SiGe HBTs have better power added efficiency (PAE) 

when compared with Si CMOS because of the exponential nature of the Jc - VBE 

relationship in SiGe HBTs [75]. In addition, SiGe HBTs have higher transconduc- 

tance, i.e., higher driving capability, than Si CMOS for the same current. This 

gives SiGe HBTs advantages over Si CMOS in realizing high-speed circuits. 

What about III-V devices? There is no doubt that III-V devices outperform 

SiGe HBTs in terms of fr and -fm,, for the same base width. However, SiGe HBTs 

can still compete with III-V devices in optical systems above 50 Gb/s or microwave 

and millimeter wave applications. The strength of SiGe HBTs over III-V devices 

is mainly the ability of SiGe HBTs to integrate with the s tandad low-cost CMOS 

process (ie. SiGe BiCMOS). High levels of integration always implies lower overall 

system power consumption because less power is spent on routing high-frequency 

signals on and off chips [76]. Moreover, in achieving the same fi, a lower current 

density is required in the case of SiGe HBTs than some GaAs-based devices [31]. 
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This again translates to lower power consumption. The cost advantage, as a result 

of the higher yield, larger wafer size, and higher levels of integration, also makes 

SiGe a better candidate for applications wherever both technologies can meet the 

design specification. 

&\part from power dissipation and cost, SiGe HBTs have other advantages over 

III-V devices. For example, SiGe HBTs with th& smaller base width than that 

of III-V HBTs have lower noise figure [77]. Also, they exhibit better l / f  noise 

behaviour as a result of their higher quality surface passivation [77] (refkcted by 

the lower &,/P ratios in their Gummel plots). This enables oscillators with low 

phase noise to be made [31]. In addition, the lower tuni-on voltage in SiGe HBTsZ0 

renders them mxe suitable for low-volt age circuits in portable applications. 

To summarize, the main advantage of SiGe HBTs over Si BJTs and CMOS is 

lower power consumption at the expense of high-frequency performance. W'hile the 

main advantages of SiGe HBTs over III-V devices are lower cost and lower sys- 

tem power consumption due to higher yield and higher levels of integration. These 

advantages enable SiGe HBTs to be very competitive in application areas such as 

high-speed circuits for optical networks and low-power wireless communications. 

However, for the SiGe HBT technology to stay competitive, severd aspects of the 

technology, especially in the context of SiGe BiCMOS processes, need to be im- 

proved. These are hi&-quality passive components21, low-loss transmission lines 

and related substrate effects, device parasitics, integration with future generations 

of CMOS processes, and vertical profile design. For vertical profle design, achiev- 

''The only exception is InP-based HBTs, which have been showa to have a lower turn-on voltage 
than SiGe HBTs [Tg]. 

21Most recently, using Hitachi's SiGe BiCMOS process on SOI wafers. W d i o  et al. [67] have 
demonstrated MIM capacitor of 0.7 fF/pm2 with a Q factor of 13 at 10 GHz and a spiral inductor 
of 0.9 nH with a Q factor of 20 at 10 GHz. 
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ing higher fT, f,,,, asd breakdown voltages are some immediate concerns at the 

present time. -4 major part of this thesis attempts to address vertical profde design 

issues specific to the high-frequency performance of SiGe HBTs. 

1.4 Transit ion frequency 

The figures of merit, fT and f,,, are frequently used to measure the high-frequency 

performance of SiGe HBTs. The two are closely related to each other et-en though 

a high fT does not guarantee a high f,, or vice versa. A high collecter-base ca- 

pacitance or a high intrinsic base resistance (due to the use of a small base width 

without high enough base concentration to increase fT) may degrade f,,,. As 

the vertical dimensions of the transistor (eg .  the emitter depth, the base width, 

epitaxial collector width) are smaller, the extrinsic or parasitic components (e-g. ex- 

trinsic base resistance and extrinsic base-collecter capacitance, collecter-substrate 

capacitance, etc.) become more importmt . Since f,,, incorporates some of these 

pxasitic components, in particular, the extrinsic base resistance and the extrinsic 

base-collecter capacitance, it is sometimes considered a more important measure 

than fT for power gain in small signal and large signd amplifiers, wideband analog 

amplifiers, and, to a certaùi extent, nonsaturating logic gates [Tg] .  However, the 

significant irnprovement of advanced bipolar and BiCMOS technologies in the past 

two decades (e.g. polysilicon emit t es, self-aligned technology, silicide base contact, 

deep and shallow trench isolation, etc.) have also successfully reduced these extrin- 

sic components. As a result, fT is stiU a rneaningful measure of the hi&-frequency 

performance of SiGe HBTs. 

Based on the quasi-static approach, the transition fiequency fT of a bipolar 

transistor can be expressed in terms of a number of delay time constants. Each 
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of them is associated with the charging/discharging of a particular region in the 

transistor through the collector current in response to a small signal base-emïtt er 

voltage, V B E .  By definition, fT is associated with the common-emitter configuration 

where the collector current is measured at the output port and the base-emitter 

voltage is applied at the input port. Therefore, each delay term is equal to the 

change in the amount of charges in the respective region through the collector 

current divided by the change in the collector current density in response to V B E .  

The fr expression can be written as follows [go]: 

where Cje and Cjc are the depletion layer capacitances of the emitter-base junction 

and the base-collector junction, respectively. The quantity g, is the small signal 

transconductaace (I'/VT). The quantity R, is the collector series resistance between 

the collecter-base depletion layer and the buried collector layer. To be precise, as 

explained in Chapter 2, the contribution of the terrns 7-b and partidarly T, to fT 

is more complicated than shown in (1.3) because of the non-quasi-static effects at 

high frequencies. However, for discussion, (1.3) is used as an approximation. 

When the base-emitter voltage is modulated by v s ~ ,  the depletion layer widths 

of the emitter-base junction and the base-collecter junction will change and the 

amount of localized charges in the depletion layers will vary accordingly. The first 

te- Cj'+C~c is, therefore, the time required for changing these localized charges at 
9m 

the edges of the depletion layers through the collector current in response to v a 5  

Because of the g, in the denorninator, the f ist  delay term is expected to decrease 

with increaçing J,. 

The v s ~  modulation also changes the amount of minority free carriers in the 



CHAPTER 1. INTRODUCTION 17 

neutral base and emitter regions because the minority carrier concentrations at the 

depletion layer edges of the emitter-base junction is a function of the base-emitter 

voltage. Shus, the term T. (Q), c d e d  the emitter (base) delay tirne. is the time 

taken for changing the amount of minority free carriers in the neutrd emitter (base) 

regions through the collector current in response to W B E .  Pllthough T ,  is also c d e d  

the base transit time, it does not measure the t h e  for a minority carrier to travel 

across the base. -4s Varnerin [81] explained, rb  is c d e d  the transit time because 

the ratio of stored charges to current is the average time spent per carrier in the 

base. In the low-injection regime, both r, and Q, are not strongly dependent on the 

collector current but rather on the profile data of the transistor. This is further 

discussed in Chapter 2. 

The term 7-b, is the collecter-base depletion layer delay time. When VBE is 

modulated by V B E ,  Jc will chênge. Since the concentration of free cam-ers in the 

collecter-base depletion layer on the collector side is -- J,-(qv,) (where v, is the 

saturation ~ e l o c i t ~ ) ~ * ,  the amount of free carriers in the collecter-base depletion 

layer will vary with V B E .  Therefore, 7-k measures the time taken for changing the 

amount of free carriers in the collector-base depletion layer through the collector 

current in response to veE. Meyer and Muller [82] have sho~vn that T ,  is indepen- 

dent of J, at low-level injection and is equal to Wd/(2vS) where Wd is the width 

of the collecter-base depletion layer on the collector side. To be precise, the .rk 

expression Wd/(2vS) accounts for the free carrier change in the collector-base de- 

pietion layer on the collector side only. However, since the depletion layer width on 

the base side is generally much smaller than that on the collector side as the base 

2 2 ~ e r e  we assume that the collecter-base junction is under a reverse bias and the transistor 
operates before onset of Kirk effect. Therefore, the electric field at the colIector-base junction is 
large enough to drive the carrier through at us.  Furthermore, we assume no velocity overshoot in 
the discussion, Le., no rapid spatial change of the electric field. 



CH-4PTER 1. INTRODUCTION 18 

doping is typically higher than the collector doping by roughly one to two orders 

of magnitude, the expression Wd/(2vS) is a good approximation for r , .  

The term rk is the emitter-base depletion layer delay time. It mesures the 

time required for changing the free cariers in the emitter-base depletion layer in 

response to v * ~ .  According to Negus and Roulston [83], the effect of ~k can be 

taken into account by multiplying Cje with a factor F, u-hich is a function of VeE. 

At low currents, F is approximately 1. .4t high f o m d  biases, F is approximately 

2 The last term CjcRc is required because the collector current flows through 

R, out of the output port where the capacitance Cjc is connected. This RC time 

constant is often c d e d  the collector chzrging time. 

Let us look at two simulation studies on how these delay terms contribute to 

fr at different collector current densities in a Si BJT. Roulston and Hebert [84] 

simulated a polyemitter BJT with a collector doping of 1.36 x 10'6cm-3, base 

doping of - 5.5 x i ~ ' ~ c r n - ~ ,  emitter depth of 0.145 prn, rnetallurgical base width 

of 0.27 Pm, epitaxial collector width of 0.7 Pm. At a low current density (Jc - 
3.7 x 103 A / c ~ ) ,  they found that the term Cj'+Cic gm was 14% of the total delay tirne, 

asd T ,  and T ,  were around 25% and 33%, respectively. The terms rk and ra were 

9% and 18%, respectively. At a higher Jc (- 1.5 x i04 A/cm2) before the onset of 
C-= +Cie Kirk effect, the term ' II_ dropped to 7%, whiie T, and 7-b increased to 35% and 

39%, respectively. The terms +h increased slightly to 11% and T& dropped to 7%. 

The term CjcRc remained around 1.3% at both current densities. After the onset 

of Krk  effect ( J ,  - 2.2 x 104 A / c ~ ~ )  , re and 7-b continued to rise and other terms 

(except CjcRc) dropped with increasing Jc. 

Another simulation study was performed by Chen et  al. [85] for a scaled Si BJT 

with emitter depth of 25 nm, metdurgicd base width of 60 nm, and epitaxial 

collector width of 0.3 pm. The emitter doping was 10~'crn-~. The base profile was 
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graded from 1.5 x 10'9cm-3 at the emitter-base junction to 10''~m-~ at the base- 

collector junction. The epitaxial collector doping was l~"crn-~ .  .kt a low current 

density (J ,  - 6 x 104 .4/cm2), the te- 5 was 31 % of the total delay time n-hvreas 
9m 

the te- 3 was only 1%. The terms Te and T, were - 5% and 27%, respectively. 
9m 

The te- ra was - 33%. At a higher Je (-- 7.5 x 104 A/cm2) before the onset of 

Krk  effect, the te- %= dropped to 28%, while Ei= remained at 1%. The te- r, 
9m 9m 

remained unchanged and rs  increased very slightly to 25%. The term ~k increased 

to 35%. After the onset of Kirk effect (Jc -. 1.5 x 105 A/cm2), 7-b rose rapidly and 

other terms dropped with increasing Jc. 

These two studies show the following trends: the terms $ and T& are large 

at low J, and then drop when J, is increased. In the current range from low to 

high (before the onset of Kirli effect), the terms r, and T ,  contribute to more than 

half of the total delay time in a unscaled BJT and around one third in a scaled 

B JT. Both increase slowly with Jc in this range and rises rapidly after the onset 

of Kirk effect. The term T .  changes slightly (within - 10%) before the onset of 

Kirk effect. It contributes to - IO% of the total delay time in a unscaled BJT 

and around one third in a scaled BJT. The contribution frorn 2 and CjcRc is 

relatively srnall when compared with other terms. Overd, gm + T&, t + T,, and 

7-k are three most important terms. Each of them contributes to roughly one third 

to fT before the onset of Kirk effect in a scaled device. Now, the question is: given 

this information, how do we mâke use of the Ge and doping profiles to xninimize 

the total delay time? In other words, how do we make use of the Ge and doping 

profiles to maximize fT? 

-4ccording to these trends, at least three types of vertical profile optimization 

for rninimizing the total delay time can be attempted. The f i s t  type is the opti- 

mization of the emitter and base profles in the emitter-base depletion layer. This 
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will minimize and rk in the low- and high-injection regimes for scaled devices 
9m 

and in the low-injection regime only for unscaled devices. The second type is the 

base profile optimization for minimizing T ,  and/or T. in the low- or high-injection 

regime as both delay times are mainty determined by the base profiles (both dop- 

ing and Ge) before the onset of IGrk effect. The third type is the collector profile 

optimization [86-881 for minimizing rb and/or T ,  above the Kirk current density 

as these delay times are mai* determined by the doping and Ge profiles in the 

collecter-base depletion layer and in the collector after the onset of Kirk effect. 

The delay time T& should be minimized dso at current densities before the onset of 

Kirk effect . In addition, this type of optimization should maximize BVcEo because 

the collector doping profile has great influence on BVcEO. A major portion of this 

thesis focuses on the second type, the base profile optimization. 

One final rema.rk on setting optimization constraints for the verticd profile 

design studies needs to be mentioned. When the shape and the concentration of 

the doping profile and/or Ge profile are varied during optimization, other important 

figures of merit or properties of the transistor will be affected. For example, when 

the width or the concentration of the base profile is changed, the intrinsic base 

resistance will be different. That is, even though the optimization may lead to a 

base doping profile which gives the minimum rb, the same profle may also cause a 

high base resistance and consequently a very low f,.,. Or, it may be found that 

a box Ge profile, instead of a graded Ge profile, yields a minimum r b .  However, 

this result might not be meaningful because if the total Ge dose of graded prosle is 

much higher than that of the box profile, the SiGe HBT with a box profile will be 

more prone to strain relaxation in subsequent thermal steps. Therefore, for useful 

optimization results, crucial parameters, such as the intrinsic base resistance, total 

Ge dose, etc., should be used as constraints when optimizing profiles for minimum 
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delay times. 

1.5 Outline of the thesis 

This thesis is composed of studies on the optimization, analysis, and fabrication of 

SiGe HBTs. A portion of the work presented here has been published [89,90]. 

Chapter 2 is a base profile optimization study for minimizing the emitter delay 

time and base delay time in the low-injection regime. It focuses on how factors, 

such as emitter dimension, base width, base doping, and base profie shape, dter 

the performance of different Ge profiles in minimizing the contribution of these 

two delay times to the transition frequency. A graded Ge profile leverage factor is 

proposed to compare the effectiveness of Ge profles of identical dose in minimizing 

these delay times for each combination of emitter and base doping profiles. For the 

fbst time, non-quasi-static effects on the emitter delay time at high frequencies are 

taken into account in an optimization study of SiGe HBTs. 

In Chapter 3, we analyze the effect of the retrograde portion of a base doping 

profie on the base delay time for a SiGe HBT with a graded Ge profile operating 

in the low-injection regime. We present for the first time a closed-form andytical 

base delay time expression which considers the retarding built-in electric field due to 

the retrograde region, heavy doping effects, the effect of velocity saturation at the 

collecter-base junction, the concentration and field dependencies of the electron 

diffusivity, and the electric field caused by the Ge-induced bandgap narrowing. 

We then use this expression to assess the relative importance of these effects in 

calculating the base delay time. The result of this assessrnent is useful for modeling 

purposes. 

Chapter 4 is devoted to the base profile optimization for minimizing the b u e  



delay time in both low- and high-injection regimes before the onset of K r k  effect. 

We present a new iteration scheme which dows the cdculation of the base delay 

time in a wide range of collector current densities. The scheme is then used to 

determine the optimal set of base doping and Ge profiles for miaimizing the base 

delay time in both regimes of injection. We consider, for the first time in a profile 

op timization study, the effect of the plasma-induced bandgap narrowing on the base 

delay time in the high-injection regime. 

Chapter 5 describes the fabrication of SiGe HBTs by hi&-dose Ge implantation, 

Si amorphization, and solid-phase epitaxy. The impetus behind this attempt is to 

enhance the ability of SiGe HBT technologies to M y  integrate with existing Si 

CMOS processes. The implantation technique, as a conventional doping step in 

modern Si processes, aot o d y  facilitates integration but also allows multiple Ge 

profiles to be optimized for different applications on the same chip. We present, for 

the fkst time, the results of electrical measurements on HBTs fabricated by this 

technique. 

Finally, conclusions of the thesis hdings and contributions are given in Chapter 

6. 



Chapter 2 

Ge profile optimization for 

minimum emitter and base delay 

times 

2.1 Introduction 

Since the heterojunction bipolar action of SiGe base HBTs was dernonstrated 1351, 

researchers have begun to look for a Ge profile in the base that enhances device 

properties, in particular, the transition frequency ( fT). In general, two main but 

different results of this search have been proposed 191,921: i) a graded Ge profile, 

and ii) a box Ge profile. The graded profile is advocated mainly by researchers in 

IBM, Siemens, NEC, Hitachi, etc. On the other hand, the box profile is favored 

by researchers from Daimler-Benz, TEMIC, Philips, etc. Although this search has 

been an ongoing effort for almost a decade, it is still not clear which proposal is 

better. 
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Among different figures of merit of SiGe HBTs, the transition frequency fT has 

received the most attention for improvement. For example, early in 1990: Patton 

e t  al. [93] have recowzed that in order to maximize fi, a Ge profle with high 

Ge content at the emitter-base junction should be used when the emitter delay 

time (T.)' dominates the contribution to fT (as a higher bandgap narrowing can 

be obtained to increase the current gain and consequently reduce r,). On the other 

hand, when the base delay time (rb) dominates, a Ge profile with a large grading 

should be used to create an aiding electric field to enhance the electron transport. 

However, the Ge dose in the base was not kept constant when the impact of different 

Ge profiles on the various time delay terms was investigated in their study. -4s a 

result, the Ge profles were not fairly compared. Similarly, Zhâng et  al. [8S] favored 

the graded profile over the box profile but the Ge dose was not kept constant in 

their study either. Harame et al. [94] derived analytical expressions for SiGe-to-Si 

ratios of T, and T, for a uniforrnly doped base with Ge profiles of different shapes 

but the same Ge dose. However, they only considered SiGe HBTs with conventional 

polyemitter contacts, where fr was assumed to be entirely dominated by rb, when 

comparing different Ge profiles. As expected, they concluded that the graded Ge 

profile is more effective than the box Ge profle in maximizing fT. 

More recently, Hueting et al. [95] emphasized the interplay between the effective 

base Gummel number, the collector current (or the current gain), and the emit ter- 

base depletion layer delay time 7kbe They concluded that it is the base Gummel 

number, not the Ge grading, which determines the maximum fT. Therefore, the 

box Ge profile should be preferred. Using numerical simulations, Richey et al. [96] 

also showed that the box Ge profile is more optimal, since the emitter delay time 

'The emitter delay time r, should be distinguished from the emitter transit time (tettransit), 
which is defined as the emitter delay time multiplied by the injection-limited DC common-emitter 
current gain. 
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becomes important in a scaled device. In short, both studies point badc to the 

necessi t y of no t only minimizing the base delay time but also maximizing the cutrent 

gain as the latter affects the emitter delay time and the emitter-base depletion Iayer 

delay time. This is especially tme when the base width is further scaled. In fact , 

a similar approach was taken earlier by Roulston and McGregor [97]. Considering 

a SiGe base without neutral base recombination and with a fixed Ge dose, they 

concluded that a box Ge profile would give both a maximum curent gain and a 

minimumemitter delay time. However, they did not report the absolute magnitude 

of the emitter and base delay times corresponding to different Ge profiles. Only 

normalized values were given. This makes the comparison of the sum of delay times 

impossible. It should be noted that a box Ge profile which gives the minimum 

emitter delay time does not necessarily minimize the sum of the base and emitter 

delay times. 

Unlike Roulston and McGregor, Hueting et al. and Richey et al. showed the 

effect of different Ge profiles on the final maximum fi value. Also, they simulated 

on a more realistic (non-uniform) base doping profile. Their base profiles are more 

realistic in that when the base is becoming narrolver and more heavily doped, the 

more the base profile deviates from an ideal uniforrn shape, due to the dopant 

out-diffusion during subsequent thermal steps in the fabrication. However, one 

limitation of both studies is that only positively-graded Ge profiles were compared 

with the box Ge profile. In contrast, Roulston and McGregor included Ge profiles 

of both ~ositive and negative gradients, even though their work dealt only with a 

uniformly-doped base. Considering negative Ge gradients is useful because when 

the total delay time of a transistor is dominated by r., a negative Ge gradient may 

be used to give the highest possible bandgap narrowing for a given Ge dose, i.e., 

resulting in a much higher P and a much lower T ~ ,  and consequently a higher ove rd  
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fT. Another drawbadr of Hueting e t  al. 's study is that the emitter delay time was 

not considered. 

One common limitation of a11 the studies mentioned above is that they made 

the quasi-static approximation when estimating f ~ .  For transistors with large base 

width, the base transit time likely dominates in the fi calculation and the quasi- 

static approximation will not be of concern. But, when the base width is s m d  and 

the emitter delay time becomes more significant, the emitter charge partitionhg as 

a non-quasi-static phenornenon should be considered; otherwise, the emitter delay 

time may be over-estimated and a Ge profile that favors a smaller emitter delay 

time c m  be unfairly considered more effective at rnaximizing fT. 

From this brief review, a few criteria can be sumrnarized for improvement on 

similar studies. Firstly, the Ge dose of the cornparid Ge profiles should be identical. 

Secondly, the sum of the emitter and base delay times instead of the individual 

norxnalized delay times should be calculated and compared. Thirdly, both uniform 

and non-unifonn base doping profiles should be considered. Fourthly, both positive 

and negative Ge gradients should be included in the comparison. Lastly, non-quasi- 

static effects must be considered, especially in the case of scaled devices. To our 

howledge, no studies meeting al1 these criteria have been reported. 

The primary objective of this chapter is not to determine the optimal Ge profile 

for maximizing fT. Rather, the purpose is twofold. First, we try to map out 

important factors which impact the performance of the Ge profile in minimizing 

the contribution of the emitter and base delay times to the fT of a SiGe HBT. 

Second? we attempt to optimize the Ge profile for the minimum contribution of the 

emitter and base delay times to fT, for different combinations of emitter and base 

profiles, in the low injection regime. It is believed that these efforts can deepen 

understanding of and provide insights on the bigger problem of seeking the optimal 
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Ge profile for rnaximizing fT. 

Section 2.2 details the theoretical tools that are required to ca- out the op- 

timization. They include the profile definitions, the derivat ion of expressions for 

the base and emitter delay times, and the method of estimating the sum of the 

delay times with non-quasi-static correction. Section 2.3 verifies the expressions 

presented in 2.2 by comparing them with published transit time models in the 

literature and with numerical simulation results. Section 2.4 then compares Ge 

profiles in the SiGe base over different emitter and base doping profile parameters. 

Finally, conclusions are given in section 2.5. 

2.2 Theory 

2.2.1 Profile definit ions 

A typical doping profile for this study is shown in Fig. 2.1. This high-low 

emitter structure, adopting the principle of doping inversion, is believed to become 

increasingly important because a higher base doping will be needed to keep the 

base resistance at a reasonable level and to avoid base punch through when the 

base width is reduced. Consequently, the concentration of the mono-Si emitter 

must be reduced so that both the tunneling current and the junction capacitance 

can be kept within an acceptable !evel. 

The emitter profile is divided into three regions: the u n i f o d y  doped poly- 

Si region, the Gaussian-doped transition region from poly-Si to mono-Si, and the 

uniformly doped mono-Si region. The transition region can be described as follows: 
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Emitter Base 

Depth 

Figure 2.1: -4 schematic of the net doping profile under study (Note. The doping 
concentration is drawn in a logarithmic scale). 



The constants Ne, and Ne, are the concentrations of the ply-Si and the mono-Si, 

respectively. Wep and Wem1 are the widths of the poly-Si region and the transition 

region, respectively. In Fig. 2.1, X ,  is the metallurgical width of the mono-Si 

region, which is the mono-Si neutral region (W,,) plus the depletion layer width 

of the emitter-base junction on the emitter side (wl). 

The base profile consists of two regions: a retrograde region and a tail region. 

The retrograde region is often used to reduce the base concentration near the emitter 

and hence the tunneling leakage curent and the emitter-base junction capacit aace 

can be lowered [93]. However, it retards the electron transport by inducing a 

retarding electric field. The impact of this retrograde region is studied in detail in 

Chapter 3. The retrograde base region (Wep + Xe, < x < Wep + Xe,, + 9Xb) is 

described as: 

where 

IVbo is the base peak concentration at the peak location W, + Xe, + 9 X b  and 6' is 

the ratio of the retrograde base width to the metallurgical base width ( X b ) .  The 
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Ji- (*) 
where N+ is the epitaxial collecter concentration. In Fig. 2.1, Wb is the neutral 

base width, which can be calculated as the metallurgical base width ( X b )  minus 

the sum of the width of the emitter-base depletion layer on the base side (wz) and 

the width of the base-collector depletion layer on the base side (w3). 

As mentioned, in order to fairly compare different Ge profiles, the Ge dose of 

different must be the same, Le., identical SiGe film stability is maintained. 

Therefore, the Ge profile in terms of Ge fraction can be described as follows (see 

Fig. 2.2): 

where y,, is the average Ge fraction asd g is the Ge grading over the neutral base. 

This definition allows Ge profiles of both positive and negative gradients to be 

included2. For g = O, it describes a box profile of a uniform Ge fraction of y,,. 

In other words, (2.7) represents a f&ly of Ge profiles (box profile, graded profles 

with negative Ge gradings, and graded profiles with positive Ge gradings) with 

identical Ge dose of y,,w. 

=It should be noted that the sarne Ge profile definition can be found in [97]. 
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-ve Ge gradient 

Figure 2.2: A schematic of the Ge profile under study (Note. The Ge fraction is 
drawn in a linear scale). 
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2.2.2 Emitter delay time 

A brief review 

Polysilicon emitter (polyemitter) has Seen widely used in today's high-speed bipolar 

and BiCMOS production processes [98]- One of its advastages is the ability to 

maintain the emitter-base junction capacitance at a reasonable level by allowing a 

shdow emitter junction to be formed when the lateral device dimension is further 

reduced. Despite the shdow emitter junction depth, it provides a considerable 

current gain oves conventional bipolar transistors. In Iight of these advantages, 

together with the self-aligning features introduced into the production process, 

polyemitter bipolar transistors are responsible for ushering bipolar technology into 

VLSI [99]. 

Models at tributing the curent gain enhancement to different mechanisms have 

been pubfished: oxide tunneling [100], thermionic ernission due to the oxide bar- 

rier [101] or due to the doping pile-up [102], low-mobility transport in the poly-Si 

region or at the poly/mono-Si interface [103,104], and some combinations of the 

above mechanisms [105-1091. However, only a few studies [log-1 121 were devoted 

to modelling the emitter delay time in polyemitter transistors. In general, two 

approaches have been taken to calculate T,. The f is t  one is the macroscopic ap- 

proach which models the effect of the poly-Si region by material panmeters at the 

poly/mono-Si interface and the mobility value in the poly-Si bulk. This approach 

was first demonstrated by Suzuki [110], adopted by other researchers [ll3-116], 

and Iater improved by Basu et al. [112]. The second one is the microscopie ap- 

proach which was first attempted by Castaner et  al. [111] and later improved by 

Rinaldi [log]. As the name implies, this approach not only considers the poly/mono- 

Si interface properties but also models the effect of the poly-Si region by looking 
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into its microstructures such as grains and grain boundaries. A brief review of both 

approaches follows. 

Taking into consideration &de tunneling, reduced mobility in poly-Si and re- 

combination mechanisms, Suzuk i  [110] reported a unified model with analytical 

expressions for the injected minority hole current and the emitter delay time r,, 

One minor Limitation of Suzuki's model is that it can only be applied to the mi- 

formly doped poly-Si region. Employing Suzuki's model, Chang et al. [113] and 

later Lu e t  al. [Il41 derived closed-form analytical expressions of T, for Si BJT and 

SiGe HBT, respectively. Chyan et  al. [Il51 and Ma et al. [116] extended Suzulii's 

mode1 to the high-injection regime for Si B JT and SiGe HBT, respectively. More 

recently, Basu et al. [112] considered the eEect of oxide break-up at the interface 

between the poly-Si region and mono-Si region and derived new expressions for the 

emitter delay time in the poly-Si region (T.,) and that in the mono-Si region (rem). 

Castaner et al. [Ill] reported an alternative method to calculate T, under the 

microscopic approach. The key to their method is to determine the ratio (r) of 

minority charges stored in the poly-Si region (Q,) to that in the mono-Si region 

(Q,). The emitter delay time can then be obtained as the emitter delay time (with 

respect to the mono-Si region) multiplied by the factor (1 + r ) .  To calculate Qp, 

Castaner et al. adopted the multi-grain box model of Yu e t  al. [106], in which the 

poly-Si region is assumed to consist of n grain boxes and 2n +2 interfaces (including 

2n interfaces between grains and grain boundaries as each grain is bound by two 

grain boundaries, and one interface for the m e t d  contact at one end, and one for the 

oxide at the other end). The charge in each grain and grain boundary is related to 

an effective recombination velocity (ERV), which in tum depends on the diffusion 

length, the mobility, and the density of the interface traps. In short, to calculate 

Qp3 one f is t  needs to know the chrtrge stored in  each grain, i.e., determine the ERV 
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at each interface, and then sum up the charges in all grain boxes. The diaiculties 

of this method are: i) it is not clear how many grain boxes are required for an 

accurate calculation of Qp, ii) a numerical iteration is required as the ERV of each 

grain depends on the ERV of the next grain, and iii) parameters Like the density of 

the interface traps at  the grain boundaries are not well characterized. 

Rinaldi [log] improved upon Castaner et al. 's method by defining an effective 

hole diffusion constant and an effective hole difision length which encapsulate the 

properties of the multi-grain poly-Si region. By assuming an infinite number of 

grains, Qp can be approximated asymptotically. -4s such, difficulties i) and ii) of 

Castaner et al. 's method c m  be avoided. However, since both effective quantities 

depend on parameters like the density of interface traps at the grain bounduy, it 

still shares the laçt difficulty of Castaner e t  al. 's method. Another concern is that 

evperimental evidence suggests that only one to three grains exist in the vertical 

direction [1I.7]. In other words, the assumption of infinite number of grains that 

is required for the asymptotic approximation is questionable. Furthermore, the 

asymptotic method is not c~m~utationally efficient considering that one quadratic 

equation for each emitter structure studied needs to be solved to evaluate the 

asymptotic values before obtaining the two effective quantities. 

Derivation 

In this section, the macroscopic approach and in particular Suzukï's model, with 

modifications, is used to calculate T, for the following reasons: 

the details of the grain structures in the microscopie approach (e-g. the in- 

terface trap densi ties at grain boundaries) is seldom completely character- 

ized [II 71, 



the concentration of the mono-Si emitter used in this chapter is iiniform and 

high enough that Suzuki's low-injection rnodel with the drift curent neglected 

in the poly-Si region is still valid, 

the trend in the industry is that a HF dip prior to the polysilicon deposi- 

tion is often used to intentionally remove the interfacial oxide for reasons of 

reproducibility [118], and thus rnodelling the oxide breakup is not necessary, 

in order to compare the effect of a large number of Ge profiles on r, and ~b 

for bases and emitters with a wide range of dimensions, a simple analytical 

expression is preferred to the iteration method or the asymptotic method, 

and 

an ânalytical exprèssion facilitates the calculation of the charge partitioning 

factors (which wiif be discussed later) since it allows a qui& determination 

of the hole profle in both mono-Si and poly-Si emitter regions. 

Based on Suzulii7s model, a new analyticd expression for T, will be derived 

to account for the h i t e  effective recombination velocity at the metallpoly inter- 

face (Sm). It should be noted that in Suzulii's and similar works [110,112-1161, a 

zero hole concentration, Le., an infinite effective recombination velocity, is always 

assumed at the metallpoly interface, which slightly simplifies the derivation. How- 

ever, considering both the concentration and electric-field dependence of the carrier 

mobility and the form of potentid between the space-charge region near the metal 

contact and the semiconductor, Heasell [119] showed that the effective recombina- 

tion velocity is lower than 10' cm/s in most situations. Fig. 2.3 shows a typical 

minority carrier profile in the poly-emitter structure that was defined earlier in the 

chapter. 



CHAPTER 2. GE PROFILE OPTIMIZATION 

metal contact interfacial oxide 

W., + w, wern WLrn O 

Figure 2.3: A typical minority hole profile in poly-Si emitter structure used in this study. 
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First of all, the continuity equation in the poly-Si region needs to be solved. 

Since the doping concentration in poly-Si is often uniform, the drift term in the 

hole current equation can be ignored and the continuity equation can be turned 

into the hole diffusion equation as follows: 

where Lp2 = JDp2rp2 is the hole diEusion length in poly-Si. The general solution 

to this 2nd order Linear differential equation is: 

where -4 and B are constants to be determined from the boundary conditions. 

At x = Wem, a Dirichlet condition exists (see Appendix A), 

where cr is the hole tunneiing probability, which c m  be expressed in terms of the 

hole effective m a s  in the insulator (mi) ,  the effective potential barrier of the oxide 

to holes ( x h )  tunneling into the poly-Si from the mono-Si, and the thichess of the 

interfacial oxide3 (6) [105,120]: 

3For generality and the advantage of being able to cross-check with existing r, expressions, the 
following derivation will first assume the presence of an interfacial oxide layer and then set a = 1 
to ignore its effect in calculations for HF devices. 
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with 

where h is the Planck constant, k is the Boltzmann constant, and T the tempera- 

t ure - 

To account for the finite effective recombination velocity at the metal/poly-Si 

interface, a Neumann boundary condition is used at x = We, + We, (this is where 

our derivation departs from the derivations of Suzuki and others): 

Substituting (2.10) and (2.14) into (2.9) yields: 

and 



With (2.15) and (2.16), the hole density given by (2.9) becomes: 

With some dgebraic manipulation, p2(x) c a n  be re-tvritten as: 

In (2.18), p2(x) is expressed in terms of pl(Wim). But pi (WO,) is an unknown. 

To obtain T., both p2(x) and pl(x) must be known and integrated over the poly-Si 

region and the mono-Si region, respectively. The s u  of the two integrations is 

then divided by the sum of the electron and hole currents to obtain Te. Therefore, 

p l ( W k )  must be evaluated first to determine p2(x) and later pl(x). To do so, we 

examine the current continuity at the poly/mono-Si interface (see Fig. 2.3 and 

Appendix A for details) : 

where Jpi (W& ) is the hole current injected from the mono-Si region at x = WA , 
and Jpr is the recombination current at the oxide/mono-Si interface, which c m  be 

written as: 



where Sp is the recombination velocity at the oxide/rnono-Si interface4. The quan- 

tity J#(Wem) is the hole current at x = Wem on the side of the poly-Si region, 

which can be easily obtained since the electric field is assiuned negligible in the 

uniformly-doped poly-Si region: 

Using (2.18), Jp2(We,) is found as: 

Since Jp2(M;.,) can also be written as: 

where Spi, is the effective recombination velocity (EN) relative to the poly-Si 

bulk region, from (2.10) and (2.22) Spi, is then found as: 

It should be noted that (2.24) is actually the same as equation (10) in Yu et  al. 's 

multi-grain box mode1 [IO61 with the special case of only one grain considered in the 

poly-Si bulk. The equivalence is not surprising since our macroscopic approach, by 

41t should be noted that Rinaldi [log] used the symbol Sis to name the recombination velocity 
at the oxide/mono-Si interface, which is more appropriate. However, to facilitate the cornparison 
between the derived expressions and Suzuki's expressions [110], Suzuki's notation of Sp is used 
here for convenience. 
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definition, at tempts to model the poly-Si region as a Yblack box7' (i.e. a single grain) 

instead of looking into its microstructures. To calculate Sd, in this worko the value 

of Dp2 is obtained from Klaassen7s recent unified mobiLity model [121] multiplied by 

the poly-Si to crystalline-Si majority hole mobility ratio taken from [122] (assuming 

that this ratio is applicable to the minority carrier mobility). At a doping of 

1 0 ~ ~ c r n - ~ ,  the ratio is - 0.57. A more recent result from [123] gives the ratio a 

value of 0.3. However, it is found that the two t-alues give rise to a difference of 

less than 5 9% in the final results presented in Section 2.4 (except for the current 

gain, which varies by a factor of two). The value of Lp2 is taken from [124] (which 

is around 100 nm). Substituting (2.20) and (2.23) into (2.19), the relation between 

pl (W,,) and the hole current Jpl ( W k )  can be obtained: 

In a more compact form, Jpi(WLm) can be re-written as: 

where SL is the effective recombination velocity at the poly/mono-Si interface (to 

be precise, the oxide/mono-Si interface, see Appendix A), which is defined as: 

with Sp modelling the oxide/mono-Si interface recombination, a modelling the oxide 

tunneling, and SPI, modeIling the minority carrier transport in the poly-Si bulk. 

If only HF devices are considered, i.e., no oxïde tunneling effect (a = l), (2.27) 

reduces to  Ning and Issac's two-region model [103]. Equation (2.26) shows that 
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pl(WA) can be evaluated if Jpl is h o w n .  

To evaluate Jpl in the mono-Si region, we neglect the recombination there. This 

is a reasonable assumption because the diffusion length in the mono-Si region is 

often larger than the typical emitter junction depth5. In other mords, Jpi is a 

constant. From conventional drift-difision transport theory, Jpi c m  be expressed 

as: 

JPl = PPP(x)P(x)W - 

where pp and ilpl are the hole mobility and difision coefficient in mono-Si, re- 

spectively. Their values are both concentration and field dependent and can be 

obtained from Klaassen's mobility mode1 [121] and Caughey-Thomas electric field 

adjustment [126]. Since the electric field in the low injection regime, E, does not 

change significantly fkom its equilibrium d u e  in the mono-Si region [127,128], it 

can be determined by setting Jpl = O in (2.28): 

where VT is the thermal voltage and p, is the equilibrium hole concentration. By 

substituting (2.29) into (2.28), we obtain: 

d 
Jpl = -4Dp1pod; (E) 

s u s h g  Klaaçsen's latest lifetime and mobility models [121,125], for a donor concentration of 
1020cm-3, the hole diffusion length is estimated as 0.385 prn, which is much higher than the 
thickness of today's mono-Si region. This assumption of negligible recombination is even more 
valid in this study because the doping of the mono-Si region is significantly lower than 1020cm-3. 
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The same result had been obtained earlier by Selvakumar [129] and del .4lamo 

and Swanson [130] using the definition of a normalized carrier density u = plp, .  

The equilibrium hole concentration po is related to the effective intrinsic carrier 

concentration ni, as follows: 

Considering the bandgap narrowing due to the heavy doping effect, the effective 

intrinsic carrier concentration can be written as [131]: 

with n, as the intrinsic carrier concentration and A E,(x) as the apparent bandgap 

narrowing, which can be calculated using Klaassen's recent unified bandgap nar- 

rowing mode1 [132]. Integrating (2.30) over the mono-Si region, 

In Fig. 2.3, x = O is the depletion layer edge of the emitter-base junction on 

the emitter side and W., is now re-defined as the location of the oxide/mono-Si 

interface, instead of the poly-Si/oxide interface. Therefore, 
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where VBE is the applied emitter-base terminal voltage. Applying this boundary 

condition with expressions (2.26) to (2.33), Jpi is finally obtained as: 

This is equivalent to equation (8) in Shibib et  al. 's transparent emitter model [133]. 

If Sm approaches infinity, (2.27) reduces to: 

Then Jpi becomes: 

J p l  = 

p 0 ( ~ . , ) D p 2 c t  [ t+* tanh( s ) ]  L ~ 2  

This is the same as equation (13) in Suzuki7s model [110]. 

For convenience, Jpi is re-written in terms of the effective emitter Gummel 

number (Ge) as follows: 

where 
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with 

which is açsociated with the rnoneSi region, and 

which is associated with the poly-Si region. 

Now with the knowledge of Jp17 both pl (x) and p2(x) can be readily obtained. 

To obtain pi(x), (2.30) is integrated from x to W.,, 

Hence, 

From (2.18) and (2.26), p2(x) is obtained as: 

Findy, T. can be calculated. By definition, 
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where Qe is the total hole charges in the neutrd emitter, which can be written as: 

and Jn is the electron minority current injected into the neutrd base: 

where Qb is d e h e d  as effective base Gumme1 number. Its definition will be given 

later when the base transit time expression is presented. Since pl (x) and p2(x) are 

proportional to Jpl and both Jpi and Jn are proportional to ev~"lvf,  (2.45) simply 

becomes: 

Substituting (2.46) into (2.45), we can divide the emitter delay time into two com- 

ponents: rem for the mono-Si region and r,, for the poly-Si region: 

and 



CHAPTER 2. GE PROFILE OPTIMIZATION 47 

Substituting (2.431, (2.44), (2.38), and (2.47) into (2.49) and (2.50), one c m  h d y  

obtain the two components of the emitter delay time: 

where /Id,  is the D .C. common-emitter current gain, hem defined as Ge/Gb.  It can 

be seen from (2.51) that Te is inversely proportiond to the D.C. current gain Bd,. 

Again, if Sm approaches infinity (Le. SL becomes (2.36)), (2.51) reduces to: 

which are the same as equations (22) and (23) in Suzukils mode1 [110]. 

2.2.3 Base delay time 

Compared with T,, the calculation of the base delay or transit time r b  is more 

straightforward. The primary ta& here is to incorporate the effects of non-uniform 

energy bandgap, due to the presence of Ge, into the conventional expression of 

r b  for Si BJTs. A more detailed derivation and background survey c m  be found 

in Chapter 3 where a closed-form analytical expression of is derived for a SiGe 



HBT with a retrograde base profile and lineu Ge grading. In this section, a more 

limited derivation of the analytical Q expression for a SiGe HBT with arbitrary 

base doping and Ge profiles is presented. 

As the base counterpart of the hole current density (2.30) in the neutral emitter, 

the electron current density injected into the neutral base can be sirnilady written 

as: 

where D, is the electron diffusion coefficient, which is both concentration and 

field dependent and cas be obtained fiom Klaassen's mobility mode1 [121] with 

Caughey-Thomas adjustment [126]. The quantity no is the equilibrium electron 

concentration, and n is the electron concentration. To incorporate the influence of 

Ge in the base, no is defined through the effective intrinsic carrier concentration 

where Nb is the base concentration, and 

6Although the sarne notation is used for both the effective intrinsic concentration in the base 
and in the emitter, it should be understood that the two are not the same because of the Ge 
presence in the base. 



with the apparent bandgap narrowing 

The terms AEsvHDE and AJ?~ , ,~ .  denote the bandgap nanomring due to the doping 

and the Ge presence, respectively. The 1 s t  two terms of (2.56) account for the 

reduced effective density of states due to the Ge and the Fermi-level shift associated 

with Fermi-Dirac statistics', respectively. The details of the physical models for 

each of these terms are given in Appendix C and the correspondhg andytical 

expressions can be found in Chapter 4. With these physical models, the last three 

terms of (2.56) can be expressed in terms of the Ge fsaction as defined in (2.7). In 

other words, the effects of the Ge profile are now incorporated through the quantity 

720- 

Since the base width for today7s optimized HBT is around 100 nm or smaller, 

which is much smaller than the electron diffusion length at typical base doping levels 

uçed for today's SiGe HBTsS7 the neutral base recombination is neglected. In other 

words, J, is treated as a constant. Integrating (2.26) from x to the depletion layer 

edge of the base-collector junction on the base side, Le., Wb (since the depletion 

layer edge of the emitter-base junction on the base side is assumed at x = 0) yields: 

- - 

'Since the base doping used in this study can be very high (e.g- 10 l~c rn -~ ) ,  the Fermi-Dirac 
statistics correction term is included. 

sushg  Klaassen's latest lifetime and mobility models [El, 1251, for an acceptor concentration 
of 1020cm-3, the electron diffusion length is estimated as 0.487 Pm, which is much higher than 
the thickness of today's base width. 



At x = Wb, the electron current can be expressed in terms of the junction velocity 

at the base-collecter junction (S). The junction velocity (S) can be reasonably 

assumed to be the thermal velocity v, as there exists a high electric field at the 

base-collecter junction: 

Substituting (2.58) into (2.57) gives: 

By definition, the base delay time is: 

where 

Since n ( r  ), in turn Qb, aad J. are all proportional to e b ~ / ~ ~  (see (2.59) and the 

end of the following deribation for Jn) , the base delay time c a s  be simply calculated 

as: 

W b  

= * ( J I  yh) 
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Substituting (2.59) into (2.62) with the absolute value of n(x)/ Jn taken, one fmally 

obt ains: 

This is the same as equation (1 1) in 

derivation [134], which defined T ,  

Suzuki and Nakayama's different , but equivalent 

as the the product of the emitter-base diode 

resistance and electron diffusion capacitance. If the velocity saturation at the base- 

collecter junction is neglected (Le. S is set to infinity), (2.63) reduces to: 

which is equivalent to Kroemer's ~b expression [135]. 

Ta show that J, is proportional to eVB~IV~,  one can set x to O in (2.57) and then 

apply the boundary condition at x = O (i.e. n(0) = n , ( ~ ) e ~ ~ b / ~ ~ ) .  J, becornes: 

which will be the same as  the J, introduced in previous section (2.47) if the effective 

base Gummel number Gb is defined as: 

2.2.4 Non-quasi-static correction 

Analytical expressions for emitter and base delay times have been derived in the 

two previous subsections. It is tempting to immediately relate the two delay times 

to the transition frequency as most, if not all, studies on Ge profle design have 
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where rt is defined in this chapter as the total contribution of the emitter ênd base 

delay times to fT9. Equation (2.67) c m  be easily shown to be based on the current 

gain model resulting from the conventional charge-control theory: 

where w is the radian frequency, the quantity j denotes the imaginary number 

a, and 8, is the current gain at zero frequency. This represents the classic 6 

dB/octave drop with frequency and is the basis on which fT con be extrapolated 

h m  low frequencies. When [B (w)  = 1, w = I/T, - l/(r. + rb). Since the transition 

frequency is defined as the frequency at which the short-circuit current gain (i-e., 

0) drops to 1, (2.67) is obtained. 

However, in this subsection, it is shown that (2.68) is not sufficient to describe 

the high frequency behaviour of transistors where the emitter delay time is com- 

parable to the base delay time, and consequently the contribution of T. and r b  to 

fT measured by (2.67) will be inaccurate. Furthermore, it is explained how studies 

on the non-quasi-static behaviour of the transistors at high frequencies can provide 

a better estimation of the contribution of r, and ~b to fT, ruid in p a r t i d a ,  why 

Hamel's high frequency model [136,137] is adopted in this chapter. 

'To be precise, it should be noted that there are other deiay time terms, as  described in 
Chapter 1, in the overall fT expression. 
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Limitation of quasi-static assumption 

The term "quasi-static" refers to the situation where the d-ynamic or time-dependent 

behaviour of a transistor is deduced £rom some static or steady-state quantities. A 

typical quasi-static situation is encountered when Gumme17s static charge-control 

relation 11381 is used under the chaxge-control approach 11391 proposed by Beaufoy 

and Sparkes to predict the A.C. or transient behaviour of a device. This results 

in an expression similar to (2.68). In (2.68), the base transit time T., origindy a 

static parameter (which c m  be determined from the D.C. or steady-state solution 

of the minority carrier as shown in the previous subsection), is used to mode1 the 

-4.C. curent gain. As such, ~b in (2.68) can be considered a quasi-static parameter. 

-4nother well known quasi-static example is the use of Beaufoy and Sparkes' 

charge control approach in the conventional Gummel-Poon capacitance-based bipo- 

lar transistor model [140,141] for modelling the A.C. or dynamic behaviour of bipo- 

lar transistors. However, such use of the Gummel-Poon model has been shown to 

cause inaccuracies, e.g. transconduct ance phase error [l42- 1441. These inaccuracies 

stem from the quasi-static assumption made in the model. In other words, the true 

time-dependent physical effects of the transistor (hereafter called non-quasi-static 

effects), in response to the time-varying sipals applied to its terminai, are ignored. 

In fact, Lindmayer and Wrigley [145] have long pointed out a non-quasi-static ef- 

fect when they calculated the small-signal base diffusion capacitance of a uniformly 

doped base. They have observed that even at low frequencies10 the base diffusion 

capacitance seen fiom the junction terminal is not the capacitance calculated based 

''The phrase "low frequencyn refers to the frequency which is considerably l e s  than the recip 
rocal of  the transit tirne of the minority carrier in a quasi-neutral region- 
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on the quasi-s tatic assump tion: 

where VBE is the time-mying base-emitter voltage and g, is the transconductance. 

Instead, they found that for a wide-base junction, the capacitance is only one-half 

of the quasi-static base diffusion capacitance; while for a narrow-base junction, it is 

only twwthirds. This implies that only a fraction of the "stored" minority charges 

in the base is reclaimable through the junction ( Q b / 2  for the wide base and 2Qb/3 

for the narrow base). That is, not all stored charges respond to the applied smd-  

signal voltage even at low frequencies. PhenomenologicaJly, the stored chasge is 

partitioned between the terminals in a way that only a fraction of them can be 

reclaimed through the junction during the dynaJnic operation of the device. This 

charge pxtitioning phenornenon can be considered as incorporating the non-quasi- 

static effect, which is modeLled in this particular example by a charge-partitioning 

factor, ab (112 for the wide base and 213 for the narrow base). 

A physical interpretation of this non-quasi-static effect is that it takes a finite 

amount of time for the minority carriers to respond to the time-vatying voltage 

across the junction and then settle to a steady-state d u e .  Therefore, the higher 

the frequency of the applied voltage, the shorter time the carriers will have to 

respond and the more the actual carrier distribution will deviate from the steady- 

state value, i.e., the more i n d i d  the quasi-static approximation will be. In other 

words, the quasi-static approximation tacitly assumes that the minority cmier cas 

travel at an inh i te  velocity to respond to the applied voltage instantaneously [lU]. 
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Because only a portion of 'storedn charges is reclaimable through the junction, 

the delay time, which is defined as the ratio of the change in "stored" charges 

to the change in the curent density in response to the an applied voltage, may 

be over-estimated. For the purpose of comparing ~ ' s  corresponding to different 

base doping and Ge profiles in this chapter, a quasi-static approximation such as 

(2.67) will over-estimate the delay time terms that contribute to the ove rd  fT and 

the comparison results will become unreliable. Therefore, the question is: how do 

we account for the non-quasi-static effects when adopting q and T, as quasi-static 

parameters to mode1 r, accurately? 

A brief review of studies on non-quasi static rnodelling 

Four general approaches have been taken by researchers on modeling non-quasi- 

static effects of bipolar transistors. 

Weighting methodology 

The weighting methodology [l@, 146-1481 weighs the time-dependent continuity 

equation and/or the current equation with appropriate analytic functions, in order 

to quanti* the charge partitioning phenomenon and obtain a new charge control 

relation. The first example of this approach is the work by Fossum and Veerâragha- 

van [142], who simply integrated the time-dependent continuity equation over the 

neutral base twice (Le. the weighting function being set to 1) to obtain a new 

expression for the charge partitioning between the emitter and the base. The main 

drawback of their work is twofold: i) the recombination is neglected (Le., the re- 

sult cannot be applied to neutral region where recombination is significant, e.g. the 

emitter), and ii) the correct charge pârtitioning in the case of having a built-in elec- 

tric field in the neutral region (e-g. regions with non-uniform doping or non-uniform 

bandgap) is not well defined [142]. 



Klose and Wieder [146] integrated the current equation instead of the continuity 

equation from the emitter terminal to the collector to obtain a new charge control 

relation that predicts the correct charge partitioning even in the case of a non- 

zero electric field. However, as shown by Hamel and Selvakumar [148], Klose and 

Wieder's relation is only useful in regions where recombination is negligible [148]. 

Another limitation is that their relation involves a double integral, which makes 

it impractical for circuit-level compact modelling. McDonald [147] showed that 

the expression for charge partitioning can be anived by taking moments of the 

continuity equation with arbitrary weighting functions and thus provides a more 

general framework from which Fossurn and Veeraraghavan7s mode1 c m  be derived 

and from which improvements c m  be made to handle non-uniformly doped neutral 

regions. However, he did not show how these arbitrary weighting functions can be 

deduced. For modelling the non-quasi-st atic charge partitioning in neutral regions 

with significant recombination, Hamel and Selvakumar [148] weighted the time- 

dependent curent equation with a position-dependent weighting function (in their 

case the minority current), resulting in a generd charge control relation which 

predicts the following charge partitioning factor for the emitter: 

where W. is the width of the neutral emitter region. The significance of this result is 

that the charge partitioning factor c m  be solely determined from the static charge 

distribution p(x) and the profile data po(x). The advantage is not only that it is 

less computationally intensive than Klose and Wieder's result, but it also allows the 

non-quasi-static effect in a neutral region, where recombination can be significant, 

to be accurately modelled by a quasi-static parameter such as a.. 
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Series expansion met hod 

The second approach relies on truncating the infinite series solution to the time- 

dependent continuity equation in the time or frequency domains [144,149- 1831. 

Unlike the first approach that attempts to arrive at a new charge control relation 

from which the charge partitioning and terminal currents can be obtained, this 

approach a ins  to anive at t e rm ina l  currents directly; even though expressions for 

quasi-static parameters, such as the charge partition factor, can often be obtained 

andytically as secondary results. The goal is to incorporate non-quasi-static effects 

into the c-ent expressions but not necessarily through the concept of charge parti- 

tioning. Using a perturbation expansion to the time-dependent continuity equation 

with truncation up to the first order term, Hurkx [149] showed that the -4.C. be- 

haviour of the transistor can be modelled by small-signal base and collecter currents 

as f0ll0ws~~: 

where rt = T. + 7-b and the charge partitioning factor can be expressed as: 

with 

"It should be noted that in HurLx's paper, the charge partitioning factor is defined as one 
minus the charge partitioning factor used here. 
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where W is the position of the emitter contact in the case of a neutral emitter 

region or the base edge of the base-collecter junction in the case of a neutral base 

region, v is the velocity at x = W, and 

where m = n (or p), the minority carrier concentration for base (or emitter). Sim- 

ilar to problems of Klose and Wieder's model, Hurkx's mode1 is computationally 

intensive as it involves double integral in determining a and neglects recombina- 

tion. Also, it is not very accurate since higher order terms are ignored during the 

truncation. 

Performing a Laplace transfonn on the continuity equation and then solving 

the resulting 0rdina.q differential equation in frequency domain by series expansion 

with truncation, Chen, Lindholm asd Wu [la] proposed an inductive model which 

successfully predicts the frequency dependence of the magnitude of the transcon- 

ductance for an exponentially-doped base. However, the main limitation is that 

recombination is neglected in the derivation. Later in another paper, Wu and 

Lindholm [150] accounted for the emitter recombination and a r b i t r q  base profile 

and presented an expression for the A.C. input admittance in the emitter region 

that involves a few triple integrals. The intensive computation required for evalu- 

ating the triple integals is the major drawbadr of their result. Similar to Hurkx, 

Hamel [l5 11 employed the rigorous perturbation met hod but included recombina- 

tion, and obtained the same charge partitioning factor predicted earlier by Hamel 

and Selvakumar's charge control relation (see (2.70)). This confirms that the chârge 

partitioning factor can be solely determined from the static charge distribution and 

profile data. 
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More recently, Rinddi [132,153] ëxtended Wu and Lindholm7s work to the high 

injection regime by solving the current and continuity equation with the integral 

series solution method proposed by Wu and Lindholm. Rinaldi showed that small- 

signal base and collector currents can be expressed in terms of an infinite poly- 

nomial of a complex variable. Results of a few other non-quasi-static models c m  

be obtained using different approximations of the general current expressions. In 

additicin, simple analytical expressions for model parasieters, such as the charge 

partitioning factor and phase shift were given. However, sharing the common prob- 

lem of ail series expansion methods, Rinaldi's model can be very accurate but at 

the same time very computationally intensive as many high order terms can be 

included in the solution. 

Effective time constant method 

The third approach for modelling non-quasi-static effects is characterized by the 

use of effective time constant(s) to represent the infinite number of poles and zeros 

in the small-signal expressions for the base and collector current or equivalently the 

admittance (yl1), tram-admitt ance (y2,) and current gain [143,154]. This approoch 

usually provides a highly accurate non-quasi-static model since higher order t ems  

are implicitly included in the effective time constants. It is also compact and 

comput ationally efficient provided t hat the effective time cons tast s are hown .  Like 

the second approach, the concept of charge partitioning is not necessarily involved as 

long as the terminal currents can be modelled accurately. Thomas and Moll [154] 

showed that P can be represented by an excess phase shift term instead of the 

product of a,n infinite number of poles. As such, the magnitude and phase of P 
can be determined from three amplitude measurements. Seitchik et  al. [143] then 

applied the same treatment to y21 since both B and y,, can be represented by the 
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product of an infinite number of poles, resulting in the following expressions1*: 

where yE is the common-emitter admittance and a. 

gain at zero fiequency, 

(2.73) 

is the comrnon-base curent 

where & is the common-emit ter tram-admi ttance, and ha l ly  

Equations (2.75)-(2.77) show that three important smd-signal A. C. quantities can 

be M y  &aracterized using three effective time constants TI, ~ 2 ,  and rf, where TI and 

.rf are related by the excess phase shift (which cas  be determined experimentally 

or estimated) and rf and TI + T2 can be calculated from other non-quasi-static 

models. In other words, although models of effective time constant are compact 

and accurate, they rely on either A. C. meaçurements or other non-quasi-static 

models to provide them with reliable time constants. 

Extended charge control method 

The last approach for rnodelling non-quasi-static effects is the extended charge con- 

trol models [136,137,155-1581. It extends the charge-control approach in that it 

models the smd-signal A.C. quantities using parameters that can be determined 

from static device ouantities and profile data. In fact, it is the same as the effec- 

121t should be noted al1 admittances discussed in this chapter do not include the junction and 
parasitic admittance since it has been assumed that only delay times associated with the neutral 
regions contribute to fT as discussed earlier. 
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tive time constant approach, except that in this case, the time constants can be 

expressed in terms of quasi-static parameters such as r., r b ,  a., and a b ,  which in 

turn depend only on profile data and static charge distributions. This technique 

talces advantage of the accuracy of the effective time constant approach and the fact 

that expressions for certain static quantities can be analytically derived from other 

non-quasi-static models, especially those categorized under the second approach. 

In short, this approach is the most compact, accurate and computationdy efficient 

arnong ail the approaches described above. 

Given that devices with many different Ge and doping profiles will be compazed 

in this chapter, an approach which can accurately model non-quasi-static effects 

by parameters, calculated from analytical expressions in terms of static charge 

distributions and profile data in a computationdy efficient way, is required. -4s a 

result , this extended charge-control approach, and in particular the model proposed 

by Hamel [136,137,156-1581, has been chosen for this study. In the following, we 

give a bnef description of how the final expressions of Hamel's non-quasi-static 

model for the current gain are obtained as they were reported without detailed 

derivation in the literature. 

Non-quasi-static current gain model 

Using the notation in two-port network theory, one can express the common-ernitter 

gain p as: 
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since 

where the superscript refers to the cornmon-emitter configuration and ib, i,, v k  

and v, are the smd-signal base current, collector current, base-emitter voltage and 

collecter-emitter voltage, respectively. Therefore, if & and yfi can be accurately 

modelled, then an accurate model for B will be obtained. It should be noted that 

since y,E, is related to i,, only the neutral base region is considered in its cdculation. 

On the other hand, yz is related to ib which has two major current components: 

the hole current due to the recombination in the neutral base region (1%) and the 

hole current injected into the emitter at the emitter-base junction ( I k ) .  Therefore, 

both the neutral base and the neutral emitter are considered in its cdculation. For 

convenience, is written as: 

where the subscripts 'Lb71 and "e" refer to the neutrd base and neutral emitter 

regions , respectively. 

Let us f i s t  consider y&. We can start from the Seitchik et al. 's model (2.76) 

and then derive expressions for TI and rz. Rinaldi [153] showed that the common- 

base tram-admittance & can be expressed as the reciprocal of the polynomid of 

the complex variable ' jw '  as follows: 
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From two-port network theory, = -& (assuming yg is negligible13), therefore, 

Tmcat ing after the first-order term in the denominator, (2.82) is approximated 

as : 

Multiplying both numerator and denominator by ejWq and applying series expan- 

sions, (2.53) then becomes: 

Compasing (2.84) and (2.76) yields: 

Ti + 7 3  = 701 (2.85) 

if a, is assumed to be unity. Since at low frequencies, an admittance can be 

expressed as: 

y = G + j w C  (2.86) 

where G and C are frequency-independent constants corresponding to the s m d -  

13This is a good assumption since in the case of a practical bipolar transistor, the output 
conductance needs to be small. 
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signal conductance and capacitance, respectively, one can rewrite yg as: 

where a, is the common-base D. C. current gain. Equation (2.87) is the sazne as 

equation (3.35) in [159]. Therefore (according to tweport network theory) , 

where [148,151] 

Substituting (2.69) into (2.88) gives: 

if a, is assumed to be unity. This is the same as Eurkx's result (see (2.71)). 

Comparing (2.90) and (2.83) after series expansion yields: 

From (2.85) and (2.91), 

which is equation (4) in [156]. By observing that the excess phase shift (= T , / T ~  = 

rl Irb, see equation (8) in [143]) is linearly proportional to the quantity (1 - ab), 
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Hamel [136,156] proposed the following: 

Therefore, from (2.93) and (2.76), 

Now, let us consider y:. In order to obtain the expression for let's apply 

Seitchik et al. 's results to the neutral base region only, i.e., the hole current will be 

just the current due to neutral base recombination (Iw) and ~f = ~ b .  Substituting 

(2.93) into (2.75) yields: 

1 ,  where Pb = IJIM,. Note: Pd, = - 1 
Llsei-llsb - 

Considering the low-frequency yR in terms of charge-partitioning factors, Hamel 

[E9] wrote: 

-4ccording to two-port network theory, yfi = y:l + (for small output conduc- 

tance), therefore, (2.96) and (2.87) together gives: 
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Since a, = l/( 1 + Do) and &, = I'/(Ia + 1') , (2.97) becomes: 

where = Ic/Ik. With the charge-control relations g,r, = 2 and g,q = 4h dVbe Y 

(2.98) becomes: 

which can be easily shown to be equivdent to Hurkx's result (2.71) on the base 

E current. Comparing (2.99) with (2.80), one can separate y,,, and yfib: 

and 

since both (2.95) and (2.101) are expressions for yfi6, which one should be used? 

Rinaldi [153] has show. that (2.95) includes the second order term in the infinite 

number of zeros in the numerator of the polynomial of the complex variable whereas 

(2.101) includes only the first order terms. Therefore, (2.95) is more accurate. Sim- 

ilarly, (2.100) does not contain any high order terms asd therefore is not accurate 

to mode1 the actual yE, âs frequency increases. From the expression (2.100), it 

can be readily seen that ZJE, will exhibit the classic 6 dB/octave rise as  frequency 

increases beyond I / ( ~ ~ T C Y , / ~ ~ T ~ ) .  This will fail to explain the 3 dB/octave increase 

observed at very high frequencies. .kt very high frequencies, the admittance should 
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be proportional to f i  (see equation (2-86) in [145] and equation (4.30) in [l6O]). In 

light of this, Hamel [137; 1383 proposed that (2.100) should be modified as follows: 

It should be noted that ((2.100) and (2.102) only differ in the denominator of (2.102). 

The squaxe root in the denominator will cause a 3 dB/octave rise when the frequency 

increases beyond 1 / [2~(1 -  CY.)$~T~]. For frequencies below this, the numerator wiU 

dominate and still show the classic 6 dB/octave rise with frequency. 

If the denominator is approximated by a series expansion, (2.102) becomes: 

where ~~,,,~,,i~ is the emitter transit time T$,. Observing that (2.103) and (2.95) 

have the same form, Hamel suggested that (2.95) should also be modified in order to 

mode1 the 3 db/octave increase at very high frequencies. Therefore, yfib becomes: 

Finally, the common-emitter current gain can be obtained from (2.75), (2.94), 

(2.103) and (2.104) and expressed as: 



CHAPTER 2. GE PRO FILE OPTIMIZATION 

If I&, + 0, + 00, then ,Bk = P, and (2.105) becomes: 

From (2.106), it becomes clear why the current gain model derived from charge- 

control theory (e.g.(2.68)) fails to predict fT when non-quasi-static effects are signif- 

icant because there is no guarantee that the drop will follow the classic 6 dB/octave 

slope when the frequency is increased near fT. Only when a. = a b  = 1 will the 

classic 6 dB/octave fd-off be guuanteed as (2.106) reduces to (2.68) with ,Bo = Pd=. 
ln short, (2.106) allows the common-emitter current gain to be accurately mod- 

elled at frequencies near fT and beyond (which will be shown in Section 2.3) in 

terms of quasi-static parameters (T,,  Te: ab, a.) that can be determined from static 

charge distributions and profile data (see (2.63), (2.52), (2.89), and (2.70)). The 

efectiue total delay time, with non-quasi-static effects taken into account , can then 

be obtained by setting the magnitude of (2.106) to one and ~f = l /wt.  

2.3 Verification 

In this section, the expressions for r,, rb, minority carrier profiles in both neutral 

emitter and base regions, and B(w)  are verified by compâring with published results 

in the literature and results from numerical simulations. 

2.3.1 Emitter and base delay times 

The emitter and base delay tirne expressions ((2.52), (2.63)) are compared with 

results obtained by Suzuki [Il01 and Basu et al. [112] for Sm = m. A wide range 
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of thichesses for both poly-Si and mono-Si regions is covered. In Suzuki's work, 

Slotboom and de Graaff's bandgap narrowing mode1 [161], del Alamo et al. 's hole 

mobility [162] and Swirhun et al. 's electron mobility [163] were used for the mon* 

Si emitter and base regions. A hole diffusion length in the poly-Si region of 100 nm 

was assumed. The ratio of the hole minority mobility in poly-Si region to that in 

mono-Si was assumed to be 0.3. The recombination velocity S, at the poly/mono- 

Si interface was assumed to be 1U4cm/s for HF devices. No Ge rvas used in the 

base region of the devices. In Basu e t  aI. 's work, the hole difision coefficient in 

mono-Si was assumed to be 1.27 c m 2 / s .  The ratio of hole mobility in mono-Si to 

that in poly-Si was taken to be 3. A hok diffusion length of 100 mn was assumed 

in poly-Si. The quantity S, was assumed to be zero for HF devices. No Ge was 

used in the base region of the devices. 

In Fig. 2.4, the thichess of the poly-Si region was fked and the mono-Si 

thickness was varied from O to 300 nm. In Fig. 2.5, the thickness of the mono-Si 

region was fixed and the poly-Si thickness was varied from O to 300 nm. Both 

figures show that the results based on the re expressions in this work (2.52) agree 

well with those reported by Suzuki and Basu et al. In Fig. 2.6, the emitter and 

base delay times were plotted agâinst the base width with constant thicknesses for 

both mono-Si and poly-Si regions. It shows that the results of (2.63) and (2.52) 

match well with those of Suzuki. 

2.3.2 D.C. minority carrier profiles in emitter and base 

Since the accuracy of both the delay times and the current gain depend on the ac- 

curacy of the carrier profiles, it will be useful to check the minority carrier profiles 

in both the base and the emitter as calculated by (2.35), (2.43)) (2.44), (2.59), and 

(2.65). The results are compared with a sinusoidal steady-state numerical simula- 
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Emitter junction depth, W,, [nm] 

Figure 2.4: Emitter delay time versus emitter junction depth (mono-Si region thick- 
ness). Results of Suzuki [Il01 are the sum of the emitter delay times in poly-Si and 
mono-Si region. Basu e t  al. ' s  [112] results were available as individual emitter de- 
lay times in mono-Si and poly-Si regions. Infinite recombination velocity a t  emitter 
contact (Sm) and uniform emitter doping were assurned in [110; 1121. 
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gm, Basu et al. 
R T,,, Basu et al. 
A T=, Suzuki 

This work 

1 O0 200 
Polysilicon thickness, W, [nm] 

Figure 2.5: Emitter delay time versus polysilicon thickness. Results of Suzuki [110] 
are the sum of the emitter delay times in the poly-Si and mono-Si regions. Basu et 
al. 's [112] results were available as individual emitter delay times in the mono-Si 
and poly-Si regions. Infinite recombination velocity at emitter contact (Sm) and 
uniform emit ter doping were assumed in [110,112]. 
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I 50 100 200 

Base width, Wb [nm] 

Figure 2.6: Base and emitter delay time versus base width. Infinite recombination 
velocity at emitter contact (Sm) and uniform doping in both base and emitter were 
assumed in [110]. 
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tor c d e d  S3.4, developed at the University at Waterloo [l59,164? 1651. S3A solves 

the 1-D A C .  continuity equation using a finite-ciifference discretization. Recombi- 

nation, heavy doping effects, doping and field dependence of diffusion coefficients, 

finite recombination velocity at edges of neutral regions, and con-uniform bandgap 

due to the Ge presence are all incorporated in the implementation. Since the effect 

of recombination velocity at the edges of neutral regions can be easily reflected in 

the carrier profile, S3rZ is an ideal tool for chedcing the validity of T. expression 

especidy in the case where Sm is finite. Furtherrnore, since S3A takes recombi- 

nation into account, the comparison c m  show the validity of assilming negligible 

recombination in the mono-Si and neutral base regions, made in the the previous 

sections. 

Four test devices of different base profiles, base widths, mono-Si emitter thick- 

nesses, poly-Si emitter thicknesses, and Ge gradings are used for the cornpaison 

(see Table 2.1). Doping levels of the poly-Si, mono-Si emitter, epitaxiai collecter 

regions are IO2', 1 0 ' ~ ~  and ~O"crn-~, respectively. The Gaussian-doped transition 

region between the poly-Si and mono-Si emitters has a width of (Xe, - w1)/4. The 

parameters used in the comparison are as follows. The recombination velocity at the 

emitter contact (Sm) is 106 cm/s. The recombination velocity at the collecter-base 

junction (S) is 10' cm/s. The recombination velocity at the poly/mon&i interface 

is set to zero since S3.4 does not mode1 the interface recombination. The tunneling 

probability a is set to unity since only HF devices are studied. Definitions of doping 

and Ge profiles given at the beginning of this chapter are used. Identical physical 

models are used by both S 3 A  and analytical expressions derived in this chapter. 

,4 forward bias of 0.7 V is applied across the base-emitter junction and a reverse 

bias of 2 V across the collecter-base junction. Depletion layer widths for the test 

structures under such biases are calculated by solving the Poisson equation with 
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Device Wep Xe, Nb Xb 0 wl w2 ~3 ~ ( 0 )  Y ( W ~  

Table 2.1: Profile details of SiGe test devices. 

the depletion approximation using the numerical method suggested by Lin [166]. 

Fig 2.7 compares results generated by ânalytical expressions derived in the pre- 

vious sectian and those by S3A for the four SiGe test HBTs specified in Table 2.1. 

Excellent agreement is obtained for all four devices. The good match of minority 

carrier concentrations at the edges of the devices indicates that the finite recombi- 

nation velocities at the emitter contacts and collecter-base junction are modelled 

accurately. Also, the good match implies that the assumption of negligible recom- 

bination in the mono-Si neutral region and the neutral base region is justified. 

2.3.3 A.C. current gain and total delay time 

To check the validity of (2.106), the A.C. current gains for the four test devices 

specified in Table 2.1 calculated by (2.106) over a wide range of frequencies are com- 

pared with results obtained from S 3 A  (Note: S3A does not malie any quasi-static 

approximation). Fig. 2.8 compares S 3 ~  simulation results with those obtained 

from andytical expressions based on the quasi-static assumption ((2.68)) and those 

from non-quasi-static correction ((2.106)). It shows that the results of the expres- 

sion, based on the quasi-static assumption, and the results based on non-quasi-static 

correction agree well with S3d results from low frequencies to around one order of 

magnitude above the 3-dB corner frequency, for al1 devices. However, when the fre- 
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O S ~ A ,  test device #1 
S ~ A ,  test device #2 

a S ~ A ,  test device #3 
v S ~ A ,  test device #4 
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Figure 2.7: D. C. minority carrier profiles in neutral emitter and base regions of 
SiGe HBTs. Cornparison of results generated by malytical expressions, derived in 
this work, and those from the numericd simulator S3A (Sm = IO6 crn/s, S = l o7  
cm/s, S, = O cm/s). 
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Figure 2.8: A C .  current gain (hFE or B )  as a fimction of the frequency of SiGe test 
HBTs. Compâling of numericd simulation results from S3-4 (syrnbols) with results 
generated by analytical expressions, based on the quasi-static assumption (dash 
lines, (2.68)), and those using non-quasi-static correction (solid lines, (2.106)). 



quency increases toward fT and beyond, ody the expression with non-quasi-static 

correction can predict the AC.  current gain accurately for all four devices. The 

quasi-static appro.uimation predicts a total delay time of 6-82 ps and 12.1 ps for 

test devices #2 and #4, respectively. But the actual total delay times predicted 

by S3A are only 2.2 ps and 6.0 ps, respectively. It shows that the quasi-static 

approximation here over-estimates the total delay time and consequently f~ by a 

factor of 2 to 3. This afnms the necessity of accounting for non-quasi-static effects 

when calculating the total delay times and also of the accuracy of the analytical ex- 

pression (2.106). Furthermore, alt hough not shown, devices wit h uniformly-doped 

poly-Si and Gaussian-doped mono-Si region of different thicknesses have also been 

tested and the results have the same degree of accuracy as seen here. 

2.4 Results and Discussions 

In this section, the emitter and base delay times and the total delay time are 

calculated with and without non-quasi-static correction. The calculations are per- 

fonned for Ge profiles of identical Ge dose incorporated into the base of SiGe HBTs 

wi th different emitter geometries and base profiles. Profile definitions presented in 
-0 2 0 2 Section 2.2 are followed. For the Ge profdes, y., = 0.1 and < g < % axe 

used. For all devices studied in this section, the following assumptions are made: 

VgE = 0.7 V and Vcs = 2 V, 1V, =10~*crn-~, Ne, =1018cm13, Nepi =1017~m-3, 

Weml = (Xe ,  - w1)/4, a = 1 (Le. HF devices), Sm =106 cm/s, S =107 cm/s (ex- 

cept for devices with uniform base doping where an infinite recombination velocity 

is assumed). Depletion layer widths are calculated in the same manner as described 

in Section 2.3. 

The quantity S, is set to zero. As shown in Appendix A, S, is ac tudy  the 



CHAPTER 2. GE PROFILE OPTIMIZATION 

Transistor W Xb 6 nb 
[Pm1 [Pl [nml [kR/O] 

la 0.38 0.02 100 -t 7.5 x 1018 1.15 
l b  0.38 0-02 300 0.2 2 x 101" 1.22 
l c  0.38 0.02 100 0.5 2 x IO1' 1.15 
i d  0.38 0.02 100 0-8 2 x 10'' 1-08 

Table 2.2: Profile details of transistor set #1 (+indicates a uniform base profile). 

recombination velocity at the oxide/mono-Si interface ( cded  Si, by Rinaldi [log]). 

Referencing Patton et al. 's work [167], Suzuki set Sp to 10'4 x 104 cm/s for HF 

devices. However, in Patton et al. 's work, the surface saturation current density 

(JO,) and not Sp was reported. It appears that S u z u k i  extracted Sp by incorrectly 

treating it as the eflectiue recombination velocity at the poly/mono-Si interface 

(i-e. Sp in the definition adopted here) and then calculating SL from JO, and the 

equilibrium hole concentration at the poly/mono-Si interface. The equilibrium hole 

concentration can be estirnated from Slotboom and de Graaff's bandgap narrowing 

mode1 [161] given the doping density in the poly-Si region. This likely over-estimates 

Sp. Based on the values of the hole capture cross section, the thermal velocity, and 

the total density of interface traps per unit area, Yu et  al. [IO61 estimated Sp to 

be around 1.6 x IO3 cm/s. However, as noted by Ashburn et al. [107], there are 

no reliable experimentd values for S, yet. As a result of this, and that only HF 

devices are studied, Sp is consistently set to zero in this section. Even when a value 

of 1.6 x 103 cm/s is used for Sp, the effective recornbination velocity Si varies by 

less than 5% when compared with the case where a zero d u e  of S, is used since 

SPlv is in the order of at least 3.8 x lQ4 cm/s (for 0.1 P m  < W, < 0.38 pm and 

N, = l ~ ~ ~ c r n - ~ ,  see (2.24)). 

First, a set of transistors with the same emitter structure and base width but 



different base profiles are studied (see Table 2.2). Fig 2.9 plots the emitter deiay 

time for transistor set #I as a function of the Ge grading. It shows that the 

minimum T, point for the uniform doping profile (transistor # la) occurs at zero 

Ge grading (i-e. a Ge box profile). The same result was obtained by Roulston and 

McGregor [97]. However, for non-uniform base profiles (transistors #Ib, Ic, Id), 

the minimum Te points v;try with the location of the profle doping peak. The closer 

the peak is to the emitter-base junction, a less positive Ge grading is required to 

reach the minimum Te- For examp!e, for 0 = 0.8 (transistor #Id) the peak base 

doping is located a t  80 nm away from the emitter-base junction and the minimum 

r, occurs at a Ge grading of around I04/cm. Whereas for B = 0.2 (transistor #Ib), 

the peak base doping is located at 20 nm away from the emitter-base junction, 

the minimum re point occurs at a negative Ge grading of xound 0.5 x 104/cm. 

For B = 0.5, the minimum Te point is located at a Ge grading between the two. 

To explain this, the D.C. common-emitter curent  gain (Pd=) is plotted in Fig. 

2.10. It shows that the locations of maximum & points for differeni; base profiles 

coincide with their respective minimum T~ points. This is because T, is inversely 

proportional to Bdc in (2.52). However, why do the maximum ,ûdc points follow the 

peak location of the base doping? Since the current gain is inversely proportional 

to the effective base Gummel number Gb, fiom (2.66) the current gain can be 

minimized if n,(z) = n~,(x)/Nb(X) is maximized over the neutral base. Therefore, 

if the peak doping location is near the base-emitter junction, a negative Ge grading 

will give a high Ge fraction near the doping peak to rnaximize n,(x) and hence 

minilnize the base Gummel number and maximize Pd=. 

Fig. 2.11 shows the base delay time as a function of the Ge grading for transistor 

set #l. As expected, for a.ll four base doping profiles, r b  decreases with increasing 

Ge grading. However, rb saturates when the Ge grading is very high because the 



CHAPTER 2. GE PROFILE OPTIMIZATION 

Uniform (no vel. sat.) 
Retrograde, 8=0.2 
Retrograde, 8=0.5 
Ret rograde, 0=0.8 

X,= 100 nm 

-4.0 -2.0 0.0 2.0 4.0 
Ge grading [cm-'] (~103 

Figure 2.9: Emitter delay time vs. Ge grading for transistor set #1 (W., = 0.38 Pm, 
X, = 0.02 Pm, Xb = 100 nm). 
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1 - Uniforrn (no "el. sat.) 
Retrograde, 8=0.2 
Retrograde, @=OS 
Retrograde, 0=û.8 , 

Ge grading [cm-'] (XI 04) 

Figure 2.10: D.C. curent gain as a function of Ge grading for transistor set #1 
(W., = 0.38 Pm, Xe, = 0.02 Pm, Xb = 100 m)- 
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Retrograde, 8=0.2 
Retrograde, 8S.5 
Retrograde, 0 4 . 8  

-2.0 0.0 2.0 
Ge grading [cm-'] (XI 04) 

Figure 2.11: Base delay time as a function of Ge grading for transistor set #1 
(Wep = 0.38 Pm, Xe, = 0.02 Pm, Xb = 100 nm). 
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- Uniform (no vel. sat.) 
_-- Retrograde, 8 4 . 2  
-- Retrograde, 8=0.5 
- -  Retrograde, 8d.8 

-4.0 -2.0 0.0 2.0 4.0 
Ge grading [cm-'] (XI 04) 

Figure 2.12: Tot al delay tirne (wit hout non-quasi-static correction) as a function of 
Ge grading for transistor set #1 (W,, = 0.38 Pm, Xe, = 0.02 Pm, Xb = 100 nm). 

effect of the field-dependent mobility begins to set in at such a high Ge grading 

(Le. electric field). If the quasi-static approximation is used to estimate fT, one can 

simply sum the emitter and base delay times to see the influence of the Ge profile 

on T, (= l/ fT). This is shown in Fig. 2.12. The figure illustrates that the higher 

the Ge grading, the smaller is the total delay tirne. In other words, if only base and 

emitter delay times are concerned, a graded Ge profile with a positive Ge gradient 

instead of a box Ge profle is preferred. This conclusion is expected because, in 
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this p â r t i d a r  case, rb  is larger than r, by at least an order of magnitude and a 

higher Ge grading can reduce rb  as shown in Fig. 2.11. To measure the advantage 

of adopting a graded Ge profile, with the Ge grading required to minimize T.: over 

the use of a box Ge profde, a graded profile leverage factor (y) is defined as follows: 

where rt is the either the total delay time (in the case without non-quasi-static 

correction) or the efective total delay time (in the case with non-quasi-static cor- 

rection), g is the Ge grading, md gm, is the Ge grading where rt is the minimum 

and the function sgn(gmi, ) is the sign of g,, (= 1 if gmin 2 O or = -1 if gmin < 0). 

A factor of y = O irnplies that the minimum total dela? time or the effective total 

delay time is attained with a box Ge profile. A positive y indicates that a graded 

Ge profile with a positive Ge grading is preferred over the box profile. A negative 

y indicates that a graded Ge profile with a negative Ge grading is preferred over 

the box profile. Q~ant i ta t ivel~,  the absolute value of y is the percentage drop, with 

respect to a box Ge profile, in the effective total delay time when an optimal graded 

profile is used. From Fig. 2.12, y is 50% for the uniform base profile and 54% for 

the retrograde base profle with 6 = 0.5. 

If non-quasi-static effects are considered, the effective total delay time can be 

obtained tkough (2.106) and shonm in Fig. 2.13. It is similar to Fig. 2.12 except 

that the absolute magnitude is generally srnaller by less than 1 ps. For uniform 

base doping, the effective delay time is around 6 ps at zero Ge grading and 2.5 ps 

at the minimum point where the Ge grading is 2.1 x 104/cm. This translate to a 

7 of 58%. For the retrograde base profile with 6' = 0.5, a y of 63% can be attained 

when a graded Ge profile with a grading of 2.9 x 104 /cm is used instead of a box 
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Figure 2.13: Effective total delay time (with non-quasi-static correction) as a func- 
tion of Ge grading for transistor set #1 (IV& = 0.38 Pm, X, = 0.02 Pm, Xb = 100 
nm) . 
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Transistor W;, X m  Xb 8 Nbo 1% 

Table 2.3: Profile details of transistor set #2 (tindicates a uniforrn base profile). 

profile. 

That is, an increase of around 10% in -y (for both base doping profiles) is caused 

by the non-quasi-static correction. In other words, the conclusion that a graded Ge 

profile with positive gradient should be used is even more valid with the non-quasi- 

static effects taken into account , even though the non-quasi-static effects are not 

very significant in this particular case. The insignificance is due to the fact that 

the emitter delay time is small relative to the base delay time. From (2.106), one 

can see that a s m d  T, will suppress the denominator term associated with charge 

sharing in the neutral emitter region. Also, the base-related terrns with charge 

sharing effect are not significant at frequencies much smder  than 1/(1 - ab)rb 

which is higher than the transition frequency. 

But what if the base width is reduced? A second set of transistors with smaller 

base widths is studied (see Table 2.3). -4s can be seen from Table 2.3, a higher base 

concentration is required in order to avoid high base sheet resistances which degrade 

the maximum oscillation frequency. However, the base concentration cânnot be too 

high, otherwise the depletion layer extending into the emitter will be wider thaï  the 

mono-Si emitter thichess. Fig 2.14 plots T. for the transistors with Xb = 30 n m  

in set #2 as a function of the Ge grading. Compared with transistor set #1 (Fig. 

2.9), T, is smder  but still in the same order of magnitude. The slight decrease 
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Uniform (no vel. sat,) 
Retrograde, 8=0.2 
Retrograde, 8=0.5 --- Retrograde, 8=0.8 

Ge grading [cm-'] (x1 04) 

Figure 2.14: Emitter delay time vs. Ge grading for transistor set #2 (W., = 
0.38 Pm, Xe, = 0.02 Pm, Xb = 30 nm). 
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is caused by the base =idth reduction that decreases Gb and thus increases Pd=. 
The relative locations of the minimum T, points on the Ge grading axis are similar 

to those found in Fig. 2.9. However, the base delay times for transistor set #2 

(see Fig. 2.15) are smder ,  by an order of magnitude, than those for transistor #1 

mainly because of the reduced base width. The total delay tirne and the effective 

total delay time are plotted in Fig. 2.16 and Fig. 2.17, respectively 

For the case without non-quasi-static correction (Fig. 2-16)? the minimum rt 

point occurs at Ge gradings 3.38 x IO4 and 6.71 x 104/cm corresponding to the 

unifonn base and the retrograde base with 19 = 0.5, respectiveiy. The graded Ge 

profile leverage factor y is 16% and 27% for the uniform base profle and retrograde 

base profile (a  = O5), respectively. After non-quasi-static effects are considered 

(Fig. 2-17), the minimum effective total delay times occur at higher Ge gradings: 

7.2 x 104/cm for the uniform base profile and 11.5 x 104/cm for the retrograde base 

with B = 0.5. The leverage factor +y is 43% for the uniform base and 53% for the 

retrograde base ( O  = 0.5)- 

In cornparison with transistor set #1, two observations can be made: i) the 

graded profile leverage is smaller by IO-l3%, Le., the advantage of using the graded 

Ge profile over the box Ge profile becomes srnder as the base width is reduced, 

ii) non-quasi-static effects become more important when the base width is reduced. 

An increase in y of 25-30% is obtained when compared with the case without non- 

quasi-static correction. 

The smdest  metallurgical base width (Xa) we have studied is 30 nm. For 

metallurgical base width s m d e r  thân 30 nm (i.e., neutral base width (CG) less 

than 10 nm for the base and emitter profiles under this study), it will be difficult 

to estimate rt accuately because the drift-diffusion transport theory may not be 

valid any more. Simulations based on hydrodynamic formulations, Monte Carlo 
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Figure 2.15: Base delay time as a function of Ge grading for transistor set  #2 
(W, = 0.38 Pm, X ,  = 0.02 Pm, Xb = 30 nm). 



CH.4PTER 2. GE PROFILE OPTIMIZ4TION 

- Unifonn (no vel. sat.) 
-__ Retrograde, M . 2  
-- Retrograde, W.5 --- Retrograde.W.8 1 

- 

V - 
-1 5.0 -1 0.0 -5.0 0.0 5.0 10.0 15.0 

Ge grading [cm-'] (XI 04) 

Figure 2.16: Total delay time (without non-quasistatic correction) as a function of 
Ge grading for transistor set #2 (W, = 0.38 Pm, Xe, = 0.02 Fm, Xb = 30 nm). 
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\ Uniforrn (no vel. sat.) 
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Figure 2.17: Effective total delay time (with non-quasi-static correction) as a func- 
tion of Ge grading for transistor set #2 (W., = 0.38 Pm, Xe, = 0.02 pm, Xb = 30 



Transistor W,, e m  xb 0 No %, 

Table 2.4: Profile details of transistor set #3 (iindicates a uniform base profile). 

techniques, etc. will be required, which are beyond the scope of this study. 

What if the emitter thickness is large su that r, becomes dominant ? To anstver 

this question, another new set of transistors (see Table 2.4) is considered. In tran- 

sistor set #3, although the total emitter widths remain ruichanged from those in 

sets #1 and #2, the thidiness of the mono-Si emitter (ix. emitter junction depth) 

is larger than those in #1 and #2 by 0.13 Fm. This will increase r, (see Fig. 2.18) 

when compared with sets #1 and #2 and it is more effective to increase r, through 

the mono-Si thickness than the poly-Si thickness (for example, compare Fig. 2.4 

and Fig. 2.5). It should be noted that since the same base structures are used 

in set #2 and #3, the base transit tirnes axe identical for transistors in both sets. 

The cornparison of Fig. 2.15 with Fig. 2.18 shows that for Ge gradings higher than 

-5 x 104/cm, T. can be even higher than ~ b .  Fig. 2.19 and Fig. 2.20 plot the total 

delay time and the effective total delay time, respectively, for set #3. 

In Fig. 2.19, the minimum T, point for the uniform base profile and the ret- 

rograde base profde (6 = 0.5) is at a Ge grading of 0.9 x IO4 and 4.4 x 104/cm, 

respectively. The factor y is 2% for the uniform base profile and 11% for the ret- 

rograde base profile (0 = 0.5). These numbers, cdculated without the non-quasi- 

static correction, are much smaller than those observed in sets #1 and #2. More 

surprisingly, for the retrograde base profile with (0 = 0.2), the minimum r, is actu- 
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Uniform (no vel. sat,) 
Retrograde, 0=0.2 
Retrograde, 0d.5 

- _  Retrograde, 0 d . 8  

1.5 
-1 5.0 -1 0.0 -5.0 0.0 5.0 

Ge grading [cm-'] (x104) 

Figure 2.18: Emitter delay time vs. Ge grading for transistor set #3 (F1.', = 
0.25 Pm, Xe, = 0.15 Pm, Xb = 30 nm). 
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- Uniforrn (no vel. sat.) 
--- Retrograde, M . 2  -- Retrograde, M . 5  _ _  Retrograde, 8 a . 8  

-5.0 0.0 5.0 
Ge grading [cm-'] (XI Cl4) 

Figure 2.19: Total delay time (without non-quasi-static correction) as a function of 
Ge grading for transistor set #3 ( W,, = 0.25 Pm, Xe, = 0.15 Pm, Xb = 30 nm). 
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Figure 2.20: Effective total delay time (with non-quasi-static correction) as a func- 
tion of Ge grading for transistor set #3 (Wep = 0.25 Pm, Xe, = 0.15 pm, Xb = 30 

nm) - 
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ally achieved by a negative Ge grading. However, after non-quasi-static effects are 

taken into account (Fig. 2-20), the minimum T, points for all devices are pushed te 

wards positive Ge gradings. The factor y becomes 19% for the uniform base profile 

and 32% for the retrograde base profile (6  = 0.5). These numbers are also smaller 

than their counterparts in sets #1 and #2, implying a s m d e r  advantage for iising 

a graded Ge profde over the box profile than in those two sets. Also, these numbers 

are asound 17-21% higher than the 7's calcdated without non-quasi-correction. In 

other words, the non-quasi-static effects in this case are more significant than in 

set #1 but less significant than in set #2. This suggests that the significance of 

non-quasi-static effects on the final estimate of rt depends, not only on the relative 

magnitudes of re m d  T ,  (as shown by comparing sets #1 and #2), but also on the 

emitter charge-partitioning factor. The emi tter charge parti tioning factors cr, vary 

from 0.51 to 0.6 in set #2 and are around 0.93 in  set #3. This explains why the 

non-quasi-static effects in set #3 are smaller by around 20% than in set #2 despite 

the larger re achieved by transistors in set #3. 

So fa it h a  been observed that the graded Ge profile leverage factor y tends 

to decrease when the magnitude of r, increases. To further explore this trend, T. is 

increased by using a higher base doping such that the current gain drops. In Table 

2.5, transistors are designed with the peak base concentrations two times higher 

than those in the previous sets. This brings down the base sheet resistance closer to 

those of transistors with a base width of 100 nm (Le., set #1). However, it should 

be noted that for transistor #4a, with a uniform base profile, the depletion layer 

of the emitter-base junction on the emitter side is larger than 20 nm. It does not 

pose problems in this particular case (as the emitter junction depth is 0.15 pm), 

but it  will not work for transistors with both srnaIl emitter junction depths (e-g. 

sets #I and 2) and uniformly doped bases. Although not shown, the base transit 
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Transistor W.,  X, Xb 8 hrbo Rb 

Table 2.5: Profile de tds  of transistor set #4 (tindicates a uniform base profile). 

times are in the same order of magnitude as those in sets #2 and #3. The effective 

total delay time with non-quasi-static correction is pbtted in Fig. 2.21. It shows 

higher total effective delay times than those in Fig. 2.20 because the emitter delay 

times are higher, as expected. The factor y is 13 % for the uniform base profile 

and 28 % for the retrograde base profile (8 = 0.5). These values are the lowest 

compared with those in sets #1-3, implying that the advantage of the graded Ge 

profile over the box Ge profile is the smallest with set #4. This confirms the 

previously observed trend that the a graded Ge profle with positive Ge gradings 

have less advantage as re continues to rise. Furthermore, for the retrograde base 

profile with B = 0.2 (transistor #4b), the effective total delay time is minimum 

when a negative Ge grading of -1.73 x 104/cm is applied across the neutral base. 

However, the corresponding rr achieved at this Ge grading is practicdy the same 

as that at zero Ge gradient (i.e. a box Ge profile). 

To make the study complete, transistors with very large emitter junction depth 

(Xe,  = 0.3pm, W, = O.lpm) and transistors with base width of 50 n m  (somewhere 

between the base widths of transistors studied above) are investigated along with 

the transistors in set #1-3. Fig. 2.22-2.25 summaxize al1 the results by plotting 

the graded profile leverage factor (calculated with non-quasi-static correction) as 

a function of the metallurgical base width and the emitter depth for four different 
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Uniform (no vel. sat.) 
Retrograde, M . 2  
Retrograde, W.5 --- Retrograde, e0.8 

-1 5.0 -1 0.0 -5.0 0.0 5.0 10.0 15.0 
Ge grading [cm-'] (XI 04) 

Figure 2.21: Effective total delay time (with non-quasi-st atic correction) as a func- 
tion of Ge grading for transistor set #4 (W,, = 0.25 Pm, Xe, = 0.15 Pm, Xb = 30 
nm, Nb =1020~m-3)- 



shapes of base doping profile. 

Fig. 2.22 is plotted for transistors with uniformly doped bases. It should be 

noted that a recombination velocity, at the collecter-base junction? of 10' cm/s 

instead of an infinite recombination velocity (which is assumed earlier for studying 

the same uaiformly doped base profdes) is used. Fig. 2.23 shows results for the 

retrograde base profiles with 0 = 0.2. In this particular case, additional data points 

obtained from transistors with extra base doping (which can indirectly increase r, 

as discussed earlier) are included in order to see more clearly the point where the 

leverage of the graded Ge profile over the box profile diminishes. As shown in the 

figure, for Xb = 30 nm, when the emitter junction depth (or the mono-Si emitter 

thichess) increases further (between 0.15 and 0.3 pm in this case), either a box Ge 

profile or a graded profile with a negative Ge grading is preferred over the graded 

Ge profile with a positive grading. In fact, the data point for Xe, = 0.15 pm 

was taken from Fig. 2.21. What is new is that it shows a continuous drop in the 

leverage factor as Xe, increases further to 0.3 pm. Furthemore, when comparing 

Fig. 2.23-2.25 together, one can see that the factor 7 tends to decrease as the base 

doping profle is tilted towards the emitter-base junction (Le. a smaller 8). This is 

true for transistors of all three sizes of base width Xb = 30,50,100 nm and emitter 

junction depths (0.02, 0.15, 0.3 pm). 

2.5 Conclusions 

By keeping the Ge dose constant as the Ge grading is varied to include the box 

Ge profile and graded Ge profiles with both positive and negative gradings, the 

emitter and base delay times, for SiGe EIBTs of different base profile shapes, base 

concentrations, base widths, and emitter junction dep ths, have been studied with 
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Uniform base 

Emitter junction depth, Xe, [pl 

Figure 2.22: Graded Ge profile ieverage factor vs. emitter junction depth for 
uniformly-doped base profiles (Circles: Xb = 30 nm, Nb, = 1.8 x 10 '~crn-~;  squares: 
Xa = 50 nm, Nb, = 1.9 x l ~ ~ ~ c r n - ~ ;  triangles: Xb = 100 nm, Nb = 7.5 x l O ' * ~ r n - ~ ,  
total emitter width = 0.4 Pm, S =107cm/s). 



Emitter junction depth, Xe, [pm] 

Figure 2.23: Graded Ge profile leverage factor vs. emitter junction depth for retro- 
grade base profile with B = 0.2 (Diamonds: Xb = 30 nm, Nb, = 1020cm-3; circles: Xb 
= 30 nrn, Nb, = 5 x 1 0 ~ ~ c r n - ~ ;  squares: Xb = 50 n m ,  Nb, = 5 x 1019cm-3; triangles: 
Xb = 100 nm, Nb = 2 x 1019crn-3, total emitter width = 0.4 Pm, S =107cm/s). 
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Retrograde base 

8 = 0.5 
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20 I I l 

0.0 O. 1 0.2 0.3 
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Figure 2.24: Graded Ge profile leverage factor vs. emitter junction depth for retro- 
grade base profile with 0 = 0.5 (Circles: Xb = 30 nm, Nb, = 5 x 1019~m-3; squaxes: 
Xb = 50 nm, Nb = 5 x ~Ol~crn-~; triangles: Xb = 100 nm, Nb = 2 x 1019~m-3, 
total emitter width = 0.4 Pm, S =10'cm/s). 
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Retrograde base 

8 = 0.8 

40 I l 1 

0.0 O. 1 0.2 0.3 
Emitter junction depth, Xe, [pm] 

Figure 2.25: Graded Ge profile leverage factor vs. emitter junction depth for retro- 
grade base profile with 9 = 0.8 (Circles: Xb = 30 nm, Nb, = 5 x ~ O ~ ~ c r n - ~ ;  squares: 
Xb = 50 nm, Nb = 5 x 10'~crn-~; triangles: Xb = 100 nm, Nb, = 2 x 1019~m-3, 
total emitter width = 0.4 Pm, S =107cm/s). 
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non-quasi-st atic effects taken into account . Considering the to ta1 emit ter and base 

deIay times, the following trends are observed: 

The advantage of the graded Ge profile with a positive Ge grading for min- 

imizing r, varies considerably with the detailed shape of the base doping 

profile. 

The advantage of the graded Ge profile with a positive Ge grading for mini- 

mizing q is reduced when the emitter jmction depth increases. 

In particular, the advantage of the graded Ge profile with a positive Ge grading is 

considerably reduced in the case of a retrograde base doping profle tilted towaxd 

the base-emitter junction (e-g. 6 = 0.2). The graded Ge leverage factors y for 

retrograde doping profiles with 8 = 0.2 and with 19 = 0.8 differ by around 20-50%, 

dependent on the emitter and base dimensions. 

However, for retrograde doping profiles (0 = 0.5 or 0.8) and the uniform doping 

profile studied here, the Ge graded profile with a positive Ge grading is still pre- 

ferred, as a reduction in the effective total delay time by at least 25%, with respect 

to a Ge box profile, can be achieved, for transistors with emitter depth smaller 

than 0.3 Fm and metallurgical base width larger than 30 nm. In particular, for 

transistors with an emitter depth of 20 nrn and: metdurgical base width of 30 nrn 

(9 = 0.5), a reduction of around 50% is obtained, with respect to a box Ge profile, 

when a Ge profile graded from O near the emitter to 0.2 near the collector is used. 

Even when the emitter depth is increased to 150 nm, a reduction of 30% can be 

still obtained with a Ge profile graded from 0.06 near the emitter to 0.14 near the 

couector. 

For transistors with a retrograde doping profile tilted toward the emitter-base 

junction (Le., 8 = 0.2), a peak doping of 10~'crn-~, and a base sheet resistance of 
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around 1 kO/O, a box or a graded Ge profile with a s m d  negative Ge grading is 

more effective than the graded Ge profile with a positive Ge grading if the met- 

allurgical base width is 30 nm or smaller and the emitter junction depth is larger 

than 0.15 Pm- In theory, this might be possible in future generations of SiGe HBTs 

as the base width continues to shrink such that the base concentration has to be 

increased to keep the the base sheet resistance at a reasonable level. In this case, 

the mono-Si emitter thichess (or the emitter junction depth) rnust be large enough 

tu accommodate a wider depletion layer that extends into the emitter. However, for 

today's SiGe HBTs with typicd dimensions, Le., Xb > 30 nm and Xe, < 0.15 Pm, 

as far as Î, and a are concerned, the advantage of a positively graded Ge profle 



Chapter 3 

Analytical expressions of base 

delay time for retrograde doping 

profiles 

3.1 Introduction 

Advances in epitaxial growth techniques in the past two decades have allowed in- 

tegration of device-quality SiGe films as base layers into bipolar devices. This has 

led to the emergence of SiGe HBTs. One of the important figures of merit for SiGe 

HBTs is the transition frequency, fr. As discussed in Chapter 1, the base transit 

(or delay) time is one of the significant delay times contributing to the fT of a bipo- 

lar transistor. Thus, developing an accurate analytical mode1 for the base transit 

time is useful. An analytical expression is preferred to a numerical approach since 

it reveals explicit dependencies of the base transit time on different parameters and 

provides valuable engineering inszghts for device design and optimization. 



CHAPTER 3. ANALYTICAL EXPRESSIONS OF BASE DEL,4Y T I i E  107 

The use of the aaalytical expression allows us to evaluate the impact of the 

retrograde portion of a retrograde base doping profile on rb. The importance of 

the retrograde base profile lies in its ability to reduce the capacitance and the 

tunneling leakage current of the emitter-base junction of a SiGe EBT. 4 s  high base 

doping, i.e., s m d  intrinsic base resistance, is often used to improve the maximum 

oscillation frequency of SiGe HBTs, the issues of high emitter-base capacitance 

and tunneling leakage current become more important. As shown in Chapter 2, the 

graded Ge profile is more effective than the box Ge profile in minirnizing the emit ter 

and base delay time contribution to the transition frequency. This result holds for 

transistors with base widths larger than 30 nm and ernitter junction depths smaller 

than 150 nm. Therefore, we assume a graded Ge profile in Our derivation of the 

T ,  analytical expression, even though the derivation in the case of a box Ge profile 

is more straightforwârd. A bief survey of pertinent works on deriving analytical 

expressions for 7-b follows . 

Since the works of Moll and Ross [168] and Lindmayer a d  Wrigley [169] in 

the 1960's, different models and andytical expressions of r b  have been derived for 

bipolar transistors. Kroemer [135] in 1985 generalized Moll and Ross' integral ex- 

pression to account for the impact of the non-uniform energy bandgap caused by 

the composition variation in a dormly-doped base of a HBT. Szeto and Reif [170] 

considered the effect of the non-uniform bandgap narrowing caused by heavy doping 

effects on ~b in an exponentially-doped base. Suzuki [171] proposed a more accurate 

~b mode1 by taking into account the electric field due to the base doping profile, 

heavy doping effects, and the electric-field and concentration dependencies of the 

carrier diffusivity. Later, Suzuki and Nakayama [134] also considered the effect of 

velocity saturation at the collector-base junction. Then, Lu and Kuo il721 de- 

rived an analytical rb expression for an exponentially-doped retrograde base, taking 
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into account the effects of heavy doping ând doping-dependent diffusivity. Jahan 

and .hwar  [173] presented an analytical ~b expression for an exponentially-doped 

base, which considers these two effects together with the velocity saturation at the 

collector-base junction. However, it was later pointed out by Rinaldi [174] that 

Jahan and Anwar's results were inaccurate because the effective doping concentra- 

tion, instead of just the doping concentration, was used to calculate the low-field 

electron mobility. 

For SiGe HBTs, Gao and Morkoc [175] presented a set of analytical expressions 

for an exponentially-doped retrograde base profile (see Fig. 3.1), which reduces the 

junc tion capacitance and the tunneling current at the emi t ter-base junction. How- 

ever, their expressions were incorrect since Kroemer's integral relation for r b  (equa- 

tion (12) in [133]) was improperly applied to the three subregions of the neutral base. 

They dso neglected important effects like electric-field-dependent difhsivity, heavy 

doping effects, etc. Chen et al. [85] included heavy doping effects alongside the ef- 

fect of the non-uniforrn bandgap narrowing due to the Ge gradient in the base, and 

presented an analytical 7 .  expression for an exponentially-doped base. In addition 

to these effects, Lu et al. [114] considered the effect of doping-dependent difisivity 

in deriving a closed-form analytical r b  expression for an exponentidy-doped ret- 

rograde base. Recen tly, Rinaldi [174] report ed a closed-form analyt ical expression 

of ~b for an exponentially-doped base with all effects, including the electric-field- 

dependent diffusivit~ and the velocity saturation at the collection-base junction, 

taken into account. However, thus far, no correct analytical r b  expression, w-hich 

considers all the effects mentioned above, for each subregion of an exponentially- 

doped retrograde base has been reported. 

This chapter proposes a regional mode1 and derives a set of closed-form analyt- 

ical 76 expressions for the subregions in the same bzse profile considered by Gao 
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Neutral Base 

Depth 

Figure 3.1: Doping profie for an exponentially-doped retrograde base. 
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and Morkoc [175], Le., an exponentially-doped retrograde SiGe base (see Fig. 3.1). 

Our derivation considers the following effects: (1) the built-in electric field caused 

by the non-uniform base doping profile, (2) the electric fiëld due to the non-uniform 

apparent bandgap narrowing associated with heavy doping effects in the base, (3) 

the electric field induced by the non-uniform bandgap narrowing due to the Ge 

concentration gradient in the base, (4) the doping dependency of the electron dif- 

fusivity, (5) the electric-field dependency of the electron diffusivity, and (6) the 

velocity saturation at the collecter-base junction. To simplify the derivation, we 

only consider low-level injection and neglect the neutral base recombinationl and 

the effects of ballistic transport and velocity overshoot. We assume that material 

puameters (except the bandgap energy) for Si and those for SiGe are identical and 

that the transistors operate a t  300 K. The work in this chapter has been published 

in [S9]. 

Section 3.2 derives the T. expressions for a regional model. Results calculated 

from the regional model are presented in Section 3.3 for assessing the relative im- 

portance of each of these effects and also the impact of the retrograde portion of the 

base doping profile on ~ b .  Section 3.4 verifies the results by numerical integration 

and compares them with published results in the literature. Conclusions are drawn 

in Section 3.5 

'Please see Chapter 2 for the justification of this assumption. 
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3.2 Regional mode1 

3 -2.1 Base profile approximation 

Using the same definitions as in 11751, we approximate and divide the base profile 

of a n-p-n SiGe HBT into thrre subregions (Fig. 3.1) as follows: 

No eblz O 5 x 5 X I  (Region 1), 

xi 5 x 5 xz (Region II), 

Np e-bl('-'2) 5 2  5 z 5 Wb (Region III) 

3.2.2 Apparent bandgap narrowing due to heavy doping 

eEects 

As in [114,170,172,173], we approximate Klaassen et aL's [132] expression of ap- 

parent basdgap narrowing due to heavy doping effects as: 

where I/, = 6.92 meV and iV2 = 1.3 x 101'cm-3. Thus, the effective intrinsic carrier 

concentration becomes: 
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where nio is the intrinsic carrier concentration in Si. 

3.2.3 Bandgap narrowing due to Ge concentration gradient 

According to People and Bean [70], the bandgap narrowing 4E,,ce in a coher- 

ently strained Sil-,Ge, on <100> Si is related to the Ge fraction, y, as AEgVce = 

0.74 y (eV) for y 5 0.3. For a iinearly-graded Ge profile in the base without Ge at 

x = O, AEgVGe(x) = 0.74 x yGc/wbl where y ~ ,  is the Ge fraction a t  x = mi, indicat- 

ing the Ge grading across the base. Thus the effective intrinsic carrier concentration 

given in (3.3) needs to be modified as: 

where a = 0.74 yce/(WbkT). Hence, the minority electron concentration at thermal 

equiLibrium becornes: 

Using (3. I ) ,  (3.4), and (3.5), we c m  express the electron concentration at thermal 

equilibrium in each subregion of the base as: 
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lClaassen [12 1,1251 recently reported a more accurate low-field electron mobility 

mode1 which results in a single fimction of the local donor and acceptor concen- 

trations and t&es into account different scattering mechanisms, and screening and 

clustenng effects. To facilitate our derimtion, Ive approximate Klaassen's results 

as follows [174] : 

where is the low-field mobility; p,, N,, rn are fitting 

(3-7) 

parameters. As shown in 

Fig. 3.2, a good fit is obtained for NB(x) = IO1'+ 1 0 ~ ~ c r n - ~  by using the least 

square method with pn, = 4 x 106 cm2 V-ls-', N,,, =1.46 x ~ O ~ c r n - ~ ,  and m = 0.295 

(Note. A local donor concentration of 1016cm-3 is assumed in generating Klaassen7s 

curve) . Using Einstein's relation, the low-field electron df is ivi ty  c m  be ob t ained 

from (3.7): 

where Dno = pnoVT and VT is the thermal voltage kT/q.  

3.2.5 Velocity saturation at collecter-base junction 

From conventional drift-diffusion transport theory, Jn can be expressed as: 
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----- Fitted: p ' = p,,/(l+(NB/~m)m) 
n 

Klaassen's model 

-1 -1 p no =4x106cmZ~ s 
d 

- - - 

7 
2 

10'" 1 oi9 
Base doping concentration, NB [cmS] 

Figure 3.2: bfinority electron low-field mobility as a function of base concentration. 
Solid line: Klaassen's results [121,125] with local Nd = 1016~m-3. Dashed line: 
fitted by (3.7). 
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where p, and D, are the electron rnobility and difhsion coefficient, respectively. 

The electric field in the neutral base E is the sum of the doping-induced electric 

field ( E d )  and -the electric field caused by the non-uniform bandgap narro~ving (E,). 

Neglecting the hole curent [XE], we cas express the doping-induced electric field 

as: 

where V+ is the thermal voltage and Nb is the acceptor concentration in the neutral 

base. Considering the non-uniform bandgap narrowing in the base, the induced 

electric field E, cas be written as: 

dln(nh) 
Eg = -VT 

da: 

where n, is the effective intrinsic carrier concentration and c m  be written as [131]: 

where nio as the intrinsic carrier concentration and A E , ( x )  the apparent bandgap 

narrowing. From (3.10) and (3.11), the total induced electric field in the neutral 

base cas be written as: 
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where no = is the equilibrium electron concentration obtained in (3.6). Substi- 

tuting (3.13) into (3.9), w e  obtain: 

Integrating (3.14) from x to bVb with the boundary condition at z = Wb (Le., 

J, = -qSn3(Wb), where S is the interface velocity or B-C junction velocity [176] 

and n3 is the electron concentration in subregion III), we obtain: 

3.2.6 Regional base transit times 

The base transit times in the three different subregions are defined as follows: 

Wb n3(x)dz 

= JI* 
where ni(x), nz(x), and n3(x) are the electron concentrations in subregions 1, II, 

and III, respectively. It is noteworthy that J, is constant throughout ail three 
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subregions. From (3.15), we can express the ratio n(x)/J, as: 

Please note that (3.19) is similar to the expressions presented by Jahan and 

[173] and by Suzuki and Nakayama [134] if no is replaced by n?JNB (x). However, 

it differs from Suzuki and Nakayama [134]'s expression where S is assumed to be 

the thermal saturation velocity, us. 

Substituting (3.19) into (3.16)-(3.18) gives: 

It shodd be noted that the upper limits of the imer integrds in the first terms of 

(3.20)-(3.22) should be the same, i-e., Wb, instead of XI, xz, and Wb, as incorrectly 

assumed by Gao and Morkoc [175]. 

Since the electric field in the non-uniform base iduences the electron difisivity, 

D, in (3.20)-(3.22) is different from the low-field difisivity obtained from (3.8). 

Using the Caughey-Thomas mobility formula [126] and Einstein relation, we relate 



CH;LPTER 3. A,nl,4LYTlCAL EXPRESSIONS OF BASE DELAY TI-ME 118 

the electron difksivity to the low-field diffusivity by the electric field across the 

base as follows: 

where f i  = i [177,17S] or 2 [126]. The electric field, E ,  is either negative or zero in 

subregions II asd III (i-e., (El = -E = ~ ~ $ [ l n ( n ~ ~ ~ ~ ) ( x ) ) ] ,  fiom (3.13)). N'hile in 

Region 1, E = - ~ ~ $ [ l n ( n , ~  (x))] = -VT(a - b;) .  Thus, the direction of the electric 

field depends on the strength of the electric field associated with the doping profile 

and the heavy doping effects, relative to the electric field due to the Ge grading: 

O if a = b i ,  

- E = ~ ~ s [ l n ( n ~ ~ ( t ) ) ]  i f a  > b;, (3.24) 

E =  -~~$[ ln (n ,~ (x ) ) ]  if a < bi 

Therefore, for = 1, by substituting (3.23) and (3.24) into (3.20)-(3.22), we cari 

show that (see Appendix B): 
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3.2.8 Analytical expressions for base delay time 

In order to ob tain closed-form ûridytical expressions, the inner integrals in the first 

terms of (3.25)-(3.27) need to be expanded. So, (3.23)-(3.27) are re-written as: 

Taking into consideration ail the effects mentioned in Sections 3.2.2-3 -2.5 and 3.2.7, 

we can obtain the analytical expression for r b  in each subregion by substituting (3.l), 
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(3.6), (3.8) into (3.28)-(3.30): 

-x2) - 11 + l+(Zj ( x 2  - tl) + C1A(ea12 - eaxl ) if a # O 
~ D n o  d n o  

(z, - ~ 1 ) ~  + E(z2 - XI) i f a = O  
2 Dno 
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It should be noted that (3.31) is invalid when a = 6; or b i m  = a - b;. Wlen a = b;, 

the following equation, which is directly derived from (3.20) with D, = DL, should 

be used: 

Furthemore, when b l m  = a - b;, the following expression, which 

(3.28) directly, should be used: 

is derived from 

If no bandgap narrowing due to heavy doping effects is considered, b; and b; become 

bl and b2, respectively. If velocity saturation at the collecter-base junction is ignored 

and n(Wb) is assumed to be zero, S approaches infinity in (3.31)-(3.36). Similady, 

set us + oo if the electric-field dependency of the diffusivity is ignored. If the 

dependeacy of difisivity on doping concentration is neglected, both (e)m and 

(z)m should be set to zero in (3.31)-(3.36). If no Ge exists in the base, set 

v, -t a, in (3.32) and the limits of (3.31)-(3.36), when a -+ O, should be taken 

ins tead. 
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3.3 Results 

Fig. 3.3 shows the sensitivity of T ~ I ,  rb2, and r ,  to the base concentration at the edge 

of the emitter-base depletion layer, N,, for the Si BJT and the SiGe HBT studied 

by Gao et  al. in [175]. This result is obtained by assuming S = v, =lOÏcm/s and 

a =7.74 x 106/cm (i.e. a Ge grading of 13.6%), and that the retrograde region 

occupies 30% of the neutral base. 

Both T ~ Z  and TM are insensitive to the variation of No because they depend o d y  

on parasleters in regions II and III (see (3.29) and (3.30)). Whereas, r b i  decreases 

significantly with No since a higher No lessens the retarding electric field induced by 

the retrograde profile in region 1. However, this variation in r b i  diminishes for SiGe 

HBTs (denoted by the dashed Line) because the electric field induced by the Ge 

concentration gradient may dominate the retarding field in the retrograde region. 

Fig. 3.4 demonstrates how the Ge graduig across the base affects the sensitivity 

of the T ~ ~ / T ~  to No for SiGe HBTs of different fractions of the retrograde region 

1 (10% and 60%) and neutral base widths (50 nrn and 200 nm). Again, we assume 

that S = vv, =107cm/s. 

For both base widths, the variation of the r&jl/rb ratio is less than 15% as No is 

increased from 5 x 1017cm-3 to 9 x 101Scm'3. Furthennore, this variation reduces 

with a higher Ge grading. This result is consistent with Fig. 3.3 in that the 

retarding electric field in the retrograde region 1 does not affect r b  significantly. In 

fact, r b  is more sensitive to the ratio of the retrograde region width to the neutrd 

base width. As shom in Fig. 3.4, the r b l / ~ b  ratio increaes by around 60% when 

xl/Wb changes from 0.1 to 0.5. 

Fig. 3.5 compares Gao et aL's results (using (7)-(10) in [175]) with o u  results 

for a Si BJT and a SiGe HBT. In obtaining o u  results, dl effects are considered 
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Base doping concentration at x=O, No [cm"] 

Figure 3.3: Base transit times in different subregions as a function of the base 
concentration at the edge of the depletion layer (with dl effects considered and 
S = v. = 1O7cm/s assumed). 
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N0=5x1 ~ ' ~ c r n ~ ,  ~,=50nm 
___-  ~ , = 9 ~ 1  ~ ~ ~ c r n - ~ ,  wb=50nrn 
--- NO=5x1 0'Cm3, Wb=200nm 
---. N,=~XI ~ ' ~ c m ~ ,  ~,=200nm 

1 .O x,-x,=l Onm 

N,=I ~ ' ' c m - ~  
r" -- -- - ---- --- NW=4x1 ~ ~ ~ c m - ~  
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0.0 5.0 10.0 15.0 20.0 25.0 30.0 

Ge grading across the base [%] 

Figure 3.4: Fraction of the base transit time of the retrograde region as a function 
of the Ge grading across the base (with all effects considered and S = us = 107cm/s 
assumed) . 
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and S = v, = l0'cm/s is assumed. Other parameters used for both sets of results 

are Np =10'~crn-~, Arw =4 x 10"crn-~, zi =15 nm, z2 =25 nm, and W i  4 0  nm. 

In Fig. 3.5, both rt, and ~ , l  are shown. According to Gao et ale's results (denoted 

by dashed lines) for Si and SiGe transistors, the rbi /rb ratio increases by -0.30 and 

-0.26, respectively, as No drops £rom 9.5 x 10i8 to 5 x 101'cm". Hoivever, our 

results indicate a less significant increase: -0.17 for Si and -0.09 for SiGe. In 

terrns of the total base transit time of SiGe transistors, for the same No drop, our 

results show an increase of 2096, whereas Gao et al. 's results show an increase of 

71%. The effect of the retrograde region is smaller for the SiGe transistor because 

the electric field induced by the Ge concentration gradient dominates the retarding 

field in the retrograde region. This implies that the retarding electric field does not 

influence as much as Gao et  al. have reported. The discrepancy between Gao et  

al. 's results and our results is maidy due to the incorrect derivation for Gao e t  

al. 's analytical expressions- 

Fig. 3.6 assesses the relative importance of each effect, mentioned above, on 

q., as the Ge grading varies across the base of the two SiGe HBTs with difierent 

xl/Wb ratios. Since the y-axis is the ratio of the rt, modelled with one of the effects 

neglected to the r b  modelled with ail effects considered, the closer to unity the curve 

is, the less significant is the neglected effect. In the case where the effect of the 

doping dependency of electron difisivity is ignored, an averaged difisivity, Dn, 

calculated from the averaged base concentration ond Klaassen's low-field mobility 

mode1 [121], is used. 

For both transistors with different xl/Wi ratios, the curves ossociated with the 

effect of the doping dependency of the electron diffusivity ( D , ( N ) )  are close to 

unity and does not vary much with the Ge grading. This irnplies that the influence 

of D,(N) effect on is neither significant nor altered much by the Ge grading. 
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Base doping concentration at x=O, No [cm-'] 

Figure 3.5: Base transit time of the retrograde region and the total base transit 
time as a function of the base concentration at the edge of the depletion layer. 
Solid lines: our results with ail effects considered and S = v, = 107cm/s assumed. 
Dashed lines: Gao et aL7s results using (7)-(10) in [175] with D i  = 4.4 cm2/s and 
F = 20 kV/cm (i.e., a Ge grading of 13.5%). Other parameters: X I  = 15 nm, 
2 2  = 25 nm, Wb = 50 nm, A$ = 10'~crn-~,  N, = 4 x 1017cm-3. 
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Figure 3.6: Ratio of the base transit time with one effect neglected to the base 
transit time with al1 effects considered as a fimction of the Ge grading across the 
base (S = v, = 107cm/s assumed). 
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The curves corresponding to the effect of velocity saturation at the collector-base 

junction are very close to unity, regardless of the Ge grading. However, it should 

not be conduded that the effect of velocity saturation is insignificant because we 

have assumed S = v. =107cm/s in our cdculation, which is a relatively high value. 

In fact, we have found that when S is reduced to 106cm/s, the corresponding cuves 

will move farther away h m  unity (Note. The effect of S can dso be seen in Fig. 

3.7). 

The effect of the electric-field dependency of the diffusivity (D, (E) )  becomes 

increasingly significant as the Ge grading increases. This is expected because a 

higher Ge grading across the base induces a higher electrk field. The higher the 

electric field? the more pronounced this effect will be. 

The impact of heavy doping effects (HDE) on r b  is weakly dec ted  (within 5%) 

by the Ge grading, except when the retrograde region occupies a significnnt fraction 

of the neutrd base width. For xl /Wb = 0.5, at low Ge gradings, the effect of HDE 

becornes important. But its effect diminishes with increasing Ge grading. 

3.4 Verification and cornparison 

Results obtained from our andytical expressions, numerical integration, and Gao 

et al. (1753 are compared with the published simulation data of Patton et al. [93] 

for their 75-GHz SiGe HBT. The base region of Patton et al.'s SiGe HBT is ap- 

proximated as follows: 
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Vbe=0.6V 
---- vbe=o.7v 
--- vbe=o.8v 
--- Patton et ai. 

O NumericaI 

0.0 10.0 20.0 30.0 
Ge grading across the base [%] 

Figure 3.7: Base trassit time as a function of the Ge grading across the base. 
Dûrker dashed line: Patton et aL7s simulation results [93]. Solid line: xl = 7.4 nm, 
x2 = 12.5 nm, Wb = 26.2 nm, No = 6.27 x 1018cm-3. Dashed line: xi = 8.9 nm, 
x2 = 14 nm, Wb = 27.7 nm, No = 5.77 x 10'~crn-~. Dot-dashed line: xi = 10.4 nm, 
x2 = 15.5 nm, Wb = 29.2 nm, No = 5.31 x 1018cm-3. Gao e t  al.'s results are 
generated using (7)-(10) in [175] with Di = 4.4 cm2/s. 
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where x is in cm. Since the emitter-base voltage (Vk) was not specified in [93], 

three values of Vk (0.6, 0.7, and 0.8 V) are considered here. The locations of the 

neutral base region (or the depletion layer widths of the emitter-base juaction and 

the base-collecter junction on the base side) are determined by MEDICI numerical 

simulations [179] at the specified base-emitter voltages. It is found that the deple- 

tion layer widths of the emitter-base junction on the base side at Vk = 0.6,0.7,O.S V 

are 7.5, 6, and 4.5 nm, respectively. The depletion layer width of the collecter-base 

junction does not vary much with the base-emitter voltage and is - 13 nm under 

a zero collecter-base voltage. For each value of Vk and the corresponding deple- 

tion layer width, we then approximate the resulting neutral base profile in each 

subregion using (3 -37). 

Fig. 3.7 shows how r b  varies with the Ge grading across the base under the 

three bias conditions. Assuming that S is in the range of 106cm/s -t l0'cm/s is 

reasonable because the Ge grading can reduce the formation of energy spikes at 

the couector-base junction and can cause most of the band offset in the valence 

band in SiGe [93]. Gao et  ale's results are obtained from analytical expressions 

((7)-(10) pblished in [175]) with DE = 4.4cm2/s. Identical structural parameters 

are used for generating our results and Gao et  aL's. As shown in the figure, our 

results agree well with Patton et  al's simulations, while Gao et al.'s results deviate 

significântly from both Patton et al.'s and our results. E'urtherrnore, the results 

obtained from our analytical expressions are in agreement with those obtained by 

numerical integration. 

To further validate our analytical expressions, we consider the special case of 

a uniformiy-doped neutral base with a linearly graded Ge profile (i-e., bl = b\ = 

b2 = b; = O, Ci = Cz, No = Np = N,). When the effects of doping dependency and 

electric-field dependency of the electron difisivity are ignored (as what Kroemer 



did in [l35]), (3.31)-(3.34) become: 

Therefore, 

This is the same as Kroemer's expression (equation (16) in [135] with a = F/VT 

and e-aWb = (nio/niw)'). 

3.5 Conclusions 

We have presented a regional base transit time (rb) model which results in a set of 

closed-fora analytical expressions for an exponentidy-doped retrograde base of a 

SiGe HBT with a iinearly graded Ge profile. This model considers the retarding 

built-in electric field due to the retrograde region, heavy doping effects, the effect of 

velocity saturation at the collecter-base junction, the effects of the doping depen- 

dency and the electric-field dependency of the electron diffusivity, and the electric 

field induced by the Ge concentration gradient. The impact of these different effects 
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on rb has been assessed. Our model results show that the retarding field due to the 

retrograde region in the base does not lncrease ~b as much as Gao e t  al. reported: 

especially when a high Ge grading exists and when the retrograde region is small 

compared with the total base width. For a Ge grading of 13.5 at.%, the base transit 

time increases by - 20% (vs. 71% predicted by Gao et al. ) when the base concen- 

tration n e z  the emitter-base junction drops from 9.5 x 1018cm-3 to 5 x ~O"crn-~. 

The impact of the retrograde region on ~b reduces when a high Ge grading (e-g. 

13.5 %) exists in a base with the retrograde region occupying only a sm& fiaction 

of the totd base width (e-g. 10%). For a high Ge grading across the base, the 

effect of the electric-field dependency of the electron difisivity on rb  becomes very 

pronounced and must be considered in the model. We dso show that this model 

results in Kroemer's analytical expression for the special case of a uniforrnly-doped 

base. The results have been verified by numerical integration. They agree well with 

the published simulation data of Patton et al. for their 75-GHz SiGe HBT. 



Chapter 4 

Doping and Ge profile 

opt imizat ion for minimum base 

delay time before onset of Kirk 

effect 

4.1 Introduction 

To M y  utilize the high-frequency performance of HBTs, the base doping and 

germanium profdes must be carefdy designed. Since the base delay (or transit) 

time ( T ~ )  is one of the important delay time contributors to fT, a few base profile 

optimization studies for minimizing ~b have been published [180-1851. Broadly 

speaking, two approaches have been taken in these studies. The f i s t  approach 

adopts numerical methods [180] or optimization theory [Ml] to obtain the optimal 

Ge profile for minimizing ~ b .  However, such approach has two Limitations: i) a 
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u n i f o d y  doped base and a low-injection condition are often assumed in order to 

make the problem more tractable, and ii) wiih the constraint of a fixed Ge dose in 

the base, the resdting optimal Ge profile is often dScult  to realize in fabrication. 

The second approach is to derive closed-form analytical expressions to com- 

pare T .  for different combinations of more realistic Ge and doping profles in the 

base. Under this paradigm, two regimes of operation can be considered: low injec- 

tion [182-1831 and high injection before the onset of the Kirk effect. Unlike other 

works in the low-injection regime, Patri and Kumar's study [185] provided a more 

meaningful comparison by considering Ge profiles under the important criterion of 

identical film stability. However, they did not account for the electric-field depen- 

dency of the electron diffusion coefficient, which has been shown to be significant 

in a HBT with Ge grading [89]. Also, in their comparison, the peak base concen- 

tration, instead of the base concentration near the emitter, was kept constânt. A 

more useful comparison is to keep the latter the same as it is a stronger factor than 

the former in determinhg the emitter-base junction capacitance. This was first 

suggested by Varnerin [81] and recently emphasized by Hamel [l86]. 

In the high-injection regime, to our knowledge, no profile comparison study 

for SiGe HBTs is available, although modern transistors are often biased at high 

currents to reduce charging times. Even for Si bipolar transistors, most studies 

in this regime focus only on how to accurately and efficiently solve for the minor- 

ity carrier concentration, the current density, and subsequently T. [115,18?-192]. 

Although Suzulii [193] and Ma et al. [194] have compared different base doping 

profdes in Si bipo1a.r transistors for minirnizing r b ,  the doping profiles considered in 

both studies correspond to different base resistances. This rnakes the comparison 

less meaningful. 

Unlike Suzuki and Ma et al., Yuan [195] compared a uniform doping profile and 
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an exponential one with the same base resistance. The electric field due to the 

variation of bandgap n ~ o w i n g  in the base and the modulation of injected carriers 

under high injection was considered in determining the difision coefficient. But 

in calculating the minority carrier concentration for the case of the exponentially- 

doped base, this electric field was neglected. This compromises the accuracy of the 

comparison. 

Apart from the aforementioned limitations, three important points are seldom 

addressed in the base transit time studies for high injection: i) the definition of 

base-emitter voltage, and ii) the impact of plasma-induced energy bandgap nar- 

rowing (BGN) , and iii) the assumption of identicd transport parameters for Si and 

SiGe. Although T ,  is often calculated for a given VBE, most studies did not give 

a clear definition for VBE- One exception is the study by Suzuki [193], who cor- 

rectly disthguished between VBEYti the base-emitter t em ina l  voltage, and VBEi the 

built-in voltage minus the base-emitter junction voltage. Under high injection, the 

electric field in the base becomes significant and cas cause a substantial difference 

between VBE,t and VBE- 

Regarding the second point, Wu and Lindholm [196] have pointed out the sig- 

nificance of the phenornenon of bandgap narrowing in the presence of high con- 

centrations of mobile cacriers, which is likely under high injection. However, to 

our knowledge, this has not been considered when studying the base profile design 

for minimizing r b  in the high-injection regime. Findy, except for the Ge-induced 

bândgap narrowing, most profile comparison studies simply assume Si values for 

SiGe parameters. 

The objective of this chapter is to study and compare the ~g performance for 

different combinations of Ge profile and doping profle in SiGe HBTs operating in 

both low-injection and high-injection regimes before the onset of the Kirk effect. 
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To provide a meaningful cornparison, we fix the intrinsic base resistance (under 

low-injection condition), the base concentration near the emitter, and the Ge dose 

in the base while cornparing Ge profles of different shapes and doping profiles 

of different base widths. In calcdating 7-b for a given collector current density J, 

(instead of VBE), we adopt a consistent set of SiGe transport parameters and include 

important effects such as the efectric-field dependency of difision coefficient and 

plasma-induced bandgap narrowing. Results in this chapter have been reported 

in [go]. 

The orgasization of the chapter is as follows. Section 4.2 presents the theoretical 

framework for calculating .rb, which will be verified in Section 4.3. Sections 4.4 and 

4.5 present and discuss the profile cornparison results for the regimes of low injection 

and high injection, respectively. Conclusions âre drawn in Section 4.6. 

4.2 Theory 

4.2.1 Assumptions 

The following assumptions are made in our study: 

1. The transistor operates under conditions before the onset of .high current 

effects such as emitter crowding [197], Kirk effect [19S] and van der Ziel- 

Agouridis effect [199]. Base conductivity modulation caused by the rise of the 

majority carrier concentration in the high-injection regime takes place only 

in the intrinsic device region. We consider a SiGe base HBT with a collector 

of 9 x 10'~crn-~ and 0.5 Pm, operating with a collecter-base terminal voltage 

of 2 V, for which the Kirk onset current density is -1.4 x 105 A i n 2 .  The 

transistor operates at 300 K. 
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AU base doping and Ge profiles considered here are located within the neutral 

base region. The neutral base width is constant before the onset of Kirk effect. 

The drift-difision equations are stiU valid for the base widths considered in 

this study (- 25-100 nm). Stettler and Lundstrom [200] have shown that the 

carrier travels ballisticdy only when the base width is much smaller than the 

carrier's collision-free path length (- 10 - 20 nm for heavily-doped silicon). 

The base current density con be approximated to be zero. Yue et al. [192] 

have conducted an ambipolar study without assiiming a zero base current 

and found that the assurnption of zero base current will be more valid when 

the base width decreases and the base concentration increases. This together 

with the fact that a thin base is often used in modern bipolar transistors (less 

than 100 nm in this work) allows us to neglect neutral base recombination 

(Le. J, is constant). 

Boltzmann statistics can still be used as an approximation. The averaged 

base concentration considered in this study does not exceed 1019cm-3. 

Boltzmann quasi-equilibrium (or the non-equilibrium equident  of Boltzmann 

relation) is still va l i d  even under high forward base-emitter bias [201]. This 

allows the use of the law of the junction or the Fletcher boundary conditions. 

The law of the junction can approximate the Fletcher boundary conditions 

[202] and be applied across the space charge region of the exnitter-base junc- 

tion as long as the emitter concentration is much higher than the electron 

concentration a t  the emitter edge of the base (e-g. NDE =101gcm-3) [203]. 

For the boundary condition at the base-collecter junction, it  is assumed that 

for both low and high injection the electron concentration at the collecter edge 
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of the base is related to the electron curent  density through the saturated 

velocity, v,. This is more accurate than assuming a zero electron concentration 

(Le. an infinite carrier velocity) at the edge for a finite electron current 

density. For high collector current density, the electric field at the junction 

begins to drop and it is not accurate to assume an infinite carrier velocity at 

the collector edge O: the base [204]. 

4.2.2 Profile Definitions 

Although any ôrbitrary doping profile can be used in this work, we have chosen 

four representative profiles (shown in Fig. 4.1) for cornparison: uniform, Gaussian, 

exponential, and retrograde profiles. The four profles can be analytically described 

as follows: 

where qe = In(Np/hrk), qC = ln(Np/N,) ,  R, is the pe& location of the profile, Ni 

is the base concentration near the emitter, No, is the base concentration ne= the 

collector, -Wp is the peok concentration of the profile, and Wb is the neutral base 

width. For a uniform doping profile, 7, = qc = O, NP = Nk. For the exponential 

and the Gaussian profiles, a = 1 and 2, respectively, and Np = Na,& = O. For a 

retrograde profile, a = 2, and h; m u t  be larger than -vbe- 
Following [185], we describe the Ge profile as follows. Since the Ge dose in the 

base is kept constant, regardless of the shape of the Ge profile, the Ge fiaction y(x) 
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Figure 4.1: Ge profiles (Wb is arbitrarily set to 100 nm for illustrative pur- 
pose) and base doping profiles with intrinsic base resistance of 5kR/O, -& =5 x 
1018~rn-3,Nk=9 x 1016cm-3: uniform (Wb = 29 nm), Gaussian (Wb = 54 nm), 
exponential (Wb = 83 nm), retrograde (Wb = 26 n m ,  R, = 13 nm, Np =1019crn-3). 



CE4PTER 4. D OPING AND GE PROFILE OPTIMIZATION 

is dehed  as: 

where 

and XT defines the shape of the Ge profile. This is, XT = O for a box Ge profile, 

Xr = W b  for a triangular Ge profile, and O < XT < Wb for a trapezoidal Ge profile 

(see Fig. 4.1). The quantity y. is the Ge fraction near the emitter, while y ~ ,  is the 

Ge fraction near the collector when the Ge profle becomes triangular. 

4.2.3 Solution method 

Considering an n-p-n transistor, the base transit time is defined as the ratio of the 

injected charge to the electron or collector current density': 

where n ( x )  is the electron concentration; q, the electronic charge; Jn, the conven- 

tional collector current density in the base. Please note that we define J,, as the 

absolute value of the actual collector current density. To calculate Q, one needs to 

know n ( x )  and J,,. 

Unlike other simi1a.r studies [115,187-1911, where researchers calculate Jn and 

'As neutral base recombination is neglected, J, and J,  are used interchangeably. 
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n(x), and subsequently T ,  for a given value of VBE, we assume that J, is given and 

use it to calculate VBE and n ( ~ ) ,  and subsequently ~ b .  There are two advantages of 

this approach. First, it naturally leads to the T ~ - J ,  plot, xvhich is more useful than 

the rb-VBE plot since it is more common for circuit designers to refer the operating 

or biasing point of a device to J, thaa VBE- Second, quoting ~b by J,, instead of 

VBE avoids the possibility of conhsing the definition of VBE as mentioned. 

In the following, we shall derive expressions relating VBE, Jn, and n(x) . -4 key 

parameter is the electron diffusion coefficient, D,(x), which is a function of the 

electric field, E ( x ) ,  in the base, Therefore, we shall first derive the expression for 

E(x) 

With Jp - O, we can write the electric field in the base as: 

where VT is the thermal voltage; p is the hole concentration 

(4-4) 

in the base; 4Eg(x) is 

the apparent electrical bandgap narrowing in the base, which c m  be expressed in 

teïms of the effective intrinsic carrier concentration, ni,, as follows: 

where ni is the intrinsic carrier concentration; k, the Boltzmann constant; T, the 

temperature. Substituting (4.5) into (4.4) gives: 

Now, we are ready to relate VsE, J,, and n(x) together. Substituting (4.6) into 



the electron current transport equation 

Using the principle of charge neutrality (p(x) = n(x) + Nb(x)), the law of the 

junction at x = 0, and the boundary condition at x = Wb (k, Jn = q ~ r n ( l ~ b ) ) ,  

(4.7) is integrated fiom O to Wb: 

Observing that Jn = qv,n(Wb) at x = Wb, we can write (4.8) as, 

Therefore, the base-emitter voltage (defmed as the built-in voltage at the base- 

emitter junction minus the base-emitter junction voltage after a terminal VgE volt- 

age is applied).can be expressed as: 

To determine n ( x ) ,  we integrate (4.7) from O to x and apply the principle of 
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charge neutrality and the Iaw of the junction at x = 0: 

obtained: 

with the solution2 : 

Two points should be noted here. First, n k ( x )  in (4.10) and (4.13) also depends 

on n(x) because of plasma-induced bandgap narrowing in the case of high injec- 

tion. This becornes clear when considering the different terms in AE,. To account 

for the bandgap nnarrowing due to the Ge presence, the heavy doping effects, the 

high concentrations of carriers, the difference between NCvsi and .XCsîce 

and the Fermi-level shift due to the difference between Fermi-Dirac st atistics and 

Boltzmann statistics, we write AE, in (4.5) as follows [205]: 

=The solution corresponding to the positive square root term is taken since 
J,, 1; m d r  < q e V e ~ l v ~  according to (4.9). 
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where 3;' is the inverse function of x the Fermi-Dirac integral of $ order (Please 
2 

note that the details of the physical models used in this section to describe the 

electron transport in the SiGe base are given in Appendix C).  

Based on Klaassen's new mobility mode1 [121,125], the apparent bandgap nar- 

rowing, due to the heavy doping effects in Si after correcting for the Fermi-level 

shift associated with the use of Fermi-Dirac statistics, is extracted by Sokolic and 

Amon [206]: 

-. 
where a =6.76 x 10-l', b =3.58 x IO-', c = 0.5, and d = 0.28. 

Using the AEgVHDE above and taking into account the Fermi-level shift associ- 

ated with the use of Fermi-Dirac statistics, and the difference between the Si and 

SiGe N,N, products, Sokolic and Amon (2061 extracted the bandgap nnarrowing due 

to the Ge presexxe as: 

4E,,Ge(~) = 0.937y(x) - 0.5y2(x) [eV] 

where y(x) is the Ge fraction defined by (4.2). 

For plasma-induced bandgap narrotving, we have fit ted the experiment al results 

of Neugroschel e t  al. [207] as follows: 

(4.17) 

where a? = 1.4898 m e V / n e ,  al = -1.0346 x 102 meV/m3, a0 =1.7833 x IO3 meV. 
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The ratio of the NcN, product between Si and SiGe for Nb <10'~crn-~ calculated 

by Sokolic and Amon [203] c m  be fitted as a function of the Ge fraction: 

for y < 0.35. 

To calculate N,,s;Ge for the Fermi-level shift, we assume = $.NCBi 12061 

and the values of and are taken £rom ['il]. 

Second, D,(x)  in (4.10) and (4.13) dso depends on n ( x )  and n , ( x )  through 

the electric field, the carrier-carrier scattering, and the carrier-impurity scat tering 

in the base. According to the Caughey-Thomas mode1 [126j3, D,(x )  is related to 

E(x) as follows: 

where B = 2. The electron diffusion coe6cient at  low electric field, Dn(x), iç a 

function of the base doping, carrier concentration, and the Ge fraction. It cm be 

written as: 

where Di,,,l is the ratio of the electron diffusion coefficient in SiGe to that in Si, 

which is modelled by Decoutere et al. [209] as a function of the Ge fraction. Taking 

the carrier-carrier scattering and carrier-impurity scattering into account, Klaassen 

[121,125] has recently modelled D : , ~ ~ ( X )  as a function of Nb(x), n(x),p(x)(= n(x) + 
Nb(x)), and the donor concentration (which is set to the background collecter con- 

31n our implementation, Thornber's rnodei [208] can also be chosen. 



centration in our s t ~ d y ) ~ .  Because of the quasi-neutrality in the base, E (3) in (4 .19 )  

can be modSed from (4 .6)  as: 

From (4 .10)  and (4 .13) ,  we c m  see that VgE and n ( x )  are interdependent, and 

Dn(x) and n k ( x )  must be h o w n  in order to obtain VBE and n ( x ) .  This, together 

with the fact that both D , ( x )  and n, (x)  depend on n(x), as just noted, implies that 

an iterative method is needed to solve (4 .10)  and (4.13) for VB6 and n ( x ) .  We have 

chosen to use the low-injection values as the initial solutions for the iteration. For 

iow injection, n ( x )  << lVb(x), Le., p ( x )  - Nb(x) ,  (4 .21) ,  (4 .10)  and (4.13) become: 

'We consider Klaassen's low-field mobility mode1 most suitable for simulating bipolar transis- 
tors operating under high injection because it accounts for the carrier-related scattering. However, 
other low-field mobility models can also be chosen within Our irnplementation. 
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in (4.14), substitute (4-22) in (4.19) and set p(x) = N(z) in Klaassen7s low-field 

mobility model. 

In short, we c m  determine n(x) iteratively for a given J, as follows: 

where F',, FD, Fv, F, are functions determined by (4.5), (4.10), (4.13)-(4.21) and 

the subscript j denotes the number of iteration. 

4.3 Verification 

The results generated by the iteration scheme and expressions described in Section 

4.2 are compared with those reported in [89,185,193,210], which cover a wide range 
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of base region characteristics (base width, doping level, Ge concentration, profile 

shape) and injection level. 

Fig. 4.2 and Fig. 4.3 show that the solutions, obtained from the expressions 

and iteration scheme described in Section 4.2, converge quickly. For the profiles 

used for Fig. 4-2-44, solutions converge a t  the 5th iteration. In Fig. 4.2, for 

the Si case (Suzuki's profiles), the VbE solutions at the 3rd and the 5th iteration 

are identicai over a wide range of J,. For SiGe HBT (Rinaldi's profile), for Jn < 

105A/cm2, solutions of VBE at the 3rd and the 5th iteration are identical. For 

J,, > 1 0 5 A / a 2 ,  the error at  3rd iteration relative to the 5th iteration is less than 

1%. In Fig. 4.3, no difference can be seen between the solution of the normalized 

electron concentration at the 3rd iteration and that at  the 5th iteration. For the 

base transit time, the error at  the 3rd iteration relative to the 5th iteration is less 

than 1% even at very high VBE biases. 

As shown in Figs. 4.2-4.4, o u .  results agree well with those reported. Discrep- 

ancies are possiSly due to the use of slightly different parameters for modelling 

heavy doping effects, the diffusion coefficient, and different NCNv (in the case of 

SiGe) or Na values which are not clearly specified in the compared works. When- 

ever possible, the same models and paxameters, and profile definitions specified 

in [89,185,193,210] are used in the comporison. The effect of plasma-induced 

bandgap narrowing is not considered in the cornparison as it was neglected in those 

works. In Fig. 4.4, foi low injection, our result agrees well with Rinaldi's analyt- 

ical expression. For high injection, our result (generated with a Jn of 1 0 8 A / n 2 )  

approaches the Lirnit set by Rinaldi7s analytical expression [210] for strong high 

injection. 



a Suzuki, uniform 
Suzuki, Gaussian 

r Rinaldi, Gaussian 
This work, N=5 

- - -  This work, N=3 

Base-emitter voltage M 

Figure 4.2: Collecter current density vs. base-emitter voltage. Suzuki's uniform 
and Gaussian base: = 100 nm, Na =2 x 1018cm-3. Nk =2 x ~ O l ~ c r n - ~  is used for 
Suzuki7s Gaussian base [193]. Rinaldi's Gaussian base [210] : Wb = 100 nm, y(Wb) = 
0.15, triangular Ge profile, Nk = 1 0 ~ ~ c r n - ~ ,  Nk =5 x ~ O ~ ~ c r n - ~ .  The vaxiable N is 
the number of iteration. 



Distance [nm] Uniform (Suzuki) 
I Gaussian (Suzuki) - This work, N=5 

- - -  This work, N=3 

Base-emitter voltage [V1 

Figure 4.3: (a) Normalized injected electron concentration profiles a t  VBE = 0.9 V, (b) 
Base transit time vs. base-emitter voltage. For both (a) and (b), Suzuki7s uniform and 
Gaussian bases [193]: Wb = 100 n m ,  Nk =2 x 10l~crn-~- N b c  =2 x l~l~crn-~ is used for 
the Gaussian base. 
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-- - - - - -- - - 

a Patri & Kumar, uniforrn 
O Patri & Kumar, exponentiai 
o Patri & Kumar, retrograde 
A Rinaldi, uniform, SHLl 
Q Rinaldi, uniform, LLI 
P Kwok, retrograde 

This work, N=3 

0.05 0.1 0 
Averaged Ge fraction 

Figure 4.4: Base transit time vs. averaged Ge fraction (defined as yaJ2 for tri- 
angulax Ge profile). Patri & Kumar's profiles [185]: Wb = 60 n m ,  & = 5kRIU. 
Their results are generated under low injection without considering electric-field de- 
pendency of the diffusion coefficient. Rinaldi's uniform base [210] : Nb = 1018~m-3. 
The triangular symbols for Rinaldi's base Xe calculated using equations (3) and 
(5) in [210], which correspond to the low injection and strong high injection, re- 
spectively. Kwok's retrograde base [89]: Wb = 38.5 n m ,  xi = 6.5 n m ,  x2 = 
11.5 nm,N6, =6.55 x 1 0 ' ~ c r n - ~ , N ~  =3 x 10"~rn-~, Np =9.4 x 1018cm-3 where 
X I  and 1 2  define the neutrd base region with a constant base concentration of Np. 
Kwok's results are produced under low injection. 
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4.4 Low injection 

The following points c m  be noted fiom comparing the four doping profiles shown 

in Fig. 4.1. The doping profiles have the same intrinsic base sheet resistances and 

base concentration near the ernitter. The base transit time and the intrinsic base 

sheet resistance for each doping profile are plotted against different shapes of the Ge 

profile (Le., different -YT/ Wb values) in Fig. 4.5. The Ge dose remains unchanged 

for ail doping profiles and shapes of the Ge profile. Results are generated at J,, =103 

-4/cm2 (for low injection) with the following effects considered: concentration and 

electric-field dependencies of the electron diffusion coefficient, non-uniform bandgap 

narrowing due to the Ge presence and the heavy doping effects, and velocity sat- 

uration near the collector. Hereafter, d results are obtained at the 5th iteration. 

Although not shown, we have found that the same results are obtained regardless of 

whether or not plasma-induced bandgap narrowing is considered. This is because 

the electron concentration at low injection is small relative to the base doping level. 

Fig. 4.5 shows that the intrinsic base resistances for all doping profiles are 

atound 5 kO/O For al1 shapes of Ge profde considered (Le. O < - X T / W b  $ l), 

both the Gaussian and the exponential doping profiles result in higher T. thaa the 

uniform and the retrograde due to their larger base widths. A lmger base 

width simply offsets the enhancement from the aiding electric field caused by the 

doping gradient. The retrograde doping profile gives a smaller ~ b  than the uniform 

profile because of its slightly smaller base width and the aiding field associated with 

5The intrinsic base sheet resistance Rb is calculated as 

rvhere pp (x) is a function of Nb(x) and n ( x )  and can be obtained by Klaasen's unified mobility 
mode1 [121]. The electron concentration n ( x )  is set to zero in the case of low injection. 
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Figure 4.5: Base transit time and intrinsic base sheet resistance vs. XT/Wb. 
J, =103A/n2,Rb = 5kQ/O,  ye = O,Nk =5 x I.018cm-3, & =9 x 
1016cm-3. Uniforrn doping profile (Wb = 29 nm, yac =0.1724), Goussian (Wb = 
54 nrn, y ~ ,  =0.0926), exponential (Wb = 83 n n ,  y*, =0.0602), retrograde (Wb = 
26 nm, y*, = 0.1923, R, = 13 nrn, Np =1019crn-3). 
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the optimal Ge profile, Fig. 4.5 suggests that for the retrograde 

graded Ge profiles with XT/Wb 2 0.5 (Le. trapezoidal or triangular) 

achieve the minimum or near minimum ~ i j .  To be precise, the X T / W i  value for the 

minimum ~b is 0 -68. Although not shown, it is found that the optimum XT/Uib value 

is always less than one for the retrograde profile considered here when R, is less than 

Wb. However, if the electric-field dependency of the diffusion coefficient, D(E), is 

ignored (denoted by the plus symbols in Fig. 4.5), a false optimum point will appear 

at X T / W b  = 1 regardless of the location of the peak concentration. Therefore, the 

electric field dependency of the diffusion coefficient should be considered when 

determining the optimum point. 

In Fig. 4.5, we set y*, Wb/2 ( a  measure of the Ge dose) to  2.5 (Le., the Ge dose 

is equivalent to a triangular Ge profile with Wb of 50 nm and a Ge fraction of 0.1 

near the collector). Whereas in Fig. 4.6, the base transit time is plotted against 

the Ge dose of a trapezoidal Ge profile with XT/Wb = 0.68 for different doping 

profles. It shows that the retrograde doping profile always gives a smaller ~6 than 

the uniform profile for all Ge doses. Also, a Ge dose (yacWb/2) of 2.5 is sufficient 

to reach the near minimum ~ b .  ,4dditional Ge doses will not reduce eifectively. 

4.5 High injection 

The four doping profiles in Fig. 4.1 are again compared at high-injection levels. Fig. 

4.7 (Fig. 4.8) plots the base transit time and base sheet resistance of a triangular 

Ge HBT against the collector current density for the four doping profiles without 

(with) plasma-induced BGN. The Ge doses are identicd for al l  doping profiles. 

It should be noted that our discussions are lirnited up to the Kirk onset current 



1 2 3 4 
Ge dose (=y, W42) 

Figure 4.6: Base transit time and intrinsic base sheet resistance vs. Ge dose 
of a trapezoidal Ge profle with -%/Wb = 0.68 for different doping profiles. 
J, =103A/m2, Rb = 5 k f l / 0 ,  y, = O, Nb, =5 x 10'8cm-3, Na =9 x 1016cm-3. 
Uniform (Wb = 29 nm) ,  Gaussian (Wb = 54 nm), exponential (Wb = 83 nm), 
retrograde (Wb = 26 n m ,  R, = 13 nm, Np =10'~cm-~).  
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density (around 1.4 x I O 5  A/cm2). 

.A cornparison of Fig. 4.7 and Fig. 4-8 shows that the effect of plasma-induced 

BGN is not significant for the triangular Ge profile considered. The base transit 

times for all doping profiles are not strong functions of the collecter curent density 

(at least within the range under discussion). The base transit time for the uniforrn 

doping profile is slightly higher than that for the retrogrôde profile. Both are only 

around 40% and 20% of those of the Gaussian and the exponential profiles, respec- 

tively. & begins to drop for J, > 104A/cm2 (as the excess carrier concentration 

increases with Jn). At J, =1.4 x 10~.4/cm~, & of the retrograde and the uniform 

profdes are around 5% and 20% larger than those of the Gaussian and exponen- 

tial profiles, respectively. Therefore, the retrograde profile is still preferred to the 

Gaussian doping profile. For applications where the maximum oscillation frequency 

(which is affected by Rb) is a more important figure of rnerit, an in-depth trade- 

off study is required to compare the effects of the retrograde and the exponential 

doping profiles. 

Fig. 4.9 examines the effect of the Ge profle shape on the base transit time and 

base resistance for different doping profiles at Jn = 1 0 5 A / n 2 ,  without considering 

plasma-induced BGN. The base transit time for the retrograde doping profile is 

smaller than that for the uniform profile for dl Ge profile shapes considered. Since 

the base resistance for each doping profile is sufEciently constant over different 

XT/Wb values, it is still meaningful to compare different Ge profile shapes. For 

the retrograde profile, graded Ge profiles with XT/ Wb 2 0.5 give the minimum (or 

near minimum) q,. To be precise, the XT/ Wb value for the minimum ~b is 0.7. 

With plasma-induced bandgap narrowing taken into account (see Fig. 4. IO), 

the base transit time for the retrograde doping profile is again the lowest for all 

Ge profile shapes considered. Graded Ge profiles with XT/Wb 2 0.5 axe found to 
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Figure 4.7: Base transit time and intrinsic base sheet resistance vs. collec- 
tor current density for a triangular Ge profile with different doping profiles. 
Rb = 5kCl/O, y, = O, 1Vb, =5 x 1 0 ' ~ c m - ~ ,  Nb, =9 x 1016~m-3. Uniform doping 
profile (Wb = 29 n m ,  yac =0.1724), Gaussian (Wb = 54 nm,ya ,  =0.0926), expo- 
nential (Wb = 83 nm,  yhc =0.0602), retrograde (Wb = 26 nm, y*, = 0.1923, R, = 
13 nm, Np =1019cm-3). 
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Figure 4.8: Base transit time and iotrinsic base sheet resistance vs. collecter cur- 
r a t  density for a triângular Ge profile with different doping profiles. Plasrna- 
induced bandgap narrowing is considered. Rb = 5kR/O, y. = O, Na =5 x 1 0 % n - ~ ,  
Nk =9 x 10'6cm-3. Uniform doping profile (Wb = 29 nnm, y ~ ,  =0.1724), Gaussian 
(Wb = 54 n m ,  y*, =0.0926), exponential (Wb = 83 n m ,  =0.0602), retrograde 
(Wb = 26 n m ,  yac = 0.1923, R, = 13 nm, Np =10~~crn-~). 
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Figue 4.9: Base transit time and intrinsic base sheet resistance vs. XT/Wb. 
Jn = 1 0 ~ ~ / n ~ ,  Rb = 5kCl /0 ,  y. = O, Nbe =5 X 1018~m-3, Nk =9 x 
1 0 ' ~ c m - ~ .  Uniform doping profile (Wb = 29 nm, y*, =0.1724), Gaussian (FVb = 
54 n m ,  y ~ ,  =0.0926), exponential ( W b  = 83 nm,ya, =0.0602), retrograde (Wb = 
26 n m ,  y*, = 0.1923, Rp = 13 nn, Np =10'9cm-3). 
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be optimal for the retrograde doping profile. The exact minimum ~ b  point occurs 

at  XT/Ws = 0.67. Compared with Fig. 4.9, the base transit times are higher 

for ail doping profiles. The increase is more sigaificant for Ge profles with a box 

shape (ive. s m d  XT/ Wb values) than for those with a triangular shape (Le. large 

XT/Wb values). This can be expiained by the fact that the large Ge-induced aiding 

electric field associated with the triangular Ge profile dominates the effect of the 

retarding electric field caused by plasma-induced bandgap narrowing. It should 

be noted that a higher current density associated with an increase in the base- 

emitter voltage results in a lorger negative electron concentration gradient in the 

neutral base. As predicted by (4.4), (4.14), and (4.17), a larger negative electron 

concentration gradient creates a higher positive (Le. retarding) electric field related 

to plasma-induced bandgap narrowing. 

Figs. 4.11 and 4.12 assess the relative importaace of different effects in deter- 

rnining r b  as a function of the Ge profile shape and the Ge dose, respectively, for 

the retrograde doping profile. The relative importance of the effect 'X' is measured 
~ ( e f f e c t  'X' is neglected) 

by the Tb ratio Q(=II effects conaidered) * The doser this ratio to unity, the less important 

the effect 'X' is. Fig. 4-11 shows that the effect of plasma-induced BGN is more 

significant when the shape of the Ge profile is box-like rather than triangle-like, 

which is consistent with the difference between Fig. 4.9 and Fig. 4.10. Fig. 4.12 

indicates that the effect of plasma-induced BGN is very significant in the case of 

a Si BJT (i.e. zero Ge dose) and becomes less prominent when the Ge fraction 

near the collector of a triangular Ge HBT increases. A Ge-induced electric field 

associated with a Ge fraction of 0.2 near the collector c a n  reduce the adverse effect 

of plasma-induced BGN to a sb  difference of 5%. Furthermore, both Figs. 4.11 and 

4.12 confirm the importance of the electric-field dependency of D, in the presence 

of the Ge-induced electric field. 
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Figure 4.10: Base transit time and intrinsic base sheet resistance vs. XT/Wb. 
Plasma-induced bandgap narrowing is considered. J, =105A/cm2, Rg = 5kR/@, 
y, = 0, Nk =5 x 10~'cm-~,  Nb, =9 x 1016~m-3. Uaiform doping profile 
(Wb = 29 n m ,  ync =0.1724), Gaussim (Wb = 54 nm, yh, =0.0926), exponen- 
tial (Wb = 83 nm, y~~ =0.0602), retrograde (Wb = 26 nm, y*, = 0.1923, R, = 
13 nm, Np =1019c~-3). 
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Figure 4.11: Ratio of base transit time with one eEect neglected to base transit 
time with ail effects considered vs. XT/Wb for a retrograde doping profile in a SiGe 
base. J,, =1o5~/c rn2 ,  y. = O, y*, = 0.1923, Nb, =5 x 1018~m-3, Nbc =9 x 1016~m-3, 
Np =1019cm-3,Wb = 26 n m ,  R, = 13 nm. 
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Figure 4.12: Ratio of base transit time with one effect neglected to base transit time 
with all effects considered vs. Ge fraction at the collector edge of a triangular Ge 
profle for a retrograde doping profile. J, =105A/cm2, y. = 0, Nk =5 x 1018~m-3, 
Nk =9 x 10'~crn-~, Np =1019crn-3,Wb = 26 nm, R, = 13 nm. 
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Figure 4.13: Base transit time and intrinsic base sheet resistance vs. Ge dose 
of a trapezoidal Ge profile with XT/Wb = 0.67 for different doping profiles. 
Plasma-induced bandgap narrowing is considered. J,  =105A/n2,  Rb = 5kR/Cl, 
y, = O, Nb, =5 x 1018cm-3, Nb, =9 x ~Ol~crn-~. Uniform (Wb = 29 nm), Gaus- 
sian (Wb = 54 nm), exponentid (Wb = S3 nm), retrograde (Wb = 26 nm, Rp = 
13 nm, Np =10'~cm-~).  
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Figs. 4.13 shows how the base transit times of different doping profiles for 

a trapezoidal Ge profile ( X T / W i  = 0.67) vary with the Ge dose. The effect of 

plasma-induced BGN is considered. Just as in the case of low injection- a Ge dose 

(yA,Wjj/2) of 2.5 is sufficient to reach the near minimum rb. 

4.6 Conclusions 

An iteration scheme to calculate T ,  for a given collecter current density instead 

of a base-emitter voltage has been developed in order to determine the optimal 

doping profile and Ge profile in the neutral base for minimizing ~b of SiGe HBTs 

under all levels of injection before the onset of the Kirk effect. We have adopted 

a consistent set of SiGe physical models with parameters tuned t O measurernent 

data, and included important effects such as the electric-field dependency of the 

diffusion coefficient and plasma-induced bandgap narrowing in our study for the 

first time. The iteration scheme has been verified by comparing its results with 

simulation results reported in the literature. Using this iteration scheme in both 

low- and high-injection regimes, we have compared, for the f i s t  time, base transit 

times for a range of doping and Ge profdes with identical Ge doses, intrinsic base 

sheet resistances, and base concentrations near the emitter. Based on the results 

in Sections 4.4 and 45 ,  we draw the following conclusions: 

1. For the triangular Ge profile and the retrograde or uniform doping profile 

considered, the base transit times in the low-injection regime do not differ 

much from those in the high-injection regime before the onset of Kirk effect. 

2. For the given Ge dose, Ge profile shape, Na, and Rb, the retrosade rather 

than the uniform doping profile gives the minimum rb. 



3. For the given Ge dose, Nk, aad &, graded Ge profiles with XT/m > 0.5 

achieve the minimum (or near minimum) t b  for a retrograde doping profile. 

4. For the retrograde doping profile and the trapezoidal Ge profile with XFT/Wi - 
0.67 considered, Ge doses higher than yncWb/2 = 2.5 will not reduce rb effec- 

t ively. 

5. The effect of the electric-field dependency of D, is significant in the presence 

of a Ge-induced electric field and must be considered when determining the 

optimal Ge profde, 

6. In the high-injection regime, the effect of plasma-induced BGN tends to in- 

crease the base transit time. For a Ge dose yacWb/2 = 2.5, plasma-induced 

BGN can increase the base transit time by - 70% for the box Ge profile with 

the retrograde doping profile. 

7. Whether one should take into consideration the effect of plasma-induced BGN 

depends on the magnitude of the aiding Ge-induced electric field, which acts 

against the retarding field associated with plasma-induced BGN. For the ret- 

rograde doping profile in a HBT with the triangulas Ge profile considered, 

the effect should be accounted for if the Ge fraction is less than 0.15 near the 

collecter. The effect should dso be considered if the Ge profile is box-shaped. 



Chapter 5 

Fabrication of SiGe HBTs by 

high-dose Ge implantation and 

solid-phase epitaxy with Si 

amorphizat ion 

5.1 Introduction 

The emerging SiGe technology has been shown to greatly improve the performance 

of Si devices in high-performance circuits [211]. However, the success of this tech- 

nology will depend on its ability to be integrated into the existing Si production 

line. At present, device-quatity SiGe growth is mainly realized by epitaxial de- 

position techniques such as molecular beam epitaxy (MBE) [35], rapid thermal 

chemicd mpor deposition (RTCVD) or limited reaction processing ( L W )  [45], at- 

mospheric pressure chemical vapor deposition (APCVD) [46], low pressure chemical 
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vapor deposition (LPCT'D) [212], and ultra-high ncuum chernical vapor deposition 

(UHV/CVD) [42]. Most of these techniques involve the introduction of a new pro- 

cessing equipment in the production line. Some have low throughput (e-g. MBE) . 

Issues relating to integration, reliability, and downscaluig are yet to be f d y  ex- 

plored. 

Altematively, the technique of high-dose1 Ge implantation with solid-phase epi- 

taxy offers many attractive advdntages.' This technique easily d o w s  multiple 

selective growth of SiGe regions and is hrlly compatible with the existing Si facili- 

ties. Several attempts [214-2221 have been made to fabricate SiGe-base HBTs by 

this new technique. Fulami et al. [214] managed to show transistor action but no 

heterojunction characteristics could be demonstrated. Both surface defects caused 

by the high-dose Ge implantation and end-of-range extended defects at the original 

amorphous/crysta.Uine interface were observed. Based on the work of Fukami e t  ai., 

Gupta e t  al. [215] improved the current gain of the HBT up to 110 (versus 100 for 

the Si BJT). However, the current gain enhancement was caused more by the n a -  

rower base width (80 nm versus 130 nm in Si) than by the 7 at.% Ge presence, Le., 

no heterojunction characteristics could be confirmed. Just like the case of Fuliûmi 

e t  al., surface defects and end-of-range extended defects were observed. Ma [216] 

successfully demonstrated the heterojwiction efect of the base-collecter junction 

but did not observe any transistor action. Dopant profile obtained by Secondary 

Ion Mass Spectrometry (SMS)  showed that the arsenic profile overdiffused into 

the base, resulting in a large emitter junction depth too close to the end-of-range 

extended defect s near the original amorphous/crys t alline interface. 

'In tiiis work, the phrase "high-dose" rekrs to an implantation resulting in a peak concentration 
of at least 5 atomic % of the Si substrate, i.e. 2.5 x l ~ ~ l c r n - ~ .  

2A review of this technique can be found in [213]. 
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Better electrical characteristics were then demonstrated by Lombardo et al. 1217- 

2191. Their SiGe HBT achieved a current gain lasger than the Si B JT by a factor of 

2.67. However, it is still questionable as to the origin of the enhancement because it 

was also shown that the base width of the SiGe HBT is s m d e r  than that of the Si 

BJT by a factor of h o .  Even if the current gain did arise fiom the heterojunction 

effect, it is clear that the Ge leverage was not M y  exploited. More recentiy, the 

enhancement of the collecter current was reported by the same group [220,221]. 

-4gain, since base width reduction due to the Ge presence was also shown, it  be- 

came difficult to CO& the heterojunction characteristics. -4lthough a bandgap 

narrowing of 27 meV was estimated by a temperature-dependent current measure- 

ment, both the temperature dependency of the electron mobility and the effect of 

dopant ionization were not considered when interpreting the measured data. This 

renders the daim of the heterojunction effect questionable. Using the technique 

of Ge implantation, Mitchell e t  al. [222] fabricated SiGe HBTs of both n-p-n and 

p-n-p types. Transistor action was shown ody  by the p-n-p SiGe HBT and no het- 

erojunction characteristics shown by either type. In fact, a collecter-exnitter leakage 

was observed in the n-p-n SiGe HBT due to enhanced assenic diffusion. Also, hair- 

pin dislocations extending from the original amorphous/crystalGne interface to the 

surface were found in the regronm SiGe region. 

Since it has been shown that extended defects near the device junctions can 

adversely affect the device performance [223,224], it  is beneficial to use a high- 

energy Si amorphization s tep t O push the original amorphous/crys t alline interface 

(created during the high-dose Ge implantation) and the associated end-of-range 

(EOR) extended defects farther away from the base-couector junction [225,226]. 

However, no studies, using the high-dose Ge implantation followed by the solid- 

phase epitaxy and a high-energy Si amorphization to realize SiGe HBTs, have been 
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reported. 

In this chapter, a brief report of the electrical characteristics of Si BJTs, SiGe 

HBTs, and SiGe HBTs with Si amorphization fabricated by the high-dose Ge im- 

plantation and solid-phase epitaxy is presented. Due to limited resources, this 

aspect of the research could not be pursued to its logical end; however, certain 

original experimental results are presented here. In particular, trassistor action of 

the SiGe HBT with Si amorphization is reported for the first time. 

5.2 Goal of the experiment 

The goal of this experiment was threefold. First, to demonstrate the feasibility 

of fabricating a SiGe HBT without introducing any new processing equipment. 

Second, to demonstrate heterojunction effects of the SiGe HBTs fabricated by high- 

dose Ge implantation and solid-phase epitaxy, with or wit hout Si amorphization. 

Third, to see if the Si amorphization step can improve the D.C. characteristics of 

SiGe HBTs fabricated by high-dose Ge implantation and solid-phase epitaxy only. 

In order to fairly compare the three types of transistors (Si BJTs, SiGe HBTs, 

SiGe HBTs with Si amorphization), they were fabricated side-by-side in the same 

dice to minimize the effects of possible processing deviations. Figure 5.1 shows the 

schematic of a cross sectional view of the three types of transistors. Figure 5.2 

shows how the Ge implantation, Si amorphization, and solid-phase epitaxy steps 

are incorporated into a polyemitter Si BJT fabrication process. 
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Figure 5.1: Schematic of a cross-sectional view of Si BJT, SiGe HBT, and SiGe 
HBT with Si amorphization. 

Wafer Temp erature Time 
1 700°C 30 min 
2 800" C 30 min 
3 900°C 30 min 
4 1000" C 30 sec 
5 1050°C 30 sec 
6 1100°C 30 sec 

Table 5.1: Conditions used in the h s t  annealing step (Note: a l l  annealing steps 
- were performed in a N2 ambient). 
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Figure 5.2: Fabrication process flow. 

5.3 Device fabrication 

Six &inch (100) Xepi on N+ wafers were used as the starting materials. The Nepi 

layer is 1 pm thick with a doping density of 7 x 10'6cm-3. Except implantation, 

al1 fabrication steps were performed in the SiDIC Lab at the University of Water- 

loo. Only n-p-n transistors were fabricated. AU transistors have the same lateral 

dimensions (an emitter area of 15 x 150 Two annealing steps are required 

in the fabrication process: solid-phase epita'xial growth, and dopant drive-in and 

activation. Wafers were sub jected to different conditions of the first annealing step. 

A brief summrtry of the process steps and details of the Ge implantation are given 

in the following. Details of other process steps can be found in Appendix D. 

First, a s t e m  oxide was grown and windows for Ge implantation were opened. 

Wafers covered with photoresist were then sent to Implant Sciences for Ge implan- 
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tation (74Ge, 190 keV, 3.5 x i ~ ~ ~ c r n - ~ ) .  4 n  implant current density of 1.25 p4/cm2 

was used- The backsides of the wafers were coated with -4PD Cry-Con thermal 

grease to improve the thermal conductivity to the sample holder and the temper- 

ature of the wafers was monitored and kept below 125 K at the specified implant 

current density3. It has been found that lowering the substrate temperature can 

reduce end-of-range defects4 [227,228]. The thermal grease at the back --as then 

removed. Photoresist on the front was stripped off using a "piranha" etch ( 7 3  

H2SO4:HzO2) followed by a hot stripper. Wafers were cleased using the conven- 

tional RC-4 recipe. Then, a low-temperature oxide was deposited in a LPCVD 

system at 410°C in the SiDIC Lab at the University of Waterloo. The low deposi- 

tion temperature ensures that no solid-phase epitaxy can take place until the first 

high-temperature aenealing step. Windows were then opened for Si amorphization. 

For the Si implant, an energy of 200 keV and a dose of 10L6cm-2 were used. Again, 

the sane  low-temperature setup used for the Ge implantation waç ernployed for 

the Si implantation. Photoresist stripping and wafer cleaning then followed. The 

high-energy Si implantation will locate the initial amorphous/crystalline interface 

arouad 0.38 pm from the silicon surface [229]. In other words, the end-of-range 

extended defects remaining after the solid-phase epitaxial growth can be kept far- 

ther away from the depletion layer of the base-collecter junction. Fig. 5.3 shows 

the Ge profile generated from the profile simulator PROFILE CODE developed by 

3 ~ l t h o u g h  it is possible for the Ge implantation to be performed a t  roorn temperature as 
it is argued that the subsequent low-temperature high-dose Si implantation will re-amorphize 
the substrate anyway, there has been no cornparison studies on the differences between results 
obtained from the two different wafer temperatures during Ge implantation. 

4This is expected because as the substrate temperature is lowered, ion-beam-induced recrys- 
tallization is suppressed and a thicker amorphous layer can be formed. A thicker amorphous layer 
implies a deeper original a/c interface, leading to a smaller number of excess Si interstitiah that  
form the end-of-range defects. 
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Figure 5.3: Simulated as-implanted Ge profile (190 keV and 3.5 x 10'~crn-~ ) from 
PROFILE CODE. 

Implant Sciences. The corresponding peak at  .% is estimated airound 6.7. Fig. 5.4 

shows the net doping profiles from TSUPREM simulations for Si BJTs on wafer 

The remaining steps include the base, collecter and polyemitter formations, and 

the Al sputtering for metallization. After boron (20 keV, 2 x 10L3cm-*, tilt=IO, 

room temperature) was implanted for the base formation, the wafers were subject 

to the first ânnealing step for the solid-phase epitaxial growth (see Table 5.1 for de- 

tails of aanealing conditions). Then, emitter windows were opened and polysilicon 

was deposited at 585OC in a LPCVD system. Collecter windows were opened and 

arsenic was implanted (120 W ,  2 x 1016cm-2, tilt=IO, room temperature) to form 
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B: 20 keV, 2x1 013 7' 
As: 120 keV. 8x1 0" cm", 7' 

SPE: 900°c, 30 min 
Drive-in+activation: 1 OSO'C, 30 sec 

TSUPREM4 simulations 

0.0 0.5 1 .O 1 -5 2.0 2.5 3.0 
Distance frorn polyhûno-Si interface under emitter km] 

Figure 5.4: Simulated net vertical doping profile under the emitter of Si B JTs on 
wafer #3. 
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the collector and to dope the polysilicon. Polysilicon nTas patterned and low tem- 

perature oxide was grown. In order to drive in and activitte the arsenic for emitter 

formation and break up the oxide a t  the polysilicon/mono-silicon interface: a rapid 

thermal annealing step at 1050°C for 30 seconds was performed in a N2 ambieiit. 

Aluminum was then sputtered and patterned on the front side of the ivders, fol- 

lowed by sputtering on the back side for backside collector contacts. Since devices 

will be probed one at a time, no isolation between devices is required. 

5.4 Experimental results 

Gummel plots and common-emitter output characteristics were measured by two 

Keithley 236 Source Measure Units a t  room temperature. Most of the transistors 

showed poor chmacteristics and hence ale not reported here, although considerable 

effort was expended in s tudying them including failure mode malysis. Transis tors 

on wafer #3 show relatively bet ter characteristics and their electricd characteristics 

are summarized as follows. Figure 5.5 shows the Si BJT Gummel plot and Fig. 

5-6 shows the output characteristics of Si BJT. Figs. 5.7 and 5.8 show the 1-V 

characteristics of the emit ter-base m d  collecter-base junctions of SiGe HBTs. Fig. 

5.9 shows the output characteristics of SiGe HBTs with Si amorphization. While 

SiGe HBT with Si âmorphization shows trûnsistor action for the first time, its 

performance is not very satisfactory. Due to resource limitations, these studies 

could not be t aken to logical conclusions. Further experiment ation and refinemerits 

are needed which would probably be left for future work. 
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Base-emitter voltage IV] 

Figure 5.5: Typical measured Gummel plots of Si B JTs. 
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Figure 5.6: Typical measured output characteristics of Si B JT. 
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Figure 5.7: Typical emitter-base junction characteristics of SiGe HBTs. 



Base-emitter voltage [VI 

Figure 5 -8: Typical base-collecter junction characteristics of SiGe HBTs. 
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Figure 5.9: Typical measured output characteristics of SiGe HBT with Si amor- 
phization. 
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5.5 Conclusions 

SiGe HBTs, with and without Si amorphization, have been fabric~ted side-by- 

side with Si BJTs. Transistor action is shown by Si BJTs. SiGe KBTs without 

Si amorphization show no transistor action nor heterojunction eEects. Transistor 

action of SiGe HBTs with Si amorphization is reported for the first time even 

though no heterojunction effect cas be confirmed. 

Further experimentation is required to improve the characteristics . S tudies of 

dopant diffusion in implantation-formed SiGe and defect choracterization of im- 

planted SiGe would be helpful in further refinement of process architecture. 
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Conclusions 

Three topics related to SiGe HBTs have been studied. The f i s t  topic involved two 

vertical base profile optimization studies for improving the frequency performance 

of SiGe HBTs. In the f i s t  study, we mapped out important factors that impact 

the performaace of the Ge profile in minimizing the contribution of the emitter and 

base delay times to the transition frequency in the low-injection regime. A new 

emit ter delay time expression that d o w s  a finite effective recombination velocity 

at the metdlpoly-Si interface was derived. For the fbst time, a fixed Ge dose was 

adopted as the constraint, with non-quasi-static effects taken into account, in an 

op timization study. 

We found that the detailed shape of a retrograde doping profile can have great 

influence on determining the optimal Ge profile in minimizing the total emitter and 

base delay time contribution to fT. In particulor, a retrograde base doping profle 

tilted toward the emitter-base junction will favor the choice of a less graded Ge 

profile. We also confirmed that the advantage of a graded Ge profile over a box Ge 

profile is greater for shdower emitter junctions, especially when non-quasi-static 

effects are considered. The main result of the study was: a graded Ge profle is still 
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more effective than a box Ge profde in minimizing the emitter and base delay time 

contribution to fT for SiGe HBTs with typical emitter and base dimensions, i-e., an 

emitter junction depth smaller than 0.15 pm and a metallurgical base width larger 

than 30 nm- 

In the second base profle optimization study, we compared the base delay time 

for different combinations of the base doping and Ge profiles in both low- and high- 

injection regimes before the onset of Kirk effect. We have presented a new iteration 

scheme that calculates the base delay tirne for a wide range of collector curreat 

densities instead of base-emitter biases. This is the f is t  study which adopts iden- 

tical Ge doses, intrinsic base resistances, and base concentrations, as optimizatio~l 

constraints, together wit h the effect of plasma-induced bandgap narrowing taken 

into consideration. 

Three main results were obtained in the second optirnization study. First, for the 

triangular Ge profile with the retrograde or uniform base doping profle considered, 

the base delay times in low-injection (e.g. Jc =IO3 .4/cm2) and high-injection (e-g. 

Jc =105 ~/crn ' )  regimes do not differ much before the onset of Kirk effect. Second, 

for the given Ge dose (equivalent to the total content of a uniform Ge profile 

of 19 at.% over a neutral base of 26 nm), intrinsic base resistance (- 5kR/O), 

and base concentration near the emitter (Nk = 5 x 1018cm-3)i graded Ge profiles 

(Xr /Wb 2 0.5) together with a retrograde doping profile achieve the minimum 

(or near minimum) base delay time. Third, for the graded Ge profile (trapezoidal 

profile with XT/Wb = 0.675) considered, Ge doses higher than the equivalent Ge 

content of a uniform profile at 10 at.% across a base of 25 nm will not effectively 

reduce the base delay time. 

The results from the two base profile optimization studies are of particular 

importance to a SiGe BiCMOS process where only a limited amount of Ge c m  be 
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incorporated into the base for maintainkg the thermal stability of the SiGe layer. 

These results can serve as starting points for choosing the appropriate base doping 

and Ge profiles to improve the high-frequency performance of future generations of 

SiGe HBTs. 

The second topic in this thesis involved the analysis of the retrograde portion 

of a retrograde doping profile in a SiGe base with a graded Ge profile in the low- 

injection regime. We discovered a longstanding error in the derivation for a set of 

analytical base delay time expressions in the iiterature. We correctecl the mistake 

and developed a new set of closed-form analytical expressions for the base delay 

time. Our expressions take into consideration important pbysical effects such as 

the buïlt-in electric field caused by the non-uniform base doping profile, heavy 

doping efFects, Ge-induced bandgap narrowing, and both the doping and the field 

dependencies of the electron diffusivity. One of the contributions arising from this 

analysis is the assessrnent of the relative importance of these physical effects in 

determining the base delay time. 

We found that the adverse eEect of the retrograde portion of the retrograde 

base profile considered was over-estimated by the incorrect analytical expressions. 

For a Ge grading of 13.5 at.% over a base of 50 nm, a peak doping concentration 

of 1019cm-3, and a retrograde region of 15 n m  wide, the base delay time increases 

by - 20 % (versus 71 % predicted by the incorrect expressions) when the base 

concentration near the ernitter drops from 9.5 x 10" to 5 x 10'7cm-3. This result 

will be of interest to researchers who adopt the retrograde base doping profile to 

reduce the capacitânce and tunneling leakage curent of the emitter-base junction 

in a SiGe HBT with a high base pealc concentration. 

The results fiom assessing the relative importance of the physical effects men- 

tioned above showed that the field dependency of electron diffusivity has great 



impact on determining the base delay time. This is especially true in the case of a 

high Ge grading across the SiGe base. For a Ge grading of 10% across a retrograde 

base of 50 nm, the effect of the field dependency of electron difisivity can make 

a difference of -- 30% in the base delay time. This confirms the similar finding 

obtained in the second optimization study for minirnizing the base delay time in 

both low- and high-injection regimes. In addition, we found from the second op- 

timization study that the effect of plasma-induced bandgap narrowing should be 

considered for a SiGe base graded from O near the emitter to less than 0.15 near 

the collecter in the high-injection regime. These findings are useful for modelling 

purposes. 

The third topic of this thesis involved the fabrication of SiGe HBTs by high-dose 

Ge implantation, Si amorphization, and subsequent solid phase epitaxy. Transistor 

action of SiGe HBTs fabrication by high-dose Ge implantation and solid-phase 

epitawy, with Si amorphization, is reported for the first time. 

-4s a final remaxk, the work presented in this thesis has only dealt with a few 

of many important issues relating to SiGe HBTs. For example, the problem of 

optimizing emitter and base profdes in the emitter-base depletion layer was not 

considered. The base profile optimization study for minimizing the emitter and base 

delay time contribution to the transition frequency, with non-quasi-static effects 

considered in the high-injection regime, was not discussed. In addition, more novel 

Ge profiles, for instance, Ge profiles with different Ge gradings in more thaa two 

base subregions, c m  be considered in the optimization studies. Regarding the SiGe 

HBT fabrication, structural characterization for dopant distributions and extended 

defects can be attempted. After dl, the research area of SiGe HBTs is vast. It is 

hoped that the studies in this thesis have made a meanin@ contribution to the 

rapidly growing field of SiGe HBT technology. 



Appendix A 

General formulation for S; 

Recently, Ilinaldi [IO91 proposed a general formulation of the effective recombi- 

nation velocity a t  the poly/mono-Si interface (SL) to clarify the similarities and 

differences between various poly-emitter models. The key to his formulation is the 

re-consideration of the current continuity a t  two interfaces: one between the poly- 

Si and the interfacial oxide (x = W,,) and the other one between the interfacial 

oxide and the mono-Si region (x = W k )  (see Fig. A.1). This Appendix shows how 

equations (2. IO), (2.19) and (2.27) arise from Rinaldi's general formulation. 

For the current continuity at x = W., , 

where Jp2(We,) is the hole current injected into the poly-Si region; Jp,(W,,) is the 

hole recombination current due to the traps at the poly-Siloxide interface; Ji is the 

tunneling and/or t herrnionic-emission curent  acïoss the interfacial oxide. 
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oxide mono- Si 

Wem w:, 
Figure A.1: A schematic of current flows at t h e  poly-Si/oxide/mono-Si interfaces. 
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Parameters Definition 

SP~Y Effective recombination velocity with respect to the poly-Si bulk region 

s: Effective recombination velocity at the poly-Si/mono-Si interface 
L Interface recornbination velocity at the oxide/mono-Si interface 

S;, Interface recombination velocity at the poly-Si/oxide interface 
TL Interface blocking factor at the oxide/rnoncAi interface 

Zp Interface blodcing factor at the poly-Si/oxide interface 

Table -4.1: Definitions of poly-emitter mode1 parameters 

For the current continuity at x = Wé,, 

where Jpr(&) is the hole recombination current due to the traps at the oxide/mono- 

Si interface; Jpl ( W k  ) is the hole current injected fÏom the mono-Si region into the 

interfacial oxide layer. 

The five current components in (A.2) and (-4.1) can be expressed as follows: 

where pl and p, are the hole concentrations in the mono-Si and poly-Si region, 

respectively, and the definitions of Spi,, Sip, Sis, SL, Ti., and Tip are listed in Table 

A.1. 

By making different assumptions on the relative importance of the each possible 

current gain mechanism mentioned in Chapter 2, mious polyemitter models assign 
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different expressions t O the model parameters. The parameter Spfy encapsulates 

the transport property in the poly-Si bulk. Si, and Sip model recombination at 

the two interfaces. Ti. and T+ model the tunneling andfor barrier effect due to 

the interfacial oxide. Finally, the parametes SL encapsulates the ove rd  effect due 

to the presence of the poly-Si region and the interfacial oxide layer. Substituting 

(A.3) into (A.2) and (-4.1) gives: 

Çubstituting (-4.5) into (A.4) yields: 

If Ti, = Tip and Sis = Se, then (A.4) reduces to: 

which is equation (18) in Yu et al. 's mode1 [l06]. Yu et al. also set Tis and Ti, to v,a 
e-bh 

where v, is the collection velocity and a is the tunneling probability l-ChkT [120]. 

As observed by Post e t  al. [98], and Tip take on different expressions in various 

polyemi t t er rno dels . 

For Suzuki's model [108] (on which our derivation is based), S+ is set to zero, 

T, and Ti::, are assumed to be much greater than Spi,, and Tis/T+ is equated to 
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the tunneling probability [120]. Equations (A.5) and (A.6) then become: 

e-bh Recognizing as a, (A.8) and (A.9) c m  be mitten as: 

and 

which are (2.10) and (2.27), respectively, in Chapter 2 with Sis = S,. Since Si, = O, 

the hole recombination curent at the poly-Si/oxide interface ( J,, ( W,, ) ) becomes 

zero, therefore (A.2) and (A.1) can be combined into: 

which is (2.19) in Chapter 2 if J,(Wk) is simply written as J,,. 



Appendix B 

Derivat ion for equation (3.26) 

Take (3.26) as an example. Çubstituting (3.23) and [El = ~ ~ g [ l n ( n , ( x ) ) ]  (Note. 

E < O in regions II k III for a > O )  into (3.21) gives: 

dz dx + 
Wb dz sz ~ O L ( X ) ~ Z  

da: + 
Sno3(w,) 

Wb dz Wb Jzy ~ o ? ( x ) ~ x  

Sn03(Wb) 

Wb dz 1 "* Jz: n02(x)dx 

= l:' n02(x) 1 DL ~ z > n 0 ( z >  dx - n o 2 ( x )   no^ ( W b )  - ( x 9 ~ d x  + sn03(wd 

Similady, (3.25) and (3.27) c m  be obtained. 



Appendix C 

Physical models for electron 

transport in SiGe 

This Appendix reviews the most recent and consistent physical models for de- 

scribing the electron transport in SiGe, with the focus on how these models were 

developed in a consistent marner from both measured data and theoretical studies. 

In particular, Solcolic and Amon's frameworlc of interpreting the collector current 

data will be adopted [205] since it accounts for the lower effective densities of states 

in the energy bands of SiGe due to the strain-induced energetic splitting and the 

change in the hole effective mass [230], and the Fermi-level shift associated with 

the use of the Fermi-Dirac statistics in the case of a heavily doped base [BI]. 

From Chapter 2, the collector current density of a SiGe HBT in the low-injection 

regime is written as: 

Assuming negligible velocity saturation at the collector junction (Le. S + oo), 
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JcYsce becomes: 

because no = n!e/Nb. To relate the profile information to Jc,sice, the effective 

intrinsic electron concentration ni. is expanded as follows [203] : 

with the apparent bandgap narroning 

The notation 5;' denotes the inverse function of Fermi-Dirac integral of order 1/2. 
2 

The quantity ATc,s;ce ( N v , s ; ~ e )  is the density of st ates in the conduction (valence) 

band of SiGe. The first two terms of (C.4), AEgVHDE and 4EgVGe; denote the 

bandgap narrowing due to the doping and the Ge presence, respectively. The last 

two terms account for the reduced effective densities of states due to the Ge, and 

the Fermi-level shift associated with Fermi-Dirac statistics, respectively. 

Under the compressive strain caused by the lattice mismatch between Si and 

Ge, energy band splitting occurs in both the conduction and the valence bands of 

SiGe (2321. The effective density of states in the conduction band of SiGe (&sice) 

can be approximated as g NcVSi since the lovver fourfold degenerate states &ter split- 

ting are Si-like as long as the Ge fraction is less than 0.85 [233] (as the ellipsoidal 

constant energy surfaces aire unchanged to h s t  order under strain [232]). However, 
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the situation for the effective density of states in the valence band is more corn- 

plicated and will be discussed later. Regarding the heavy-doping induced bandgap 

narrowing (AEgVHDE) in SiGe, Poortmans et al. [234] have predicted a difference 

of - 5 - 10 meV larger than the Si d u e  for base doping less than 10'"crn-~and 

Ge fraction less than 0.2. Their prediction is in agreement with the experirnental 

data obtained by photoluminescence [235]. Since the accuracy of experimental pro- 

cedure is - 10 meV, it is reasonable to assume that the doping-induced bandgap 

narrowing in Si and SiGe are practically the sarne [203]. 

In short, in order to mode1 Jc,sice accurately for digerent base doping and Ge 

profiles and operating ternperatures, one has to first obtain the physical models for 

DnTsice, AEgVcei and A EgPHDE over a wide range of Ge fraction, doping con- 

centration, and temperature. In fact, many experimental studies have attempted 

to extract hEgTc, as a function of the Ge fraction by DC measurements on SiGe 

HBTs with uniform base doping and Ge profiles. Assuming uniform doping and 

Ge profiles in the base (Le., D,,siGe and nie are position-independent), Jc,siGe from 

(C .2 )  becomes: 

However, similu to the observation made by del Alamo et al. [236] for Si transistors, 

DC measurements can only give information on the product n:eD,,sice in (C.5) but 

not the individual terms n:, and DnVSiCiE. Even if n:= could be extracted, it still 

requires the knowledge of the NVsice in order to obtain AEgVc, accurately from 

(C.4). 

Therefore, a better method to consistently obtain the physical models h E g T X D E ,  

Nv,sice, DnYSiGe, and AEgVGe is the following. First of dl, 4 E g , H D E  is determined 
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from DC measurements on Si BJTs. The collecter current density of a Si BJT with 

uniformly-doped base can be writ t en as: 

where ni can be obtained from the recent Green's model [71] and 

with .?Vu,si also taken from Green's model. Based on Klaassen's latest mobility 

model [121,125] a new AEgPHDE model which is independent of the Fermi-level 

shift associated with the use of Fermi-Dirac statistics c m  be obtained from (C.6) 

and (C.7) [2O6]. It should be noted the unified bandgap narrowing model obtained 

consistently by Klaassen et al. [132] from Klaassen's latest mobility model does 

coosider Fermi-Dirac statistics for heavily doped bases. 

Secondly, N',sic, is determined from phot olurninescence measurement at differ- 

ent temperatures and used to extract DnVsice from a set of temperaturedependent 

measurements over a wide range of Ge fraction. Decoutere et  al. [',O91 assumed 

identical temperature and doping dependences of the the electron diffusivities in Si 

and SiGe. Using Klaassen's mobility model and -Vc,sice experimentd values 

from Poortmans et al. [237], and recognizing the limitation of Boltzmann Statis- 

tics at high base concentrations, Decoutere et al. expressed DnVSiGc as a product 

of Klaassen's dopant-dependent mobility d u e  and a Ge-dependent multiplying 

factor. They have shown that their DnVsice model agrees well with the equivalent 

mobility values obtained by M d u  and Nathan's calculation [238] and Monte-Cado 

simulations of Hinckley et al. [239]. In Decoutere's model, the electron mobility for 

SiGe is always higher than that in Si for a Ge fraction less than 0.2. This is con- 
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sistent with the physical picture because a higher out-of-plane (i.e. perpendicular 

to the growth plane) electron mobility is cauçed by the population of the lowered 

fourfold degeneracy of the conduction band MJleys and the reduced inter-valley 

scattering. As the Ge fraction is higher, the mobility will drop as a result of d o y  

scat tering [240]. 

Thirdy, taking into account the Fermi-level shift associated with Fermi-Dirac 

statistics as shown in (C.4)' using Decoutere et al. 's Dn,S;Gc model, the re-calculated 

A Ep,HDE model, and their new XuVSiGe model, Sokolic and Amon re-calculated 

AEgtce from a set of of DC measuiements over a range of Ge fraction. They [205] 

found that the extracted values of AEgtce agree well with those obtained from op- 

tical measurement 1691. It should be noted that Green's nS model rvas consistently 

adopted in interpreting the measured data. 

Finally, a few words on Sokolic and Amon's Nv,s;ce model are in order. The 

compressive strain in SiGe not only causes the energetic splitting between the heavy- 

hole and Light-hok valence bmds and down shifting of the split-off band, but d s o  

distorts the electronic structure of the valence band. This change in the valence 

band results in a smaller hole effective mass mi and consequently a smaller 

Therefore, one needs to h s t  determine n,(T, Nb, y) in order to model !Vu,sice accu- 

rately over a wide range of Ge fraction (y), doping level (Nb) ,  and temperature (T). 

Building upon the theoretical works on SiGe valence band structures by Manku and 

Nathan [241] and Fu et al. [242], and incorporating the temperature dependence of 

rn, from Green [71] and doping dependence of rn; from Fu e t  al., Sokolic and Amon 

rnanaged to derive a rni(T, Nb, y) model [230] over a wide range of temperature, 

base doping, and Ge fraction. This new m;(T, fv6, Y) rnodel then leads to the new 

N,,s;ce model presented in [205], which agrees reasonably well with Poortmâns et 

al. 'S .iN,,siceNu,sice values (2371 used previously in obtaining Dn,sice by Decoutere 
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e t  al. . Such agreement strengthens the consistency of Sokolic and Amon's set of 

physical models for describing the electron transport in a strained SiGe layer. 



Appendix D 

Ge-implanted base and 

polysilicon-emitter HBT process 

This appendix includes the details of the fabrication process of a SiGe HBT formed 

by high-dose Ge implantation, solid-phase epitaxy, and Si amorphization. 

The starting materials are 3-inch Nepi on N+ Si (100) wafers. The N+ substrate 

is 380 p m  thick with a resistivity of 0.001-0.004 !&cm. The n-doped epitaxial (Nepi) 

layer is 1 pm thick with a doping density of 7 x ~ O l ~ c r n - ~ .  Both the Nepi layer and 

the N+ substrate are doped with arsenic. AU steps except the implantation steps 

were performed in the SiDIC lab at the University of Waterloo. The mask set, 

named UW-108, consists of eight masks: germanium. silicon-post-amorph, base, 

ernitter, collector, poly, contact, and metal (numbered in this order). Details of the 

process steps [243] are given in Tables D.1 and D.2. It should be soted that wafers 

sent to Implant Sciences for implantation were covered with photoresist. 
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1 Step 1 Parameters 1 Comments 1 
Il 1 RCA 1 & II. HF dip 1 Clean wafer surface I 

2 
3 
4 

5 
6 
7 
8 
9 
10 
11 
12 
13 
14 

- 
110O0C, ? min, s t e m  

8:l BHF, rnask #l (Ge) 
Ge, 190 keV, 3.5 x 1016cm-*, tilt=O, 

15 
16 
17 

Table D.l: Fabrication process steps. 

Oxide for patterning, 0.18 pm 
Open window for Ge implant 
Implant Sciences 

LN 2 

7:3 B2S04:H202, hot stripper 
RCA 1 & II, HF dip 
410GC, 40 min, 0.32 torr 
8:l BHF, ma& #2 (Si) 
Si, 200 keV, 1016cm-2, tilt=O, LN2 
7:3 H2S04:H202, hot stripper 
RCA 1 & II, HF dip 
410°C, 40 min, 0.32 torr 
8:l BHF, mask #3 (base) 
B, 20 keV, 2 x  ~ O l ~ c r n - ~ ,  RT, tilt='iO 

18 
19 
20 

Strip PR by piranha etch 
Clean wafer surface 
Oxide for patterning, 0.35 pm 
Open window for Si amorphization 
Push EOR defects to 0.38 pm 
Strip PR by piranha etch 
Clean wafer surface 
Oxide for patterning, 0.175 pm 
Open base window 
Implant Sciences - -- 

hot stripper 
RCA I & II, HF dip 
410°C, 20 min, 0.37 torr 

Strlp k'kt 
Clean wafer surface 
Oxide for p a t t e k g  and annealing , 

see Table 5.1 
8:l BHF, mask #4 (emitter) 
RC-4 1 & II, HF dip 

0.47 pm 
Solid-phase epitaxy 
Open ernitter window 
Clean emi t ter surface 
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I 

34 1 8:l BHF, mask #7 (contact) 

Step 
21 
22 
23 
24 
25 
26 

27 
28 
29 
30 
31 
32 
33 

Parameters 
58Ei°C, 40 min, 0.32 torr 
410°C, 20 min, 0.37 torr 
8:l BHF, mask #5 (collector) 
KOH, 55°C 
8:I BHF 
Asl 120 keV, 8 x 1015cm-2, tilt=îO, 
RT 
RCA 1 & II, HF dip 
410°C, 20 min, 0.38 torr 
8:l BHF, maçk #6 (poly) 
KOH, 55°C 
RCA 1 & II, HF dip 
410°C, 30 min, 0.39 torr 
RTA, i05O0C, 30 sec, N2 

I 

37 1 mask #8 (metal), 37"C, 

35 
36 

-. . 
RCA 1 & II, HF dip 
150W, 31-3% Ar, 5 mtorr 

38 

- -  

Comment~ 
Polysilicon deposition, 0.36 pm 
Oxide for patterning, 0.47 pm 

H3P04/HN03/H4C202 
hot wash 

39 
40 

Open collector window 

wipe backside with HF 
150W. 32.1% Ar. 5 mtorr 

Etch polysilicon in collector 
Remove oxide in collector 
Implant Sciences 

Clean wafer surface 
Oxide for pattemine;, 0.45 pm - - - 
Pattern ~olvsilicon 

L " 

Et ch polysilicon 
Clean wafer surface 

- 

Oxide for patterning, 0.67 pm 
Drive-in, break up interfacial oxide, 
dopant activation 
O ~ e n  contact window 
Clean wafer surface 
Sputter Al. 1.8 D m  thick 

LI 

Pattern metal 

Clean wafer surface 
Deelaze backside 
Sputter Al back contact, 0.66 prn 

Table D.2: Fabrication process steps (cont'd). 
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