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Abstract 
The phase equilibria in the Ni-Si-Mg system and mechanical properties such as fiachire 

toughness and yield strength of selected temary and binary composites in the system have 

been studied. 

The Ni-Si-Mg temary phase diagram has been established after homogenization and slow 

cooling to room temperature. The isothermal section of the phase diagram at 900°C in the Ni- 

rich region was also established after isothermal annealing at the temperature followed by 

water quenching. The chemical compositions of the ailoys and their phases were obtained 

using fully quantitative energy dispersive x-ray spectroscopy (EDS) with standard spectnim 

files created fiom intermetallic compounds MgzNi and NizSi. The following intermetallic 

phases have been observed: (a) four new temary intermetallic phases, designated as v, a, p, 

and r, (b) a temary intemediate phase, Mg(Ni,Si)2 based on the binary MgNiz phase 

containing Si, (c) three ternary intennetallic phases, q, K, and <, previously reported by the 

present authors [96Son, 98son1], and (d) Mg2SïNi3 (Fe2Tb type), previously reported by 

Noreus et al. [85Nor]. The MgNi&i6 phase, which was also previously reported [81Buc] was 

not observed at the corresponding composition in the present work. However, the MgNi6Si6 

phase reported as being of hexagonal symmetry (Cu7Tb type) with the lattice parameters: a = 

0.4948nm and c = 0.3738nm possibly corresponds to the p phase (Mg(Sio.4sNio.sz)7) 

discovered in the present work. The lattice structure of the newly discovered o phase 

((Mgo.s2Nio.4s)7Si4) was detennined with the help of the X-ray indexing program TREOR to 

be a hexagonal structure of the Ag7Te4-type with the Iattice parameters, a = 1.35 1 lm and c = 

0.8267nm. 

The fiacture behaviour and fkacture toughness of binary and temary intermetallic phases and 

composites using chevron-notched bend specimens (CNB) have been studied. Single or near 

single phase intermetallic alloys such as q, Ni2Si, and Mg& showed low average fracture 

toughness values such as -2.0 h 4 ~ a . m ' ~ ~  -3.0 ~ ~ a . r n ' ~ ,  and -6.0 ~ ~ a . r n ' ~ ,  respectively. 

However, near Ni3Si single phase d o y  tested in air showed the average fracture toughness 

-3 1 .O ~ ~ a - r n ?  The composite rule-of-mixture-like relationship between fracture toughness 



and volume hction of toughening Ni3Si, Ni3Si+(Ni(Si)) and Ni@) phases showed that the 

fracture toughness values with increasing the volume fiaction of the toughening phases seem 

to W o w  sMi1a.r to the lower bound of the composite nile of mixtures. 

EnWonmental effects on fracture toughness have been investigated for single or near-single 

phase alioys and selected intermetdic composites. No environmental effects were observed 

for near-single phase q, single phase NizSi, and most of the selected in-situ composites. 

Fracture toughness of a single phase Ni3Si aIso does not seem to be affected by the test 

environment. However, hcture toughness of a near-single phass Ni3 S i containing £ïne 

(Ni3Si+Ni(Si)) mixture seems to be susceptible to test environment. This seems to be the 

effect of the susceptibility of the interfaces Ni3Si/Ni(Si) in the mixture to moisture-generated 

hydrogen. 

Indentation microcracking pattern and indentation fiachire toughness of bhary and temary 

intermetallic phases in the Ni-Si-Mg system were studied. It is shown that the determination 

of the crack system as being either Palmqvist or halfpenny by simple polishing away of the 

indented surface is unreliable due to the existence of the core zone (crack-fiee zone) with 

compressive stresses. In general, the existence of the indentation core zone in the pseudo 

halfpenny cracks does not seem to change the crack length-load characteristic of the 

halfpenny cracks allowing the use of existing equations for the penny shaped crack system to 

calculate indentation fÎacture toughness . However, equally reasonable indentation fiacture 

toughness values are also obtained by using Shetty et al. [85~he'], based on the Palmqvist 

crack system, which is modined in the present work. Our modification takes into account the 

indentation size effect (ISE) and yields results of Krc independent of indentation loads. 

Comparing the fracture toughness values obtained by indentation method (1.3- 1 . 8 ~ ~ a . m ' ~ )  

with those obtained by buk CNB specimens ( 1 . 7 ~ ~ a . m ' ~ )  for the q phase, the indentation 

eacture toughness values are in a good agreement with those obtained on the bulk materials. 
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Nomenclature 

Toughening mecbanisms and fracture toughness calculations in composites 

Ki: initiation fiacture toughness 

Kg: crack growth fkacture toughness 

0; : yield stress of composite 

a,d : yield stress of ductile phase (toughening phase) 

V,: volume fiaction of ma& 

Vd: volume fiaction of ductile phase 

0," : yield stress of matrix 

- 
EI : effective fracture strain 

- m  

~f : effective fiacture strain of matrix 

- d 

E /  : effective fiacture strain of ductile phase 

- 
E m  : effective strain of matrix 
- 
EC : effective strain of composite 

E: : yield strain of composite 

E: : yield strain of matrix 

n: strain hardening exponent 

1,: Integration component that depends on n 

r: radial CO-ordinate fiom the crack tip 

a': diiensionless constant 

E,: Young's modulus of matrix 

E,: Young's modulus of composite 

V,: volume fiaction of ma& 

E ~ :  strain in y direction 

E ~ :  strain in x direction 

KN: renucleation fiacture toughness 

xiv 



0: angular CO-ordinate fiom the crack tip 

DY : fkacture stress of matrix 

hm: ductile phase layer thickness 

&: fkacture toughness of particle 

s: distance nom the centre of the reinforcing particle 

R: particle radius 

K(s): crack tip stress intensity factor 

L: distance between particles 

u*: crack opening displacement at the point when the ductile material fgls 

W: work of fracture 

C :  constant 

u; : particle fiacture stress 

u,: displacement at yielding 

y, : shear strain of ligament 

y; : critical shear strain of Ligament 

w: shear ligament width 

L,: process zone length 
- 
l : average ligament length 

D: average grain size 

s, : shear stress in the ligament 

V, : volume fiaction of shear ligament 

4: crack defiection angle 

ki : local tensile opening (Mode 1) stress intensity factor 

k2: local sliding (Mode 11) stress intensity factor 

a*: half of the maximum acceptable crack in the component 

CNB fracture toughness 

Kr=: plane strah £kachire toughness calculated fkom the test procedure in ASTM E399-90 

Pm,: maximum load 

Y*: stress intensity factor coefficient for CNB fkacture toughness calculations 



B: specimen thiclcness 

W: specimen width 

a: depth to notchkrack fiont as defined in Fig. 2.9 

ao: depth to notch apex as dehed  in Fig. 2.9 

al : maximum depth of notch fiont as defhed in Fig. 2.9 

a: dimensiodess notch depth =a/W 

 ci^: dimensionless notch depth =- 

a 1 : dimensionless notch depth =al/W 

Ymin: minimum stress intensity factor coefficient 

KI,: plane strain fracture toughness determined by using chevron notched bar or rod 

specimens 

KIVM: plane strain fkacture toughness deterxnined based on the maximum load by using 

chevron notched bar or rod specimens 

mus: yield strength 

N: notch width 

R: notch root radius 

8: notch root angle 

KTvb: fiacture toughness determined by CNB specimen of advanced ceramics 

S 1 : outer support roller span 

SZ: b e r  load roller span 

Cv(a): cornpliance function of chevron-notched specimens 

Y: stress intensity factor coefficient for fracture toughuess calculations in ASTM E399-90 

Ar: projected fiacture area of the specimen 

E: elastic modulus 

v: Poisson's ratio 

Indentation fracture toughness 

a: indentation half diagonal 

1: length of cracks emanated fiom the indentation corners 

c: crack length fiom the center of the indentation 

W: Palmqvist crack resistance parameter 

P: indentation load 



H: mean contact pressure exerted by the Vickers indentation 

Hv: Vickers hardness 

D: median crack depth 

PL: indentation force normal to the median plane 

Pc: cntical indentation Ioad to nucleate or propagate £laws 
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1. Introduction 
There is an ever increasing need to develop low density matends that can maintain their hi& 

strength and sti&ess properties at elevated temperatures. Intermetallics have long been 

investigated with this high temperature, strengtlddensity characteristics in mind and have a 

number of properties that make them extremely attractive for structural applications, 

particularly at elevated temperatures [87Pam, 77WesJ. Intermetaliic compounds are a unique 

class of metailic materials, which form a long-range ordered crystal structure below their 

critical ordering temperature, Tc- These ordered intermetallics usually exist in relatively 

narrow compositional ranges around simple stoichiometric ratios. The strong tendency for 

chemical o r d e ~ g ,  strong bonding, and closer packing between atoms (atomic ordering 

produces a volume contraction of approximately 1.3 pct. for all the cubic ordered alloys 

[79Liu]) result in good stability of superlattice structure, reduced diffusion mobility, and thus 

increased resistance to plastic deformation at elevated temperatures [79Liu, 84~iu ' ,  89Izu, 

~ ~ Y O O ] .  

In fact, for many intermetallic alloys such as NinAl [7OTho, 84~iu'], Cu3Au [76Kur], Fe3Ga 

[84Sch], Ni3Si [SOLow, 90~ak'l etc., the yield strength shows an increase rather than a 

decrease with increasing temperature up to a certain temperature. In this regard, some 

intermetallics are likely good candidates for high temperature use to replace Ni-base 

superalloys in advanced gas turbine and aerospace applications [88Ant, 89FleJ. 

In spite of the above advantages, so far, there has been relatively lirnited success in 

developing useful intennetallic alloys for high temperature structural applications, mostly 

limited to Ni3AI, and FeAl [96Dee, 97Ge0, 97Will. The major difficulty with this class of 

alloys is theu reported bnttle fiacture and low ductility, particularly at lower temperatures. 

This low fkacture toughness can be related to three major factors [89hm, 8 4 ~ i u ~ ,  90~iu'l .  

i) Grain boundary embrittlement, caused by segregation of h a d  impurities and /or intrinsic 

weakness of grain boundary due to its structural configuration. 

ii) Environmental embrittlernent leading to an intergranular or cleavage fiacture in 

polycrystals, or cleavage fiacture in single crystals. 

iii) Low symmetry ordered crystal structures having a lirnited number of slip systems. 



Severity of factors (i) and (ii) can to a certain extent be alleviated by doping with 

microalloying elements. For example, various dopants such as B, C, Ti, Ce, Ca, Mg, Si or 

Mn were added to Ni& and of these, boron is the most effective in improving ductility and 

fabricability of Ni3Al [79~ok',  84~iu ' ,  85Liy 88Masl. However, among the factors, the 

number of slip systems (factor (iii)) depends on crystal structures and high symmetry is 

required for satis-g the so-called von Mises' criterion in which more than five available 

slip systems are required if a polycrystal is to change its shape freely [89h]. Therefore, it is 

essential to change the crystai structure to a higher symmetry unit ce11 to overcome the factor 

( i )  To a certain extent, this problem has been rectified by controliing the ordered lattice 

structure through macroalloying processes. For exarnple addition of third elements, such as 

Cu, Ni, Zn [65~am'], M .  [89Mab], Fe [8 Se i ,  88Kum], or Pd [90Pow] to tetragonal DOzz 

AbTi, Fe [ 8 4 ~ i u ~ ]  to tetragonal DOu Ni3V, Ni, Cu, [651Xam1], V [66Ram], Zn [65~am~] ,  Fe, 

Cr [89Sch], or Mn and Cr [91Vir, 92Virl to tetragonal A13Zr, and Fe [ 8 4 ~ i u ~ ]  to 

hexagonal DOl9 Co3V produce Llz (Al+third element)3Ti, (Ni,Fe)3V, (Al+third element)&, 

and (CO,F~)~V structures, respectively. 

The aim of many investigations has been to design multiphase materials, including 

composites, whose microstructures are optimized for a combination of high temperature 

mechanical response, e-g. creep resistance, and room temperature fracture toughness [93Ebr]. 

Another method of toughening is based on the concept of so-called in-situ composite [93Ant3. 

In these composites, the toughening phase in the intermetallic matrix is incorporated in a 

'natural' manner, based on the equilibrium phase diagram via solidification and subsequent 

thennomechanical treatments. In the in-situ intermetallic composites, macrostmctural 

toughening usually involves the incorporation of a ductile second phase in a brittle 

intermetallic ma&. The purpose of the ductile phase is to interact with the progression of 

cracks through the matrix phase. The ductile second phase cm take the form of isolated 

particles, interpenetrating networks or continuous phases such as lamellas or fibers. While the 

degree of toughening is generally dependent on the volume fiaction and morphology of the 

second phase, the actual charactenstics of the ductile phase that will generate optimum 

toughness have not yet been adequately established or modelled. Toughening mechanisms in 

the in-situ intermetallic composite will be discussed in Chapter 5.  



2. Objective of the study 
The present study consists of three major topics. The objective of each topic is as follows. 

2.1 Phase equilibria in the Ni-Si-Mg system 
The binary Ni-Si, Mg-Ni, and Mg-Si systems are well established [90Mas] and contain 

intermetaliic phases of scientific and commercial importance (e.g., Ni3Si, Mg2Ni, and MgNiz, 

etc.) as discussed in the following chapter. However, the Ni-Si-Mg temary system was not 

systematically studied in the past. The existence of only two temary intermetallic phases 

MfiSi6 [81Buc] and MgzSSTi [85Nor] were reported in the literature. Therefore, the 

temary Ni-Si-Mg system is of great interest since some new denvatives of the intermetallic 

compounds in the above binary systems may exist in the temary system with attractive but yet 

unknown properties. 

The present author reported a preliminary part of the Ni-Si-Mg phase diagram c o v e ~ g  the 

Ni-rich area [95Son, 98son1]. However, considering the recent interest in the binary MgNi2 

and Mg2Ni phases for their capabilities as structural and functional materials it is important to 

extend the temary Ni-Si-Mg temary phase diagram in [96Son, 98~on'l to the Mg-rich area 

and also to the Si-rich area. This phase diagram, then, can be used as a guideline for the 

development of any novel structural or functional alloys in this alloy system. 

In this part of the thesis, the phase equilibria at room temperature (established after 

homogenization and slow cooling to room temperature) and the stability of the phase 

equilibria at elevated temperature will be studied. Crystallographic (lattice structure and 

lattice parameters) and metallographic (melting and reaction temperatures) characteristics of 

the newly discovered phases in the present system will be investigated. In addition, the 

microstnictural evolution of the investigated alloy and basic information such as the hardness 

of the intermetallic phases observed in this system will be presented. 



2.2 Fracture behaviour and toughness of in-situ 

composites in the Ni-Si-Mg system 
Fracture behaviour and hc ture  toughness of the in-situ intermetallic composites and selected 

singIe intermetailic alloys for the development of novel structural materials will be evaluated 

by chevron-notched beam (CNB) specimens. The effect of microstructure and the role of 

interface between phases on fracture toughness will be investigated through the fiacture 

surface of tested specimens. In addition, the composite de-of-mixture-like relationship 

between fkacture toughness and volume fraction of phases will be tested. 

Since many intermetallic alloys including Ni& in the present work are reported to be 

susceptible to envuonmental embrittlement, selected intermetaliic composites in the present 

work will be tested in dry oxygen or vacuum environment to investigate the environmental 

effect on fracture toughness. 

The selection of the compositions to fabncate in-situ intermetallic alloys for fiacture 

toughness test was carried out based on the microstructural evolution in each equilibrium 

phase region in the Ni-rich area in the Ni-Si-Mg temary phase diagram established by the 

present author and the observation of the indentation fracture behaviour of each phase using 

microhardness test [96Son, 98sonL], considering the combination of brittle and ductile phases 

and the effective configuration of microconstituent phases having fine eutectic-like structures. 

2.3 Indentation fracture toughness of intermetallic 

phases investigated in the present work 
The microcracking behaviour, determination of indentation crack system and indentation 

fiacture toughness of the newly discovered temary intermetallic phases as well as binary 

phases observed in the present work will be investigated. Finally, a cornparison between two 

different methods, i.e., indentation fracture toughness and chevron-notched toughness bend 

test will be attempted. 



3. Intermetallics in binary Mg-Ni, 

Mg-Si, and Ni-Si systems 
Some of the intennetaliic phases in the binary Ni-Si, Mg-Ni and Mg-Si systems previously 

investigated for the development of structural or functional dloys are reviewed in this section- 

There is an arnbiguity in the stoichiometric designation of the Pl  phase in the Ni-Si binary 

phase diagram in Fig. AS in Appendix A. The Pi phase has been customarily designated as 

Ni3Si, but it is designated as NiiSi in the second edition of 'Binary Alloy Phase Diagram' 

[90Mas]. See Ni-Si crystai structural data fkom [9OMas] and [9 lNas] in Fig. A. 1. l (a) and (b) 

in Appendix A, respectively. At this moment, it is dinicult to determine whether the 

designation of the PI phase as N&i in the above reference book was made on purpose to 

distinguish it fiom the high temperature Pz-Ni3Si and P3-Ni3Si phases or the designation of the 

pi  phase as N4Si is simply a typographical error. Based on the Ni-Si phase diagram in 

[90Mas], the P i  phase was designated as Ni4Si in the previous work by the present authors 

[96Son, 98son1, 98son2]. In this work it will be designated Ni3Si since it is predominantly 

designated as Ni3Si even in the most recent journal papers [OOJan, OOPik] . The y phase in the 

Ni-Si phase system has been designated as Ni3iSi12 [90Mas, 9 INas] since Frank et al. [7 1 Fra]. 

However, this phase is also customarily designated as Ni5Si2 since it was originaliy referred to 

as Ni& in [64Sai]. Therefore, bot .  designations Ni&i12 and Ni& c m  be used for the y 

phase. The y phase was predominantly designated as Ni5Si2 in the previous work by the 

present authors [98son1]. 

3.1 Characteristics of LI2 Ni3Si 
Llz intermetallic alloys such as Ni3Al are the leadmg intermetallic cornpounds which can be 

applicable practically in industry. Nickel silicide based on LI2-type Ni3Si is very attractive 

for hi& temperature structural applications because of its cubic crystal structure, low density, 

supenor corrosion resistance, specifically in sulfurous and oxidiziing environments, and 

because it displays a positive temperature dependence of the flow strength [SOLow, 90~ak',  



90~akz, 98Takl. However, Ni3Si s a e r s  nom low ductility at ambient temperature. The low 

ductility has been attributed to both an environmental effect and a poor grain-boundary 

cohesion [96Liu] as will be discussed in section 3.1.3. 

3.1.1 Positive temperature dependence of yield strength 

The mechanical strength of metallic crystals generally decreases with increasing temperature 

due to the thermally assisted motion of dislocations [84Hul]. However, as already mentioned, 

some of the LI2 type intermetallics such as Ni3A1 [70Tho, 8 4 ~ i u ~ ,  84Pop, 89Suz1, NjGa 

[73Tak, 87Ea], Ni3Ge [78Aok, 79~ok'l and Fe3Ga [84Sch] as well as NiaSi p ~ ~ a k ' ,  98TakI 

show an increase in strength with increasing temperature. 

The positive temperature dependence of the strength was explained by the themally activated 

transition via the cross slip mechanism of screw dislocations fiom (1 1 1 ) planes to { 100) 

planes in this type of crystal structure [73Tak]. The driving force of this cross slip is the 

difference in the anti-phase boundary energies on (1 1 1 } and { 100) planes. The energy of the 

anti-phase boundary on (100) plane is decreasing with increasing temperature as compared to 

that on { 1 1 1 ) plane, and thus the unit dislocation constituting a superdislocation on the { 1 1 1 } 

plane tends to cross slip onto the (100} plane reducing the total energy of superdislocation. 

However, since the mobility of the dislocation on the (1 11) plane is much larger than on the 

(100) plane, the cross slipped parts act as dragging points for the motion of screw 

dislocations on the (1 11} plane, thus raising the flow stress with increasing temperature 

[73Tak, 89Tak, 90~ak'l. At sufficiently high temperature where the dislocations on the 

(100) plane can move easily, the macroscopic slip on the (100) plane controls the 

deformation [73Tak]. 

The maximum yield strength of Ni3Si was reported to occur in between 350°C4500C 

[91~ak', 9Nan], but the peak temperature could be increased up to about 600°C by addition 

of Ti to Ni3Si, forming a ternary intermediate phase Nis(Si,Ti) [91~ak'] which will be 

discussed in section 3.1 .S. 

3.1.2 Corrosion resistance 

Besides the positive temperature dependence of the strength of Ni3Si, the corrosion and 

oxidation resistance of this material is excellent due to the development of a protective silica 



film on the surface [9Nao]. For example, Hastelloy alloy D@ (Hastelioy is a registered 

irademark of Haynes International, Inc. containing Ni-9 wt. % Si-3 wt. % Cu ) is a corrosion- 

resistant d o y  based on Ni3Si intermetallic compound with unique ability to resist attack by 

sulfùric acid solutions [8901i]. In 1993, Sumitorno Metals also developed a corrosion 

resistant and highIy ductile Ni3Si-3Cr-1Cu-0.005B (wt.%) alloy as a structural material for 

various environments in which corrosion and particularly sulfüric acid corrosion is severe. 

The Ni3Si-3Cr-1Cu-0.005B alloy could be produced by hot working rnaintaining the 

corrosion resistance equivalent to Hastelloy D while Hastelloy D is cast alloy and could not 

be hot worked because of its poor hot ductility [93Tak]. 

3.1.3 Environmental effects and grain-boundary cohesion 

In spite of the above advantages, the use of NiaSi has been restricted by the low ductility 

attributed to a propensity for intergranular fiacture. n i e  brittle grain boundary fracture in 

Ni3Si is caused by two major factors: (1) moisture-induced hydrogen embrittlement, and (2) 

poor grain-boundary cohesion [96Liu]. 

The embrittlement involves the reaction of silicon with water vapour in au according to the 

following reaction: 

Si+2HzO+Si02+4H 

and the generation of atomic hydrogen that penetrates into grain boundaries at crack tips 

causing brittle intergranular fracture [9 lLiu, 96Liu, OOPik]. Environmental embrittlement, an 

extrinsic factor, has also been reported to be a major cause for brittle fkacture in many B2, DO3 

and Llz intermetallics such as Ni3AI [93Liu, 95Geo1, Co3Ti [86Tak], FeAl [89Liu, 90~iu', 

9 0 ~ i u ~ ] ,  Fe3AI [ ~ o L ~ u ~ ] .  

Intrinsicdly weak grain boundaries in strongly ordered alloys such as LI2 type A3B 

intermetallic compounds are due to relatively poor grain boundary cohesion as compared with 

bulk material. Character of intermetallics in the ordered A3B Llz structure depends strongly 

on the bond nature of A-B pair. The stronger covalent A-B bond nature is characterised by 

the directionality and heteropolarity of electronic charge distribution. As to the 

heteropolarity, B atoms tend to withdraw electrons fiom A-A bonds and form covalent A-B 

bonds. Therefore, the A-B covalent bonds perpendicular to the boundary plane are supposed 

to sustain grain boundary cohesion. However, according to the cornputer simulation of the 



geometricai configuration in grain boundary region, the A-B bonds drasticaliy decrease while 

A-A bonds remarkably increase in the grain boundary region. Thus, as a result, the defect 

structures of bond are introduced into grain boundaries [83Tak, 89Ini], rendering them 

weaker. 

3.1.4 Effect of microalloying elements 

Similarly to Ni3A1 and Ni3Ga, doping of NisSi with boron and carbon has the effects of 

dramatically irnproving the ambient tensile ductility by preventing intergranular fracture by 

hydrogen, improved grain boundary cohesion and strengthening the matrix [8901i, 89Tau, 

98Tak, OOPik] . 
A single phase Ni3Si alloy (Ni77Si23) doped with 0.1 at. % boron showed full bend ductility 

and complete transgranular fracture compared with brittle intergranular fracture for the 

undoped Ni3Si [89Tau]. Carbon doping of NiSi also improves bend ductility but is less 

effective than boron doping [89Tau]. Alloying with 0.1 at. % carbon produced full bend 

ductility but a mixed mode failure (-30 % transgranular). A Nis i - i  Siis.9 alloy containing NisSi 

and Ni(Si) phases doped with 50 ppm boron showed 18.9 % tensile elongation and 

transgranular fracture mode in air [OOPik] compared with 4 % tensile elongation for the 

undoped Ni77.sSizz.s alloy containing Ni3Si and Ni(Si) [91Liu]. On the other hand, in case of a 

Ni77.5Si22.5 alloy containing NiaSi and Ni(Si) doped with 150 ppm boron it has been reported 

that boron appears to only suppress environmental embrïttlement but not to enhance grain 

boundary cohesion [96Liu]. In this case, the alloy showed an increased tensile elongation 

(-7.0 %) in air compared with the undoped one, but failed in intergranular fiacture mode. 

Auger analyses indicate that boron and carbon tend to segregate strongly to grain boundaries 

in Ni3Si [89Tau] and their beneficial effect may corne fiom reducing hydrogen diffusion, as 

indicated in B-doped Ni3AAI [94Wan], by blocking the hydrogen diffusion path along the 

boundary (e.g. by plugging defect sites at the boundary). However, at higher boron 

concentrations in Ni3Si, bondes are fomed at the grain boundaries and the fracture mode 

becomes increasingly intergranular [89Tau]. Similar degradation in ductility has been 

observed in boron-doped Ni7&lZ4 and Ni7&a24 alloys when the boron solubility 1 s t  is 

exceeded [84Tau, 85Liu, 89Taul. 



As in the case of Ni3Al and Ni3& doped with boron that show improved ductility and a fùlly 

transgranular fiacture morphology only for nickel-nch deviations nom stoichiometry, that is, 

Ni concentration greater than 75 at. %, the ability of both boron and carbon to suppress 

intergranular Gracture in &Si is greater for high nickel concentration [89Tau]. 

3.1.5 Effect of macroalloying elements 

As summarïzed in Fig. 3.1 [840ch], the solid solubility of ternary elements is generally small 

in Ni3Si in contrast to Ni3Al except for Al, Ga, and Ge which s u b s t i ~ e  for Si and fonn 

continuous solid solutions up to their respective terminal Llz phases of Ni& Ni3Ga, and 

Ni3Ge [840ch, 98Tak]. Apart fiom these elements showing complete solid solubility in 

Ni3Si, Ti can be accommodated up to about 11 at. % at 1173K. The solubility lobe deviates 

toward excess Ni composition at higher Ti contents [ 90~&,  98TakI. Mn and Nb are also 

soluble to some extent, while Cr, Cu, Fe and V are insoluble [840ch, 98TakI. 

Fig. 3.1 Schematic diagram of the solubility lobes of ternary Lb-type Ni3Si phase at 1273 
K for various elements [84Och]. ' C' stands for the allo ying elements (Ge, Ti, Mn, and Nb). 

The addition of Ti to Ni3Si has been repoited as a breakthrough to overcome the brittle 

intergranular fhcture of Ni3Si [8601i, 90~ak'l.  The yield strength and the peak temperature 

of the yield strength increase with increasing Ti concentration. The addition of 4.4 at. % to 



11.3 at. % Ti to the as-cast %Si material resulted in the bend ductility in ait at room 

temperature. This bend ductility was shown to become more obvious for Ni-rich composition 

[90~ak']. The ductilization of the Llt ordered alloys can be obtained by controlling the 

chernical composition and thereby the electrochemical bonding nature at the grain boundary 

region of this structure [85Tak, 88% 90~&]. 

Furthermore, the addition of more than 4 at. % Ti to Ni3Si was shown to lead to a direct 

solidification of Llz phase fiom melt, and thereby to eliminate the isomorphic structure of 

Ni3Si (Fig. A.1 in Appendix A). Thus, the L12-type Ni3Si phase is stabilized up to its melting 

point by the addition of Ti [7l Wil, 90~&]. 

Little is known about the eEect of other substitutional solutes on the ductility and fiacture of 

Ni3Si because of low solubilities of those elements as mentioned earlier. However, the effect 

of some transition elements on the strength and fiacture behaviour of the ternary Ni3(Ti,Si) 

alloys was exarnined [91T.ak1, 98Tak]. The addition of Hf and Nb to Ni3(Ti,Si) slightly 

reduced the tensile elongation at low temperatures but improved at hi& temperatures, 

whereas the addition of Cr, Mn, and Fe to Ni3(Ti,Si) improved the tensile elongation over the 

whole range of test ternperatures [9 l ~ a k ' ,  98TakI. 

Recently, the influence of second-phase dispersion on environmental embrittlement of 

Ni3(Si,Ti) alloys with transition elements V, Nb, Zr, and Hf has been reported [99Tak]. In 

case of Zr- and Hf- added Ni3(Si,Ti) alloys showed lower tensile elongation than the 

unalloyed Ni3(Si,Ti) when deformed in vacuum as well as in air. Consequently, Zr- and Hf- 

containing second phase dispersions, Ni& @Ois) and NisHf, respectively, have little effect 

of improving the moisture-induced embrittlement. However, in the V-added Ni3(Si,Ti) alloy 

with Ni solid solution, tensile elongation (around 32-33%) of the alloy deforrned in air was 

almost identical to that of the V-added Ni3(Si,Ti) alloy deformed in vacuum and also to the 

unalloyed Ni3(Si,Ti) deformed in vacuum. In the Ni3(Si,Ti) alloy with Nb-containing second 

phase NitNb @O& even if the alloy deformed in vacuum showed a lower tensile elongation 

than the unalloyed Ni3(Si,Ti) alloy in vacuum, the alloy deformed in air showed a higher 

tensile elongation than the unalloyed Ni(Si,Ti) defonned in air. By demonstrating the 

difference in the ductile-to-brittle transition @BT) strain rate of unalloyed Ni3(Si,Ti), Nb- 

added Ni3(Si,Ti) alloy with Nb-containing second phase, and Nb-added Ni3(Si,Ti) L12 mono- 

phase alloy, they observed that Nb-added Ni3(Si,Ti) LI2 mono-phase alloys have the highest 



DBT strain rate, indicating that the Nb-added Ni3(Si,Ti) LI2 mono-phase alloys are 

environmentally sensitive. Therefore, they excluded the effect of alloy composition of the 

L12 matrix and exclaimed that the second phases may be directly attributed to the 

improvement in environmental embrittlement. The possible mechanisms responsible for the 

beneficial effect are: hydrogen may be preferentially (1) absorbed into the second-phase 

dispersion, or (2) trapped at interface between the Llz ma& and the second-phase 

dispersion. Consequently, hydrogen would be depleted at the grain boundaries of L12 matrix. 

Other explanation is that heavily deformed plastic zone (consisting of high dislocation 

density) formed around the second-phase dispersion gives preferential trap site to hydrogen 

during deformation. 

3.2 Characteristics of MgNi2 Laves phase 

3.2.1 General char acteristics of Laves phases 

MgNiz (see Mg-Ni binary system in Fig. A.2 in Appendix A) belongs to a group of 

intermetallic phases called 'Laves phases'. So, their general charactezistics will be discussed 

first. 

One important principle of compound formation that is based on the relative sizes of the 

component atoms was first set forth by Laves. Laves concept was that certain metallic 

structures might be understandable in terms of the creation of dense packings of atoms of 

different sizes, and this might then require both a limited range of radius ratio for the two 

species as well as a specXc proportion of the components. Compounds of this type with the 

formula ABz have since been extensively studied and are hown as Laves structures. When 

the component atoms differ in size by a factor of about 1.1-1.6 (ideally 1.225 [36Lav, 

95wes2]) it is possible for the atoms to fil1 space most efficiently if the atoms order 

themselves into one of the so-called Laves phases CS 1 Por] . 
There are several factors goveming lattice structure of metailic materials such as atornic 

number, size ratio, electrochemical difference, or electronlatom ratio 195  es'] . Usually, the 

observed structure is a result of the combined action of two or more factors [95wes1]. 

However, it was realized that only in the limiting cases will the action of a single one of the 

structure-determinhg factors be sac i en t  to determine structure and bonding type. Laves 



phases are in such a limiting case. Only the size ratio for the two species as well as a specific 

proportion of the components is an important factor as a structure-deterrnïning factor. In 

Laves phases, the stability is mostly due to the increase in the coordination number in 

formation of these phases fiom the elemental cornponents [95wes2]. In the structure of the 

cubic MgCu2 Laves phases each Mg atom is surrounded by twelve Cu and four Mg atoms, 

whereas each Cu atom has s u  Mg and six Cu atoms as nearest neighbours [95wes2]. There 

are three types of Laves phases as follows: 

MgCuz(C 1 S), cubic cF24 

Mg&(C f 4), hexagonal hP 12 

MgNi2(C36), hexagonal hP24 

Multilayer Laves phases based on the MgZn2 type binary Laves phase were also observed in 

the Mg-Li-& temary system and derivatives of the MgZm and MgCu2 type temary Laves 

phases were also observed. For example, MgzCu3Si and MnInCu4 are MgZn2 type, and 

MgzCu3Al and MgSnCu4 are MgCuz type. 

3.2.2 Application of Laves phases as a structural material 

One way to select candidate alloys of possible interest for high temperature applications is to 

require a combination of hi& melting temperature and low density. However, in general, the 

leading intermetalIic alloys with L12 structure PCC) (e-g., Ni3Al) have relatively low melting 

points, Tm, and relatively high density [87Fle, 98KVn]. On the other hand, materials with 

complex structures (and hence little chance for ductility) have much better (Tm/density) 

combinations [98Kim]. Based on these type of considerations it appears that Laves phases or 

other complex structures may be good candidates as strengthening components for fùture 

high-temperature structural alloys and have received increasing attention in recent years 

[92Liv, 95Liu, 98KimI. Generally speaking, Laves phases have high melting points and fairly 

low specific gravities [93Chu, 98KimJ. Even if these d o y s  are brittle at low temperature 

plastic defonnation by dislocation motion is observed in these dloys at high temperatures, 

above 0.65 Tm [65Mor, 89Liv, 890hb, 98KimJ If an altemate deformation mode, e-g., 
. . mechanical twinning, can be induced at low temperature, then the low temperature brittleness 

probIem may be alleviated. 



3.2.3 Deformation behaviour in Laves phases 

Deformation behaviour and deformation induced defects in Laves phases has been studied 

[9lLiv, 93Chu, 93Ha2, 95Liu, 98Kim]. Twinning was reported in Cl 5 intermetallic, MgCu2 

by Moran [dSMor] and in CHf, Nb, Ti)& alloys by Livingston et ai. [90Liv]. Liu et al. 

[ 9 2 w  observed both twining and stress-induced phase transformations (fiom Cl5 to C36) in 

ZrFe2. Chu et al. [93Chu] observed twining, raising compressive ductility to about 3-4% 

below 300°C, and dislocation plasticity after deformation above 800°C in W - N b  Cl5 

Laves phase. Study of single-phase C36 alloys of MgNiz and M ~ C U & ~ ~ . ~  [91Liv] showed 

that &et compression at high temperature, the dominant microstructural features were 

dislocations and hi& density of extended faults on the basal plane. Liu et al. [95Liu] also 

observed nonbasal fauits on the pyramidal planes { 101 1 ) and { 10 12) and the prismatic plane 

{ 10 10) in MgNi2 after room-temperature compression. 

3.3 Characteristics of MgzNi 
MgsNi is a low density (the calculated density fiom its lattice parameters is 3.46g/cm3) Mg 

rich intermetallic compound having 18 atoms in a hexagonal symmetry with the lattice 

parameters, a=0.5 19nm and c=1.32 1nm [85Vil]. The MgzNi compound has recently gained 

an interest as a funetional alloy for the development of nanostructured hydrogen storage 

alloys for fiel cells [98Abd, 98CraJ. 

3.3.1 Mg2Ni-Mg based hydrogen s torage alloys 

The use of a hydrogen-storage medium, combined with a fuel ce11 to convert the hydrogen 

into electrical energy, is an attractive proposition for a clean transportation system. Ball- 

milled nanocrystalline magnesium and magnesium-based hydrogen storage alloys by forming 

metallic hydrides are promising energy conversion and storage medium because of their 

capability of absorbing hydrogen in large quantities, lower specific gravity, richer mineral 

resources, low material cost and so on [98Noh]. In terms of hydrogen absorption capacity 

rnagnesium (7.7 W.%) seems to be a good candidate to be used in hydrogen combustion 

engine, but the hyàrogen absorption-desorption process needs high temperahve (>600K) with 

very low kinetics [98Abd, 99SchJ. Therefore, Mg rich intermetallic alloys are being 



developed to solve this problem. M m  (3.7 W.% of hydrogen absorption capacity) or 

Mm-based doys  is the most intensively studied [98Abd, 98Cra, 98Lia, 98Noh, 98Tes, 

99Sch] since the hydrogen absorption and desorption kinetics in M m  are better than in Mg. 

For example, in a Mg+MgzNi eutectic alloy (6.3 wt.% of hydrogen absorption capacity), 

magnesium provides most of the hydrogen-storage capacity and the MgzNi is to provide 

kinetic "gate" to accelerate the hydriding/dehydriding reaction. However, after al1 of the 

magnesium has been transformed to a hydride WgH2), and with additional hydrogen 

pressure, the MaNi phase also absorbs hydrogen to form MgzN' ï  [99Sch]. Nevertheless, 

relatively high temperature (170-250°C) in the case of MgzNi, is still required for reversible 

absorption and desorption of hydrogen at around atrnosphenc pressure [98Noh]. Therefore, 

the advent of such a systern will require m e r  research into magnesium based intennetallic 

alloys that provide a hi& hydrogen capacity, as high as Mg, good absorption and desorption 

kinetics, and a low operation temperature. 

3.4 Characteristics of MgzSi 
MgzSi is the only stabIe intermetailic phase in the Mg-Si binary system [90Mas] (see Fig. A.3 

in Appendix A). The crystal structure of this compound is face centered cubic (CI-CaF2 type) 

with 12 atoms in a unit ce11 [90Mas]. It has a density of about 2g/crn3 [7 1 Sim, 90Sch, 93~ i ' ,  

93VarJ and an elastic modulus of about 1 10-120GPa [7 1 Sim, 90Sch, 9 3 ~ i l ,  93Var], making it 

the intermetallic with the highest specific modulus as compared to other structural 

intermetallics [93~i ' ,  93VarI. As will be mentioned in section 2.4, Li et al. [93~i ']  and Varin 

et al. [93Var] studied MgsSi intermetallic alloys alloyed with 1 at. % of several different third 

elements such as Ni, Co, Cu, Ag, Zn, Mn, Cr, and Fe to improve its ductility and /or fiacture 

toughness by a macroalloying effect for the development of a lightweight material, for 

medium- to high-temperature applications, especially in the automobile and transportation 

industries. [93Var, 93~il l .  Vickers indentation fiacture toughness of MgzSi reported in 

[93~i' ,  93Var] was less than about 1 .O M..a.mlR and chevron-notch beam (CNB) fiacture 

toughness of MgzSi with 1 at. % addition of various third elements mentioned above Iess than 

1.5 MPa.mlR at room temperature. VHN of MgzSi at lOOg load was reported to be in the 

range of 406-472. The highest Vickers hardness of the second phase in the MgzSi alloy was 

measured in the Ni-modified MmSi to be 472 kglmm2 [93~i']. The results of fracture 



toughness test by four point bending of chevron-notched specimens indicated that Ni seemed 

to be the most efficient aiioying element in Mproving fiachue toughness by modifjing the 

microstructure [93~i']. This led to more investigation about the effect of  a systematic 

increase in the Ni content on the xnîcrostructure, microhardness, strength, fiacture toughness 

and microcracking of MeSi-Ni alloys. 



4. Ni-Si-Mg ternary alloy system 

4.1 Intermetallic phases in the Ni-Si-Mg ternary 

sys tem 
Some earlier work reported the existence of Ni-Si-Mg ternary intermetallic phases MgNi6Si6 

[S 1 Buc] and Mg2S N i  [85Nor]. 

The Mg2SNi3 was observed by Noreus et al. [85Nor] by alloying MgzNi with Si for the 

development of alloys for hydrogen storage purpose. Both MgNi& and MgsSïNi3 were 

reported as having a hexagonal structure with lattice parameters, a=0.494Snm and 

c-0.3738~1, and a=0.50044nm and c=l.l0894nm, respectively. No physical or mechanical 

properties of the phases were reported. Recently, Pearson's Handbook Desk Edition 

(crystallographic data for intermetallic phases) [97Vi1] reported structure types of MgNi6S i6 

and MgsSiNi3 as hexagonal Cufïb and Fe2Tb-type, respectively. 

4.2 Ni-Si-Mg ternary phase diagram 

4.2.1 Ni-Si-Mg ternary phase diagram by Varin and Li [93~i' ,  

93Var, 94Li, 95VarJ 

Varin and Li carried out preliminary studies of intermetallics in the Mg-Si and Ni-Si-Mg alloy 

systems [93~ i ' ,  93Var, 94Li, 95Vad. As discussed in section 3.4, an attempt was made to 

add different third elements such as Ni, Co, Cu, Ag, Zn, Mn, Cr, and Fe to the brittle MgzSi 

intermetallic phase to improve its ductility and /or fiacture toughness by a macroalloying 

effect [93Var, 93~?] .  Fig. 4.1 shows the originally proposed room temperature isothennal 

section of the ternary Ni-Si-Mg phase diagram in the Ni-rich area where the ô-Ni2Si 

compound was proposed to accommodate up to about 22 at. % Mg [BSVar]. Therefore, this 

new temary single phase was designated as 6'-Ni2(Si,Mg) assuming that it was derived fiom 



&&Si being a solid solution of Mg in *Si. However, the nature of the phase was not 

weiI understood and its phase field was only tentatively outlined in Fig. 4.1. 

O SINGLE PHASE 
MULTI-FHASE 

- 

Fig. 4.1 Ni-Si-Mg ternary phase diagram in the Ni-rich area [95Vd. 

4.2.2 Ni-Si-Mg ternary phase diagram by Song and Varin [95Son, 

98~onl]  

The present author reported a preliminary part of the Ni-Si-Mg phase system c o v e ~ g  the Ni- 

and Si-rich corner in the Master's thesis [96Son] and the following article [98son1]. nie Ni- 

Si-Mg temary phase diagram after slow cooling of the investigated alloys fiom the 

homogenization temperature to room temperature was established by means of EDS analysis 

using high purity elemental standards and identification of al1 the phases by x-ray difiaction. 

As shown in Fig. 4.2 the locations of overall compositions and phase compositions of the 

alloys investigated by the present author after hornogenization are shown in the phase diagram 

including data points obtained fiom previous study by Varin and Li [95Varl s h o w  in Fig. 

4.1. Ni& in Fig. 4.2 is designated as Ni3Si in the present work. 
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Fig. 4.2 The Ni-Si-Mg ternary phase diagram established by the present author [96Son, 
98~on'l.  

As shown in the temary phase diagram in Fig. 4.2, three ternary intermetallic phases, q, K, < 
were discovered. The designations of the newly found temary phases were arbitrarily chosen. 

The solid solubility of Mg in 6-&Si was found to be zero. None of 6-NizSi in the phase 

diagram contained Mg. Therefore, the ô'-Nir(Si,Mg) phase proposed by Varin and Li in 

[95Var] was not a solid solution of Mg in 6-Ni2Si. The ô'-Ni2(Si,Mg) phase in [95Var] was 

redesignated as the q phase in Fig. 4.2. The stoichiometries of the Ni-Si b i n q  phases, Ni4Si 

@&Si), Ni3 Sil2 (or NiSSiZ), Ni2Sii and Ni& in the temary phase diagram are always about 2 

at. % deficient in Si content as compared to those phases descnbed in the Ni-Si binary phase 

diagram POMas]. The stoichiometry of the Mg-Ni phase, MgNi2, even if it is not clearly 

deterrnined in Fig. 4.2, is dso deficient in Mg content. 



Crystal structure identification was carried out for the q and the K phases [96Son, 98~on' l  by 

a pattern indexing compter program, TREOR [85Wer]. The lattice structure of the q phase 

was detennined to be a cubic system with a=b=c=1.128 1nm and a=b=c=l .1308nm fiom the 

two near single phase alloys, 19 and 20 in the q compositional ranges in Fig. 4.2, respectively. 

X-ray dmaction pattern of q was found to be the same as that of the phases having Mnz;m 

structure type (also cited as Mg6CuI&Ti7, or Mh&&&-type), which has a complicated face- 

centered cubic structure (F.C.C) with 116 atoms in a unit ce11 [85Vi1]. In case of the K phase, 

two possible lattice structures were obtained. One is an orthorhombic structure with the 

lattice parameters, a=1.165 lnm, b=1 .OO6Onm, and ~ 0 . 5 8  12nm and the other is a hexagonal 

structure with the lattice parameters, a=b=l. 1623~1,  c=1. I6SOn.m. However, hexagonal 

system seems to be more Iikely because hexagonal structure is more syrnmetrical than 

orthorhombic one and as such, it is more difficult to satisfy dBaction conditions for 

hexagonal structures. The determination of the crystallographic structure of the & phase was 

not attempted since there was difficulty with fabricating a single < phase alloy. 



5. In-situ composite toughening 

5.1 Toughening mechanisms and toughness 

calculations in composites 
The concept of toughening intrinsically brittle intermetallic and ceramic materials by the 

introduction of soft and ductile reinforcements has been used in the design of advanced 

composites [89Eva, 92Rav, 93Her, 94venJ. Significant toughening can be achieved by 

incorporating ductile particles or fibers in low toughness matenals. The presence of a ductile 

phase in a brittle ma& c m  enhance the overall fiacture toughness of a two-phase material 

usually by accommodating plastic incompatibility at grain or phase boundaries, blunting of 

pre-existing flaws or bndging of the crack surfaces in the crack wake [93cha1]. The 

enhancement in fiacture toughness is simply due to the decrease in crack tip stress intensity 

by several toughening mechanisms when a sharp crack encounters the ductile phase. 

n i e  toughening mechanisms ia composite materials can be considered either as intrinsic or 

extrinsic [87Rit, 92Cha, 94cha1, 94cha2, 95cha1]. Intrinsic mechanisms affect the initiation 

toughness values. The term initiation toughness refers to the critical stress intensity at which 

crack extension commences and is customarily referred to as the Kic value when plane strain 

condition prevails. In contrast, extrinsic mechanisms are expected to affect mostly the crack 

growth toughness by inducing a rising resistance cuve behaviour through the formation of a 

bndged zone in the crack wake. The various toughening mechanisms, which result fiom the 

use of a ductile phase are surnmarized in Fig. 5.1. Toughening processes such as crack- tip 

blunting [68Hut, 68Ric, 85Rit, 890de, 90cha1, 92Cha, 93cha1, 94Noe1, crack trapping 

[81Krs, 9lBow, 93HerJ, microcrack renucleation [93He, 93Her, 93Sha1, and crack-tip 

interface debonding [89Eva, 90Dev, 90Eva, 91Ca0, 93cha2, 93He], which originate fiom 

properties of the constituents can be considered as intrinsic mechanisms. Toughening 

processes such as crack bridging [88Bud, 88El1, 89Ash, 89Ca0, 89Fti, 89Mat, 92Mur, 95And, 

96Ben, 96SunJ, ligament toughening [91Cha, 92Cha 93cha1, 94cha2, 95cha2], crack 



deflection [85Sur, 90Eva, 90cha2, 92Cha, 92Sob, 93sob1], which improve fiacture resistance 

by lowering the near-tip stress intensity levels can be considered as extrinsic mechanisms. 

Crack Front 
Layered Composite 
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(d) Cnck-Tip Interface 
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(e) Cnck Bridging 

(c) Crack-Tip BIunüng 

(0 Shear Ligament 
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(g) crack deflection 

Fig. 5.1 Toughening mechanisms in composite materials [95cha1]. 

Fig. 5.2 shows the relationships between toughenhg mechanisms and fracture resistance. 

The stress intensity curve for the brittle single-phase matrix shown as the lower dashed luie, 

Km in Fig. 5.2 is a straight line with zero slope. The initiation toughness, Ki of composites is 

higher than brittle single-phase materials. Once crack extension occurs, a higher K level may 

be requued to extend the crack tip M e r ,  resulting in a rising hcture  resistance curve, as 

shown by the solid line in Fig. 5.2. The initiation toughness, Ki, denotes the stress intensity 

level at the onset of stable crack growth, while the Kg value of the fiachire resistance curve 

represents the crack growth toughness at the onset of unstable fiacture. Both the initiation 

and crack growth toughness can be enhanced by the presence of a ductile phase in the 

microstructure. 



Crack Extension, Aa - 
Fig. 5.2 Relationships between toughening mechanisms and fiacture resistance [95cha1]. 

As shown in Fig. 5.2, inûinsic toughening mechanisms increase the initiation fkacture 

toughness, Ki, while extrinsic toughening mechanisms increase the crack growth toughness, 

Kg. 
There have been many toughening mechanisms and analyticd models proposed to evaluate 

the amount of enhancement of the stress intensity factor by the presence of a ductile phase. 

Several models for fiacture behaviour and fiacture toughness calculations in composite 

materids, and the factors affecting fiacture toughness in each mode1 will be discussed. 

5.2 Intrinsic mechanisms 

5.2.1 Crack-tip blunting by a ductile phase 

One important aspect of a ductile phase in the fiacture process of a two-phase microstructure 

containing a bnttie intermetdlic matrix is shown in Fig. 5.3. The ability of strain 

accommodation in a brittle intermetdlic matrix is relatively low because of the propensity for 

grain-boundary or cleavage cracking which results from an insufficient number of 



independent slip systems in the intermetaiiic mat& [goKim, 92Chal. The presence of a 

continuous ductile phase in the microstructure as shown in Fig. 5.3 provides an area for 

plastic accommodation at the grain or phase boundaries. One possible consequence of 

ductile-phase accommodation is that the matnx phase can be defotmed to a greater extent 

without leading to the formation of microcracks at the adjohhg grain or phase boundaries 

[90cha2]. This wodd lead to a higher attainable strain accommodation near the crack tip and 

a higher KIc value, as shown in Fig. 5.3. 

Initiation of crack growth in ductile d o y s  c m  generally be considered in ternis of a critical 

strain criterion, which assumes that fiacture occurs when the strain at a characteristic distance 

fiom the crack tip exceeds a critical value [85Rit, 90cha1]. 

Distvlcr fron Cmck Ttp (Log S d e )  

Fig. 5.3 Schematics showing the near-tip strain distribution and the Krc values of a brittle 
intermetallic matrix (CQ) may be increased by the presence of a continuous ductile phase 
that blunts the crack tip and accommodates strain incompatibility at the a2 grain 
boundaries [92Cha, 93cha1]. 

Toughness enhancement resulting fiom crack-tip blunting by a ductile phase has been 

modeiled by Chan [92Cha] using the Hutchinson, Rice, and Etosengren (HRR) crack-tip field 

[68Hut, 68RicI and a criticd strain fracture criterion whose value is increased by the presence 

of a ductile phase in the manner described in Fig. 5.3. 



In particular, it is assumed that the yield stress, cry and effective fiacture strain, F', of the 

two-phase microstructure are related to the corresponding properties of the constituent phases 

according to the rule of mixtures, Ieading to 

d 
D; = v,~; i- vddy (5.1) 
- 
&/ = Vmzy + vdE;d (5 -SI 

where V, and Vd are the volume fhction of the matrix (P in Fig. 5.3) and ductile phase (a in 

Fig. 5.3). The Ef" and z/drepresent the effective fiacture strain values for the matrix and 

ductile second phases, respectively. 

From the HRR theory [68Hut, 68Ricl the near-tip effective strain distribution can be 

described by 

for the matrix and 

for a composite containhg a brittle matrix, reinforced with a ductile second phase, when the 

hardening exponents, n, for the matrix and composite are identical. In is an integration 

constant that depends on n, a' a dimensionless constant, < effective strain of matrix, Z' 

effective strain of composite, E," yield strain of matrix, E; yield strain of composite, o: 

yield stress of matrix, and a: yield stress of composite. 

Dividing Eq. (5.4) by Eq. (5.3) leads to 

when E: = a: / E, and 5; = O; / Em . Equation (5.6) can be combined with 
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in plane strain condition to give 

leading to 

4 E/ where C = - and A =- 
a," FI" 

by substituting Eqs. (5.1) and (5.2) into Eq. (5.8) and assuming the Poisson's ratios for the 

matrix and composite are equal. 

Fig. 5.4 shows the calculated values of the toughening ratio as a function of the volume 

fiaction of the ductile phase for various values of Z and A in Eq. (5.9), for the case where 

Ec=h.  As expected, the toughening ratio increases with increasing values of C and A. In 

addition, the toughening ratio increases with the volume fiaction of the ductile phase in a non- 

Fig. 5.4 Calculated values of the toughening ratio due to ductile-phase blunting of the 
crack tip as a funciion of volume fiaction of the ductile phase for various assumed values 
of C and A [92Cha]. 



5.2.2 Microcrack renucleation 

When the crack fiont cannot loop around the ductile phase, as is the case in a layered 

composite, the initiation toughness may be detemiioed by the renucleation of a microcrack in 

the matrix ahead of the main crack [95cha1]. 

In materials having a layered microstructure, with altemating brittle and ductile layers, crack 

extension is impeded at the interface [%Cao, 93Herl. The impedirnent occurs by plastic 

blunting when the interface has good integrity, or by splitting (debonding) when the interface 

decoheres. In both cases, the intemenhg ductile layer modifies the stress ahead of the crack 

fiont [93Her]. Because of the existence of this ductile layer, the next brittle layer experiences 

diminished stress. Consequently, a crack renucleation phenornenon m u t  occur at this 

reduced stress level before crack growth can proceed. 

Microcrack renucleation has been modelled by Shaw et al. [93Sha] by using metaYceramic 

Layered composites. In layered metal/ceramic composites, the important concept is how 

cracks that fist form in britt1e layer deliver M e r  damage to the neighbouring layers. For a 

crack located in a brittle layer with its tip incident upon a ductile layer (as illustrated in Fig. 

5.5) two limiting responses can be identified: i) a small-scale yielding (SSY) limit, wherein 

the plastic zone extends completely through the ductile layer but only a small distance 

compared to the crack length along the layer and ii) a large-scale yielding (LSY) limit, 

characterized by the plastic zone extending a relatively large distance normal to the crack. 

The SSY limit exhibits relatively large stress concentrations and is expected to result in local 

load sharing. Local load sharing results in a stress concentration around an initial crack, 

which causes damage to progress laterally, ofien as a dominant mode 1 crack. In contrast, the 

LSY (large scale yielding) limit is characterised by much smaller stress concentrations and 

may allow global load sharing. When global load sharing applies, the stress redistribution, 

caused by a crack results in a unifonnly increased stress in al1 of the remaining uncracked 

layers. 
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Fig. 5.5 Schematic illustrating the crack geometry and the pararneters measured in the 
experiments 193 S ha]. 

Fig. 5.5 illustrates the crack geometry and the pararneters measured in the experiments. In 

Fig. 5.5, &, is the opening displacement of the cracked ceramic layer adjacent to the metal and 

!, is the plastic zone size. The a, (y) stress in Fig. 5.5 can then be estimated using the plane 

stress relation [34Tim] 

(1 - v: ) q y ( u )  = E,[EJY) + v.EP(Y)I (5.10) 

where v, is Poisson's ratio of the ceramic matrix (Al2O3)> Em is Young's modulus of the 

ceramic matrk and eyy is the strain in the neighbouring ceramic. 

Shaw et al. [93Sha] observed that the cracks renucleated sequentially in adjoining layers on 

nearly the sarne plane as the notch. The darnage is therefore viewed as a dominant mode 1 

crack, with the crack tip taken to be the edge of the furthest cracked ceramic layer. Two 

values of the stress intensity factor characterize crack growth; i) that needed for initial crack 

renucleation across intact metal layers, KN, and ii) that needed for subsequent crack growth, 

Kg. Initial crack growth is controlled by crack renucleation in the ceramic layer ahead of the 

crack tip, whereas Kg increases during subsequent crack growth because of the bridging effect 

of intact metal layers in the crack wake. 

The stress distributions, cd), along the edge of the M203 layer ahead of the crack-tip 

indicate that local stress concentrations exist ahead of the crack tip similarly to the theoretical 



predictions based on smd-scak yielding lunit. Therefore, the SSY predictions are in 

reasonable agreement with the experimental results. 

The renucleation stress intensity factor, KN, therefore, can be estimated based on the stress 

distribution by SSY predictions. In the smali-scale yielding limit, the stresses along the crack 

pIane closely approximate the eIastic solution [9 lCao, 93 Sha] 

crJY (x,O) = KI / & (*a,) 
where Ki is for an elasticaiiy homogeneous medium. This result holds even when the plastic 

zone extends both through the metal layer and laterally up to a distance several tirnes the 

metal layer thickness. The corresponding stresses in the intact ceramic layer alongside the 

metakeramic interface @=hm, see Fig. 5.5) are given by [75~aw'] 

with 

where r and 8 are the radial and angular coordinates fiom the crack tip (in Fig. 5.5) 

The stress distributions at x=h, in the ceramic layer ahead of the crack tip can be used in 

conjunction with the measured strength of the ceramic to predict failure of the cerarnic layer 

and thus, the renucleation stress intensity factor, KN. A simple estimate is obtained by 

equating the stress (at x=h,, y-O) fiom Eq. (5.12) to the fiacture strength of the brittle cerarnic 

matrix, or. This gives 

5.2.3 Crack trapping 

When a straight crack intersects a row of tough particles, part of the crack front can bow out 

and loop around the particles (Fig. S.l(a)). The increased crack curvature increases the local 

stress intensity factor and c m  lead to fiacture of the ductile particles without the formation of 

bridging particles in the crack wake, or would allow the particles left in the crack wake to 



remain intact, which c m  lead to an additional toughening by crack bridging depending on the 

toughness of the particles [9 1 Bow] . 
The fiacture toughness increase by the crack trapping mechanism has been modelled by 

Bower et al. [91Bow] assuming that the particles are perfectly bonded to the matrix material, 

and will fiacture in the wake of the crack. Fig. 5.6 shows a semi-infinite crack pinned by 

parallel rows of obstacles. 

1 Fig. 5.6 Semi-infinite crack pinned by parallel rows of obstacles, showing notation and 
1 sign convention [9 1 Bow] . 

When a crack meets a row of tough particles the crack may surmount the row of obstacles in 

one of two ways. If the toughness of the particles exceeds that of the rnatrix by only a small 

amount, they are penetrated by the crack, which propagates through them. Alternatively, if 

the toughness ratio of the particle and the matrix &Km) exceeds a critical value (to be 

detemiined), the segments of crack fiont bowing out between the particles coalesce, and the 

particles are lefi intact in the wake of the crack. Fig. 5.7 shows the shape of one wavelength 

of the crack fiont, as it propagates around the first row of tough particles. 

When the remotely applied stress intensity factor, K, reaches a magnitude, Km (K: a' in Fig. 

5.7 is designated as Km in this study as a critical stress intensity factor for the matrix), the 



crack starts to propagate through the matrix. Parts of the crack fiont contacthg the particles 

arrest, while the remainder of the front bows out between the particles. The variation of 

remote stress in the ratio of K, to Km as the crack propagates around the row of particles 

reaches a maximum of 1.68 without breaking the particles and subsequently decreases as 

areas of the crack &ont ahead of the particles start to attract one another. Its shape is 

detennined by the condition that K(s) (crack tip stress intensity factor) is equal to Km over 

propagating regions, while 6a(s)=0 (Fig. 5.6) over the regions in contact with the tougher 

material. Due to the change in crack geometry, the stress intensity factor increases over 

Direction of propagation I 

Fig. 5.7 The shape of a semi-infinite crack as it bypasses a single row of obstacles 
[91Bow]. L/2ao=6.667 

regions of the crack which contact the particles. When the crack is bowing out m e r ,  the 

local stress intensity around the particle increases with the highest local stress intensity at the 

point of fUst contact of the crack fiont with the obstacle. The resulting distribution of the 

crack-tip stress intensity factor, K(s), on the region of the crack in contact with the particle 

reaches a maximum value, K(s)&, =2.84 at s=O, when KJKm=l .68. 

Consequently, if K& >2.84, the crack bypass the fkst row of obstacles, leaving a row of 

pinning particles where Kp is the criticai stress intensity factor of particles. On the other hand, 

if Kfi, Q.84, the crack fiont penetrates the particles and no bndging particles are formed. 

When the particles are fully penetrated by the crack, that is, in case of KpKrn(2.84, the 



maximum load occurs when the line fiaction of the crack fiont inside the obstacles is a 

maximum. In this case, the toughening due to trapping can be calculated by means of the 

following equation proposed by Rose [75Ros]. 

where L is one wavelength of the crack fiont (Fig. 5.6). 

By substituthg K(n)=Kp for 1x2 1 SR (that is, the region where crack is in contact with 

particles) and K(x2)=K, otherwise, 

Therefore, 

By the relationship between volume fiaction of ductile particles, Vd, and Rn [9 lBow], 

Eq. (5.16) can be rewritten as 

By equating K, with &, Eq. (5.17) can be rewritten as 

5.2.4 Crack-tip interface debonding 

As a crack encounters a planar interface, slip and debonding dong the interface can cause a 

stress redistribution across the interface, that is favourable for toughness enhancement. 

Crack-tip stress analyses [89Ash, 93Cha2, 93He] have shown that crack-tip interface 

debonding significantly reduces the normal stresses near the crack tip and shifts the peak 

stress away fiom the crack tip, but increases the work-of-fiacture of ductile reinforcements 

[89Ash]. In addition, interface debonding is a necessary precursor for subsequent crack 

bridging, leading to a further increase in Çacture resistance. However, there is not any 



quantitative mode1 available in the Iiterature describing the relationship between the fiacture 

toughness and interface debonding. 

5.3 Extrinsic mechanisms 

5.3.1 Ductile phase bridging 

The presence of intact ductile particles in the crack wake can increase the fracture resistance 

of the composite by crack bndging. n i e  basic concept of toughening by ductile phase 

bridging is that the crack surfaces of the dominant crack in the brittle matrix would be bridged 

by the ductile phase particles [86Eva, 87Rose, 88Bud, 89Ash, 93Chall. The bndging forces 

exerted by the particles would reduce the crack surface opening and lower the near-tip stress 

intensity factor of the dominant crack. As a result, the remotely applied stress intensity factor 

must be increased when the crack and the bridged zone increase in length, thereby Ieading to a 

higher crack growth toughness. The mechanics of crack bndging by ductile particles are well 

understood [86Eva, 87Ros, 88Bud, 89AshI. In this study, convenient expressions modelled 

by Ashby at al. [89Ash] for the fiacture resistance associated with ductile phase bndging in a 

leadglass composite and by Budiansky [88Bud] on the basis of the theoretical hypothesis will 

be introduced. 

5.3.1.1 Crack bridging by Ashby et al. [89Ash] 

Fig. 5.8 shows an illustration explaining the bridging rnechanism and showing the brittle 

matrix bridged by a ductile phase. If the particle is so weakly bonded to the matrix that it 

easily pulls fiee as the crack approaches, then it is not stretched and there is almost no 

contribution to the toughness. But if it is strongly bonded, it is constrained and then its force- 

displacement curve is very difEerent Çom that of the unconstrained material as measured (for 

instance) in an ordinary tensile test. This is an important difference because the energy 

absorbed in stretching the particle, crucial in calculating the contribution to the toughness, 

depends strongly on the degree of constraint. A number of early models [67Coo, 70Co0, 

71Ger, 72HinJ assumed that the flow strength and fiacture strain of the plastic material was 

the same as that measured in a simple tensile test on the unconstrained material but this 

assumption is false. 



Fig. 5.8 A crack in a brittle ma&, intersected by ductile particles. The particles stretch 
and fail as the crack opens. The work of stretching contributes to the toughness of the 

1 composite [89Ash]. 

The nominal stress carried by the stretchuig particle for a given crack opening, u, is 

where F is the force and R is the radius of a particle, as shown in Fig. 5.8. The increase in 

toughness of the composite is related to the function ~ ( u )  as 

AG, = V' 6 o(u)du 

where Vd is the area-fiaction of ductile material intercepted by the crack and u* is the crack 

opening at the point when the ductile material fails, as s h o w  in Fig. 5.8. 

The integration term in Eq. (5.20) is the work-of-fracture defined simply as the total energy 

consumed to stretch particles and designated as 

Therefore, AGc=VdW 

Now, it is necessary to calculate W for a ductile phase to stretch as it is in the brittle rnatrix. 

The fiacture behaviour of ductile phase (lead in this model) in ceramic materials (glass) were 

observed. The fiacture surface of the unconstrained lead wire is shown in Fig. 5.9. It failed 



by drawing down to a point as shown in Fig. 5.9. However, when the ductile phase, lead, is 

constrained in glass, the response of the lead is quite daerent as shown in Fig. 5.10. 

- 

Fig. 5.9 A fracture surface of a lead wire [89Ash]. 

None of the fiactured surfaces of the ductile lead in composites in Fig. 5.10 fiactured as that 

in Fig. 5.9 for unconstrained lead. Most of the samples failed by the nucleation of a single 

interna1 cavity, which grew until it occupied most of the section. Fig. S. 1 O(a) shows no sign 

of decohesion and Fig. 5.10(b) shows a little decohesion. Occasiona11y, several voids grow 

simultaneously, as in Fig. 5.10(c), which also shows limited decohesion. When the lead 

remained bonded to the glass, the glass itself oflen fiactured by the formation of cracks 

concentric with the core, as shown in Fig. 5.10(d). 

Sarnples fiactured with minimal damage as shown in Fig. 5.10(a) and (b) absorbed the 

smallest amount of energy and displacement in stretching the lead to fracture compared to 

other samples as shown in Fig. 5.10(c) and (d), but have a maximum of the strain constraint 

(da,) of about 6. For the samples as shown in Fig 5.10(c), and (d), even if the maximum 

strain constraint is smaller than those as shown in Fig. S.lO(a) and (b), more energy is 

consumed when decohesion between the brittle matrix and ductile phase occurred or when the 

matrix fiactured. 



Fig. 5.10 (a) Failure by the growth of a single intemal void. The leadglass junction 
rernained intact and glas  is not fiagmented. (b) Failure involving decohesion plus the 
growth of an interna1 void. (c) Failure involving decohesion with multiple voiding. (d) 
Failure involving matrix cracking [89Ash]. 

When the lead-glass bond was weak the interface was separated, leaving the lead core less 

constrained, so it was drawn down at a lower stress. The peak stress was lower, but the energy 

absorption was greater than for minimal decohesion forming a central void. If energy 

absorption is the goal, full constraint is not ideal; some (limited) decohesion or matrix fracture 

is desirable. 

By analysing the experimental data, the following equation was obtained 

Therefore, 

W=CcYR (5.24) 

where C-2. Su,,/R. 



Therefore, the energy absorbed is 

AG, = Vd Io(u)du 

=CVdaYR (5.25) 

The constant C is equaI to 1.6 for complete bonding with no matrix fracture, but rises to as 

much as 6 with limited debonding or ma& fiacture. 

The result can be rewntten in tenns of stress intensity factor AK for plane stress, 

d ~ ,  = (EAG, )"' . 

Therefore, 

AK, = [CV, E,U,RJ'~ (5.26) 

Here, AK represents the increment of fiacture toughness which &ses only from the bridging 

effect by the reinforced ductile phase. 

According to Eq. (5.26), the greatest toughening is obtained fiom inclusions with a hi& 

modulus, E, a hi& strength, G,,, and a large diameter, 2R. If limited decohesion is allowed, 

the contributions more than double. 

5.3.1.2 Crack bridging by Budiansky et a1.[88Bud] 

The fkacture toughness of a composite consisting of a brittle matrix containing ductile phase 

particles was studied theoretically on the basis of the hypothesis that the ductile particles 

toughen the brittle matrix by the mechanism of crack bndging as shown in Fig. 5.1 1. 

BudiansSr et al. [88Bud] first described the crack bridging mechanism by ductile phase 

particle as s h o w  in Fig. 5.11 using the bridging-spring mode1 for the partially p h e d  crack 

as sown in Fig. 5.12 and they derived the equations with respect to the problern of particdate 

reinforcement fiom the associated bridging-springing equations. In this mode1 they limit the 

situation to the case of small-scale bridging, in which bridge length is small relative to crack 

length, specimen dimensions, and distances fiom the crack to the specimen boundaries. 



Fig. 5.1 1 Crack bridging by ductile phase particle [88Bud]. 

1 Fig. 5.12 Bridging-sprkg mode1 [88Bud]. 

Budiansky et al. [[88Bud] analysed ductile-phase toughening by treating the bridging particles 

as elastic, elastic/perfectly plastic, and rigicUperfectly plastic springs using J-integral. The 

solutions for the elastic particle, elastidperfectly plastic, rigkUperfectly plastic cases are in 

Eq. (5.27), Eq. (5.28), and Eq. (5.29), respectively. 



Ec (1 - v:) 
where P = 

Em(1 4) 
and is the particle stress at failure, Y,, concentration of the particles, u*, displacernent at 

failure, u,, displacement at yielding, &, Young's modulus of matrix, v,, Poisson's ratio of 

the matrix. For Alt03/A1 composite, the ngid-plastic mode1 was found to be appropriate. 

Based on the J-integral approach, the fïrst term on the nght within the bracket in Eq. (5.27), 

(5.28), and (5.29) is the contribution of the mat& phase to the overall strain energy release 

rate of the particle reinforced composite, while the second term is the contribution due to the 

plastic work consumed in fiacture of the ductile particles in the bridging zone. 

5.3.2 Shear ligament toughening 

This toughening mechanism results fiom the formation of noncoplanar microcracks ahead of 

a crack that deflects from the Mode 1 path. As the main crack zigzags between grains, the 

angle of deflection and plane of microcracking are likely to be different arnong individual 

grains. Therefore, the crack planes in the various grains are uncomected at either grain or 

phase boundaries and are separated by ligaments, as shown in Fig. 5.13. The formation of 

these ligaments by noncoplanar crack planes leads to an enhancement of the fiacture 

toughness because they must be fiactured in order for total separation of the crack surfaces to 

occur. The deformation and fiacture of these ligaments, usually by shear is cornrnonly termed 

shear ligament toughening [91Cha, 93cha1, 95cha1]. Shear ligament toughening has been 

modelled by Chan [91Cha] by treating the shear ligaments as a ductile phase that bridges the 

crack surfaces. 

Evidence for the formation of shear ligaments by mismatched crack planes is shown in Fig. 

5.13 (a) for a Ti-24Al-11Nb alloy with an equiaxed a2 + B microstructure. Because of 

mismatched planes of cracking, the microcracks are separated fiom each other by ligaments 

that are subjected to shear deformation. The location of the shear ligaments are M e r  

illustrated by the sketch shown in Fig. 5.13@). 



Fig. 5.1 3 Shear ligaments in Ti-24Al- 1 1Nb : (a) SEM micrograph and @) a sketch of the 
ligaments [9 1 Cha]. 

The basis of the analysis is an energy balance given by 

where J,, J ,  , and J, are the values of the J-integrai supplied by the remote load existing in 

the matrix, and dissipated by the shear ligaments, respectively. 

By considering shearing to occur in ngid, perfectly plastic ligaments under a shear stress r, , 

and an incremental plastic shear strain dy, , the dissipated plastic work per unit area of crack 

extension, J,, by N shear ligaments fiactured at y; in the process zone of length Ls and the 

thickness w, in a specimen of thickness t is given by [9 1 Cha] : 

which can be rewritten as 



Where 

= N w / t  (5.3 3) 

is the area fiaction of the shear ligaments and the average ligament length 7 is 

Substituting Eq. (5.32) into Eq. (5.30) leads to 

(1 - v2 )K 
since J = r in plane strain condition. 

By rearranging Eq. (5.3 5 )  

with 

and 

where D is the average grain size. 

On this basis, strong effects of shear ligament toughening prevail at large values of , , C , and 

T,, that is, the toughening ratio depends on the area fraction, length, and toughness of the 

ligaments (a critical shear strain, y ;  and a fiacture stress in shear, s, of the ligaments) as weIl 

as the process zone size and the angle of crack deflection. 

5.3.3 Crack deflection 

Toughening by crack deflection is the result of a reduction in the local stress intensity factor 

when a crack deviates fiom its original path as shown in Fig. S.l(g). The toughening due to 



crack deflection through an angle, +, was estimated by Suresh [85Sur]. The local tensile 

opening (Mode 1) stress intensity, kl and siiding (Mode stress intensity factors, k2, deviated 

Çom a straight path by a deflection angle, @, are given by [SOCot, 85SurI: 

k, =cos3(4 /2)~ ,  (5.37) 

and 

k, = sin(# 12) COS (# / 2)K,. 

The effective crack-tip stress intensity, Km, for coplanar growth was assumed fiom the 

maximum strain energy reiease rate critenon to be 

Therefore, 

5.4 Factors affecting fracture toughness 
From the literature review for the present work, a summary of the important factors for 

improving fiacture toughness in composites can be drawn for various toughening 

mechanisms, as in Table 5.1. The fiacture toughness of composites designated as Kc refers to 

the initiation fracture toughness, Ki for the intrinsic mechanisms such as ductile phase 

blunting, microcrack renucleation, and crack trapping. Also, K, refers to the crack growth 

toughness, Kg for the extrinsic mechanisms such as ductile phase blunting, shear ligament 

toughening, and crack deflection as in Fig. 5.2. In Table 5.1, Vd stands for volume fiaction 

- d 

of ductile phase, a,d yield stress of ductile phase (toughening phase), E J  effective fracture 

strain of ductile phase, a/" fiacture stress of matrix, hm ductile phase layer thickness, R 

particle radius, W work of fiacture, u* crack opening displacement at the point when the 

ductile matenal fails, V, volume fiaction of shear ligament, y ;  critical shear strain of 

ligaments r, fiacture stress in shear of ligaments, and @ crack deflection angle. 

Many of the factors in Table 5.1 such as Km, cy, Kp, Ec, and ay etc. are material properties 

(constants), so those factors cannot be improved artificialiy. However, microstructural factors 



such as volume fiaction, size, and work-of-fiacture (which is related to the plastic constraint 

in ductile phase bndging) of the ductile phase are considered as variable factors. 

Table 5.1 Summary of important factors affecthg fracture toughness in composites. 

Mechanisms Factors 

Ductile phase blunting [92Cha] Kr a K,,Vd,o, d ,cf -d 

Microcrack renucleation 193 Sha] K, Oc o;,h,  

Crack trapping [9 1 Bow] Kc K,,K,,R,V~ 

Ductile phase bridging by Ashby et al. M~ a Km, E,, V,, W ( E  R, 0,) 
[8 9Ash] 

Ductile phase bndging by BudiansS. et al. % , vd , ,*, R 
[88Bud] 

Shear ligament toughening [9 1 Cha] K, oc K,,,,&,r@ E , , Y ~ )  

Crack deflection [85Sur] K, oc&,@ 

5.4.1 Volume fraction of toughening phase 

The volume Paction of the ductile phase affects both initiation and crack growth toughness as 

shown in Fig. 5.14(a) and (b). Fig. 5.14 (a) shows a comparison of the experimental Krc 

(initiation toughness) data and crack-tip blunthg model, Eq. (5.9). As already mentioned, the 

ductile phase accommodates any plastic incompatibility that might develop at the interface, 

resulting in an enhanced initiation toughness. Fig. 5.14(b) shows a comparison of the 

experimental Kg (crack growth toughness) and shear ligament model, Eq. (5.36). In the case 

of shear ligament toughening, the ligaments act like the ductile phase bridging the crack 

surfaces, Leading to an enhancement of the crack growth toughness. The effect of volume 

fiaction on the fiacture toughness of composite materials will be discussed in the following 

section. 
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Fig. 5.14 (a) Dependence of initiation toughness on volume fiaction of the ductile P 
phase (Nb) in Ti3A1 alloys [92Cha, 95cha1]. @) Crack growth toughness, Kg, increases 
with the volume fiaction of the shear ligaments in TiAl alloys [95~ha']. 

5.4.2 Effects of layer thickness and particle radius 

In case of microcrack renucleation, crack trapping, and ductile phase bndging, the fracture 

toughness increases with increasing either the ductile layer thickness, hm in Eq. (5.13) for 

microcrack renucleation or the particle radius, R in Eq. (5.16) for crack trapping and in Eq. 

(5.26) for ductile phase bridging by Ashby et al.. Fig. 5.15 shows the dependence of initiation 

toughness for microcrack renucleation, KN, on the metal thickness based on the microcrack 

renucleation process, Eq. (5.13). A thick ductile layer ahead of a crack tip reduces the normal 

stress that acts on the neighbouring brittle layer by positioning the brittle phase away fiom the 

crack tip. As a result, the K level required for crack renucleation in the brittle phase is 

increased, thereby raising the initiation toughness. Conversely, in lamellar TiAl-alloys, both 

the initiation and crack growth toughness increase with decreashg interlarnellar spacing, 

similar to the Hall-Petch relation [9Xha3]. 
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Fig. 5.15 Increase of initiation toughness with ductile phase thickness in A1203/Al layered 
composites [93Sha]. 

The work-of-fracture of the ductile phase is an important factor for improving fracture 

toughness based on ductile phase brid,&g, and is strongly dependent upon the degree of 

constraint of the ductile phase in the brittle matrix. When the constraint of the ductile phase is 

high, the brittle mode of fracture is favoured, and the strain to fracture is reduced. 

n i e  work-of-fiachue c m  be signincantly increased in composites when the constraint is 

relaxed by partial debonding between the ductile phase and the brittle m a t e  as shown in 

lead/glass composites (in Ashby et al. model in section 5.3.1.1), which illustrates the 

beneficial effect of a weak interface. 

5.5 Composite rule-of-mixtures-lüce relationship in 

fracture 
There have been attempts to understand and predict the increase in fracture toughness values 

with increasing the volume fraction of the toughening phases [93Ash, 93Str, 96Cha, 96Dav] 

analogous to the composite d e  of mixture (ROM) for prediction of elastic modulus [93Ash]. 



The modulus of a composite, E,, can be estimated using simple composite de-of-mixtures. 

The upper bound is obtained by postulating that, on loading, the two components s a e r  the 

same strain (isostrain situation); the stress is then the volume-average of the local stresses and 

the composite moduius follows a d e  of mixtures [93Ash] 

Here Ee(u) is the upper bound of Young's moddus of the composite, and Ed is the Young's 

moddus of the reinforcement and E, that of the matrix. The lower bound is found by 

postulating instead that the two components carry the same stress (isostress situation); the 

strain is the volume-average of the local strains and the composite modulus is [93Ash] 

Both of the elastic moduii of composite in Eq. (5.40) and (5.41) depend on the volume 

fiaction of reinforcement as illustrated in Fig. 5.16. 

VOL. FRACTION. f 

Fig. 5.16 Two values of modulus: an upper bound, derived from Eq. i (5.40), and a lower 
bound, fiom Eq. (5.4 1) [93Ash]. 

E-modified ROM line has also been used by Davidson et al. [96Dav]. The improvement in 

toughness due to ductile phase reinforcement assessed in ternis of G, the fiacture energy, can 

be estimated [83Krs, 93sob2] as given below analogous to the upper bound of ROM line in 

Eq. (5.40), based on the assumption that the ductile phase in a composite fractures in the same 



manner as in the buik fom, Le., the plastic constraint exerted on the ductile phase by the rigid 

ma& was not considered [83Krs]. 

Gc = QG, + VdGd (5.42) 

From the relationship between G and K, G = (I-V~)K~/E in plane strain condition (G=K~/E in 

plane stress condition), Eq. (5.42) was derived as given in Eq. (5.43) in terms of the fracture 

toughness, K in the present work. 

Davidson et al. [96Dav] also expressed the ROM line as a straight Iule for the prediction of 

fracture toughness of composites versus volume fiaction of ductile phase analogous to the 

upper bound of the ROM line for elastic modulus in Fig. 5.16 and Eq. (5.40). This yields 

K, = V,K, +V,K,. (5.44) 

However, no justification of the above approach to express the ROM line for fkacture 

toughness was given in [96Dav]. 

An attempt was made by Ashby [93Ash] to establish the ROM-like relationship between 

fracture toughness and volume fiaction of phases in a composite by estimating upper and 

lower limits for toughness in tems of JI=. The lower limit of the mode1 by Ashby [93Ash] 

assumes that the crack is growing only in the continuous brittle matrix and the upper limit was 

derived by considering crack bridging. The lower limit and the upper limit for composite 

toughness are Eq. (5.45) and Eq. (5.46), respectively [93Ash]. 

and 

where 2a* is the length of the maximum acceptable crack in the component. 



The fkst two te- on the right in Eq. (5.46) describe a rule of mixtures, the last term is the 

additionai energy absorbed by the work doae against the bndging forces. Recalling that 

JIc = (1  -v')K$ / E in plane strain condition, Eq. (5.45) and (5.46) c m  be expressed in 

terms of KIc as Eq. (5.47) and E q  (5.48), respectively [93Ash]. 

and 

Fig. 5.17 shows the improvements in hcture toughness with increasing volume fiaction of 

ductile phase as estimated by the models described previously. The properties of the ductile 

phase used in the calculations were selected fiom the corresponding properties of Ni, i.e., 

Young's modulus Ed=200GPa [96Her], fiacture strength al =3 17Mpa [90Met], yield 

strength O; =6OMPa [90Met]. Some of the matenal properties were arbitrarily asswned for 

the calculation since they did not change the trend showing the improvements in fracture 

toughness with increasing volume fiaction of ductile phase. The fiachire toughness of the 

brittle matrix was assumed to be 2 MPa.mIR and that of the toughening phase 50 MPa.mlR. 

Poisson's ratio of composite (v,) was assumed to be 0.3. Young's modulus of composite (Ec) 

varying with increasing volume fiaction of ductile phase in the britt1e matrix was calculated 

fiom the upper bound of composite de-of-mixture for elastic modulus given in Eq. (5.40) 

assuming Young's modulus of brittle matrix &) is 300GPa. Shear strength of the 

toughening phase (sJ) was assumed to be 1 5OMPa. The constant, C and radius of reinforced 

fibers, R used for ductile phase bndgiag mode1 in Eq. (5.26) by  Ashby were 1.6 and 2pm, 

respectively. Displacement at failure, u* in Eq. (5.29) was assumed to be 4 p .  Shear strain 

to failure, y; ,  process zone length, l ,  and diameter of grain, D in Eq. (5.36) for shear 

ligament toughening were assumed to be 0.1, 1 0 p ,  and 5 0 p ,  respectively. For shear 

ligament toughenhg [9 lCha], the x-axis in Fig. 5.17 indicates the area fraction of shear 



ligaments rather than the volume fraction of ductile phase. For ductile phase brîdging by 

Ashby [89Ash], the y-axis indicates only the increment of fracture toughness (AK) by 

bndging effect. The number, 1.128 in the crack trapping mode1 in Eq. (5.18) changed to 1 .O 

to yield the fracture toughness of composite equal to that of ductile phase when the volume 

fraction of ductile (Va) phase is 1.0. Even if the magnitude of the increase in fracture 

toughness with increasing volume fraction of ductile phase in Fig. 5.17 will change depending 

on the values used for the calculations, the trend of the change in the fracture toughness 

values versus volume fraction, i.e-, whether or not the prediction lines follow the lower bound, 

straight ROM line, or above the straight ROM Iine will not change- AI1 the predictions made 

by the models show something similar to synergism effect, showing the prediction lines 

O 0.2 0.4 0.6 0.8 1 
Vol. % of ductile phase 

(or shear ligament) 

1 Fig. 5.17 The predictions of fracture toughness versus volume fraction of the ductile phase - 1 calculateci by several models in the literature. 



convex upward. The two models, the lower and upper Limits of hcture toughness by Ashby 

[93Ash] are omitted since those lines are far below and above the other lines. 

However, the fracture toughoess values obtained experimentally as a h c t i o n  of the volume 

fraction of ductile phase have shown that the experimentd results are very dinerent from 

predictions by the models proposed in the literature. Fig. 5.18 shows the graphs exhibithg 

the composite rule-of-mixture-like relationship between fiacture toughness and volume 

fiaction of ductile phase, particularly, in the whole range of volume fiaction of ductile phase. 
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Fig. 5.18 Fracture toughness dependent on volume fiaction of ductile phase: (a)V-V3Si 
[93Str], (b) Nb(Cr,Ti)+CnNb [96Dav], (c) Nb(Si)+NbsSi3 [96Dav], (d) Nb(Cr,Ti)+Cr2Nb 
and Nb(Cr)+Cr2Nb [96Cha]. 



There are more graphs found in the literature, showing the effect of volume fiaction of ductile 

phase on fkacture toughness, but others show the fiacture toughness values for the limited 

volume fiaction of ductile phase as that shown in Fig. 5.14, which can be fitted flexibly. 

In ail the graphs in Fig. 5.18, the fiachire toughness values of composites obtained 

experimentaily as a h c t i o n  of the toughening phase are generaily Located below the upper 

bound of the ROM line, opposed to the predictions by the proposed models. Regarding the 

amount of toughness increase in NS(Cr,Ti)+Crm system, which is less than even that 

calculated by the proposed models and the straight ROM Iine, Chan [96Cha] suspected that it 

might arise fkom the development of a high plastic constraint in the solid-solution phase by 

the nondeformable hard C r m  phase. Theoretical analysis of crack bridging by ductile 

particies has revealed a reduction in plastic dissipation in the bridging particles when the 

matridparticle interface is strong and the constraint in the ligament is hi& [92Tve, 96ChaI. 

Based on this consideration, it has been justified that the hard CrzN particles induced high 

triaxial stress in the Nb(Cr, Ti) or Nb(Cr) matrix and therefore a lower initiation toughness 

value [89Ash, 93Xia, 95Men, 96ChaI. 



Fracture toughness CNB 

specimens 
Application of the chevron-notched bend (CNB) specimen has been suggested as an excellent 

technique for measuring plane strain fiacture toughness, Kic of brittie matenals, such as glass, 

ceramic, and concrete because it does not require complicated precracking procedure which is 

costly and extremely difncult to htroduce successfully in the brittle materials M IO MU^']. 
Another advantage of the CNB specimens is the feasibility of testing at high temperatures in 

compressive loading systems. The intended hi& temperature application of structural 

ceramics and interrnetallics, where some of them are intended to replace Ni-base superalloys, 

requires that test methods be extended to an extremely high temperature regime, about 1400" 

C or greater [8 1 Shi]. 

For chevron-notched bend bars, the apex of the CNB specimen gives rise to a high stress 

concentration such that crack initiation and propagation occurs at relatively low loads, 

introducing a sharp natural crack during the test [89Gho]. The linear elastic plane strain stress 

ùitensity factor, Krc of a CNB specimen is given by an equation of the form [72Poo,  SOM^] 

where B is the specimen thickness, W is the specimen width, and Y* is the stress intensity 

factor coefficient (cornpliance function) of a CNB specimen. Fig. 6.1 illustrates the geometry 

of a four point bend CNB specimen and the relative lengths of chevron notch and crack, 

a=a/W, aa=aoiTV, and ai=ai/W [92Sal]. The plane strain fiacture toughness values for CNB 

may be different fiom actual Kic calculated fiom the test procedure in ASTM E399-90 

[90AST]. However, the plane strain fracture toughness for a CNB is similar to actual Kit 

under the following two assumptions [84wu1]. 



rouir 

Chevron-notchod b m  
(four-point l o d i )  

Fig. 6.1 Four point loading arrangement and specimen geometry for a chevron-notched 
bend specimen [92Sal]. 

Assumption 1 : During crack growth, the plane strain state remains dong the crack fiont. 

Assumption 2: The plane strain crack growth resistance curve of tested material is flat. 

The above basic assumptions are likely to be satisfied for brittle materials. 

A schematic of a typical Ioad-load Ihe displacement (P-LLD) curve for CNB undergoes a 

linear P-LLD curve until the crack propagation commences and then becomes non-linear just 

before it reaches Pm,. Several possible load-load Iine displacement (P-LLD) curves are 

shown in Fig. 6.2 in which no valid values can be obtained fiom curves IXI and IV [87Him]. 

def lcct ion 

Typical load-load line displacement (P-LLD) curves for a CNB specimen 



Fig. 6.3 Stress intensity factor coefficient, Y* vs. crack extension, a, and load vs. load line 
displacement curves for a CNB specimen [89SunJ. 

The non-linearity just before P,, is caused by the geometry of the chevron-notched bend 

bar. The cuve of the stress intensity factor coefficient, Y* in Eq. (6.1) passes through a 

minimum at a certain geomew dependent crack length as shown in Fig. 6.3 [89Sun]. 

From Eq. (6.1) at a constant Kit, when Y* is decreasing, the applied load to propagate the 

crack has to be increased (Fig. 6.3). At Pm,, a balance is achieved between the increasing 

crack area and the resistance to crack propagation by the matenal and the crack dnving force 

for the extemal loading. At this point the stress intensity function Y* is at its minimum, i.e., 

Y*,,, (Fig. 6.3) and therefore, in combination with Pm, gives a value of the cntical stress 

intensity factor [89Goh] (Eq. (6.1)). A cornparison of experimental results fiom fiachire 

toughness tests on S i c  using the conventional CNB specimen (as in Fig. 6.1) and a specimen 

sharply ground to the stability position pnor to loading (as shown in Fig. 6.4) revealed that the 

conventional CNB specimen in Fig. 6.1 promotes failure at lower applied load (and hence 

stress intensity) than the specimen sharply ground to the stability position as shown in Fig. 

6.4, even though there is less load bearing area initially in the latter specimen geornetry 

[9LWit]. This observation provides strong support for the methodology of chevron notch 

testing. 



Fig. 6.4 Specimen sharply ground to the stability position prior to loading [9 1 Wit]. 

Therefore, for CNB specimens, it is assumed that stable crack growth must precede the final 

unstable crack growth. If a P-LLD curve shows an extensively elastic region prior to fiacture 

as in the case of III and IV in Fig. 6.2, this result rnay be unacceptable for valid Krc 

determination [87Him, 89SunI. This linear elastic deformation before fiacture without stable 

crack growth region is supposed to be caused by an overload greater than Pm, which results 

in an overestimation of fiacture toughness. - However, it has been observed that on many 

occasions, a sharp &op in the load occurs imrnediately at the end of a linear portion of the P- 

LLD cuve [81 Shi, 84Chu, 84wu1, 91 Wit, 95Hor1, and nevertheless, sorne of the results still 

give vaiid Krc values [81Shi, 84Chu, 91 Wit, 95HorI. Sometimes, a sharp drop in the Ioad 

without stable crack growth might be caused by an improper specimen preparation with a 

wide chevron notch width as discussed in [84wu1], and [84Chu]. Regarding notch width, N, 

Barker [83Bad recommended that for short-rod and short-bar chevron specimens in tension, 

the notch width gap should be less than 0.03B. The smaller notch width tends to give stable 

crack growth more readily and valid fracture toughness values, but the critical notch width 

does not seem to be a universal one and therefore must be detemiined for each material. 

Withey et al. [91Wit] mentioned that in extremely brïttle material (Krc< 4.0MParn'~) it 

appears that valid toughness values may be obtained even without any indication of non-linear 

cornpliance changes prior to failure. Besides notch width, also cross head speed for a 

chevron-notched bend bar may change the type of the P-LLD curve [89Sud. Lower the 

crosshead speed, the more probable it is, that it will exhibit the stable crack growth region. 



6.1 CNB test in ASTM 
There is no standard test method in ASTM for CNB specimens in bending for metallic 

materials. The only standard in ASTM available for the determination of eacture toughness 

of metallic materials using chevron-notched specimens is on the chevron-notched bar and rod 

in tension, E1304-89 [s~AsT']. An ASTM provisional test method for the determination of 

fracture toughness using CNB specimens in bending is available. However, it is designed 

only for advanced ceramics, PS 70-97 (provisional test method) [97ASl3. It is worth 

reviewing the requirements of the specirnen geornetry and test conditions for the test to be 

considered valid. 

6.1.1 ASTM E1304-89 

In ASTM E 1 3 04-8 9, the plane strain fhcture toughness determined by using chevron-notched 

bar and rod specimens in tension for metallic material is designated as KI, or 

Particularly, when plane strain fracture toughness is determined based on the maximum load, 

the designation, KIVM is used. In order for a test result to be considered valid, it is required 

that the thickness of the specimen, B equals or exceeds 1.25 (KI,,&Y~)~, Le, B21.25 

( K ~ ~ & ~ ~ ) ~ ,  where o ~ s  is the 0.2 % offset yield strength. The required notch width, N, is N r 

0.02B with a round bottom or N 2 0.03B with an angular bottom having a notch root radius, 

R10.01B and angle, 0~60" .  If the actual crack surface deviates from the intended crack 

plane, as defined by the chevron slots, by more than 0.04B when the width of the crack fiont 

is one third B, then the test is considered invalid. 

6.1.2 ASTM PS 70-97 

In ASTM provisional test method, PS 70-97 [97AST], the fracture toughness of advanced 

ceramics at room temperature detemiined by the chevron-notched beam specirnen in bending 

is designated as Specimens c m  be loaded in four point or three point bending mode. In 

order for the test to be considered valid the P-LLD curve should exhibit stable crack 

propagation before the maximum load and the material should have a flat R-curve. The notch 

width, N, should be less tban 0.25mm and Iess than 0.15m.m at the root radius of the chevron. 

However, larger notch widths are acceptable provided that stable crack extension occus. 



Loading rate is recommended to be 0.0005 to O.OOSmm/s. As already mentioned for the 

chevron-notched rod or short bar specimen, the actuai crack surface should not deviate 

severely fiom the intended crack plane, othenvise the test may be invaiid. There are four 

recommended specimen geometries, which specify the exact length, width, thickness, m, and 

ai in PS 70-97. However, this standard focuses on simply established geometries which 

reflect a base of experience (th& is, those geometries that have been used, studied, and 

applied under a range of conditions to a variety of materiais) because no generalized, 

parametric error and sensitivity analysis studies have been conducted on chevron-notched 

ceramic specimen geometries. The size requirement, such as B21.25 (KI~M/G~S)* in ASTM 

El 304-89 is not specified either. 

6.2 Determination of specimen's geometry and 

loading mode 

6.2.1. Geometry of the specimen 

Since there is no standard test method in ASTM for the determination of plane strain fracture 

toughness using CNB specimens of metallic materials, the spechen geometry was decided 

mainly by consulting the literature. However, the specimen geometries in ASTM E1304-89 

and PS70-97 were also considered to a certain extent and compared with the specimen 

geometry used in the present work. Considering the size requirement for a valid KIc for a 

CNB specimen, in the following form: B21.25 ( ~ & y s ) ~  in [s~AsT'], it would be safer to 

start with B=4mm, expecting relatively hi& GYS and low KIc for intermetallic compounds. 

W B  ratios reported in the literature are 1 .O [92Jen], 1.25 [80~un~, 83Mun, 90Wit1, 1.33 

[89Sun], 1.43 [92Sal], 1.5 [84wu1, 84wu2], 1.82 [81Shi], and 2 [84wu2, ~ ~ L o c ]  by analogy 

to the requirement in the ASTM standard for a single edge-notched and fatigue precracked 

bending specimen, 15WfB~4  [90AST]. In ASTM PS 70-97, the recommended specimens 

have the ratio of W/B in the range of 1 to 2. In this work, WA34.25 will be used, and, 

therefore, W is 5mm. 

Notch preparation is critical in the determination of the plane strain fracture toughness in the 

chevron notched bending test. As mentioned before, this might be the major factor to obtain 



stable crack propagation before load reaches the maximum, yielding valid hcture  toughness 

values [84wu1, 84Chu]. 

Barker [83Bar] recommended that notch slot width, N be less than 0.03B as already 

mentioned and smalier notch width, 0.02B is recommended in the ASTM standard E1304-89 

[ ~ ~ A s T ' ]  for the chevron-notched bar and rod specimen with a round bottom. Even if it is 

recognized that smaller notch width is best, the notch width is determiaed by the machining 

technique. In this work, the notch was machined by EDM with O.lmm thickness wire, 

yielding a notch width of about 2 0 0 p .  Therefore, the notch slot width, N=0.05B. However, 

the notch width of the specimen used in the present work is smaller than N<O.25mm, 

recommended in PS 70-97. 

For four point bend CNB specimens in which the interaction of the stress field between the 

load roller and the crack does not need to be considered, al =1 or close to 1 (Fig. 6.1) was 

predominantly used :92Sal, 84Chu, 80Mun3, 83Munl. Particularly, Munz et al. [8 O M U ~ ~ ]  

observed that for four point bend specimens with al=l, KIC values were independent of initial 

crack length ratio a0 at 0.0731 50.372. The effect of a0 on KIc with CNB three point bend 

loading was systematically studied by Wu [84wu1, 84wu2]. Wu [84wu1] found that when 

the initial crack length ratio, ~ a . 3  the difference in KIc values calculated fkom the straight 

through crack assumption [ 8 0 ~ u n ~ ,  80Mun3] and the Blumh's  IOM MU^', 75Bluy 77Blul slice 

mode1 is small [84wu1] and Krc values obtained nom the ASTM standard method [90ASq 

and by CNB specimens are in good agreement with one another for 2 0.3 [84wu1, 84wu2]. 

Chuck et al. [84Chu] also observed the effect of al and the notch angle, 8, on KIC. When ai 

was increased fkom 0.41, 0.60, to 0.893 (correspondinglythe notch angle, 9 is 120°, 90°, and 

60°, respectively at constant c~=0.2) ,  they obtained valid Krc values only at al= 0.893 and 0 

=60°. From the analysis of the results in the literature, the optimal specimen could have the 

crack length parameters, ai=l and a = 0.3. Therefore, the notch angle, O, which depends on 

ai and a will be independently chosen as about 60°. al of the specimens recommended in 

ASTM standard PS 70-97 is 0.95-1.0 for three of the four recommended specimens and 0.7 

for the other, and Q is in the range of 0.2 to 0.4. The specimen geometry used for the present 

work does not deviate fiom the specimen geometries recommended in ASTM PS 70-97, 

except the length of the specimen. The length of the specimen used in the present work was 



38.7mm which aIiowed an outer support roller span (Si) of 35mm. The recommended length 

and the outer support roller span (SI) of the specimen in PS 70-97 are 45mm and 40mm, 

respectively. 

6.2.2 Loading mode 

A CNB spechen can be loaded in three-point or four-point bending. There is no clear 

criterion in the literature to determine the best loading mode for CNB specimens. However, 

in four-point bending the specimen alignrnent is not very critical because of the constant 

moment between the inner loading points [83Mud. Additionally, interaction between the 

load roller stress field and the crack stress field, which c m  happen in three point loading, is 

avoided [83Mun]. Therefore, four-point bend loading will be used in this work. In ASTM PS 

70-97, three of the four recommended specimen geometries are for four point bend fixture. 

The four point bending test needs an additional span between the load rollers, therefore, the 

length of the specimen, of course, will be much longer than that for the three point bending 

mode, in which a nominal support span, S equals 4W. For four point bending (Fig. 6.1), ratio 

of the support roller span to the specimen width, Sl/W=7.5-8 was normally used [ 8 0 ~ u n ~ ,  

84Chy 90Wit, 92Sall except Salem et al. [92Sal] who tested two of their specimens with 

Si/W=3.07 and obtained the Krc values sirnilar to those obtained from the specimens S1/W=8. 

Sung et al. [89Sun] used S1/W=5, but for the in-test subcritical precracked specimens. The 

effect of S I N  ratio on Krc has not been systematically studied and therefore, it is not clear. 

In this work, it would be interesting to investigate the effect of Sl/W on KIc with some 

selected alloys and \vil1 be worth for the foregoing research in terms of ingot preparation and 

effective use of intermetallic alloys which are normally fabricated in lhited size in the 

laboratory system. In this work, Si=35mrn and 16mm with the constant S2=4.7mm will be 

used, yielding Si/W=7 and 3.2, respectively at the same S2N. As mentioned previously, to 

give more possibility of stable crack growth during the test, a very low loading rate, 

O.OSmm/min. will be used for the Instron machine. The specimen dimensions selected in the 

present work are summarized in Table 8.2 in Chapter 8. 



6.3 Calculation of fracture toughness 

6.3.1 Calculation of fracture toughness from the maximum load 

As rnentioned previoudy fiacture toughness of CNB specimens can be calculated fiom the 

maximum load, Pm,, as in Eq. (6.1), in which Y* is the stress intensity factor coefficient 

dependent only on specimen geometry. Y* is d e k d  by [80~un', ~ O M U ~ ,  90WitI 
I - 

1 dC, (a) a, -a, 
'*=[y da ( a - a J 2  (6.2) 

where Cv(a) is the dimensionless cornpliance of the specimen. To calculate Krc fiom the 

maximum load, Pm,, the cornpliance function &(a) of chevron-notched specimen m u t  be 

known. There are two approximate methods for calculation of Cv(a). The simplest method is 

the straight-through crack assumption (STCA) proposed by Munz et al. [~OMUI?, 8 0 ~ u n ~  1. It 

assumes that for a chevron-notch specimen, the derivative of the compliance with respect to 

a, dCv(a)/da, is the same as for a straight-through crack specimen, dCs(a)/da [ 8 0 ~ d ,  

80Mun3, 8 4 ~ u ' ] ,  i.e., 

where Cs(a)  is the dirnensionless compliance of straight-through-crack specimen. For a 

specimen with a straight-through crack subjected to pure bending, the stress intensity factor 

can be rewritten from the ASTM standard E399-90 [90AST], 

and then 

Using the relation for a straight-through crack [ 8 0 ~ u n ~ ,  90Wit] 



dCs(a)/da (or Y) can be directly obtained fiom the K-caiibration of specimen [84wu1, 

~ ~ A s T ' ,  76sra1]. 

For four point bending, Y is given as below [76sra2, 8 0 ~ u n ~ ,  90WitJ 

Also, by using the relation, = 2~ the KIc for chevron-notched specimen using 
da 

STCA can be rewritten as 

and the relation between Y* and Y, comparing Eq. (6.2) with Eq. (6.8) 

The compliance of the specimen, Cv(a) can also be calculated in a more refined way using an 

approach offered by Bluhm [75Blu, 77Blu], which is as foIlows: 

where K is the shear transfer coefficient between the slice and Cs(<) is the dimensionless 

compliance of a thin slice with a through thickness crack of normalized depth <. Eq. (6.10) 

was then reduced to an analytical expression as follows [84wu1, 90WitI: 



where the value of y given in [75Blu, 8 0 ~ u n ~ ,  9OWitl is 

(v: Poisson's ratio), (6.12) 
4w 2(S, + S,) 

the value of p is 

and the value of K is 

K = 1 + 0.444(al ) ) -12  for $21 (6.14) 

or K = 1 + (LZ,)~ .~~ (2.2364 - 4.744#2 + 4.699#3 - 1 .7744) for 411 (6-15) 

where @0.5(7~-0) and 0 is the chevron notch angle. 

6.3.2 Calculations of fracture toughness by work of fracture 

The stable P-LLD curves which is one important advantage of bending tests of chevron- 

notched specimens can be used to determine the work-of-fiacture [89Gho, 92Jen, 66Tatl. The 

work-of-fracture (ywf) is defmed simply as the total energy consurned to produce a unit area 

of fracture surface during the entire fiacture process [89Gho, 92Jen, 66Tat1, i.e., 

I P ~ U  
Ywof = - (6.16) SA, 

where AT is the projected fiacture area of the specimen and Ipdu is the total energy as shown 

in Fig. 6.5. 

In brittle, linear elastic materials, the work of fiacture can be used as an estimate of the 

fiacture surface energy of a material and to calculate the apparent fiacture toughness using 

linear elastic fracture mechanics ('LEFM) energy balance criterion [92Jen]. 

The relationship between the work-of-fiachire and the apparent fiacture toughness is given by 

the equation [89Gho] 

where v is the Poisson's ratio. 
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1 Fig. 6.5 Schematic of calculating work of fracture [89Gho]. 

For linear elastic materials with flat R-curve behaviour, lenkins et al. [92Jen] observed that 

the work-of-fiacture values were approximately equal to the fracture surface energy of the 

tested materials such as a-Sic and the fiacture toughness values calculated fiom the work of 

fi-acture were in good agreement with the fiacture toughness values calculated fkom the 

maximum load in a CNB test. 



7. Indentation fracture toughness 
The application of indentation fiacture toughness has become wide spread for evaluating 

mechanical properties of brîttie materials because the indentation fiacture toughness method 

is very simple and requires only a very small amount of materials [83Nü, 89pon2]. In rnany 

cases, the indentation fiacture toughness method has shown its applicability for fkachrre 

toughness calculation, producing reasonable fiachire toughness values similar to actual KIC 

[89~on', 92Mer, 93Chol. But as a nurnber of different formulas exist and fkacture toughness 

depends on the indenter load and on the different means of measuring crack length, a 

comparison with other methods is necessary [92Mer]. 

7.1 Determination of the crack system 
Indentation cracks can be classified into two groups depending on the geometrical shape of 

the cracks beneath the indentation [82Lan, 89pon2, 91GlaI. One is the half-penny shaped 

crack system (also calied median or radial-median crack system) and the other is the 

Palmqvist crack system. A simple way to differentiate between hem is to poIish away the 

surface layers. The median cracks will remain connected to the corner of the diagonal while 

the Pahqvist crack will become detached as show in Fig. 7.1. The parameters such as a, Z, 

and c for both the crack systems are also designated in Fig. 7.1. 

There is also another way to judge the crack system by the relation between the crack length 

and indentation load. Exner [69Exn] defined a crack resistance (also called Palmqvist crack 

resistance parameter), W, based on the observed linear relationship between indentation load 

(P) and the average crack length (Z) at the corner of the Vickers indent: 

W=P/41 (7-1) 

On the other hand, Lawn and Fuller [ 7 5 ~ a d ]  discussed the fiacture mechanics analysis of the 

half-penny cracks (radial-median cracks) in soda-lime glass and observed experimentally the 

following relation between the crack length, c, (Fig. 7.1) and the indentation load, P, 

c = w  (7.2) 

where the constant K is a hction of the Young's modulus, hardness, and fracture toughness 

of the ceramic and the geometry of the indenter. 



Median crack system 
c 8 Nol Polished O d i s h e f f  

Pairnqvist crack sy8tem 

Fig. 7.1 Crack systems induced by Vickers indentation [9 lGla]. 'a' is indentation half 
diagonal, 'Z' is the crack length emanated fiom the indentation corners, and 'c' is the crack 
length fiom the center of the indentation. 

As shown by Eq. (7.1), the PaImqvist cracks ( I )  follow a linear dependence on indentation 

load, while according to Eq. (7.2) the median cracks (c) follow a 213 power dependence on 

indentation load. 

Shetty et al. [85she1, 85she2] tried to clearly identiq the crack system by using the load 

dependence of crack lengths, c versus load, P with Eq. (7.1) for the Palmqvist system and Eq. 

(7.2) for the media. crack system @y converting the relationship between I vs. P to that 

between c vs. P for the Palmqvist crack system). Eq. (7.1) was rewritten in the following way 

with respect to c, where H is the mean contact or indentation pressure exerted by the Vickers 

indenter given by p/2a2 [89~on'] 

c= Z+a 

= ~ / 4  w+(P/~H) l R  (7.3) 

As Shetty et al. [85she1] mentioned, in deriving the best fit mode1 of Eq. ( 7 3 ,  2 and a were 

obtained fiom the least square fits for the l-P data and the hardness fit fiom the relationship 

between indentation half diagonal, a and load, P, respectively. 

Kaliszewski et al. [94Kal] and Pajares et a1.[95Paj] detemiined the crack profiles by senal 

sectionhg of Vickers indents in Ya3-stabiiized ZrOz ceramics for various loads. They found 



that the shape of cracks changes fiom the radial cracks (Palmqvist cracks) at low loads to the 

"kidney-shaped" cracks at intermediate loads and M e r ,  to a ha-penny shaped crack at 

sufficiently high indentation loads, with the exception of the core zone dhectly undemeath the 

indent, which is not cracked after indentation [95Paj]. The radius of the core zone is 

approxirnately equal to the indentation half diagonal. They suggested that no cracks in the 

core zone indicated the existence of compressive residual stresses acting in the core zone 

making it highly resistant to crack propagation. This was also provided by the secondary 

indentation made in the core zone [95Paj] and a stable crack propagation experiment [94Dra] 

by four point bending test after generating indentation cracks. These recent results indicate 

that serial sectioning method is required to determine the crack system through the crack 

profiles beneath the indentations. 

7.2 Indentation fracture toughness calculations 
There are many models reported for indentation Eracture toughness calculations in the 

literature and most of them require the value of Young's modulus (E) [89~on~].  Since 

indentation fracture toughness calculations will be applied for the new phases observed in the 

present work, and the Young's modulus of the phases are not known, the selection of the 

equations nom the literature is limited to those not requiring the knowledge of elastic 

modulus. 

Even if there have been attempts to differentiate between the two crack systems, there still 

remains an ambiguity whether there is actual difference between the half-penny shaped and 

Palmqvist crack systems, particularly, associated with the relationship between indentation 

load (P) and crack length (c or 0. Therefore, the indentation fkacture toughness calculations 

will be carried out for both the half-penny shaped and Palmqvist crack systems. 

7.2.1 Palmqvist crack system 

7.2.1.1 Shetty et al. mode1 

Niihara [83Nii] and Warren and Matzke [83 War] have independently suggested a relationship 

of the fonn 

~ i c = p W ~ ) ' ~  (7.41 



where W, Palmqvist crack resistance, is Pl41 as in Eq. (7.1) and f3 is a nondimensional 

constant dependent , in Niihata's model, on the ratio of Young's modulus (E) to hardness, and 

H is p/2a2 as already defmed for Eq. (7.3). The value of the constant, P, in Warren and 

Matzke's andysis is unspecified. On the other hand, Shetty et al. [85~he'] derived the 

following equation 
in sn ~ 1 ~ [ 1 / [ 3 ( 1  -v2)(2 x tane)'"]] [IIP/(~[)] ln (7-5) 

and rewrote Eq. (7.5) in the following form: 
IR 512 K& i /D (1 -v2)(2 n t a n û ) l B ] ] 0  '1-2 (7-6) 

Therefore, by cornparhg Eq. (7.4) with Eq. (7.6) 
112 Sn P= 1/[3(1-v2)(2 n tanû)'"] where v is Poisson's ratio of the material and 28 is the angle of 

the opposite faces of Vickers indenter. 

To calculate the KIc values it was necessary to simplify Eq. (7.5) by substituting 0.25 and 

68O for v and 0, respectively. Poisson's ratio, v was chosen based on the approximate values 

for brittle intennetallic and ceramic materials [92Ric, 95Nakl. The angle of the indenter used 

in the present work is 20=136". Then, P is calculateci as 0.0902. H is the mean contact or 

indentation pressure exerted by the Vickers indenter given by p/2a2 [ 8 9 ~ o n ~ ~ .  From the 

relation between H and H,, (HV=0.4636~/a2 rewritten fiom Vickers hardness equation, 

~ ~ = 1 . 8 5 4 4 ~ / d ~  by substituting 2a for d where d is a diagonal length), H can be substituted by 

1 .O78 Hv. Finally, Eq. (7.6) c m  be written as 

KI== 0 .0937(Hv~) '~  (7.7) 

where Hv must be substituted in and W in N/m, then Krc is in MP~-mlR. 

7.2.2 Half-penny shaped crack system 

7.2.2.1 Lawn and Swain model 

L a m  and Swain [ 7 5 ~ a d ,  89~on'l denved an equation for the stress-intensity factor, K in 

terms of îhe indenter load, P (MN) and the median crack depth, D (m) for a well-behaved 

median crack. nie equation for Vickers pyramid indentations 

&=[(l -2v)/2nSn] (HP/D) ln (where FI=p/2a2 (MN/m2)) 

= 0 .0143 (11~1~) '~  (7-8) 



assuming the Poisson's ratio, v is equal to 0.25 as aiready mentioned, and KIc is in ~ ~ a - r n " ?  

Ponton and Rawlings [89~on~]  changed this equation based on the fact that the results for 

soda-lime glass have shown that D=c [ 7 5 ~ a d ,  79Marj and the substitution of c for D in Eq. 

(7.8) is also acceptable for opaque materials [79Mar]. Therefore, 

~ 1 ~ 0 . 0  143(KP/~) '~ (7.9) 

7.2.2.2 Lawn and FuUer mode1 

Lawn and Fuller [ 7 5 ~ a d ]  derived an equation as below 

K = ~ P L / ( ~ D ) ~ ~  (7.1 O) 

where PL is the indentation force normal to the median plane and 

PL = Pf2 ( tan~')  where iy' = t arctanp 

Therefore, 

K =Ptan(v f ~ ~ C ~ Z U I ~ ) / ( ~ D ) ~ "  (7.1 1) 

where yr is the indenter cone half-angle and 1 is the coefficient of sliding fiction between the 

indenter and the material. By taking as 68' even if the Vickers indenter is not a conical 

indenter and assuming p=O, the above equation can be rewritten as 

~ ~ ~ = 0 . 0 7 2 6 ~ / D ~ ~  (7.12) 

where P is in MN, D is in m, and Kc is in ~ ~ a - r n ' ~ .  

The depth of the indentation crack, D can also be substituted by the surface crack Iength, c 

[ 7 5 ~ a d ,  79Mar] as mentioned above. Then the above equation yields 

~ p y 0 . 0 7 2 6 P / c ~ ~  (7.13) 

7.2.2.3 Evans and Charles mode1 

Evans and Charles [76Eva] derived an equation for a half-penny shaped crack system as 

below. The derivation of the equation is very well explained in [89~on~] .  

& @ / H ~ ~ ~ = O .  1 ~ u ( c / a ) ' ~ ~  (7.14) 

If diis is rewritten for the indenter with 6S0 half-angle fiom the equation in [ 8 9 ~ o n ~ ] ,  that is, 

P*=P/(2tan68) [75~a\S, 89pon2] 

~~+ / (Hva '~ )=0 .2  1 1 3  da)-^^ (7.15) 

By taking the correction factor, ~ = 3 . 2  as in [76Eva] and assuming e 2 . 7  

&CO. 1 1 61p/c3" (7.16) 

where P is in MN, c is in m and Kic is in MParnlR. 



7.2.2.4 Lawn and Evans, and Hagan mode1 

Lawn and Evans [77Law], and Hagan [79Hag] denved equations for indentation hc ture  

toughness calculations in which only the minimum load for crack nucleation is reqwed. 

Lawn and Evans [77Law] derived an equation as below 

P e  (54.47dq2€I4) ( K I J H ) ~ K ~ ~  (7.17) 

where Pc is the criticai load to propagate a fortuitous critical flaw, a is a dimensionless factor 

deterrnined by indenter geometry, q is a dimensionless factor dependent on the ratio of the 

spatial extent over which the tensile component of the elastic/plastic indentation field acts to 

the characteristic contact dimension (indentation haif diagonal, a), 8 is a dimensionless factor 

dependent on the ratio of the maximum tension at the elastic/plastic interface to the hardness, 

K. By substituting a=2/ir, tp1, 0=0.2, and ~ = ~ / 2 a ~ ,  the above equation cm be rewntten as 

below: 

Pc=2.2 x 1 O~(KIC/H)~KIC (7.1 8) 

Hagan [79Hag] also derived a similar type of equation as Lawn and Evans [77Law] given 

below 

P F ~ ~ ~ & C W ' K I C  (7.19) 

where Pc is the cntical load to nucleate flaws in MN, K in MN/rn2 and Kit in ma-mlR.  In 

this case the presence of any fortuitous flaws of cntical dimensions in the materials is not 

required since the flaws are nucleated by the deformation (dislocation process) in the 

deformation zone. 



8. Experimental procedure 

8.1 Preparation of intermetaiiic alloys 

8.1.1 AUoys for the determination of phase equilibria 

Al1 the alloys were prepared fiom pure elements, nickel (99.9 pct.) and magnesium (99.8 

pct.), except silicon that was supplied as a technical purity metal (98.4 pct). The as-received 

Ni pellets (3-25mm diameter) were pickled in 3HC1:HN03 solution for several hours to 

remove the oxide on the surface of the pellets before melting. A graphite crucible with a lid 

was used and the inner walls of the crucible and the lid were coated with boron nitride spray 

(Boron Nitride Aerosol ~ubr icoa t~ ,  ZYP Coatings, Inc., Oak Ridge, USA) to eliminate a 

reaction between the molten metal and the cmcible. Ingots were fabricated by induction 

melting under a hi& purity argon atmosphere and subsequently solidified in the crucible 

inside the induction fumace. The size of the solidified cylindrical ingots (50-70g) was about 

40mm in diameter and 5-8 mm in height. Light elements such as Mg and Si were placed at 

the bottom of the crucible and heavy element, Ni was placed on top of Mg and Si. The 

temperature of the melt was measured within an accuracy of fS°C by a W-S%Re and W- 

25%Re thermocouple inserted into the graphite crucible just above the melt level. One of the 

difficulties in fabricatuig the Mg-Ni-Si t e m q  alloys is the ability to control the Mg content 

in the alloys, particularly with intermediate Mg and Si content. Since the melting 

temperatures of Ni (1455°C) and Si (1414°C) are much higher than that of magnesium 

(650°C), the melting temperature to fabricate the t e m q  alloys also had to be kept much 

higher than the boiling point (1090°C). This caused substantial loss in Mg because of the 

severe evaporation and splashing of Mg during melting, as evidenced by the difference 

between the initial and fabricated alloy compositions in Table B.l in Appendix B. Even if 

alloys 1 to 24 were already reported in [96Son], those alloys are also included in Table B.l 

since new EDS analysis method was applied in the present work and resulted in more accurate 

EDS readings. 



Severe loss in Mg content occurred during melting, particularly in some alloys with 

intermediate Mg and Si content (e-g. ailoys 4, 5, 9, 10, 12, 19, 20, 30-35). ParaIlel to the 

decrease in the Mg content, the alloys were substantidy enriched in Ni. The loss in Mg 

during melting was very little for the alloys with relatively low Mg ( 4 0  at. %) such as 3,6, 7, 

8, 14, 15, 17, 18,21, 25,26, 27, and 28. Interestingly, high Mg but low (-40 at. %) or Si-fiee 

alloys such as 1,36,37,38,39,40, and 41 also showed a minimal loss in Mg during melting. 

In general, the Si content of the d o y s  either changes in positive (Si enriched) manner or is 

Ieft unchanged depending on the amount of the loss in the Mg content. The alloy is enriched 

in Si when the loss in Mg is substantial, but the Si content in the alloy is unchanged when the 

loss in Mg is negligible. 

To reach the target composition &er melting, we started with higher Mg content in the initial 

mixture of elements than the Mg content necessary for the target composition to compensate 

for the loss in Mg. 

The amount of loss in Mg for the alloys containing intermediate Mg and Si which were 

melted at -1350°C could be estimated fiom the regression fit showing the decrease in the Mg 

content versus the initial Mg content established in the previous work [96Son, 98son1]. 

The melting temperatures of alloys were chosen differently depending on the Mg content in 

the target composition. Most of the Ni-rich alloys were melted at 13S0°C, and the temary and 

binary alloys containing high Mg content were melted in the range of 1080°C to 1300°C. The 

binary Ni-Si alloys fabncated for the previous work [96Son, 98SonI were melted at 1400°C 

or 1420°C. Arabic numerals were used for the designation of the alloys fabricated for 

microstructural observation and determination of phase equilibria. The details of the melting 

procedure are shown in Table 8.1. The melting temperature applied for each alloy is given in 

Table B.1 in Appendix B. 

As-solidified ingots, wrapped in stainless pouches (~en/~a.k@ heat treatment containers) to 

minimize oxidation, were homogenized in a high purity argon atmosphere in a tubular fimace 

and subsequently fumace cooled at the cooling rate -1 .3CC/min.. The homogenization 

temperature was selected in the range fiom 480°C to 900°C, depending on the melthg 

temperature and transformation temperature of individual microconstituent phases existing in 

the alloys. The ingots were typically homogenized for 100 h, but additional homogenizing 

heat treatments were carried out up to 500 h for alloys 3, 16, 22, 25 and 52, which were 



determined by a metallographic observation to be sti l l  in a non-equilibrïum state after a 1OOh 

homogenization. Even after a 500h homogenization, alloy 52 contained four phases, 

indicating that it was still in a non-equilibrium state. 

Alloy 

' m e  

Mg-Ni 

Binary 

or 

Mg-Ni-S i 

Ternary 

A h  ys 

Table 8.1 Induction meking procedure 

DESCRIPTION 

1. Evacuation of induction melting chamber to 5kPa or below. 

2. Heating up to 400°C in vacuum. 

3. Evacuation of induction meIting chamber to 5kPa or below. 

4. Pressurization of the chamber with high purity argon gas (130kPa). 

5. Slow heating to 700°C and holding for 5 min. at 700°C. 

6. Moderate heating to intended melting temperatures (1080°C - 1350°C). 

7. Holding for 10 or 15min. at the intended melting temperature. 

8. Turning off the h a c e  and cooling down to room temperature in the 

induction funiace (about 3h)- 

8.1.2 In-situ composites for fracture toughness testing of chevron- 

notched specimens 

Four or five srnail ingots of the size appropriate for the observation of microstructural 

evolution (50-70g) were fabricated to make one big ingot. A detailed procedure of melting to 

make small ingots is the same as for the alloys fabricated for the microstructural observation 

and the determination of phase equilibria as described in the previous section (Table 8.1). 

After gruiding off the surface of the small ingots to remove the surface product, they were co- 

melted at 1350°C for I0rni.n. by induction melting in the graphite crucible coated with the 

boron nitride spray. The melt of the smail ingots were then cast into a graphite mould with 

the size of 38 .7~38 .7~36 .3  (mm3) (almost a cube), which was placed in the vacuum induction 

fumace chamber and preheated in a cylindrical Kanthal wire resistance heating fumace (8cm 

in diameter) to about 400°C. Subsequently, the ingots were homogenized in the tubular 



h a c e  in a high pUnây argon atmosphere. The designation of in-situ composites fabricated 

for CNB fÎacture toughness testhg will be distinguished fÎom that for the determination of 

phase equilibria by placing the letter 'F' in fiont of the Arabic numerals (e.g., FI, F2, and so 

on). Homgenization time and temperature were selected based on the result of the 

microstnictural evolution and phase equilibria in the specific phase region p8son1]. 

Homogeaization for alloy F21 was carried out at a relatively low temperature of 600°C, 

because of the appearance of small wrinkie-like defects resembling fine microcracks; these 

were observed after homogenization at 900°C during the first attempt. Ailoys F6 and F22 

intended for the fabrication of single phase q and MgNiz were just solidified in the melting 

crucible because of the difficulty in controlling the Mg contents during casting of such high 

Mg alloys. 

8.2 Microstructural characterization 

Microstructural characterization of as-solidified and homogenized alloys for the detennination 

of phase equilibria and fiacture toughness test was carried out by optical microscopy with 

Nomarski interference contrast and scanning electron rnicroscopy (SEM). Specimens for 

microstructural observations were cut fiom the ingots using an electro-discharge machine 

(EDW or a microcutter with a silicon carbide wheel. The surface of each mounted specimen 

was ground with #280, #400, #800, and #Il200 silicon carbide papers followed by polishing 

with 1.0, 0.3, and 0 . 0 6 ~  alumina powder lapping. For microstructural observations, the 

polished surface was etched with 15 or 20% nital depending on the nature of microconstituent 

phases in the alloys. However, near-Ni3Si single phase alloys F9 and near- Ni2Si single phase 

alloys F16 were etched with 60 ml HCl, 15 ml CH3COOH, 15 ml HN03, and 15 ml &O 

solution [ 9 0 ~ a k ~ ]  to reveal the grain boundaries for grain size measurement in alloy F9 and to 

reveal twin boundaries in alloy F16. Some alloys with high Si content such as alloys 28, 29, 

and 52 were also etched with 60 ml HCI, 15 ml CH3COOH, 15 ml HN03, and 15 ml H20 

solution [90~akz] for better contrast. 

The chemical composition of alloys and phases was detennined using fully quantitative 

energy dispersive x-ray spectroscopy (EDS) (QX2000 LlMC s ystem, accelerating voltage 

20kV) with standard spectra created fiom the MgzNi compound for Mg and Ni, and from the 



Ni2Si compound for Si. Five EDS readings were taken to determine the overall compositions 

and three EDS readings for the phase identification. 

The volume &action of various microconstituents in al1 the homogenized alloys for fracture 

toughness test was measured using an image analyzing soAware, Image Pro. Porosity in dl 

the homogenized dloys for fiacture toughness test was also measured on unetched specimens 

using Image Pro. 

The melting points of the phases were measured using differential thermal analysis @TA) 

carried out in a Simultaneous Differential Techniques module (SDT 2960 by TA Instrument) 

capable of perfonnùig both thermogravimetric analysis (TGA) and differential thermal 

analysis @TA) at the same time. Scan rate used in the DTA experiments was 20°C/min. 

Density of the selected alloys for microstructure observation and al1 the in-situ composites for 

the fiacture toughness test was measured by a densitometer by the Archimedian method using 

Diethyl Phthalate of specific gravity 1.20. 

8.3 Lattice parameter determination from X-ray 

diffraction (XRD) 
In general, the microconstituent phases were identified by measuring compositions using 

EDS. However, microconstituent phases in some alloys were also identified using X-ray 

diaaction i(XRD) patterns obtained fiom a Siemens D500 deactometer equipped with a 

nickel filter and graphite monochromator using Cu-Ka radiation. A step size of either 0.05" or 

0.02O per second fiom 10" to 85" in 28 was used. To identifl the lattice structure and 

determine die lattice parameters of the newly discovered o phase, a pattem indexing 

compter program, TREOR [85Wer] was used. For the lattice parameter detennination of the 

binary M g m  and the temary Mg(Ni,Si)z phases, both a pattern indexing computer program, 

TREOR [85Wer], and an extrapolation of measured lattice parameters against Nelson-Riley 

function [78Cul] were used for cornparison. The average wavelength of Cu-Ka radiation 

(CuKa, A = 0.15418 nrn) was used for lattice parameter determination. From the following 

relationship [7 8 Cul] : 



where 'a" is the computed value for each peak (20) on XRD pattern, 'a' the true value of 

lattice parameter, and K is a constant, the Nelson-Riiey fùnction of the bracketed terms 

converges to O as the 0 in the bracketed terms increases to 90'. Therefore, 'a" m u t  be equal 

to 'a' in Eq. (8.1) at 6-90". If the value of 'a", computed for each peak on the pattern is 

cos2 e cos2@ 
ptotted against the Nelson-Riley hc t ion ,  - +-) , a straight line should result, 

8 

and 'a', the tnie value of lattice parameter, can be found by extrapolating this line to 

c0s2e cos28 [- =O. For a hexagonal symmetry such as MgNi2 or (Mg,Si)Niz, laaice 

parameter 'c' aIso c m  be obtained in the same way as described for 'a', 

However, in hexagonal crystals, the position of a peak which has indices hkl is determined by 

1 4 h2+hk+k'  1' 
~o parameters, a and c, (Le., 7 = -( ) ++ it is impossible to calculate both 

d-  3 c- 

of them fiom the observed 28 value of each peak alone. Therefore, the peaks indexed with 

hkl were ignored and the remainder was divided into two groups, those with indices hM) (e.g. 

(100), (1 IO), (300), and (220)) and those with indices 001 (e.g. (004), (008), and (0012')). A 

value of 'a" is calculated for each hM) peak and a value of 'c" fiom each 001 peak. Two 

separate extrapolations are then made to h d  'a' and 'c' .  The results of extrapolations of 

measured lattice parameters against the Nelson-Riley h c t i o n  for the detennination of the 

lattice parameters, a and c for both the MgNi2 and the (Mg,Si)Ni2 are given in Appendix C.l 

The estimation of the accuracy of lattice parameter calculations is also given in Appendix C.2 

8.4 Mechanical testing 

8.4.1 Indentation techniques 

Al1 the indentation techniques, i.e., indentation fiacture toughness, detennination of crack 

profiles undemeath the indentations, and hardness measurements were performed with a 

Shimadzu Micro Hardness Tester HMV-2000. A Vickers diamond indenter with the angle 

between the opposite faces at the vertex of 136' was used. Specimens were mounted and 

polished as for the specimens for microstructural observation in section 8.2. Al1 the 



measuring procedure such as the measurement of the length of the indentation diagonal for 

hardness measurement or indentation crack length for indentation hcture toughness 

calculation was done as soon as the indentations were made. 

A systematic study of indentation crack profiles developed uudemeath the indentations and 

indentation fiacture toughness measurement was performed on the q and the K phases. For 

indentations fiacture toughness calculations for the q and the K phases, indentations were 

made at various loads, 300g, 500g, 1000g, and 2000g with 15s dwell tirne. A minimum 

number of 15 indentations were made at each load and at least seven acceptable indentations 

which show clear indentation corners as well as corner cracks without severe lateral cracks 

were chosen for indentation fiacture toughness calculations. Some indentations which 

developed severe lateraf cracks and cracks emanating fiom the sides of indentations on the q 

and the K phases were not used for the calculations. 

Crack profiles along the depth of the indentations for the q and the K phases at different 

loads, 200g, SOOg, and 2000g were obtained by a senal sectionhg method [94Kal]. Afier 

each step of material removal by mechanical polishing using 0 . 0 6 ~  alumina powder, the 

crack Lengths and polished-off depths were measured. To measure the crack length at each 

step the sample was slightly etched with 15% nital for about 20 seconds to clearly reveal the 

cracks. The depth of material removal at each step was measured with Mitutoyo BHN305 CO- 

ordinate measuring machine. 

For the indentation fiacture toughness calculations of single phase alloys other than q and Ky 

indentations were made at lOOg and 500g loads. The diagonal of the indentations and the 

correspondhg crack lengths were measured using Image Pro. 

Microhardness test was performed on various microconstituent phases at 1 OOg and 500g loads 

with 15s dwell tirne. 

8.4.2 Fracture toughness by chevron-notched bend specimen 

(CNW 
The chevron-notched specimens were tested in four point bending. The bend specimens were 

cut out by an electro-discharge machine @DM) as shown in Fig. 8.1 and polished with #280, 

#400, #800, and #1200 silicon carbide papers followed by 1.0, and 0 . 3 p  alumina powder 



Iapping. The chevron notch was electro-discharge rnachined in the polished test bar by a 

O.lmm (100ju-n) copper wire. The notch slot width, N, measured on an optical microscope 

using Image Pro was about 200 p. The initial crack lengths, Q and ai as shown in Fig. 6.1 

were measured fiom the fiactured specimens dso  using Image Pro. 

I 
Bottom 

Fig. 8.1 A schematic illustrating the location of cut-out CNB specimens in the ingot. 
The side and the bottom of the ingot were in contact with the mould. 

The cross head speed during test was O.OSdmi.n, which was the lowest one available on the 

Instron machine (Mode1 4206). Load versus load-line displacement (P-LLD) was recorded 

digitally by a compter. 

Fracture toughness values were calculated nom the maximum load (QIvM) using Eq. (6.1) in 

which the stress intensity factor coefficient, Y* was calculated by approximation of the 

cornpliance fûnction, C,(a) using Eqs. (6.1 1) to (6.1 5). The '@' in Eqs. (6.1 4) and (6.1 5) is in 

the range of 0.9-1.1 depending on the chevron notch angle, 0. 'Maple' software was used for 

the calculation. Fracture toughness of some of the composites was also calculated using Eq. 



(6.17) by detennining the work-of-fiacture given in Eq. (6.16) (fkacture toughness is denoted 

&,,fi Le., for work-of-fhcture). 

8.4.2.1 CNB test in air 

The chevron notched specimens were tested in four point bending with Si=35mm and 

Sz=4.7mm, fbced by the geometry of loading roller (Fig. 8.2(a)). For selected alloys, broken 

half of the S ~ 3 5 m m  specimens was also tested in four point bending in a jig (Fig. 8.2) that 

ailows adjustable SI, applying S i=l 6mm and Sz=4.7mm to investigate the eEect of span S on 

the fiacture toughness. 

Fig. 8.2 Photographs showing (a) the top and @) fkont view of a span-adjustable jig used for 
the CNB test in air. The loading block with loading roliers used with the jig is also shown in 
(al 



The specimen dimensions selected in the present work are summarized in Table 8.2. The 

specimen dimensions 33, W, w, and ai in Table 8.2 are targeted in machining of the actual 

specimens, but are stightiy different fiom the actud specimen dimensions due to machining 

inaccuracy as given in Table 1.1 in Appendix 1. 

Table 8.2 The specimen dimensions selected in the present work. 

8.4.2.2 CNB test in vacuum and oxygen atmosphere 

B 

4mm 

Fracture toughness tests of selected alloys were performed in vacuum or dry oxygen 

atmosphere to investigate environmental effects in single phase intermetallics and in 

intermetallic composites. The purity of the dry oxygen used in the present work \vas 99.993% 

and the oxygen contained 3ppm water, 40ppm argon, lOpprn nitrogen, and lppm 

hydrocarbons. Most of the selected alioys were tested in dry oxygen atmosphere with a 

pressure of 1 0 . 8 ~ 1 0 ~  Pa (gauge pressure=12psi), back filled after the evacuation of the testing 

chamber to about 1 . 3 ~ 1 0 ~  Pa (104 torr) using a diffusion pump assisted with liquid nitrogen 

for condensation of moisture. Ody  two specimens of composite F9 were tested in a vacuum 

of about 1 . 3 ~  1 o4 Pa (1 W6 torr). The CNB specimens for the investigation of environmental 

effects were tested in four point bending with S1=25.9mm and S2=9.28mm which are different 

from the Si  and Sz for the specimens used in air testing since the jig used for the 

environmental test was not adjustable (Fig. 8.3). The set-up used for the investigation of 

environmental effect on fracture toughuess was the same set-up used by Zbroniec [99Zbr] and 

is shown in Fig. 8.4. In Fig. 8.4, some portion of the set-up was changed. Flanges 7 and 11 in 

Fig. 8.4 were fixed by 6 small bolts which are directly screwed into the flanges without using 

the flange clamps @art 8 in Fig. 8.4) and the bolt @art 10 in Fig. 8.4). The loading rod @art 

17) with rotational loading Gxture (parts 28-33) in Fig. 8.4 was replaced by a loading rod with 

a flat bottom. More pictures showing the whole set-up including the vacuum system and 

Instron machine, etc., are given in [99Zbr]. 

W 

5mrn 

Oro 

0.3 

a1 

-1 

s IN 
(SI=35mm) 

7 

S I N  
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Fig. 8.3 A photograph of a jig used for the environmental test. Span S is not adjustable. 

The parts in the set-up in Fig. 8.4 are as foilows [99Zbr]: 

Part list: 

1 - adapter 
2 - clamp colla 
3 - clamp colla bolt 
4, 15 - bellow fixing plates 
5 - beilow fixing bolts 
6 - distance sleeve 
7,11- fIanged sleeves 
8 - clamp 
9 - "O"-ring closing environmental chamber fiom the top 
10 - bolts squeezing the last cco"-ring 
12, 23, 27,s 1 - Water-cooling coils 
13 - "O"-ring sealing upper flange of the beliow 
14 - upper flange of the bellow 
16 - "O"-Mg squeezing and bellow's upper flange fixing bolts 
17 - loading rod 
18 - thin wailed, copper bellow 
19 - lower flange of the bellow 
20 - "O"-Mg sealing lower flange of the bellow 
2 1 - bolts squeezing the lower fiange "O"-ring 

jing rouer --- --  

support - . roller - - 
. . - 



22 - flanged sleeve 
24 - bol& squeezing the "O"-ring sealing vacuum chamber 
25 - "O"-kgs 
26 - nut 
28 - fixing collar 
29 - bolt 
30 - nut holding intermediate insert 
3 1 - intermediate insert 
32 - nut holding Ni3A.l intermetallic insert 
33 - Ni3AI intermetailic insert 
34 - A1203 ceramic main loading rod 
35 - Ni& intermetallic loading block 
36 - strip positionhg loading rod 
37 - bolt 
38 - nut 
39 - A1203, ceramic loading rollers 
40 - fiacture toughness specimen 
41 - &O3, ceramic support rollers 
42 - N3AI intermetallic support insert 
43 - thennocouple 
44 - water container 
45 - balls allowing the load to be transferred UlUformly to the load ce11 
46 - ball's positioning block 
47 - vacuum seal 
48 - environmental chamber 
49 - <'O"-ring, sealing conoection between environmental chamber and diffusion pump 
5 1 - vacuum valve 
52 - pressure gage 
53 - tubular h a c e  



Fig. 8.4 Fracture toughness testing set-up used in the present work [99Zbr]. 



8.4.3 Compression test 

The yield strength cr, or fiachire strength of composites was obtained by conducting 

compression tests according to ASTM standard E9-89a [ ~ ~ A s T ~ ] .  The rectangular specimen 

with about 3 -5x3 .5x7mm3 (specimen with a length to diameter ratio, L/D, of 1.5 or 2.0 are the 

best adapted for detemiining the compressive strength of hi&-strength materials [ ~ ~ A s T ~ ] )  

was subjected to an increasing axial compressive load at a cross-head speed at O.OSdmin, 

resulting in an initial strain rate in the range of 5.5~10~~ to 8.7x10-~ minmùi1 depending on the 

length of the specimens. Even if the initial strain rate of 5x10~~ min-' is recommended in 

ASTM E9-89a, it codd not be achieved in this work because the 1 s t  of the lowest cross- 

head speed of the Instron machine, O.OSmm/min. resulted in a slightly higher initial strain rate 

for the specimens prepared for the compression test. Load versus displacement was recorded 

digitally by a computer. To reduce the fiction between the bearing blocks inserted at the end 

of the pushing rods and the specimen, which can cause barrelling, molybdenum disulphide 

was applied to the ends of the specimens. 

Since the machine is also elastically deformed when the specimen is being tested, the rate at 

which the actual strain is applied to the specimen is lower than the velocity of the cross-head 

motion when no sample is being apptied. However, if one knows the specimen stifkess, 

Kws, calculable fiom the geometry and Young's modulus of the specimen using Eq. (8.2), it 

is possible to correct the whole load-displacement curve obtained during test as shown in Fig. 

8.5. The specimen stiffhess, K,, is [84Mey] 

where A, L, and E are the cross-sectional area, height of sample, and Young's modulus, 

respectively. 

In Fig. 8.5, KI is the specimen stifniess, K,, and K2 is the slope of the direct load- 

displacement. The arrows in Fig. 8.5 show how this correction is made. The cuve is shifted 

to the ieft by an amount given by the distance between the two elastic lines Ki and K2 at that 

specified value of load. In Fig. 8.5, AB=CD. The ciifference in the direct and corrected 

cuves arises fkom the effect of the machine stiflhess and the relationship between K,, (Ki), 

K2, and Km,& designated in Fig. 8.5 is 



CGRRECTED CURVE 

EXTENSION 

Fig. 8.5 Load-displacement curves showing both the direct curve and corrected curve 
[84Mey]. 

In the present work, some of the composites fiactured before yielding and some of the 

composites showed yielding behaviour before fiachire during compression test. For the 

samples which fiactured before yielding, fiacture strength was calculated fiom the direct load- 

displacement curve since there is no difference in fiacture load in the direct and corrected 

load-displacement curves when it is in the linear portion of the load-displacement curve. 

While 0.2% offset yield strength was calculated fiom both the corrected and direct load- 

displacement curves for the samples which showed yielding behaviour. 

To correct the direct curve, it is necessary to know the Young's modulus of the in-situ 

composites to calculate the Kvc. Most of the alloys which showed yieldiog before fiacture 

contain Ni, Ni3Si, and q phases as microconstituents (alloys FI, F2, F7-F12). Young's moduli 

of in-situ composites containing Ni, Ni3Si, or q were calculated nom the composite d e  of 

mixtures equation (Eq. 5.41) using the Young's modulus and volume fiaction of Ni, Ni3Si, 

and q phases in the composites. Young's moduii of Ni(Si) and Ni3Si phases used for 

calculations are 200GPa [96Her] and 210GPa [93Ulv], respectively, based on the fact that 



Young's moduli of pure Ni and slightly ailoyed Ni3Si (with 0.05-0.1 at. % B and 2-4 at. % Ti 

and Cr) are reported to be about 200GPa [96Her] and 200-220GPa [93Ulv], respectively. 

Since Young's modulus of the q phase was not known, it was estimated fiom the indentation 

hcture  toughness equations, assiiming that the fiacture toughness 1.7 ~ ~ a . r n ' ~  (Table 9.1 l), 

of the q phase measured by CNB specimens represents the plane strain fracture toughness of 

the q phase. The indentation fiacture toughness equations used to calculate the Young's 

modulus of the q phase are selected fiom the review paper by Ponton and Rawlings [89pon2]. 

The selected equations are designated as 'ED' and 'IL' in [89pon2] and originated fiom 

[79Eva] and [82Lan], respectively. Both the equations designated as 'ED' and 'JL' were 

recommended for indentation fiacture toughness calculations in [89~on'] since the 

indentation fracture toughness values calculated using the equations provided the fiacture 

toughness values close to the Krc values obtained by the conventional method according to 

the experimental results in [89~on']. 

The equation designated as 'ED' [79Eva] is 

where P is the indentation load, 'a' the length of indentation diagonal (Fig. 6.6), and F= -1.59- 

0.34~-2.02B2+11.23~'-24.9 7 ~ ~ + 1 6 . 3 2 ~ '  and B=log(c/a). 

The equation designated as 'JL' [ 8 2 h ]  is 

By taking Kc=1.7 h4~a .m'~ '  a (in m) and c (in m) for the q phases at respective load as given 

in Table 8.3, Young's moduIus, E, and standard deviations of the q phase was calculated. 

The equations, ED and JL resulted in quite similar values to each other. Therefore, the 

average value of 320 GPa calculated fiom both equations was considered as the Young's 

modulus of the q phase in this work. Young's moduli of the selected in-situ composites 

calculated fiom Eq. (5.41) based on the volume fiaction of phases for each composite (Table 

9.10 in section 9.3.1) are listed in Table 8.4. 



Table 8.3 Young's moduius of the q phase estimated fiom the indentation fiacture toughness 
equations. 

Indentation load, g Young's modulus (GPa) 

I 

Average fiom both equations 320_+52 

Table 8.4 Young's moddi (E) of selected composites calculated using a rule of mixture and 
YOU~E'S moduli of individual i ha ses. 

V A 

In-situ composite 

E (GPa) 

F10 

209 

F1 

235 

FI1 

213 

F2 

249 

F12 

245 

F6 

318 

F8 

237 

F7 

219 

F9 

210 



9. Results 

9.1 EDS quantitative analysis 
There is a discrepancy between the chemical compositions determined using EDS with 

standard spectra created fiom pure elements and fiom compounds. When standard spectruni 

files created fiom pure elements were used, the EDS analysis did not provide very accurate 

results, having the stoichiometries of the intennetallic compounds in the binas- Ni-Si and Ni- 

Mg systems slightly deviated fiom those in the equilibrium phase diagrams as can be noticed 

in Fig. 4.2. The cornparison between the EDS results obtained hy using standard spectra 

created fiom pure elements and fiom compounds is given in Table 9.1 for the selected phases 

such as Ni3fii12 (or Ni5Si2) and Ni2Si in the Ni-Si system, and MgNi2 in the Mg-Ni system. 

The composition of the selected phases must not Vary since Ni31Sin (Ni&) and Ni2Si are 

line compounds, and MgNb has a very narrow homogeneity range [90Mas] (Appendix A). 

The compositions of the Ni31Silt, Ni2Si and MgNi2 phases in the equilibrium binary phase 

diagram are 27.9 at.% Si and 72.1 at. % Ni, 33.3 at. % Si and 66.6 at. % Ni, and 33.3 at. % 
C 

Mg and 66.6 at. % Ni, respectively as given in Table 9.1. When the chemical compositions 

were detennined using EDS with pure elemental standards, the heavy element, Ni was 

overestimated and the light elements Mg and Si were underestimated. The Si contents of 

Ni31Si12 and NizSi in the Ni-Si binary system were underestimated by about 2.2 at. % and 2.5 

at. %, respectively and the Mg content of the Mg(Ni,Si)z phase was also underestimated by 

about 4.5 at. % on the average, cornpared to the compositions of the phases in the existing 

equilibrium phase diagrams. However, when the chernical compositions were determined 

using EDS with compound standards the measured phase compositions of the selected phases 

were almost identical to the compositions in the binary equilibrium phase diagrams as given 

in Table 9.1. One may also compare the position of the binary Ni-Si and Ni-Mg phases in 

Fig. 4.2 established using EDS with pure elemental standard spectra and in Fig. 9.1 re- 

established with compound standard spectra in section 9.2.1. 



Table 9.1 Cornparison of the compositions of selected phases measured with EDS by using 
two different standard spectra, Le., pure elemental spectra and compound spectra. 

Phase 

Ni31Si12 

(or Ni5Si2) 

(Ni: S i= 
73 1-37 O\ 

Ni-S i 
(Ni:Si = 

66.6:33.3) 

*: the compositions in this column stand for Si content in case of Ni31SilZ and Niz%, and for for 
Mg(Ni,Si)2 wkich is a ternary intermediate phase of Mg&. 
**: the composition in this column stands for Ni content in case of Ni31SiIZ and Ni2Si, and for (Ni+Si) 
for Mg(Ni,S i )~ .  
***: the standard deviation of the phase composition in each alloy was calculated from three EDS 
readings. 
****: the standard deviation of the average phase composition was calculated fiom the average 
composition of each alloy. 

AlIoy No 

4 

- 5 
6 
7 
8 

Mg(Ni,Si)a 
((Ni+S i) :Mg 
= 66.6:33.3) 

The discrepancy between the EDS results obtained using different standards, i.e., pure 

9 
10 
22 
23 

Average 
6 
7 
8 

element standards and alloy (compound) standards, was also observed by Chen et al. [94Che] 

25.5M.3 
25.5M.5 
25.8M. L 
25.8M.3 

Average 
1 

in a Ti-42.7A1-7.9Nb alloy. They related this discrepancy to the fact that their alloy system 

Pure elexneutal standard 

25.9110. 1 
25.8M.4 
25.3M.5 
26.0k0.3 

25.7f0.2**** 
30.7k0.5 
30.7kO.4 
30.5k0.2 

contained both heavy and light elements, Le. Nb, and Al, respectively. By analogy, the 

Si or Mg* 
25.5M.4*** 

Compound standard 

30.8M.3 
28.8s.4 

Ni (or Ni+Si)** 
74.5M.4 

Si or Mg* 
28.839.3 

7 1 -7M.4 
7 1.6M.3 
7 1.6M.4 
7 1.720.3 

74.5S.3 
74.5M.5 
74.2H. 1 
74.2M.3 
74.1H.2 
74.2M.5 
74.7M.5 
74.0kO.4 
74.3M.2 
69.3f0.5 
69.3M.5 
69.5k0.3 

Ni (or Ni+Si)** 
7 1.2M.4 

28.3S.4 
28.4H.2 
28.439.2 
28.3M-2 

69.2kO.3 
(70.5k0.3 + 

0.8kû.2) = 71.3 

28.6H.2 - 

28.4M.4 
28.2kW.2 
28.039. 1 
28.4k0.2 
33.3M.3 
33.M. 1 
33.3M.3 

7 1.4M. 1 
7 1 -6M.4 
71.8M.3 
72.M.5 
7 I .6M.2 
66.7fl.5 
67.W0.3 
66.7B.2 

33.6M.4 
32.7kO. 1 

66.4f0.4 
(66.6M. 1 + 

0.7M.1) = 67.3 



compositional discrepancy caused by using different standards in the present Ni-Si-Mg 

system can also be related to the coexistence of both heavy element Ni and Iight elements Si 

and Mg. The content of irnpurities such as oxygen was lower than the detectability limit of 

the windowless EDS technique. 

9.2 Phase equilibria and intermetallic phases in the 

Ni-Si-Mg system 

9.2.1 The phase diagram and microstructure of selected alloys 

The isothermal Mg- and Si-rich section of the ternary Ni-Si-Mg phase diagram has been 

established based on the results of the microstructural examinations, EDS, and x-ray 

measurements as shown in Fig. 9.1. The Ni-rich section of the ternary Ni-Si-Mg phase 

diagram established by the alloys designated by numbers fiom 1 to 26 in Fig. 4.2 and 

published by the present author [98son1] has also been modined as shown in Fig. 9.1 based 

on the EDS analysis using intermetallic compound standards. The overall composition of 28 

alloys fiom alloy 27 to 54 investigated in the present work, their homogenization treatment 

and phases identified in each alloy, are given in Table D.l in Appendix D. Designations of 

the newly found temary phases by Greek letters were arbitrarily chosen and the Mgfi phase 

with Si, forming a ternary intermediate phase was designated as Mg(Ni,Si)2. 



NEAR- SINGLE PHASE ALLOY 
MULT 1 - PHASE ALLOY 

0 SINGLE PHASE I N  ALLOYS 

Mg (at. %) Ni 



9.2.1.1 Microstructural observations 

Microstructural observations for the alioys numbered fiom 1 to 26 have already been reported 

in the Master's thesis [96Son] and the following article [98son1] by the present author. The 

alloys 27 to 54 investigated in the present work were also investigated in the as-solidified 

condition and d e r  homogenization. Microstructure of the selected alloys in various phase 

regions on the phase diagram in Fig. 9.1 shows the microstructural evolution dependence on 

composition and also illustrates how the phase diagram in Fig. 9.1 was established. 

As an example, the characteristic microstructure of only one of the alloys in the pertinent 

equilibrium phase region is presented in this section since the alloys in the same equilibrium 

phase region consist of exactly the same microconstituent phases with ody different volume 

fiaction. Microstructure of some other alloys, which are not introduced in this section, is 

shown in Fig. F. 1 in Appendix F. 

9.2.1.1.1 Microstructure of alloys 27 (NiSi, K, and p), 28 (NiSi, Ni3Si2, and K), and 29 (5, 

rl, and v )  

The rounded NiSi phase in the microstructure was solidified first in alloys 27 and 28 (Fig. 

9.2(a) and (b)). Numerous cracks are seen in the ( ~ + p )  mixture (Fig. 9.2(a)). In alloy 28, the 

NiSi phase is also observed in the fine eutectic-like mixture of  nisi) si) as well as attached to 

the rounded Ni3Si2 phase. The latter (rounded Ni3Si2) seems to be formed at 84S°C by a 

peritectoid reaction fiom (O-Ni2Si+NiSi) eutectic structure according to the Ni-Si binary 

phase diagram [90Mas]. NiSi attached to Ni3Siz seems to be a remaining phase fiom the 

peritectoid reaction. A fine, three-phase mixture of (~+NiSifNi&) was also occasionally 

observed as shown in Fig. 9.2(c) but without the rounded Ni3Si2 phase. 



Fig. 9.2 Optical micrographs of aiioys (a) 27 and (b-c) 28 after homogenization. 

The as-solidified microstructure of alloy 29 in Fig. 9.3(a) contains four phases. A non- 

equiiibrium phase mixture designated as 'N' is embedded in the phase designated as 5. Fig. 

9.3@) is a magnified SEM micrograph of 'N' in alloy 29. Most probably, the 'Y" is a 

decomposition product which is a three-phase mixture of the o phase with about 30.8k0.5 at. 



% Mg, 36.8I0.4 at %. Si and 32.4S.2 at. % Ni, p wiîh 11.6+0.6 at. % Mg, 41.7k0.6 at. %. Si 

and 46.7+0.7 at. %. Ni, and s with 9.9k0.5 at. % Mg, 50.2k0.0.7 at. % Si and 39.9i0.4 at. % Ni. 

In some other area, a two-phase inixture of @+a) was also observed. Two or three phase 

mixtures were also observed in the as-solidifïed alloy 30 which is in the same equilibrium 

phase region with altoy 29. Fig. 9.3(c) shows the highly magnified 'N' mixture observed in 

the as-solidified alloy 30. In this alloy, the two-phase mixture consists of the o phase with 

32.5k0.8 at. % Mg, 36.9H.7 at. %. Si and 30.5M.1 at. % Ni and r phase with 10.4k0.9 at. % 

Mg, 48.9k0.7 at. %. Si and 40.7k0.3 at. %. Ni. In the three phase mixture in alloy 30, the p 

phase with l4.8+l.l at. % Mg, 4l.l+O. 1 at. % Si and 43.9f 1 .O at. % Ni coexists with o and r. 

Fig. 9.3(d) shows that the 'N' mixture in alloy 29 disappeared d e r  homogenization. It is 

noted that thè v phase in Fig. 9.3(d) is revealed in two distinguishable contrasts. Some 

portion of the v phase appears grey, but some other portion of the v phase is bright. The EDS 

compositionai difference between the two distinguishable regions in the v phase is negligible. 

Therefore, different contrast might be induced by the differences in crystallographic 

orientation. However, an Electron Backscattered Diffraction (EB SD) technique would be 

needed for obtaining crystallographic orientation. 



:ig. 9.3 Optical micrographs of (a) as-solidifïed aUoy 29 and the highly magnifïed non- 
:quilibrium phase mixture in as-solidined aiioy 29 (b) and 30 (c), and (d) as-homogenized 
iiloy 29. 



9.2.1-1.2 Microstructure of alloy 33 (q, Mg(Ni,Si)2, and Ni(Si)) 

In the as-solidified alloy 33 (Fig. 9.4(a)), the Mg(Ni,Si)2 rnatrix is divided into two distinctive 

regions. The 'High Si-Mg(Ni,Si)z' region, enveloped by smali q particles, has a high Si 

content (-10 at % Si) and the other region, referred to as the 'Low Si-Mg(Ni,Si)2', which is 

sharing a bouodary with q or (q+Ni(Si)) phase region, has a low Si content (-5 at. % Si). 

Fine q particles enveioping 'Hi& Si-Mg(Ni,Si)2' in as-soiidified structure (Fig. 9.4(a)), seem 

to indicate the occurrence of a eutectic reaction (L-1 parti~ies+Mg(Ni,Si)~) during 

Fig. 9.4 SEM micrographs showing the as-soiidified (a) and homogenized @) 
microstructures in allov 3 3. 



M e r  homogenization (Fig- 9.4@); dinerent field of view than Fig. 9.4(a)) the q particles also 

appeared within both the former 'High S i-Mg(Ni, S i)z' and 'Lo w S i-Mg(Ni, Si)2' regions . They 

seem to resdt fiom a decrease in the size of the Mg(Ni,Si)2 homogeneity range with 

decreasing temperature, similarly as proposed in the binary Mg-= phase diagram [90Mas]. 

The size and fiaction of the q particles within the former 'High-Si Mg(Ni,Si)$ are much 

larger than those within the former 'Low-Si Mg(Ni,Si)2'. This is not clearly understood. It is 

to be noted that the overall composition of the 'High-Si Mg(Ni,Si)2' region in the as-solidined 

state (32.2k0.5 at. % Mg, 10.6kû.4 at. % Si and 57.2M.7 at. % Ni) and after homogenization 

(29.5I0.9 at. % Mg, 1 1 .'ï+O.4 at. % Si and 58.8k0.8 at. % Ni), are slightly different. The 

unidentified phase designated Tl" with the composition of -12 at. % Mg, 16 at. % Si, and 72 

at. % Ni is also observed d e r  hornogenization (Fig. 9.4(b)). 

9.2.1.1.3 Microstructure of aiioys 37 (Mg& and Ni) and 38 (-Ni and Mg(Ni,Si)d 

Microstructure of the top portion of the ingot 37 is different fiom the bottom portion. In the 

top portion of the ingot in as-solidified state, the MgNiz matrix was solidified first, leaving the 

elongated phase designated as 'U' (unidentified) (Fig. 9.5(a)). According to the binary Mg-Ni 

phase diagram [90Mas] a eutectic mixture of Ni and Mg& exists in equilibriurn with the 

MgNiz matrix. However, the 'U' phase morphology is rod or lath-like rather than eutectic one, 

with the composition -25 at.% Mg and 75 at.% Ni, close to the MgNi3 stoichiometry. 

Needle-like, linear precipitates, presumably elongated along the solidification direction are 

also observed in the matrix. According to the Mg-Ni phase diagram [90Mas] they rnight be 

the Ni phase precipitated during cooling due to the decrease in the solubility of Ni in the 

Mg& phase with decreasing temperature. Precipitate denuded regions are also seen 

surrounding the large rods (laths) of the 'U' phase in Fig. 9.5(a). M e r  homogenization, the 

'VU' phase associated with the precipitate denuded regions still exists and the former linear 

precipitates are now agglomerated as small particles (Fig. 9.5@)). Surprisingly, contrary to 

the expectation that the precipitates were the Ni phase, EDS analysis of the agglomerated 

particles showed that their composition was the same as that of the U phase. The second 

phase region, formed after solidification of the MgNi2 matrix, in the bottom portion of the 

ingot contains the (Ni+MgNi2) eutectic mixture and Ni, in addition to the U phase (Fig. 

9.5(c)). However, the (Ni+MgNi2) eutectic mixture disappeared after homogenization (Fig. 

9.5(d)) leaving behind only interconnected Ni and U phases in the second phase region. 



Fig. 9.5 SEM micrographs showing the top portion of ingot 37 in (a) as-solidified and @) 
homogenized state, and the bottom portion of the same ingot in (c) as-solidified and (d) 
homogenized state. An unidentifïed phase is designated T. 

Fig. 9.6(a) shows the as-solidined microstructure of the temary aUoy 38. The faceted, plate- 

like Mg@i,Si)2, Le. a Si-bearing temary intermediate phase based on the binary Mgfi, 

solidified fïrst. The MgzNi phase in between the plate-like Mg(Ni,Si)z phase was most 

probably formed by a peritectic reaction: L+MgNi2+Mg2Ni at 760°C, as indicated in the 



binary Ni-Mg phase diagram [gOMas]. In fact, the pure binary M@i2 phase (no Si) 

embedded in the binary MgsNi matrix was also observed (the pure MgNi2 phase is not 

recognizable under low magnification in Fig. 9.6(a)). Fig. 9.6(b) shows that even after 

homogenization, both the Si-bearing (Mg@Ii,Sih) and Si-fiee M o i z ,  which are vimially the 

same phases having the same crystaiiographic structure, still coexist by sharing the interface 

instead of forming a uniform composition. The homogenized morphology of MgNiz still 

retains its faceted shape. 

Fig. 9.6 SEM micrographs of (a) as-solidified and (b) homogenized alloy 3 8. 



9.2.1.1.4 Microstructure of aLloy 32 (q, MgzSïNis and Mg(Ni,Si)*) 

The as-solidified microstructure of alloy 32 is not s h o w  here since the microstructures of the 

top and bottom of the ingot are quite identical with those of the corresponding portions of the 

homogenized alloy (Fig. 9.7), except that the MgzSiNi3 particles in the 

(Mas iNi3+Mg(Ni, S i)2) mixture were h e r  in as-solidified alloy. 

The appearance of homogenized microstructure of alloy 32 in the top (Fig. 9.7(a) and (b)) is 

different fiom that in the bottom portion (Fig. 9.7(c) and (d)) of the ingot. The EDS results 

show that the overall composition of the top (26.lkO. 1 at. % Mg, 20.0k0.7 at. % Si, and 

53.9t0.3 at. % Ni) and the bottom (27.0kO-9 at. % Mg, 19.0k1.0 at. % Si, and 53.9k0.9 at. % 

Ni) is very close to one other, and the phases and their compositions in both the top and 

bottom are the same. Homogenized microstructure of the top portion (Fig. 9.7(a) and @)) 

shows large, blocky q accompanied by smaller and elongated q, the MgzS%i3 layer 

enveloping q , and fkally, the (needle-like Mg2SïNi3+Mg(Ni,Si)2) mixture. The morphology 

of the phases is different in the bottom portion (Fig. 9.7(c)) but the rounded primary solidified 

q phase, the Mg2SiNi3 phase enveloping the q phase and the (M~Ssri,+Mg(Ni,Si)~) mixture 

are still observed. Approximate composition of small bnght particles in Fig. 9.7@) and (d), 

existing within the MgzSiNi3 phase surrounding the q phase, is close to Mg(Ni,Si)z. The Si 

content of -1 3.3 at. % in the Mg(Ni,Si)2 ma&, a part of the (Mg2SiNi3+Mg(Ni,Si)) mixture 

in the as-solidified state, is much higher than that of-10.5 at. % after homogenization. This 

indicates that the solid solubility limit of Si in MgNil, decreases with decreasing temperature. 



Fig. 9.7 Optical micrographs of (a) the top portion and (c) the bottom portion o f  the ingot 
of alloy 32 after homogenization. Figures (b) and (d) show the magnified SEM 
microstÏuchires correspondhg to the desiwated area (square) in (a) and (c), respectively. 



9-2-1.1.5 Microstructure of alloys 42 (Mg(Ni,Si)2, MeNi, and Mg2SiNi3), 44 (Mg, Mg2Ni, 

and Mg2SNi3), 48 (Mg, MgzSi, and v), 49 (MeSi, v, and a), 51 (v and a), 52 (v, CO, p, 

and [T]), and 54 (MaSi, Si, and o) 

The microstructure of the homogenized alloy 42 (Fig. 9.8(a)) consists of the bloclqr, rounded 

MgSiNi3 phase, the plate-like, faceted Mg(Ni,Si)z phase and the interdispersed M g a i .  In 

general, the Mg(Ni,Sih and MgNi2 phases are obsewed to solidiIj. in a faceted morphology 

(Fig. 9.8(a), and Fig. 9.6(a) and (b)). Fig. 9.8(b) shows the microstnicture of the 

homogenized alloy 42 after heavy etching. The MgzNi phase is almost completely etched out, 

Fig. 9.8 SEM micrographs of alloy 42 (a) before etching and @) after etching showing the 
morphology of MgzSiNi, and Mg(Ni,Sih underneath the surface. 



leaving only the blocky MgsSiNi3 and plate-iike Mg(Ni,Si)z phases. It is very likely that the 

blocky, rounded Mg2SiNi3 phase solidified first. 

Fig. 9.9(a) shows the microstructure of alloy 44 af€er homogenization. The nearly denciritic 

MgzSiNï3 connected with a blocky MgzNi are embedded in the (MgsNitMg) eutectic matrut. 

Fig. 9.9@) shows the microstructure of alloy 48 after homogenization. It shows a three phase 

morphology with the (MaSi+v) mixture resembling a eutectic microstructure coexisting with 

the small islands of the Mg phase. 

Fig. 9.9 SEM micrograpbs of homogenized alIoYs (a) 44 and (b) 48 without etching. 

101 



Fig. 9.1 0 shows the homogenized microstructure of alloys 49,s 1, 52 and 54. AlIoy 49 in Fig. 

9.10(a) shows three-phase morphology. The dark MgtSi phase region looks blurry because of 

severe etching used to reveal the phase boundary between the v and w phases. Alloy 51 in 

Fig. 9.10@) also shows three-phase morphology. However, the compositional difference 

between the core v phase and the phase surroundhg it (like a Nn) is too small to deduce 

whether or not they are two dBerent phases as discussed in section 9.2.2. Fig. 9.10(c) shows 

a four-phase morphology of alloy 52 indicating that it is still in a non-equilibrium state even 

after 500 h homogenization. According to the overall composition of altoy 52 (see Fig. 9.1 

and Table D.1 in Appendix D), the r phase seems to be the non-equilibrium phase, but the r 

phase in contact with the o and p phases (Fig. 9.10(c)) is very stable and still rernains even 

d e r  long time homogenization. In alloy 54 (Fig. 9.10(d)) MgzSi appears to be the phase 

solidified first which coexists with the (Si+M@Si) or (Si+MgzSi+m) phase mixtures. 



Fig. 9.10 Optical micrographs of alloys (a) 49, (b) 51, (c) 52, and (d) 54 after 
homogenization. 



9.2.2 Discussion of the phase diagram and intermetallic phases 

after homogenization and subsequent slow coohg to room 

temperature 

The compositions of the binary compounds in the Ni-Si and Mg-Ni systems in Fig. 9.1 are 

almost identical to those reported in the equilibrium Ni-Si and Mg-Ni binary phase diagrams 

[90Mas]. The locations and boundaries of the binary intermetallic phases in the Ni-Si and 

Mg-Ni systems in Fig.9.1 are still quite comparable with that in Fig. 4.2 established by EDS 

analysis using pure element standards. 

The composition range of some temary phases such as L;, v, s, o and p, and the exact position 

of the equilibrium phase lines are stül uncertain since the number of investigated alloys is still 

ïnsufficient. Therefore, some portions of the phase diagram are drawn with broken Lines. The 

identity of the two ternary phases, q and K were aiready reported in the previous paper 

[96Son, 98son1] by the present author and the identity of < still remains unknown. 

The single-phase fields for the a, p, and s phases in the ternary phase diagram in Fig. 9.1 also 

include the compositions of these phases existing as the non-equilibrium phases in the as- 

solidified alloys 29 and 30. The tentative r phase field was delineated based on the 

compositions obtained fiom the as- solidified alloys 29 and 30 (Fig. 9.3) and homogenized 

alloy 52 (Fig. 9.10) where T seems to be a non-equilibnum phase. Such an approach is 

justified because non-equilibrium phases are also observed to exist as real equilibrium phases 

in other equilibrated alloys. For example, the o and p non-equilibrium phases in as-solidified 

alloys 29 and 30 were also observed and classified as equilibrium ones in alloys 27, and 49 to 

54 afier homogenization. 

According to the phase diagram established in the present work, the stoichiometry of the 

MgNi6Sis phase reported by Buchholz and Schuster [tlBuc] does not match with any of the 

phases discovered in the present work. The position of this stoichiometry on the phase 

diagram (Fig. 9.1) is on the nght hand side, slightly above the p phase. However, even 

considering an inherent experimental error of the EDS andysis, the locations of the p phase 

(Mg1Ni5.1>Si4 1.5) and the stoichiometric MgNi& composition (h!fg?.,Ni&j. isSi4a s) are still 

quite apart fiom one another to be considered as the same phase. MgNi&i6 has the prototypic 



Cu7Tb structure [9Ni]  and the composition of the p phase (Mg13Pii45.5Si41.~) c m  also be 

rearranged in such a way as to fit this structure, i.e. (Nii&i41.~)Mg13 = (Ni~.~si~.,&Mg. The 

size of the p phase region is relatively srnail in Fig. 9.1 ruhg out any extended solubility for 

Ni and Si. niat means that the p phase has almost exactly fixed stoichiometry as given 

above. The possibility of the p phase having the same crystallographic structure as MgNi6Sis 

(Cu7Tb type) will also be discussed in section 9.2.2.1. 

The homogeneity range of the v phase is not well established yet, because there is a 

discrepancy between the phase determinations by microstructural observation and by 

compositional measurement. As discussed in section 9.2.1.1.5, a clear boundary between the 

core region and the rim surrounding the core region in the v phase is observed in alloy 51 

(Fig. 9.10(b)). These regions appear like two different phases. However, the difference in 

composition between the core region: 34.1H.7 at. % Mg, 27.9k0.2 at. % Si, and 38.0k0.6 at 

%. Ni and the rim region: 3 1.2k0.4 at. % Mg, 3 1.2k0.3 at. % Si, and 37.6k0.6 at. % Ni, is 

relatively small. The sarne phenomenon for the v phase was also observed in alloy 50. 

Differences in crystaIlographic orientation might be responsible but EBSD technique would 

be needed to confirm this. It was also considered that the v phase might possibly extend to 

the o phase, fomiùig a single phase with a narrow and long homogeneity range. However, 

according to the x-ray dieaction spectra fiom alloys 53 and 54, the peaks identified as arising 

£iom the o phase (Table 9.4 in section 9.2.2.1) do not match well with those, which are 

determined to arise solely fiom the v phase (Table E.1 in Appendix E) in alloys 47 and 48 

(microconstituent phases; Mg, MgzSi, and v). Similarfy, the p phase, which was also 

originally considered as possibly being the sarne phase as the 5 phase, was detemiined to be a 

diEerent phase. XRD peaks determined to arise fiom the p phase (Table 9.3 in section 

9.2.2.1) in alloy 27 do not match those corresponding to the L; phase in alloy 17 studied in 

[96Son]. 

Unidentified phases are marked with a question mark beside the alloy number in the phase 

diagram in Fig. 9.1. A single-phase appearance of these phases in some of the alloys is not 

clearly understood. Particularly, the unidentified binary phase with about 25 at. % Mg and 75 

at. % Ni was observed in the binary alloy 37 ('V" in Fig. 9.5(a)-(d)), but there is no binary 

phase in the published Ni-Mg phase diagram [90Mas] in such a composition range. Its 



composition @@Ni3) is the same as AB3 type intermetallic compounds existing in many 

binary alloy systems, such as Ni-AI, Cu-Au, Ti-Al, and Fe-Al, etc. pOMas]. 

Density measurements for several alloys in Fig. 9.1 were also perfonned since the density of 

the materials for structural applications in the aerospace and transportation industries is an 

important property. They are listed in Table 9.2. 

Table 9.2 Density of selected alloy 

Alioy no. Constituent phases Density (g/cm5) 

rl , MgtSNi3, Mg(Ni,Si)2 5.63 

Mg, MeNi, MgzSiNi3 2.97 

Mg, Mg2Si, v 2.8 1 

V, 0 4.58 

Mg2Si, Si, O 2.93 

*: Since the ingot of alloy 44 does not have a completely homogeneous microstructure through the 
whole ingot exhibithg slightly differeat microstructure at the top and the bottom as already rnentioned 
in section 8.1.1, the density of alloy 44 was measured only fkom the bottom portion sliced out fiom the 
ingot. The microstruct& for all& 44 in Fig. 9.9(a) also corresponds tothe bottom portion of the 
ingot. 

9.2.2.1 Lattice structures of the p and the o phases 

An attempt was made to determine whether or not the crystallographic structure of M a i s s i s  

phase reported by Buchholz and Schuster [81Buc] corresponds to the p phase in the present 

work. The deaction peaks, which were determined to arise only fiom the p phase in the 

XRD spectnwn of alloy 27 (microconstituent phases; Ky NiSi and p), were hdexed assuming 

that the p phase had a hexagonal M&Ni6Si6 structure with the lattice parameters, a = 

0.4948nm and c = 0.373811~1 [81Buc]. It was found that each value for the observed 

interplanar spacing (&b,) was reasonably close to the calculated interplanar spacing (dcd.) for 

the MgNi6Si6 as shown in Table 9.3. This indicates that the phase reported in 

[81Buc] most probably corresponds to the p phase in the present work. Since Mgbfi6Si6 is 

classified as having the structure type of Cu7Tb [9Nil], the stoichiometric fornula for the IL 

phase suggested in section 9.2.2, i.e., Mg(Si0.48Ni0.52)7 based on its composition 

(Mgl 3S4 .5Ni&, seems to be more reasonable than MgNi6sis. 



Table 9.3 The x-ray difhction peaks for the p phase indexed based on the assumption that 
the p phase has the same crystallographic structure as the MgNi& phase in [8 l ~ u c ] .  

Ditfraction d, interplanar spacing (nm) Intensity Refiection 
angle (obs.-20") do&. d i *  Wb O ~ S )  (hW 

20.773 0.4276 0.4285 42.6 1 O0 

Table 9.3. 

The lattice parameter determination of the o phase was based on the XRD spectra fiom alloys 

53 and 54 containing the Si, MgzSi, and o phases. The diffraction peaks common to both 

alloys, except for those arising fiom the Si and MaSi, were selected and used as standard 

diffraction peaks considered to occur solely fiom the o phase. The values of interplanar 

spacing (&b,) calculated fiom the XRD spectnim of alloy 53 were used for computation using 

TREOR since alloy 53 contains higher volume fraction of the o phase than alloy 54. Two 

possible lattice structures were obtained: an orthorhombic structure with the lattice 

parameters, a = 1.1709nm, b = 0 . 8 2 6 8 ~ 1  and c = 0.6746nm, and a hexagonal structure with 

the lattice parameters, a = 1.35 1 l n .  and c = 0.8267~1. The indexed difiaction data based 

on the hexagonal symmetry for the o phase are &en in Table 9.4 because hexagonal system 

seems to be more likely than orthorhombic one. First, hexagonal structure is more 

symmetrical than orthorhombic one and as such, it is more difficult to satis& difnaction 

conditions for hexagonal structures. Second, when the w phase is considered to have a 

hexagonal lattice the determined lattice parameters given above are very close to those of 

Ag7Te4 [66Ima, 85VilI (a = 1.348nm, c = 0.849nm) intermetallic phase having 55 atoms in a 

unit cell. The composition of the o phase, c m  be rewritten as the 

stoichiometric formula of the Ag7Te4-type being -(Mg0.~2Nio.&Si+ It should be noted that 



the M g  and the Ni atoms in the lattice do not form a solid solution, but are arranged in an 

ordered manner in case of the o phase. 

Table 9.4 The x-ray difiaction peaks for the a> phase indexed by TREOR 

Difiaction d, interplanar spacing (nm) Intensity Reflection 
angle (obs.-28") (V I0  obs) (hW 

dobs. &.* 
13.210 0.6732 0.6752 22.6 1 0  1 
15.192 0.5832 0.5850 11.7 2 0 O 
17.002 0.52 15 0.523 1 9.5 1 1 1  
18.613 0.4767 0.4776 3.8 2 0 1  
20.084 O .442 1 0.4422 21.7 2 1 O 
2 1.489 0.4135 0.4134 5.2 0 0 2  
22.860 0.3 890 0.3898 34.5 1 0 2  
25.272 0.3524 0.3526 17.6 1 1 2  
26.408 0.3375 0.3376 29.1 2 0 2  
29.589 0.30 19 0.3020 8.0 2 1 2  
35.165 0.2552 0.2552 4.4 1 1 3  
36.040 0.2492 0.2493 11.5 2 O 3 
37.717 0.23 85 0.2388 15.0 4 O 2 
38.487 0.2339 0.2339 32.4 2 1 3  
40.8 1 1 0.22 1 1 0.221 1 9.2 4 2 0  
41 .558 0.2 173 0.2 173 7.7 3 3 1  
42.3 12 0.2136 0.2136 7.5 4 2  1 
43.796 0.2067 0.2067 21.1 O O 4 
44.498 0.2036 0.2036 8.5 5 0 2  
45.200 0.2.006 0.2006 17.5 4 0 3  
45.90 1 O. 1977 O. 1977 20.2 3 3 2  
46.548 0.1951 O. 1950 44.2 6 0 0  
48.609 0.1873 0.1873 100.0 4 1 3  
49.945 O. 1826 O. 1826 57.6 3 0 4  
5 1.204 O. 1784 O. 1784 6.0 5 0 3  
5 1.859 O. 1763 0.1763 4.3 2 2 4  
52.467 O. 1744 O. 1744 38.7 4 3 2  
57.372 0.1606 O. 1606 1 O. 1 1 1 5  
69.586 0.1351 0.1351 30.4 7 2 2  
71.655 O. 13 17 0.1316 12.7 7 3 0  
72.225 0.1308 0.1308 30.0 4 4 4  
74.336 0.1276 0.1276 11.2 2 2 6  

* : Q- was calcuiated based on the lattice parameters and reflection plane determined as results fiom 
TREOR 



9.2.3 The phase equilibria at 500°C and 900°C 

9.2.3.1 Microstructural observations 

The isothermal sections of the Ni-Si-Mg temary phase diagram at 500°C and 900°C in the Ni- 

rich region containing alloys fiom I to 26 were determined by water quenching of some 

selected alloys (3,4, 15, 16, 18, 25, and 26). This has been done to investigate the change in 

phase equilibria at elevated temperatures under the assumption that the microstructures of the 

specùnens quenched fiom the respective temperatures represent the phase equilibria st these 

temperatures. The microconstituent phases in al1 of the selected alloys quenched fiom 500°C 

are exactly the same as for the equilibrium alloys investigated afier slow cooling to room 

temperature as shown in Fig. 9.1, implying that the phase equilibria at 500°C and room 

temperature are the same. However, the microconstituent phases of some of the selected 

alloys (15, 16, 18, 25, 26) quenched fiom 900°C are different fiom those in the alloys found 

in equilibrium at room temperature and 500°C. The homogenized microstructures of alloys 

16,25, and 26 are shown in Fig. F.2 in Appendix F. 

The morphology of the blocky q phase in alloy 16 in Fig. 9.11(a) is quite sirnilar to that 

observed afier slow cooling to room temperature in the same alloy (Fig. F.2(a) in Appendix 

F). In between the bloclq q phase, the white elongated 6-Ni2Si phase and the mixture of 

(needle-like 6-Ni2Si precipitates+0-NizSi) are formed. The fine two phase mixture seems to 

forrn during quenching by the precipitation of 6-NizSi fiom 0-Ni2Si. Fig. 9.1 1(b) shows the 

three phase morphology of alloy 25 quenched nom 900°C. The blocky t; phase is normally 

surrounded by the K phase and the matrix is 0-NizSi. Fig. 9.11(c) shows the two phase 

morphology of alloy 26 with big round 0-Ni2Si phase in the K matrix phase. The bIocQ 6- 

Ni2Si phase and the fine mixture of 6-Ni2Si+&-Ni3Siz observed after slow cooling to room 

temperature in Fig. F.2(c) in Appendix F transformed into the 0-Ni2Si phase. The presence of 

the O-Ni2Si phases in alloy 26 (Fig. 9.1 1 (c)) was proven by x-ray difiaction pattern (Table 

E.2 in Appendix E). 



5g. 9.1 1 Microstructures of alloys (a) 16, @) 25, and (c) 26 quenched fiom 900°C. 



9.2.3.2 The phase diagram at 900°C 

The isothermal section of the Ni-Si-Mg temary phase diagram at 900°C has been esrablished 

by means of the microstructural observations and EDS analysis of the selected alloys 

quenched fiom 900°C. 

The resdts of EDS analysis of the selected alloys quenched fiom 900°C are summarized in 

Table 9.5. Since the microconstituent phases in al1 of the selected alloys quenched fiom 

500°C are exactly the same as for the equilibrium alloys investigated after slow cooling to 

room temperature, the isothemal section of the phase diagram of the area containhg alloys 

fiom 1 to 26 at 500°C is considered the same as that in Fig. 9.1. 

Alloys 3 and 4 did not change their microconstituent phases, and thus, conform to the 

equilibrium phase diagram at room temperature (Fig. 9.1). The volume fiaction of Ni in alloy 

3 becomes negligible afler quenching fiom 900°C. However, this seems to be caused either 

by the slight shift of the phase equilibrium line, distinguishing the q, NisSi, Ni three phase 

region f?om the q and M3Si two phase region at 900°C or by the possibility of the 

microstructure of alloy 3 observed after slow cooling to room temperature in slightly non- 

equilibrium state. Note that the overall composition of alloy 3 in Fig. 9.1 is almost on the 

phase equilibrium line described above. 

Table 9.5 The overall compositions and phases in the selected alloys water quenched from 
900°C. 

Al10 y Overall compositions (at.%) Microconstituent 
No. Mg Si Ni Phases 

3 6.39k0.6 20.35+0.2 73.26i0.8 q, Ni3Si, Ni(a1rnost disappeared) 

4 9.07k0.6 24.25k0.4 66.69f0.4 q, Ni3Si, Ni3*Si12 (or NisSiz) 

15 2.1 i+0.5 3 1.70k0.3 66.19f0.5 q, 6-Ni2Si, 8-Ni2Si 

16 12.05t1.3 27.74k0.2 60.2 1k0.5 q, 6-Ni2Si, O-NizSi 

18 1.96k0.6 38.06tO. 1 59.97k0.6 K, 9-NizSi 

25 3.85k0.3 36.17k0.3 59.99k0.5 K, <, 0-Ni2Si 

26 2.18k0.5 37.34k0.3 60.48k0.9 K, 8-Ni2Si 



Fig. 9.12 shows the phase equilibria of the temary Mg-Si-Ni phase diagram at 900°C 

modified fiom the room temperature phase diagram in Fig. 9.1 based on the results of EDS 

analysis in Table 9.5 for the alloys quenched nom 900°C. The changes in the equilibrium 

phases in the ailoys 15, 16, 18, 25, and 26 above the &NizSi and the q equilibrium phase 

region (Fig. 9.12) wiil be discussed in the following section. 

- 

Fig. 9.12 The isothermal section of the Ni-Si-Mg temary phase diagram at 900°C. The 
italic numbers designate the overall composition of each alloy. 

MULT 1 - PHASE A L L O Y  
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Mg (at. %) 



9.2.4 The phase equilibria and temperature stability of phases at 

high temperatures 

In this section, the temperature stabiiity of phases or phase equilibna in the Ni-Si-Mg ternary 

phase diagram in Fig. 9.1 will be discussed based on the DTA results (Appendix G) and the 

phase equilibria established fiom the quenched specimens described in the previous section. 

The only change in the high temperature phase equilibria obtained fiom specirnens quenched 

from 900°C, relative to the phase equilibria at room temperature, was observed in the region 

dominated by alloys 14-18 and 24-26 (Fig. 9.1). No change in the phase equilibria was 

observed after quenching fiom 500°C. According to the DTA result fiom alloy 16 [Appendix 

G, Fig. G.11, the k t  phase transformation occurred at 818"C, which is close to the high 

temperature 8-Ni2Si phase formation in the binary Ni-Si phase diagram [90Mas]. The 8-NizSi 

phase was also observed to be an equilibrium phase in alloy 16 (Fig. 9.11) at 900°C 

connmiing that the phase transformation at 818OC is due to the formation of the high 

temperature 8-NizSi phase. 

Therefore, the proposed equilibrium Ni-Si-Mg ternary phase diagram established after slow 

cooling to room temperature is expected to remain unchanged at least up to 900°C (as 

determined by quenched specimens) in the area dominated by alloys 1 to 13, and up to about 

820°C in the area dominated by alloys 14-18 and 24-26 (Fig. 9.1). Since the phase region 

dominated by alloy 1 contains only the Ni and the Mg(Ni,Si)2 phases, it will follow the phase 

transformation sequence in the binary Mg-Ni phase diagram, according to which the first 

phase transformation occurs at the (Ni+MgNi2) eutectic temperature, i.e. 1097°C [90Mas]. 

Therefore, the phase region dominated by alloy 1 in Fig. 9.1 is expected to remain unchanged 

even up to - 1097OC. 

In the area dominated by alloys 29-31, there was no substantial microstmctural changes 

observed after homogenization at 850°C (Table D. 1 in Appendix D). In alloy 32, according 

to a DTA result, k t  phase transformation occurred at 1138OC which is very close to the 

melting temperature of MgNi2 (1147°C). In the area dominated by alloys 36-42, the lowest 

temperature phase transformation is supposed to involve the peritectic phase transformation 

MgzNi tt L+MgNi2 at 760°C in the Mg-Ni system [90Mas]. According to DTA results, the 



transformation of the Mg3Ni into the L+MgNiz (i.e., MgzNi + L+Mg&) on heating occurred 

at 762°C for d o y  38 and at 758°C for alloy 40, i.e. close to the reported temperature of 

760°C. In the phase region dominated by ailoys 43-46 which hcludes the (Mg+MgZNi) 

eutectic structure, as shown in Fig. 9.9(a) for alloy 44, the first phase trmsfomiation, 

Mg+MgiNi+L, on heating will occur at about 506OC [90Mas]. Therefore, in the Mg-nch 

area dominated by alloys 43-46 the proposed equiiibrium Ni-Si-Mg phase diagram (Fig. 9.1) 

shows the phase eqdibria at Ieast up to the limit of about 506°C. In the area dominated by 

alloys 47 and 48, the first phase transformation on heating will involve the melting of Mg at 

650°C or Mg+Mg2Si eutectic at 637°C. Hence, one c m  safely assume that this region of the 

temary phase diagram remains unchanged up to -637OC. The solidification sequences and 

phase transformation temperatures involved in the area dominated by alloys 27, 28, and 49-54 

are not predictable at the moment. However, the phase transformation temperatures and 

melting temperatures characteristic for the alloys in the Si-rich area (alloys 49-54) are 

expected to be quite high compared to the Mg-rich area. 

Fig. 9.13 schematically shows the summary of the temperature lirnits of the stability of phase 

equilibria on the Ni-Si-Mg ternary phase diagram divided into several regions, indicating that 

the phase equilibria in each regîon are retained up to their designated temperature. 



Fig. 9.13 The proposed Ni-Si-Mg temary phase diagram divided into several regions. The 
designated temperature in each region indicates that the phase equilibria in this region are 
retained up to approximately the indicated temperature. The phase equilibria in the region 
marked with -900°C* are retained up to at least 900°C since the phase equilibria in the - 
region were determined by specimens quenched fiom 900°C. 

11s 



9.2.5 Summary of crystallographic and metallurgical 

characteristics of the interrnetallics investigated in the present 

work 

The crystallographic stnicture and the melting (reaction) temperature of the intermetallic and 

metailic phases investigated in the present study are summarized in Table 9.6 and 9.7. The 

phases which are already reported in the literature (i.e., their crystallographic and 

metallurgical characteristics are aiready known) are included in Table 9.6 and the phases 

discovered by the present author in this system are included in Table 9.7. Some of the known 

phases such as MgNb and Ni2Si are included in Table 9.7 as well as Table 9.6 since 

determination of crystallographic structure or metting temperatures of the phases were also 

carrïed out in the present work. 

The melting temperatures of the and K phases were determhed to be 1271°C, and 920°C, 

respectively, by DTA. The melting temperature of unalloyed MgNiz measured fiom alloy 37 

is 1 154C0, which is only slightly higher than that proposed in the binary Mg-Ni equilibrium 

phase diagram Le., 1 147S°C [90Mas]. The melting temperature of the Mg(Ni,Si)2 phase 

with 4.2 at. % Si in alloy 38 was 1 139°C. Therefore, the melting temperature of the M o i z  

phase seems to decrease by the formation of a temary Mg(Ni,Si)z intermediate phase. 



Table 9.6 Charactenstics of known intermetallic and metallic phases investigated in the 
present work, 
Phase Pearson Lattice parameters, (nm) Proto- Reaction or melting References 

S ymbol a b c We temperature (OC) 

Ni cF4 0.35232 - - Cu Melting, 135S°C [85Vi1] ,[90Mas] 

Peritectoid . 1035°C 

Congruent, 1242°C 

Peritectic, 1255°C 

Polymorphic, 830°C 

Melting, 650°C 

Congruent, 1 147+3"C 

Peritectic, 760°C 

? 

Congruent, 1085°C 

Congruent, 1414°C 

Table 9.7 Charactenstics of known or newly discovered intermetallics in the present work or 
in [98~on']. The information in italic letters is determined by the present author. 

Phase Pearson Lattice parameters, (nm) Proto- Reaction or melting References 

Symbol a b c type temperature (OC) 

Ni2Si OP 12 0.7064 OSOU4 0.3730 CotSi Peri tectic, 1255°C [90~as].[98~on'] 

MgNi2 hP24 0.4827 - 1.5753 MgNi2 Congruent, 1153 OC [90Mas], Pres.* 

Mg(Ni,Si)z hP24 0.4824** - 1.5780 MgNi2 Congruent, 1139 OC*** Pres. 

tl**** cF116 1.1308 - - MnnThs Congruent, 1271 OC [98son1]. Pres. 
( M g d W i 1 6 )  
K (Mg2Si ld i , )  hl' ? 1.1622 - 1.1650 ? Congruent, 920°C [9R30n1], Pres. 

? ? ? [98son1], Pres. 

Pres. 

[97Vi1], Pres. 

Pres. 

? ? ? ? Pres. 

Note: the lattice parameters of alloys calculated in the present work in this table were calculated from 
TREOR. 
*: "Pres.'* stands for present work. 
**: the lattice parameters were calculated from Mg(Ni,Si)2 with 3.72 at.8 Si in alloy 36. 
***: the melting temperature was measured with alloy 38 containhg Mg(Ni,Si)z with 4.21 at. % Si. 
****: stoichiometries of ternary phases discovered in the present work are in Table 10.1 in section 

10.1.1. 



Since the lattice parameter of MgNi2 is supposed to depend on the Si content, it was attempted 

to see its variation with the change in the Si content. Table 9.8 shows the lattice parameter of 

a hexagonal MgNi2 with varying Si content (the Mg(Ni,Si)2 temary intermediate phase) 

calculated by both TREOR and extrapolation of measured lattice parameters against the 

Nelson-Riley fûnction [78Cul]. Lattice parameter, 'c' calculated by both methods increases 

with increasing Si content in MgNi2 while 'a' is almost constant, which leads to the increase 

in the unit cell volume. In general, the unit ce11 volume depends on the atomic size of the 

substituting atoms. The atomic size of Si substituting for Ni in the MgNiz phase, is reported in 

many references as being smaller than that of the Ni atoms [9 1 Cal, 96Askl. (0.1 176 MI and 

0.1 18 nm for Si radius [91Cal, 96Ask], and 0.1243 nm and 0.125 nm for Ni radius [9 lCal, 

96Askl). This implies that the unit ce11 volume should decrease. However, if one considers 

the larger atomic radius for Si, 0.1 173 nm than for Ni, 0.1 154 nm reported in Table 1 1-1 in 

[6OPau] where they were calculated based on the observed interatomic distances in crystals of 

metallic elements and the nature of the bonds, the observed increase in the unit cell of 

Mg(Ni,Si)2 might be justifïed. 

Microhardness values of the intermetaflic phases measured at lOOg and S00g loads are listed 

in Table 9.9. Mg2Ni and Mg2Si phases showed the lowest hardness values, 459 kg/mm3 and 

458 kg/mm3, respectively, among al1 the intermetallics investigated in the present work. The 

hardness of the M a i z  phase increases with increasing Si content. In generai, hardness of 

ternary intermetallics discovered in the present work, increases with the Si content in the 

phases (Table 9.1 1). 

Table 9.8 The cornparison of lattice parameters of Mg(Ni,Si)2 with various Si content 
calculated by the extrapolation method using Nelson-Riley extrapolation function [78CulJ and 
TREOR [85 Wer] . 
Alloy Si content Lattice parameters (nm) calcuiated Lattice parameters (nm) 
No. in by extrapolation hc t ion  and unit calculated by TREOR and unit 

MgRJi.Sih ceil volume (dl ce11 volume hm3> 
(at. %) a c volume a (nm) c (nul) volume 

36 3 -7 0.4824 1 S780 0.3181 0.48 13 1.5854 0.3181 
40 11.1 0.4829 1 .5785 0.3 188 -* - - 
*: there was an insufficient number of peaks deflected fiom Mgw,Si)z in aUoy 40 to run TREOR. 



Table 9.9 Vickers hardness values measured at 100 and 500g of the ternary intermetallics - 
phases in the order of Si at. % in the present work. 
MOY Phases Si content in the VHN of Phases (kglrnmL) 
hTo. phases (at. %) lOOg 5009 
40 Mg2Ni O 459k10 392+14 

28 NiSi 50.5 560t24 N.A-* 
*: the phase area to make indentations at 500g load was not large enough. 



9.3 CNB fracture toughness of in-situ intermetallic 

composites 

9.3.1 Microstructural characteristics of in-situ intermetallic 

composites for CNB fracture toughness test 

Selected in-situ intermetallic composite alloys containing the newly discovered phases and 

near single phase alloys were fabricated to investigate fiacture behaviour and mechanical 

properties, particularly, fracture toughness and yield strength. 

The locations of overall compositions of the alloys fabricated for CNB fiachire toughness test 

are shown in the Ni-Si-Mg temary phase diagram in the Ni-rich area in Fig. 9.14. The 

selection of the compositions of the in-situ intermetdic composite alioys was carried out 

based on the observed microstructural evolution of the alloys in the investigated area of the 

equilibriurn Ni-Si-Mg phase diagram (Fig. gel), particularly, in the Ni-rich area, considering 

the combination of brinle and ductile phases and the effective con.figuration of 

microconstituent phases having fine eutectic-like structures. In particular, alloys F 1, F2, F3, 

and F4 containing only Ni(Si) and q phases and alloys F 1 O, F11, F 12, and F 13 containing 

mostly Ni3Si and q in various volume fiactions were fabricated to investigate the change 

(possibly increase) in fiacture toughness with increasing volume fiaction of toughening 

phases, Ni(Si) or Nipsi, relative to the fiacture toughness of q single phase alloy (F6). 

Specifically, it was important to establish whether or not fracture toughness could be 

expressed by the composite rule-of-mixtures dependence on volume fiaction of Ni(Si) or 

Ni3Si. 

More information such as the volume fiaction of microconstituent phases, density, porosity, 

heat treatment histones as well as overall composition of the in-situ composites from Fig. 

9.14 are tabulated in Table 9.10. 



overall composition 

Mg (at. %) 

3g. 9.14 The overall compositions of the fabricated alloys Iocated in the Ni-Si-Mg phase 
iiagram. 



Table 9.10 Overall composition, volume fiaction of phases, density, porosiw, and heat 
treatment of intermetallic alloys used for CNB fracture toughness 

Overd composition Volume hction of Density 

- 

- 

- 

- 

- 

[ Phases 

Ni 7I.57k0.4 NiSi Ne@.* 

st (Fig. 9.14). 
Porosity 1 Heat treatment 1 

F3 

F4 

FS 

F6 

F7 

F8 

F9 

800°C/100h and 

1000°C/40h 

Mg 

Si 

Ni 

Mg 

Si 

Ni 

Mg 

Si 

Ni 

Mg 

si 
Ni 

Mg 

Si 

Ni 

Mg 

Si 

Ni 

Si 

Ni 

0.07 11.25+1.0 

16.87k0.5 

71.89kO.7 

13.34kO.8 

20.48B.4 

66.18+1.1 

18.87I1.0 

22.7520.4 

58.38I0.7 

19.63k0.8 

800°C/100h and 

1000°C/40h, 

Solidified** 

23.18k0.2 

57.00fl.9 

5.2910.4 

18.1k0.4 

76.6k0.7 

8.44H.8 

17.97M.2 

73.59k0.7 

23.42H.4 

76.44k0.3 

0.15 800°C/100h and 

1000°C/40h 

'l 

Ni(Si) 

Ni3Si 

rl 

Ni(Si) 

Ni3 Si 

'l 

Ni(Si) 

u*** 

rl 

Ni(Si) 

U,(Mg, Si)Ni2 

Ni3Si 

Ni(Si) 

rl 

Ni(Si) 

Ni3Si 

'l 

Ni3Si 

Ni(Si) 

52.6 

47.4 

Negl. 

61.7 

38.3 

Negl. 

91.5 

7.6 

0.9 

98.9 

1.1 

Negl. 

49.8 

34.6 

15.6 

62.4 
(Ni(Si) 
+ 
Ni3 Si) 
37.6 

97- 1 

2.9 

7.22 

6.78 

6.20 

6.02 

7.80 

7.49 

7.95 



Table 9.10 contlliued 

900°C/100h, pre- 

existing cracks 

after casting* * * * 

FI0 

1 

FI2 

FI3 

FI4 

FI7 

FI8 

FI9 

800°C/100h and 

1000°C/40h 

900°C/100h and 

780°C/100h 

Mg 

Si 

Ni 

M g  

s i  

Ni 

M g  

s i  

Ni 

M g  

s i  

Ni 

M g  

si 
Ni 

Mg 

s i  

Ni 

Si 

Ni 

Mg 

s i  

Ni 

Mg 

si 
Ni 

Mg 

si  

Ni 

900°C/100h and 

780°C/100h 

900°C/100h and 

780°C/l 00h 

0.75M.7 

21.410.3 

77.6833.4 

2.07W.5 

22.20-tO.3 

75.73H.7 

6.27M.9 

22.90H.2 

70.83H.8 

15.03H.7 

22.56M.3 

62.41k0.7 

Ni3Si 

Ni(Si) 

"l 

Ni3Si 

Ni(Si) 

'l 

NiiSi12 

Ni3Si 

t7 

Nij1SiIt 

'l 

Ni3Si 

Unidentified 

94.0 

5.2 

0.8 

86.9 

7.2 

5.1 

0.8 

58.7 

41.1 

0.2 

81.7 

18.3 

Negl. 

9.41H.7 

25.77S.4 

64.82kU.6 

7.26k0.5 

29.24k0.4 

63.50k0.4 

33.75H.2 

65.98M.3 

3.94k0.6 

3 1.9620.4 

64.10M.3 

6.70tl.O 

32.78kû.5 

60.52M.6 

9.56+0.5 

3 1.67k0.3 

58.78k0.4 

52.6 

30.6 

16.8 

50.12 

48.88 

100 

- 
77.9 

21.3 

0.8 

57.0 

22.5 

20.5 

46.0 

35.2 

18.8 

'1 

Ni31Silz 

Ni& 

rl 

Ni3,Sii2 

Ni2Si 

Ni2 Si 

- 
Ni2Si 

rl 

& 
NizSi 

rl 

c 
Ni2Si 

< 

7.93 

7.69 

7.39 

6.53 

I 

0.50 

1.36 

0.52 

0.55 

6.96 

6.86 

7.36 

7.07 

6.82 

6.56 

0.56 

0.41 

0.28 

0.30 

0.29 

0.62 



Table 9.1 0 continued 
- 

- 

- 

- 
- 

I 
*: 'Negl.' stands for 'negligible amouut' and indicates the amount w 
(cc 1 .OYo)* 
**: the alloys were solidified while the others were cast. 

1 

Unidentified 1.4 

700°C/24h, 
Solidified* * 
Pre-existing 

ich is much Xess than 1.0 % 

***: indicates the unidentified phase containing the composition of about 25 a t  % M g  and 
75 at. % of Ni. 

****: pre-existing cracks were observed in as cast structure. 

9.3.1.1 Microstructures of composites FI-FS containing Ni(Si) and q 

The microstnictures of composites FbF5 show the evolution of microstructures in the Ni(Si) 

and q two phase region (Fig. 9.14). The designation of the phase Ni(Si) indicates that Ni 

phase contains Si atoms as a solid solution. Composites F2-F5 contain some other non- 

equilibrium phases, but their arnount is negligible (4 .O vol. %). 

The primary dendritic Ni(Si) phase and the (Ni(Si)+q) eutectic mixture are seen in 

homogenized alloy F1 (Fig. 9.15(a)). The microstnictures of homogenized composites F2 and 

F3 in Fig. 9.15(b) and (c), respectively, are quite sirnilar to each other, containing a fme 

eutectic mixture of (Ni(Si)+q). The overall compositions of the two alloys are also almost 

identical (Table 9.10). However, alloy F2 (Fig. 9.15@)) was cast while alloy F3 (Fig. 9.15(c)) 

was solidified in the crucible. The distribution and shape of the Ni(Si) phase in the 

(Ni(Si)+q) mixture in alloy F3 (solidified) are more directional and uniforni than those in 

alloy F2 (cast). The microstructures of homogenized alloys F4 (Fig. 9.15(d)) and F5 (Fig. 

9.15(e)) show the large primary dendritic 11 phase and interdendritic Ni(Si) or (Ni(Si)+q) 

mixture phases. 



Fig. 9.15 Homogenized microstructures of alloys (a) Fl,  (b) F2, (c) F3, (d) F4, and (e) F5. - .  . . - .  - - 

4lloy F3 was solidified and the others were cast. 



Fig. 9.15 Homogenized microstructures of ailoys (a) FI, (b) F2, (c) F3, (d) F4, and (e) F5. 
Aiioy F3 was solidified and the others were cast. 

In the fine interdendritic region in F5 (Fig. 9.15(e)), three phases such as Ni(Si), q and 'U' 

(about 25 at. % Mg and 75 at. % Ni) were observed. The 'U' (unidentified) phase in a very 

small volume fiaction (cc1.0 vol. %) is defhitely a non-equilibnum phase as described in 

section 9.2.2. With increasing Mg content in composites nom F1 to F5, the primary phases in 

the alloys in this region changes fiom Ni(Si) as shown in F 1 to the q phase as shown in alloys 

F4 and F5 depending on whether the overall composition of the alloy is on the Ni-rich or Mg- 

rich side compared to the Ni(Si)+q eutectic composition as in composites F2 and F3. 

9.3.1.2 Microstructure of near q single phase alloy F6 

An attempt was made to fabncate ailoy F6 as a single q phase. It contains small amount of 

other phases (Table 9.10). Homogenized rnicrostnictures of alloy F6 taken at low and high 

magnifïcations are shown in Fig. 9.16(a) and (b), respectively. Note that at a first glance the 

most of the area which appears to be the second phase region in Fig. 9.16(a), is also the q 

phase as s h o w  in Fig. 9.16(b) taken at higher magaification. The N(Si), MgNi2 and 'U' 

phases are apparently non-equilibrium phases, but longer homogenization time is required to 

remove them. 



Fig. 9.16 Homogenized microstructures of solidified composite F6 taken at (a) low and (b) 
high magnifications. 

9.3.1.3 Microstructures of F7 and F8 containing Ni(Si), q, and NiJSi 

The microstructure of homogenized in-situ composite F7 is dBerent nom the top (Fig. 

9. U(a)) to the bottom (Fig. 9.17@)) of the ingot. The highiy magnified SEM views of the top 

and the bottom of the ingot are presented in Fig. 9.17 (c) and (d), respectively. The 

microstructures of the bottom of the ingot (Fig. 9.17@) and (d)) have a £ber and more 



continuous distribution o f  (Ni(Si)+Ni3Si) than those of the top of  the ingot (Fig. 9.17(a) and 

Fig. 9.17 Optical microstructures of homogenized composites F7 taken fiom (a) the top and 
@) the bottom of the ingot and SEM microstructures of (c) the top and (d) the bottom. 



The phases in F8 (Fig. 9.18) is the same as those in F7. The small rounded microconstituent 

in the mixture with the q matrix as well as the large, rounded microconstituent contains the 

Ni(Si) and PlisSi phases (Fig. 9.1 8(a) and (b)). 

1 Fig. 9.18 Optical (a) and SEM (b) microstructures of homogenized composites F8. 



9.3.1.4 Microstructure of binary NbSi-based aihy F9 

AUoy F9 was fabncated to be a single phase Ni3Si alloy. However, it still contains Ni(Si) 

phase which is a non-equilibrium phase if one considers its composition with 23.42 at. % Si 

(Table 9.10) according to the Ni-Si binary phase diagram [9OMas] (Appendix Fig.A.l). The 

non-equilibrium Ni(Si) phase might be removed by homogenizing for about 500h at 900°C as 

it was achieved in the case of alloy 22 in Fig. 8 in [98son1]. However, longer 

hornogenization was not applied here for a couple of reasons. First, this might result in the 

formation of Kirkendall porosity as in the case of alioy 22 (Fig. 8 in [98Son]). Second, the 

grain size of Nipsi might grow larger than that to be considered as a limit for a valid fiacture 

toughness test of a polycrystalline material. 

Fig. 9.19 shows the as-cast microstructures of alloy F9. Large elongated colurnnar 

microconstituent and fine dendrites in between the large elongated columnar microconstituent 

are a mixture of NilSi and Ni3* Sil2 which was formed by a non-equilibriurn solidincation (see 

Ni-Si binary phase diagram in Fig. A.1 in Appendix A). The (Ni3Si+Ni3iSilz) 

microconstituent was fïrst solidified as Ni31Si12 and seems to be on the way of phase 

transformation fiom Ni31Silz to Ni3% 

Fig. 9.20 shows the microstructures of Ni-Si binary alloy F9 after 200h homogenization at 

900°C taken fkom the top (Fig. 9.20(a) and (b)) and bottom (Fig. 9.20(c)) of the ingot. The 

top of the ingot contahs two distinguishable areas, i.e., the area with high vol. % of fine 

(Ni(Si)+Ni3Si) mixture (Fig. 9.20(a)) and the other area with hi& vol. % of fine-grained 

Ni3Si (Fig. 9.20@)). However, dispersed Ni(Si) particles (black particles in Fig. 9.20@)) are 

intermixed with fine-grained Ni3Si. The volume fiaction of Ni(Si), fine (Ni(Si)+Ni3Si) 

mixture, or fine-grained NitSi in the bottom of the ingot is much lower than that in the top. 

The morphology of fine (Ni(Si)+Ni3Si) mixture in Fig. 9.20(a) taken at high magnification is 

shown in Fig. 9.20(d). In fact, the areas with he-grained Ni3Si originated fiom the 

(NiSi+Ni3 Si 2+Ni(Si)) mixture present in the as-cast microstmcture as shown in Fig. 9.19. 

The as-hornogenized microstructures in Fig. 9.20 are quite comparable to the as-cast 

rnicrosbuctures in Fig. 9.1 9. The (Ni3Si+Ni3 1 Si 12) and (Ni3Si+Ni3 1 Si 2+Ni(S i)) mixtures 

converted into Ni3Si after homogenization by dissolving Ni(Si), resulting in substantial 

decrease in vol. % of Ni(Si). In some fine-grained Ni3Si areas, NitSi) was still left as shown 

in Fig. 9.20(a), but in some other areas, Ni(Si) was almost totally dissolved (Fig. 9.20@)). 



Fig. 9.19 The as-cast microstructure of alloy F9 fkom (a) the top and (b) bottom of the ingot. 
The highiy magnined view of the (Ni$ i+Ni3 Si 2) and (Ni3Si+Ni3 S i 12+Ni(Si)) mixtures 
observed in the top of the ingot is shown in (c). 



Fig. 9.20 The microstructure of alloy F9 fiom (a-b) the top and (c) the bottom of the ingot 
after homogenization for 200h at 900°C. The highiy magnified view of the fine 
(Ni(Si)+NipSi) mixture obsewed in the top of the ingot is shown in (d). 



The volume fkction of Ni(Si) phase in F9 in Table 9.10 is the average value calculated nom 

the volume hction of the Ni(Si) in the individual specimen listed in Table 10.2 in section 

10.2.2.1. The average grain size of the large NitSi grains is about 58I7 p and the Ni3Si 

grains of fine-gmined, nearly-single phase Ni3Si is about 34kl p. 

9.3.1.5 Microstructures of alloys F10-F13 containing Ni3Si and q 

Composites F10-F13 contain mostly Ni3Si and q in various volume fractions, but composites 

FI0 and FI1 also contain srnall amount of Ni(Si) whereas composites F11 and FI2 

additionally contain small amount of Ni3 1 Si, 2 (Ni&) (Table 9.10). 

The microstructure of alloy F10 in Fig. 9.21(a) shows a similar microstructure to that of 

composite F9 in Fig. 9.20. However, Fi0 contains a very small amount of the q phase, and 

also contains more amount of fine (Ni(Si)+Ni3Si) mixture compared to composite F9 (Fig. 

9.20(a) and (b)). 

The microstructure of F11 in Fig. 9.2 1(b) shows the four phase morphology, but overall 

volume fiaction of Nig1Sil2 phase ernbedded in Ni3Si is negligible. The microstructure of the 

complex three phase region is quite sirnilar to that of F7 (Fig. 9.17(a)). Microstructures of 

F 12 and F 13 are also shown in Fig. 9.2 2 (c) and (d), respectively. 



Fig. 9.2 1 Miçrostrucîures o f  alloys (a) FI 0, (b) F11, (c) F12, and (d) F13 after 



9.3.1.6 Rlicrostructures of alloy FI4 and FI5 

Fig. 9.22 shows the microstmctures of F14 and FI5 containing three phases q, Ni$%, and 

Ni3 Siiz, and 11, Ni3* Sii2, and NitSi, respectively. Both in-situ composites contain very fine 

eutectic mixtures. The fine eutectic mixture in FI4 (Fig. 9.22(a)) is the Ni31Si12+tl- The £ïne 

eutectic mixture in F15 (Fig. 9.22(b)) is mostly q+Ni2Si, but q+NizSi+ NbiSiiz ternary 

eutectic mixture might also exist as already observed in alloy 7 in Fig. 5@) in [98Son]. 

Fig. 9.22 Microstructures of (a) F14 and (b) F15 after homogenization. 



9.3.1.7 Microstructure of NizSi single phase alloy F16 

Microstructure of Ni2Si single phase ailoy F16 is shown in Fig. 9.23. No d e r  phases were 

observed. Different crystallographic orientations of grains reveal distinctive contrast. 

Nurnerous amealing twins are aIso noticeable. 

Fig. 9.23 Microstructure of Ni2Si single phase alloy F16 after homogenization. 

9.3.1.8 Microstructures of ailoy F17-F2O containing q, <, and NizSi 

Fig. 9.24 shows the microstructures of alloy F17-F20 &er homogenization. Volume fraction 

of NizSi is decreasing with increasiog alloy number, Le. fiom F17 to F20. The solidification 

sequences and phase transformations occurred in the alloys in this region of the phase 

diagram are quite complex as already mentioned in [96Son, 98Sonl. 



1 Fig. 9.24 Microstruchws of composites (a) F17, (b) F18, (c) F19, and (d) F20 d e r  
1 homogenization. 



9.3.1.9 Microstructure of alloy F21 

The fine mixture of ((6)-NizSi+(~)-Ni$3i2) and blocky Ni2Si in the rounded microconstituent 

embedded in the K matrk are shown in Fig. 9.25. As already mentioned for alloy 26 in Fig. 5 

in [98Son], the fine mixture of Ni2Si+Ni3Si2 and blocky Ni2Si in the rounded microconstituent 

seems to be formed f?om the following reactions: 8-NizSi phase+primary blocky &-Ni2Si, 

and (6-Ni2Si+Er-Ni3Siz) by a eutectoid reaction fiom 8-Ni2Si at 82S°C+ prirnary blocky 6 

Ni2Si, and &NitSi formed by a eutectoid at 82S°C + (6-Ni2Si +E-Nij&) by a eutectoid 

reaction fiom ~ ' - N i ~ s i ~  af 820°C. 

Fig. 9.25 Microstructure of alioy F2 1 after homogenization. 

9.3.1.10 Microstructure of alloy F22 

Alloy F22 was intended to be a Mgm single phase alloy. However, it comprises a small 

fraction of other phases (Ni and 'U') afier homogenization (Table 9.10). An optical 

micrograph showing the overall morphology and a SEM micrograph showing the magnified 

view of the interdenMc second phase region in F22 are seen in Fig. 9.26(a) and (b), 

respectively. 



Fig. 9.26 An opticai and a SEM micrographs are showing (a) the overall morphology and 
(b) the magnified view of the interdenclritic second phase region in solidified alloy F22 after 
homogenization, respectively. 



9.3.2 CNB fracture toughness test in air 

9.3.2.1 Load-load line displacement curves (P-LLD) of CNB specimens 

tested in air 

P-LLD curves for CNB specimens investigated in the present work showed quite diverse 

shapes (Fig. 9.27). The P-LLD curves were arbitrarily divided into eight typical types 

depending on whether the stable crack extension or tail existed or whether the crack 

propagated in a serrated or smooth mamer. Fig. 9.27(a) shows a P-LLD curve with a stable 

crack extension prior to the maximum load and long tail (Type I) and Fig. 9.27@) shows a 

stable crack extension and short tail (Type JI). The term 'long tail' is used when the 

displacernent to failure in the P-LLD curve is over 0.15mm. Fig. 9.27(c) shows a serrated P- 

LLD with a stable crack extension and short tail (Type m). Fig. 9.27(d) shows a linear P- 

LLD curve prior to the maximum load and long tail (Type IV). Fig. 9.27(e) shows a pop-in 

(overioadhg prior to crack initiation followed by stable crack extension) and short tail (Type 

V). Fig. 9.27(f) shows a stable crack extension without taiI (Type VI). Fig. 9.27(g) shows a 

linear P-LLD curve without tail (Type m. Fig. 9.27(h) shows a stable crack extension in a 

serrated manner without tail (Type Va. 



O 0.2 0 -4 O -6 0.8 1 
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Fi . 9.27 Typical P-LLD curves observed in the present work. The curves are from (a) F1- f 3' -35 @) ~ 1 3 - 3 c 3 5  (c) ~14-2'635 (d) ~16-5"-35 (e) ~3-2"-32 (f) ~ 7 - 1 9 1 6  (g) ~18-2nd-16 
(h) ~18-3%6.  The designation, FI-3'*-35 indicates the 3d specimen from the bottorn of the 
ingot (composite) F1 tested by applying Si=35mm. 
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Fi . 9.27 Typical P-LLD curves observed in the present work. The curves are from (a) F1- P 3' -35 @) ~ 1 3 - 3 ~ ~ - 3 5  (c) ~ 1 4 - 2 " 4 3 5  (d) ~ 1 6 - s ~ - 3 5  (e) ~ 3 - 2 ' ~ - 3 2  (f) ~7- lSt-16 (g) ~ 1 8 - 2 ~ ~ - 1 6  
(h) ~ 1 8 - 3 ~ ~ - 1 6 .  The designation, ~1-3&-35 indicates the 3rd specimen from the bottom of the 
ingot (composite) F1 tested by applying Si=3Smm. 



9.3.2.2 Fracture toughness values of in-situ composites tested in air and 

caIcuIated from the maximum load 

Table 9.1 1 shows the fracture toughness values caiculated fiom the maximum Load (Eq. 

(6.1)), the lower and upper span (SI and Sz, respectively), and the type of P-LLD cuve 

defined in Fig. 9.27 for each specimen (in parentheses). Since the P-LLD curves defined as 

types IV and VII did not show any evidence of initial stable crack growth which is one of the 

criteria for the test to be considered as valid, types IV and VII are designated with bold letters 

in Table 9.1 1. The validity of the test results for the specimens which showed the linear P- 

LLD curves defined as type IV and W will be discussed in section 10.2. l. l. Some of the in- 

situ composites were tested by applying two different lower support spans (&), that is, 3 5mm 

and 16mm. The specimens tested with Si=16mm were prepared fkom broken half of the 

specimens tested with S i=35mm of the same alloy. 

When the P-LLD curves were Type V (Fig. 9.27(e)), the maximum load, Pm, for fiacture 

toughness calculation was taken fiom the second peak following the first overloaded 

maximum peak. In the present work, the designation, KlvM for the plane strain fkacture 

toughness detemiined by using chevron-notched bar and rod specimens and based on the 

maximum load for rnetallic materials in ASTM E 1304-89 [ ~ ~ A s T ' ]  will be adopted. 

However, the designation, I<QIVM will be used until the fracture toughness values are verified 

to be the valid plane strain fracture toughness values based on the specimen size requirement 

(B21.25 (KI,,M/C~~)~, where B is the thickness of the specimen and a ~ s  is the 0.2 % offset 

yield strength) in ASTM E 1304-89 [~~AsT' ] .  

In Table 9.1 1 one may notice that the fracture toughness values of composites F7, F9, and F1 i 

show a trend indicating that fiacture toughness values of the specimens cut out fkom the 

bottom of the ingots are higher than those cut out fiom the top (see Fig. 8.1). Quite a hi& 

fracture toughness value of sample ~9-srn tested with Si=35mm seems to arise fiom the 

abnormal crack initiation as shown in Fig. H.l in Appendix H. A large scatter in fracture 

toughness values of composite F9 is also noticeable. 



Table 9.1 1 Fracture toughness values, type of P-LLD curve and the lower span (SI) at a - 

constant S2=4.7mm for specimens tested in air. 
Alioy 

No. 

F1 

F2 

F3 

F4 

F5 

F6 

F7 

F8 

F9 

Si (mm) at 

t 1 l6 1 12.3 (VI) , 12.2 (VI) , 12.6 (VI) , 12.7 0 , I 12.5k0.2 , 

S 2 4 . 7 ~  

35 

35 

F10 

F11 

FI2 

F13 

Fracture toughness, I<QlvM (MPa.m1'3 of the Nb specimen 

32 

35 

25 

22 

35 

16 

35 

35 

16 

fiom the bottom of the ingot 

1" 

15.8 0 

12.4 (I) 

9.9 0 

7 . 1 0  

3 . 2 0  

1.7 (IV) 

28.0 (I) 

28.8 (VI) 

1 5 . 9 0  

38.7 (I) 

3 7 - 8 0  

35 

35 

35 

35 

27.2 (I) 

- 
9.0 (I) 

4.7 (II) 

I 

29.7 0 

17.7 (I) 

10.5 (1) 

4.8 (JI) 

2"d 

14.6 0 

12.0 (I) 

9.2 (IV*) 

7.6 (II) 

2 - 6 0  

1.7 (IV) 

23.4 (1) 

26.5 0 

12.7(I) 

30.1 (I) 

35.4(N) 

4.4 (III) 

4.9 (VI) 

4.6 

5.1 @) 

3.7 

3.3 0 

5.0 0 

3 . 4 0  

3 . l ( m )  

4.8 (m) 

6.4 (VII) 

2.6 

4.7 @) 

5.5 (rv) 

5.4 (V) 

- 
3.5 (V) 

3 . 1 0  

F14 ] 35 

21.5 (1) 

14.0 0 

7.2 0 

4.1 (II) 

FI5 

F16 

F17 

F18 

FI9 

F20 

3d 

16.4 0 

12.0 (I) 

10.0 (1) 

7.4 (II) 

3.1 CII)  

2.5 @) 

19.0 (I) 

26.7 

12.4(1) 

27.7 (1) 

- 

5.0 (ID) 

5.0 0 

4.9 

6.1 (II) 

4.4 0 

3.4 (III) 

4.0 0 

3.9 (m> 

3 . 8 0  

16 

16 

35 

35 

35 

16 

35 

35 

31.2 0 

11.3 (1) 

7-7 (1) 

4.6 0 

4Lh 

15.3 0) 

11.8 0 

-- 

8.7 CV) 

7.3 0 

2.9 (V) 

- 
- 

31.2 (VI) 

12.6 (I) 

21.4 (V) 

28.9 (IV) 

4.7 (m) 

5.1 (VII) 

- 
6.3 (II) 

3.5 

4.6 (m) 

3.5 (VII) 

3.6 (m) 

3 . 8 0  

26.2 (I) 

- 
7.4 0 

4-9 (11) 

5& 

16.1 (I) 

- 
- 
- 

27.2k3.7 

14.3k3.2 

8.4k1.4 

4.6k0.3 

4.4 0 

5.0 (VI) 

2.9 0 
6.5 0 

4.2 @I) 

4-1 @O 
4.6 0 
3.7 (m> 

3.7 (m) 

Average 

15.620.7 

12.1k0.3 

9.5k0.6 

4.7k0.3 

5.3+,0-6 

3.8tl.2 

5.7k0.8 

4.3k0.8 

4.2k0.9 

4.3k0.7 

3.6st0.2 

3.5k0.4 

7.1 1 7.3k0.2 

- 
- 

17.8 0 

25.1 (VI) 

12.4 (1) 

(35.1 O)** 

22.5 (1) 

3 .Ok0.3 

2.0k0.5 

22.1k4.6 

27.7k2.4 

13.233.5 

29.5k7.2 

3 1.2k6.9 



Table 9.1 1 continued 

( ): the Roman numbers in parentheses indicate the type of P-LLD curves defined in Fig. 
9.27. 

*: the P-LLD types IV and VII which exhibited the linear P-LLD curves prior to the maximum load 
are in boId Ietters. 
**: fkacture toughness value of the specimen is not incIuded to calculate the average fracture 
toughness of F9 since the fÏacture surface of the specimen shows that the crack started in an abnormal 
manner fiom the chevron tip. 
***: specimens were cut fiom a side of the ingots. 

As already mentioned in section 8.4.2.1, selected composites such as F2, F7, F9, F14, and F18 

were tested by applying both short ( S I = 1 6 ~ )  and long (SI=35mm) lower span, to 

investigate the effect of the lower span, Si on fkacture toughness test. The fiacture toughness 

values obtained by applying S I = l  6 m  are very close to those obtained by applying S r=3 5mm 

for F2, F14, and F18 whose fiacture toughness values are in the range of about 4-12 ma-m'". 

This indicates that there seems to be no effect of the lower span length when fiacture 

toughness values are lower or equal to 12 bfPa.rn1". However, it is not very clear whether or 

not the lower span, SI, aected the fracture toughness values in the highzr range of 18-39 

MPa.m'" for F7 and F9. On the one hand, comparing fracture toughness values for the f h t  F7 

and F9 specimens (i.e., F7- 1" and ~ 9 -  ln, i.e., bottom of the ingot) in Table 9.1 1, rneasured by 

applyhg S ~ 1 6 m m  and Si=35mm, there seems to be no effect of the lower span length, S 1 on 

their fiacture toughness. On the other hand, the fracture toughness values for the 2nd to 5& F7 

and F9 specimens obtained fiom Sl=16mm are consistently higher than those obtained fiom 

S1=3 5mm. However, if there was an effect of SI on fiacture toughness it should be visibIe 

also for the ~ 7 -  le and ~ 9 -  1 specimens because fracture toughness values of these specimens 

are higher than those of the others. It can be hypothesized that the difference in fiacture 

toughness values in the 2"* to 5" F7 and F9 specimens obtained fiom two different spans is 

probably induced by the difference in microstructure expected to occur fiom the center to the 

side of the ingot, similarly to the difference fiom the bottom to the top. 

As a summary, the distribution of hcture toughness values depending on the overall 

compositions and microconstituents of in-situ composites is shown on the Ni-Si-Mg temary 

phase diagram in Fig. 9.28 only for the specimens tested with Si=35mm in Table 9.1 1. 



Fracture toughness values of the composites are relatively Low (<6.0 h4~a.m'~)  and sirnilar to 

each other when the composition of the in-situ composites is away nom the NkSi and Ni(Si) 

phase fields (higher Si and Mg contents), implying that &Si and Ni(Si) are the major 

toughening phases in the present composites. 

overall composition of composites 

Mg (at. %) 

Fig. 9.28 Overall compositions of composites and their average fiacture toughness values for 
the specimens tested with Si=3Smm in air are marked on the Ni-Si-Mg temary phase 
diagram. A range of hctute  toughness value is marked for F9 since a large scatter in fracture 
toughness was observed. 



9.3.2.3 Fracture toughness in air calculated from work of fracture 

Fracture toughness of selected in-situ composites such as FI, F2, F7-F12, and M O  containhg 

only two or three Ni(Si), Ni& and q phases was also estimated by determinhg the work-of- 

hcture. Young's moddi of the selected composites used to calculate the work of fracture are 

already given in Table 8.4 in section 8.4.3. 

The fracture toughness values of the selected in-situ composites calculated fiom Eq. 

(6.17) by detennining the work-of-fracture given by Eq. (6.16) are listed in Table 9.12 and 

compared with the fracture toughness values (QIYM) fkom Table 9.11 which were calculated 

fiom the maximum load. 

In general, KWdvalues are much higher than GIvM values for the most of the selected in-situ 

composites. A possible explanation of this might be that the projected fracture area of CNB 

specimens calculated fiom their geometry and used to calculate the work-of-fracture (y,,/) is 

smaller than the real hcture  surface area, particularly for composites with high fracture 

toughness, giving rise to the overestimation of the work-of-fracture (y,vof) as given in Eq. 

(6.11). Therefore, the overestimation of the work-of-fiacture results in the 

overestimation of K,vof as given in Eq. (6.16), resulting in higher K,,of compared to Kw. 

Another reason could be related to the nature of the crack resistance curve (R-curve) which is 

unknown for the in-situ composites studied in the present work. As already mentioned in 

section 6.3.2, the work-of-fkacture values are approxirnately equal to the fiacture surface 

energy for the materials with flat R-curve [92Jen] but could be different for matenals with 

rising R-cuve. 



Table 9.12 Comparison between the fracture toughness values in air calculated thou& the - 
work-of-fractue (Eq. 6.17) and fiom the m h u m  load (Eq. 6.1). 

Fig. 9.29 represents a graphical cornparison of K,vof and The solid line is the best fit 

line to the data points representing the values fiom individual specimens and the broken line 

represents the ideal line for which KWof equals as G I V M .  KK, values are on average -1.45 

times higher than K Q ~ .  However, for composites F2, F6, and F8, Kwopalues are relatively 

close to values. 

composites QIVM 

Or 

Kwof 

~ I V M  

Kwof 

&IVM 

K W O ~  

&IVM 

Kwo/ 

QIVM 

L w f  

Fracture toughness (lWa-m"n) of the Nd specimen 1 Average 1 

15.6+0.7 

23.133.6 

12. kk0.3 

14.8k0.5 

2.0k0.5 

3.4+0 .2 

22.1k4.6 

From the bottom of the ingot 

1" 

15.8 

21.5 

12.4 
- - -  

1.7 

3.2 

28.0 

K Q l v ~  

L o f  

~ I V M  

KIM 

KQIVM 

L o f  

32.4 

12.7 

16.4 

30.1 

42.0 

27.2 

1 15.9 

19.5 

38.7 

45.0 

29.7 

42.0 

2nd 

14-6 

22.0 

12.0 

1 -7 

3 -6 

23.4 

33.7 

12.4 

16.2 

27.7 

53.4 

21.5 

32.9 

IKQIVM 

L o f  

QIVM 

KIVO~ 

14.0 

23.6 

7.2 

12.3 

3rd 

16.4 

24.6 

12.0 

14.4rÏ3---- 
2.5 

3.3 

19.0 

24.5 

12.6 

16.6 

21.4 

49.3 

31.2 

37.9 1 31-6 
11.3 

25.6 

7.7 

15.3 

4'h 

15.3 

22.5 

11.8 

14.8 

- 
- 
- 

17.7 

34.6 

10.5 

19.2 

16.1 

25.1 

- 

- 
- 

17.8 

- 
12.4 

16.4 

35.1 

53.4 

26.2 

45.2 

- 
- 
9.0 

13.9 

13.2t 1.5 

17.0t1.4 

30.6k6.7 

48.6I5.1 

27.2- -7 

37.9k5.8 

- 
- 

7.4 

12.8 

14.3k3.2 

27.9t5.8 

8.4k1.4 

14.7k2.8 

28.6 29.8k4.2 



Fig. 9.29 Graphical representation of the difference in KpM and KWof values of selected 
composites. The solid line is the best fit line to the data points representing the values from 
individual specimen and the broken line represents the ideal line for which KWof equals as 
K Q ~ ~ M -  

9.3.3 Fracture toughness test in dry oxygen and vacuum 

9.3.3.1 P-LLD curves and fracture toughness values of selected composites 

tested in dry oxygen and vacuum 

Fracture toughness values as well as the type of P-LLD curve of seIected composites tested in 

vacuum and dry oxygen atmospheres are tabulated in Table 9.13. Most of the specimens were 

tested by applying Si=26mm and Sz=9.3mm, but three of the specimens were tested with 

SI=16mm and Sz= 4.7mm (Table 9.13). The average fracture toughness values were 

calculated without differentiating between the values obtained from specimens tested with 



merent  lower span (SI) since the effect of span on hcture toughness seems to be negligible 

accordhg to the resuits of fiachire toughness measurement by CNB specimens tested in air 

(Table 9.1 1). On the one hand, no clear evidence of environmental effect on fiacture 

toughness was observed for F6, F12, F14, F16 and F21, if one compares the fiacture 

toughness values in Table 9.1 1 (air) with those in Table 9.13. On the other hand, the average 

fiacture toughness value for F9 tested in dry oxygen is increased about 25% (Table 9.13) 

compared to the test in air (Table 9.1 1). However, comparing only the highest fiacture 

toughness value obtained for the specimens tested in air and in dry oxygen, one fhds that the 

difference is minor. This will be discussed fiirther in section 10.2.2.1. 

Table 9.13 Type of P-LLD and fkacture toughness values of selected composites tested in 

Ni2Si) 1 1 1 1 1 1 1 1 1 
Note: The Roman numerals in parentheses ixidicate the type of P-LLD curves defined in Fig. 9.27 for 
each specimen. 
* : volume fiaction of Ni(Si) is very low (1.1 % for F6 and 2.9% for F9) 
**:The P-LLD types IV and VII which exhibited the linear P-LLD curves prior to the maximum load 
are in bold letters. 
*** :Oxygen pressure used for most of specimens was 12 psi except for the specimen with '* ** ' beside 
hc ture  toughness values. The oxygen pressure used for the specimen with the mark, ' ***' was 15 
psi. The level of vacuum used for specimen ~ 9 - 3 "  and 4Lh specimens was about 6x104 and 3x10-6 
torr, respectively. 

vacuum or dry oxygen. 
Alloy 
No. 

@hases) 

F6 

Ni(Si)*) 
F9 

Ni(Si)*) 
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(q, Ni3Si) 
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(% Ni3Si9 
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(&Ni ;Si2, 
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Oxygen 

Oxygen 
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Oxygen 

Oxygen 

Oxygen 

Oxygen 
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(mm) 

Fracture toughness, KQivM (MPa.ml") of the Nth specimen fiom the 
bottom of the ingot 

SI 

26 

16 

S2 

9.3 

4.7 

5'" 

- 
- 

42.7***0 

- 
- 
- 

- 
- 
- 

lQ 

1.70r100;) 

- 
40.3 O 

- 
8 . 3 0  

- 

6.7(V) 

- 
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3rd 

- 
- 
- 
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4 - 7 0  

- 
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3 - 0 0  
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39.5t1.7 

32.924.9 

6.9k1.4 

4.9k0.4 

6.8t1.0 

3 StO.6 

- 
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35.4***0 
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6 - 8 0  

5 . 2 0  

7 . 3 0  

- 
4.2(VII) 

26 

26 

26 

26 

16 

26 

26 
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- 
- 
- 

3 6 . 3 0  

- 
- 

- 
7.80 

- 

9.3 

9.3 

9.3 

9.3 

4.7 

9.3 

9.3 



Fracture toughness values of F9 tested in dry oxygen are higher than those tested in vacuum 

(Table 9.13). Similarly, elongation of intermetallics such as FeAl [SgLiul, 90Li3, 9 0 ~ i u ~ ] ,  

Fe3Al [ 9 0 ~ i u ~ ]  and NisSi [91Liu] was reported being higher when they were tested in dry 

oxygen as opposed to test in vacuum. However, this difference in the present work might 

result nom different microstructure of each specimen as well as different test environment. 

Scatter in fiacture toughness values of F9 tested in dry oxygen and vacuum is slightly reduced 

compared to test in air. The trend of fiachire toughness decreasing with increasing specimen 

number for the bottom to the top of the ingot, Le., fiom ~ 9 - l R  to ~9-5" (Table 9.1 l), is not 

observed for the specimens tested in vacuum and dry oxygen. 

9.3.4 Fractography 

9.3.4.1 Fracture behaviour of the specimens tested in air 

Fracture surfaces afler CNB tests were examined in the SEM. Fractographs showing the 

overall fiacture surfaces at low magnification of al1 samples are displayed in Fig. H.2 in 

Appendix H. 

9.3.4.1.1 Fracture behaviour of F1 

The overail fkacture surface of alloy F1 (60 vol. % of Ni(Si) and 40 vol. % of q) is shown in 

Fig. H.2 (a) in Appendix H. Two typical modes of fiacture, particularly associated with the 

Ni(Si) phase were observed. The pull-out (Fig. 9.30(a)) as well as ductile-type fracture (Fig. 

9.30(b)) of the Ni(Si) phase is observed. The highly magnified SEM fiactograph in Fig. 

9.30(c) shows typical microvoids in the ductile Ni(Si) hcture surface shown in Fig. 9.30@). 



Fig. 9.30 SEM hctographs of Fl showing (a) the pull-out, @) the ductile fracture, (c) the 
typical microvoids in the ductile Ni(Si) fracture surface in @), and (d) smooth fracture 
surface of the Ni(Si) phase. 

A relatively smooth fracture s d a c e  of Ni(Si) phase (Fig. 9.30(d)) was also observed in the 

fiacture surface close to the tip of the chevron notch. Compared to the q matrix which 

developed cracks around the ductile-type fiacture of the Ni(Si) phase shown in Fig. 9.30(b) 



the q matrk around the smooth fbcture surface of Ni(Si) in Fig. 9.30(d) does not develop any 

cracks. The average CNB fiacture toughness value of this in-situ composite is 4 6  MPa mlR 

(Table 9.1 1). 

9.3.4.1.2 Fracture behaviour of composites F 2  and F3 

As already mentioned in section 9.3.1.1, composites F2 and F3 are ahost  identical in 

composition and the volume fiaction of each microconstituent phase except that F2 was cast 

and F3 was solidifïed in the melting crucible. F2 and F3 contain a very fine two phase 

(q+Ni(Si)) mixture with about 47 vol. % of Ni(Si) (Table 9.10). The significant difference in 

fkacture surfaces of FZ and F3 is the path of crack propagation. The crack propagated through 

the chevron-aotched plane in F2 (Fig. H.2@)) while in F3 the crack propagated through a 

preferred path (Fig. H.Z(c)). In F2 the crack predominantly propagated in the direction 

transverse to the fiber-like Ni(Si) phase in the q matrix, cutting through the Ni(Si) (Fig. 

9.3 l(a)). However, two different modes of fracture surface were observed in F3. The crack 

propagated either through the interface between q and Ni(Si) even though the crack needed to 

change its directions fiom the original notched plane (Fig. 9.31(b)), or in the direction 

transverse to the fiber-like Ni(Si) phase in the q matrix (Fig. 9.3 1(c)), similarly to F2. When 

the crack propagated in the transverse direction (Fig. 9.3 1(a) in F2 and (c) in F3) the fiber-like 

Ni(Si) phase was pulled out and debonded fiom the ma&, q. The distribution and shape of 

Ni(Si) in F3 are more uniform than those in F2. No significant matrix cracking in the q phase 

was observed. The average CNB fracture toughness values of composites, FZ and F3 are 

about 13 ~ ~ a . r n l ~  and 10 h41?a.mlR, respectively (Table 9.1 1). 



Fig. 9.3 1 SEM fiactographs showhg the hcture surfaces (a) in F2, and (b) and (c) in F3. 
-- - - -  -- 

9.3.4.1.3 Fracture behaviour of F4F6 

SEM hctographs showing the overall hcture surface of in-situ composites F4 and FS are 

also presented in Fig. H.2 (d) and (e), respectively, in Appendix H. The hcture sdace of 

the Ni(Si) phase or the area containing Ni(Si) are relatively rough while the fracture surface of 



q is very smooth. The -q phase shows mostly transgranular cleavage fkacture, but the 

evidence of intergranular fiacture of q as a microconstituent phase in F4 was also observed 

(Fig. 9.32). 

Fig. 9.32 A SEM micrograph showing the evidence of intergranular fracture in the q phase 
in cornnosite F4. 

The fracture surface of near q single phase alloy F6-1" (Appendix H.2 (f)) shows an 

extremely smooth and flat surface, particularly, in the area fiom the tip to the middle of the 

chevron. SEM micrographs showing fracture surface of alloy ~6-2nd and ~ 6 - 3 r d  are in Fig. 

H.3 in Appendi H. By comparing the fiacture surface, particularly, the chevron tip area of 

~6-3rd with those of ~ 6 - l S t  and ~6-2nd, the higher toughness value of ~6-3rd  (Table 9.1 1) than 

those of ~ 6 - l R  and ~ 6 - z n d  might be justified. There are more second phase regions containhg 

Ni(Si) in the fracture surîace of ~6-3rd comparecf to the fiacture surface of ~ 6 - l n  and ~6-2nd. 

9.3.4.1.4 Fracture behaviour of F7 and Fû 

As already mentioned in section 9.3.2.2, fiacture toughness of composite F7 decreases f%om 

~ 7 - l n  (fhst specimen fiom the bottom of the ingot) to ~ 7 - 5 h  ( f i f i  specimen from the bottom 

of the ingot) and this tendency seems to be related to the dLfference in the microstructure of 

specimens (Fig. 9.17). The microstnicture of the specimen F7-ln consists of fher 



(Ni(Si)+Ni3Si) microconstituent compared to the microstructure at the top of the ingot (Fig. 

9.17). Fig. 9.33 shows the SEM hctographs of specimen ~ 7 - l n  ( 2 8 ~ ~ a . m ' ~ )  and ~ 7 - 5 ~  

(1 7.8 ~ ~ a . r n ' ~ ) ,  having the highest and the lowest fracture toughness values (for S i=3 5mm). 

Fig. 9.33 SEM fiactographs showing the clifference between specimens (a) ~ 7 - l n  with 
fiacture toughness value of 28 M P Û . ~ "  and (b) ~ 7 - s r n  with fiacture toughness value of 
17.8 ~ ~ a . r n l ~ .  Cracks in the q ma& in ~ 7 -  ln and slight debondhg of  the (Ni(Si)+NisSi) 
microconstituent fiom the n matrix in ~ 7 - s f h  are noticeable. 

The fiacture surfaces of ~ 7 - l R  and ~7-5"  correspond to the microstructures of the bottom 

(Fig. 9.17@)) and the top (Fig. 9.17(a)) of the ingot. Besides the h e r  (Ni(Si)+&Si) 



microconstituent in the hcture surface of ~ 7 - l n  (Fig. 9.33(a)), severe cracking in the q 

matrix is noticeable compared to the uncracked q matrix in ~ 7 - 5 "  specimen (Fig. 9.33(b)). 

The microcracking of the q ma& in F7-la seems to result fiom the hi& crack-propagation 

resistance in this alIoy due to the appropriate distribution of (Ni(Si)+Ni3Si) microconstituent. 

In the fiacture surface of specimen F7-5h (Fig. 9.33@)), slight debonding of the 

(Ni(Si)+Ni3Si) microconstituent fkom the q matrix, is observed instead of cracking in the rl 

matrix. 

Fracture behaviour of F8 is quite similar to that of F7 as it might be anticipated fiom its 

microstructure (Fig. 9.18) which is also similar to that of F7 (Fig. 9.17). However, the 

volume fiaction of the brittle q phase in F8 is higher than that in F7. 

9.3.4.1.5 Fracture behaviour of F9 

Fracture behaviour of F9, a Ni3Si based interrnetallic in-situ composite is of great interest 

since its fiacture toughness is much higher than expected fiom the low tensile elongation of 

Ni3Si (-O % in air) [91Liu]. However, as already mentioned in section 9.3.2.2 fiacture 

toughness values (KQrvM) of F9 are in the range of 21.4 ~ ~ a . r n l ~  to 38.7 MPa.rntR but they 

show a large scatter. 

F9 contains an average of 2.9% volume fiaction of Ni(Si). However, as already mentioned in 

section 9.3.1.4 the volume fiaction of Ni(Si) at the bottom is much lower than that at the top 

of the ingot. In general, intergranular fracture mode is dominant, but transgranular fiacture is 

also observed (Fig. 9.34(a) taken fiom F9-1" K ~ ~ ~ e 3 8 . 7  MPa.ml"). SEM fiactographs in 

Figs. 9.34(b), (c) and (d) reveal step like transgranular fiacture of Ni3Si, indicating that the 

dislocation movement in Ni3Si is very restricted to fixed slip systerns. Only one or Iwo slip 

systems were activated during bending test as shown in Fig. 9.34(c) and Fig. 9.34(d). This 

type of dislocation movement, called 'planar glide' seems to explain the mechanism of the 

formation of the step like fiacture surface shown in Fig. 9.34(b). Fig. 9.34(e) shows 

transgranular fiacture surface and Ni(Si) particles on the Ni3Si grain boundary facet which 

seem to be debonded fiom the other side of the fracture surface. Fig. 9.34(f) shows the 

fkacture surface of the specimen ~9-4UL (&rV@21 . 4 ~ ~ a . m ' ~ )  containing substantial amount 

of the fine (Ni(Si)+Ni3Si) mixture s h o w  in Fig. 9.20(a). Fig. 9.34(g) and (h) show the 

magnified view of the area containing fine (Ni(Si)+Ni3Si). The continuous Ni(Si) phase was 

drawn to failure in a chisel-like ductile mode. 



Fig. 9.34 SEM fiactographs of d o y  F9 showing (a) a mixture of inter- and transgranular 
fiacture taken fiom ~ 9 - 1 ~ ,  (b) a doser view of step like transgranular fiacture, (c-d) the 
formation of the shear steps, (e) transgtanuiar fracture and Ni@) particles debonded ftom 
the other side of the fiacture surface, and (f-h) the area with the fine (Ni(Si)+Ni3Si) 
mixture. 



Fig. 9.34 SEM hctographs of dloy F9 showing (a) a mixture of inter- and transgranular 
fkacture taken fiom ~ 9 - 1 ~ ,  (b) a closer view of step like transgranular fiacture, (c-d) the 
formation of the shear steps, (e) transgranular hcture and Ni(Si) particles debonded fiom the 
other side of the fiacture surface, and (f-h) the area with the fine (Ni(Si)+Ni3Si) mixture. 



One interesting observation on the hcture surface of F9 is the presence of fine precipitates on 

the grain boundary facet as shown in Figs. 9.35(a) and (b), which are also slightly visible in 

Fig. 9.34(d). The precipitates were also observed on the trmsgrdar fiacture surface as 

shown in Fig. 9.3S(c). The precipitates are distributed a short distance away fiom another 

grain boundary similarly to the formation of precipitate fiee zone (PFZ) (Fig. 9.35(a) and @)). 

Based on the peculiar 'glowing' contrast at the edge-on grain boundary plane in Fig. 9.35(a), 

the precipitates seem to exist also at this grain boundary plane. The correlation between the 

presence of the fine precipitates and fiacture toughness or test environment will be discussed 

in detail in section 10.2.2.2. 



Fig. 9.35 SEM rnicrographs showing the precipitates observed on the fiactured grain 
boundary facets of F9 (near-single phase Nipsi) taken (a) Low magnification and (b) hi& 
magdïcation, and (c) on the transgrandar hcture surface. 



9.3.4.1.6 Fracture behaviour of FlO-FIS 

The fiachire behaviour of FI0 is almost the same as F9 exhibiting inter- and transgranuiar 

fracture of Ni3Si and ductile failure of Ni(Si) in the fine (Ni(Si)+NbSi) mixture since the 

microstructure and overall composition of composites, Pl0 and F9 are similar except the 

existence of small amount of the q phase as shown in Fig. 9.2 1(a). 

In composites FI 1-F13, bnttle cleavage fiacture was observed in the q phase and inter- or 

transgranular fi-acture was observed in the Nil% phase existing as a microconstituent phases 

in these composites. SEM micrographs of inter- and transgranular fiacture of NiaSi in 

composites F 1 1 and 1 2 are shown in Fig. 9.36(a) and (b). 

Fig. 9.36(c) and (d) shows the SEM fiactographs of F14 and F15 containing fine eutectic 

mixture of (Ni3i Sil2-) and (q+NizSi or q+Ni2Si+ Ni3 Si lZ), respectively. A fine two or three 

phase mixture in F14 and F15 hctured in a brittle manner, exhibiting flat and srnooth 

fracture surfaces. 



Fig. 9.36 SEM fiactographs of (a) F 1 1, (b) F 12, (c) F 14, and (d) F 15. 



9.3.4.1.7 Fracture behaviour of FI6 

The fiacture surface of Fl6, a single phase NiaSi, shows two distinctive regions, Le., rough 

and smooth (Fig. 9.37(a)). The SEM fractograph of the rough region is shown in Fig. 9.37(b). 

Numerous ledges and cracks that developed vertically to the fiacture surface are seen. The 

creation of rough fiachue surface consisting of ledges seems to be induced by the anisotropic 

fkacture behaviour of NizSi associated with its crystallographic structure. Therefore, the 

crystallographic orientation of grains with respect to the crack propagation direction seems to 

result in two different modes of fiacture even if F 16 consists of NizSi only. 

Fig. 9.37 SEM fiactographs of NizSi single phase aiioy, F16 showing (a) the overall 
fiacture behaviour of NhSi and @) the magnined view of the rough hcture area in (a). 



9.3.4.1.8 Fracture behaviour of F17-F22 

Ail the microconstituent phases in composites F 1 TF22 showed brittle transgranular fiacture 

as evidenced fiom their hcture surfaces which are relatively smooth as shown in Fig. H.2(q)- 

(t) in Appendix H. Only the fracture surface of Ni2Si exhibited the ledges as already shown in 

Fig. 9.37. A SEM fiactograph of F21 exhibithg brittie cleavage fiacture is shown in Fig. 

9.38(a). A SEM fiactograph of F22 showing brittle cleavage fkacture of MgNiz and many 

strip-like second phase regions is seen in Fig. H.2(v) in Appendix H. A rnagnined view of the 

strip-like second phase region is shown in Fig. 9.38@). 

Fig. 9.38 SEM fiactographs of (a) F21 showing brittle cleavage fkzcture and (b) F22 
showing the strip-like second phase region in Fig. H.2(v) in Appendix H. 



9.3.4.2 Observation of fracture surfaces of the specimens tested in vacuum 

and dry oxygen 

Some of in-situ composites such as F6, F9, F12, F14, F16, and F21 were selected to 

investigate the effect of test environment on the hcture behaviour and fracture toughness of 

single phase alloys and composites. The fiactirre toughness values measured in vacuum or 

dry oxygen atmosphere are sirnilar to those measured in air except possibly for F9. Similarly, 

the fiacture surfaces of the composites tested in vacuum and dry oxygen did not show 

signifïcant difference compared to those tested in air. Even if the average fiacture toughness 

value of composite F9 tested in dry oxygen is higher than that tested in air, no recognizable 

difference in fracture surface between the samples tested in air and dry oxygen was observed. 



9.4 Indentation fracture toughness test 

9.4.1 Determination of crack systems and crack profiles 

Among many of the intermetallic phases existing in the present Ni-Si-Mg temary phase 

diagram (Fig. 9 4 ,  the q and K phases were k t  selected as standard samples for a systematic 

study to understand the microindentation fkacture behaviour and determine the applicability of 

the indentation fiacture toughness calculations in the literature. 

Fig. 9.39 shows the Vickers indentations made at 2000g in the q and K phases, before and 

after polishing. Surface lateral cracks are formed around the indentation made in the q phase 

as shown in Fig. 9.39(a) and sometimes macroscopic chipping occurs (Fig. 9.46(a)). 

According to L a w  et al. [ 7 5 ~ a w ~ ]  and Ogilvy [770gi] the lateral cracks are produced in 

brittle solids and when macroscopic chipping occurs on the surface around an indentation, 

matenal is removed by the propagation of cracks during the unloading cycle. They nucleate 

near the apex of the indentation and grow laterally beneath the surface on unloading of the 

indenter. Lawn et al. [ 7 5 ~ a w ~ ]  suggested that since the lateral system operates only as the 

indenter is withdrawn fiom the specïmen surface, it is evident that the driving force for 

propagation must originate fiom some residual stress field associated with the irreversible 

deformation zone (indentation impression). Fig. 9.39(b) shows the indentation cracks in the K 

phase emanating fiom only four corners with a small lateral crack (or collapse) along one side 

of the indentation. Figs. 9.39(c) and (d) show Vicken indentations made at 2000g in the q and 

K phases, after polishing. The same indentations made at 20OOg before polishing are shown in 

Fig. 9.39(a) and (b) for the q and K phases, respectively. The corner cracks are clearly 

detached fiom the inverted pyramids suggesting the presence of a Palmqvist crack system for 

both phases. 

As already mentioned in section 7.1, crack systems also can be judged by the relation between 

the crack length and indentation load, i.e., W=P/42 for the Palmqvist crack system as in 

Eq.(7.1) and c=Wm for the haif-penny crack system as in Eq.(7.2). Therefore, the Palmqvist 

cracks (0 follow a linear dependence on indentation load, while the haIfpenny cracks follow a 

2/3 power dependence on indentation load. 



Fig. 9.39 Indentations made at 2000g load (a) in the q phase and (b) in the K phase before 
polishing. The same indentations after polishing 7 . 2 ~  and 5 . 9 ~  nom the original 
indentation surface (c) in the q and (d) in the K phases, showing the evidence of the 
Palmqvist crack system. 



Table 9.14 shows the parameters defined in Fig. 7.1 and measured in the and K phases with 

various indentation loads for indentation fracture toughness caiculations. 

Table 9.14 Indentation crack parameters a, 1, and c (in Fig. 7.1) as a function of the applied 

The crack length (1) as a function of load (P) is plotted for the q and K phases in Fig. 9.40 

using data from Table 9.14. The relation between the crack length (Z) and indentation load (P) 

perfectly satisfies the condition for the Palmqvist crack system, supporting the microstnictural 

load, P for the q and K phases. 

observation of detached corner cracks after polishing shown in Fig. 9.39. 

Load, P 
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Fig. 9.40 Linear dependence of crack length (Z) on indentation load (P) for the q and K 
phases. 
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In Fig. 9.41, the crack length, c, as a function of load (Pm) is also plotted to see how the plot 

fits to satisfy the medium crack system. This graph also indicates that the relation between 

the crack Iength, c, and indentation load, P, satisfies the condition for the median crack 

system. The ambiguity in determining the crack mode by the relationship between the crack 

length and the load was also argued by Lankford [82Lan] with the analysis of Niihara [83Nii] 

and Niihara et al. [82Nii]. 

Fig. 9.41 The relationship between indentation crack length, c, and load, P, following a 213 
power dependence of crack length on indentation load satisfying the hdf-penny shaped 
crack system for both the q and K 

As suggested by Shetty et al. [85she1, 85she2] to clearly identify the crack system, the 

relationship between 1 vs. P was converted to that between c vs. P for the Palmqvist crack 

system as shown in Eq. (7.3). Therefore, the relationship between indentation load and crack 

length for both the Palmqvist and halfpenny cracks can be expressed with respect to c vs. P as 

shown in Fig. 9.42. Fig. 9.42 shows the experimentally obtained data and the perfect fits 



satisfjhg Eq. (7.2) and Eq. (7.3) for the half-penny shaped and the Palmqvist crack systems 

for both the q and K phases. The Palmqvist crack model fits slightiy better to the 

experimental points for the q phase and the median crack model fits slightly better for the K 

phase. In deriving the best fit model of Eq. (7.3), 1 and a were obtained fiom the least square 

fits for the Z-P data (Fig. 9.40) and the hardness fit fiom the relationship between indentation 

half diagonal, a and load, P in Fig. 9.43, respectively. 

1 points 

O 5 10 15 20 25 

Indentation load (N) 

Fig. 9.42 The cornparisons between the actual data and the solid line satisfjmg Eq. (7.3) 
for the Palmqvist crack system and the dashed line s a t i s w g  Eq. (7.2) for the penny-shaped 
crack system. The Palmqvist crack system fits better for the q phase and the penny-shaped 
crack system fits better for the K phase. 
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Indentation load, P (N) 

Fig. 9.43 The hardness fit, showing the relationship between indentation half diagonal and 
load to draw the best fit satisfying Eq. (7.3) for the Palmqvist crack system for both the q 
and K phases. 

However, there stiII is an ambiguity in differentiating between the two models with such a 

little difference between the best fits for the two crack systems and the actual data. Shetty et 

al. obtained a satisfactorily distinguished crack systems for WC-Co cermets [85she1] but 

found a difficulty in discrimination between the half-penny crack system and the Pairnqvist 

crack systern for glass ceramic [85she2]. 

Therefore, senal sectioning method as already mentioned in section 7.1 was applied to 

determine the crack system through the crack profiles beneath the indentations for the q and K 

phases. 

Figs. 9.44 and 9.45 show the crack profiles of the q and the K phases, respectively, at 200g, 

SOOg, and 2000g loads. In the q phases, al1 the crack profiles show the pseudo halfpenny 

shaped crack mode (The halfpenny cracks containing a core zone will be called "pseudo 

halfpenny" rather than halfpenny cracks hereafter in the present work.) between 200g and 



2000g with a core zone undemeath the indent. In the K phase, at 200g and 500g loads, the 

crack modes closely resemble the ''kidney shaped" crack types described by Kdiszewski et al. 

[94KalJ and Pajares [95Paj 1. 
However, it also shows the pseudo half-penny shaped crack system with a core zone at 2000g. 

To draw the crack profiles, the shape of core region was assumed to be symmetrical and the 

angle between the two opposite cracks is assumed to be 180". 

O 50 1 O0 150 200 250 300 350 

Crack length 

Fig. 9.44 Indentation crack profiles for the q phase at loads of 200g, 500g, and 2000g fiom 
the top, showing the pseudo halfpenny shaped crack system with a core. The crack profile 
plane is along the indent diagonal. 
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Fig. 9.45 Indentation crack profiles for the K phase at loads of 200g, 500g, and 2OOOg from 
the top, showing kidney-shaped crack system at 200g and 500g, and the pseudo halfpenny 
shaped crack system at 2000g. The crack profile plane is along the indent diagonal. 

Fig. 9.46 shows the crack configurations obtained by serial sectioning of the indentation made 

at 2000g load in the q phase fiom the surface to the very deep end at various depths. No 

cracks are visible in the upper part of the core zone (Fig. 9.46 (b)). In Fig. 9.46(c) at 40 pm 

depth, besides the main comer cracks, there are also many sub-surface cracks developed in or 

around the core zone. The corner cracks are likely to connect each other but are stilI 

separated from each other. Fig. 9.46(d) at the depth of 5 4 p  shows that the four corner 

cracks start connecting each other. In Fig. 9.46(e) (60 p depth) the four corner cracks are 

completely connected to each other and the crack configuration in and around core zone 

became simpler. At the end of the crack (Fig. 9.46(f)) mainly four comer cracks exist. As 

shown in Fig. 9.46 no cracks exist in the upper part of the core zone (Fig. 9.46(b)), but in the 

lower part of the core zone close to the end of the core, short and thin cracks are observed 

(Fig. 9.46(c)). Many sub-surface cracks are also developed around the core zone but these 



cracks seem to be discrete in length and depth compared to the main corner cracks which 

extend fiom the s d a c e  to the end of the crack in depth. 

Fig. 9.46 Opticai micrographs and electronically enhanced images of optical micrographs 
of the crack configurations obtained by serial sectioning of (a) an indentation made at 
2000g in the q phase on the surface at various depths, (b) 1 5 p ,  (c) 4 0 p ,  (d) 54p, (e) 
60p.111, and (f) 7 9 p  fkom the original surface. 



images optical micrographs 
the crack configurations obtained by serial sectioning of (a) an indentation made at 2000g in 
the q phase on the surnice at vdous depths, (b) 1 5 p 9  (c) 4 0 p ,  (d) 5 4 w 9  (e) 60pm9 and (f) 
79um fiom the oridal surface. 



Fig. 9.47 shows the end of the cracks at various depths made at 200g and 500g in the q phase 

to show the comection of four comer cracks. Some of the comer cracks changed their shape 

fiom being straight to king curved and the position of the two opposite comer cracks also 

changed. Therefore, they do not comect each other directly at the center. It is possible that at 

this depth cracking occurred dong preferred crystdographic planes but this still needs to be 

Fig. 9.47 ELectronically enhanced images of optical micrographs showing the examples of 
the connected comer cracks at 25 and 38 pm depth fkom the primary indentation made at 
(a) 200g and (b) 500g in the q phase, respectively. 



The secondary indentation were also made at 200g in the core of the primary indentation 

made at 2000g as shown in Fig. 9.48 for the q phase and Fig. 9.49 for the IC phase to see the 

existence of compressive residual stresses in the core zone just beneath the indentations. The 

secondary indent in the core region of q (Fig. 9.48 (b)) as compared to that made on the stress 

fiee surface (Fig. 9.48(a)) did not develop four corner cracks. 

Fig. 9.48 Indentations made at 200g (a) on the stress-fiee surface and @) in the core region 
of theprimary indentation made at 2000g in the q phase. 



Fig. 9.49 shows the indentations made on the stress fiee surface and the secondary indents 

made at various depths in the K phase. None of the secondary indents developed comer 

cracks as opposed to the indent made at the stress fiee surface which developed very ciear 

comer cracks (Fig. 9.49 (a)). The indent made at 12 p m  depth (Fig. 9.49 @)) developed only 

surface lateral cracks at the edge of the indent and the indent made at 38 pn depth (Fig. 9.49 

(d)) shows some short cracks around the indent without any surface laterai cracks. One of 

these is comected to the pre-existing sub-surface cracks. The indent made at 24 p depth 

(Fig. 9.49 (c)) shows the intemediate state between the indent made at 12 pm depth and 38 

m p  depth, showing both the surface lateral crack at the edge of and short cracks around it. 

Vickers hardness values (VHN) measured on the stress fiee surface and in the core region are 

compared in Table 9.15. The hardness values just beneath the indentation are rnuch higher 

than those of the stress fiee surface for both the q and the K phases. In the K phase, VHN 

measured at 24 p depth is stili higher than that measured on the stress fiee surface, but 

lower than that measured at 12 p depth. However, VEW measured at 38 p m  depth fiom the 

original surface is lower than that measured on the stress free surface. This depth at 2000g 

indent is, as shown in the indentation crack profile for the K phase made at 2000g load in Fig. 

9.45, still in the core region but very close to the boundary between the core region and the 

half-penny cracked region. 

Table 9.15 The cornparison of the Vickers hardness measured at 200g in the stress fiee 
surface and in the core zone. 
Phases Vickers Hardness 0 (kg/m.mL) 

ri Stress fiee surface Just beneath indentation* 

K Stress fiee surface 12 p depth 24 p depth 38 p depth 

* ; The exact depth fiom the original surface was not measured. However since the secondary 
indentations were made just after the primary indentations were removed the depth can be 
approximated to be about in between 12 pm and 20 pn according to the result of the serial sectioning 
method. 



Fig. 9.49 Indentations made in the K phase at 200g (a) on the stress-fiee surface and in the 
core zone of the primary indentation made at 2000g at various depths of (b) 1 2 p ,  (c) 
2 4 w ,  and (d) 3 8 p  fkom the primary indentation surface. 



It is suggested [75L,aw2, 89pon2, 79MarI that the median crack depth, D can be substiîuted by 

the surface crack length, c, implying that D=c as mentioned in sections 7.2.2.1 and 7.2.2.2. 

However, such a substitution is not applicable to the intermetallics used in the present work 

according to the results of the senal sectioning method- Fig. 9.50 shows the c/D ratio versus 

load. At low loads, the c/D ratio is close to unity, but with increasing load, the c/D ratio dso  

increases. Cornparison of the c l '  ratio between the q and K phases at 2000g load shows an 

interesting feature. Even if the c values for K are lower than those for q at 2000g (Table 

9-14), implying that K has higher Klc than q, the c/D ratio at 2000g load is higher for K than 

that for q (Fig. 9.50). This implies that the difference of D between K and q is larger than that 

of c between the two phases. This means that the higher the toughness of intermetallic phase 

(e.g. K versus q) the smaller the crack length and even smaller the crack depth, Le. higher c/D 

ratio. 

O 5 10 15 20 25 

Indentation load (N) 

Fig. 9.50 The relationship between the CID ratio and indentation load. 



9.4.2 Indentation fracture toughness calculations 

9.4.2.1 Indentation fracture toughness of the q and K phases 

Even though the crack systems for the q and K phases are determined by a serial sectioning 

method to be either a type of the pseudo half-penny shaped (with a compressive core zone) or 

the kidney shaped crack system which closely resembles the Palmqvist crack system, fracture 

toughness calculations for the q and K phases will be camed out for both the half-penny 

shaped and Palmqvist crack systems. These calculations are expected to show whether there 

is actual difference between the haif-penny shaped and Palrnqvist crack systems and if it is 

necessary to distinguish the two crack systems fiom one another for fracture toughness 

calculations. In fact, Kaliszewski et al. [94Kal] found that crack length data for a half-penny 

shaped crack with a core zone (called "pseudo half-penny crack" in this work) follow the half- 

penny shaped crack relation (c-PU)) 

According to the results of the serial sectioning method for the determination of crack profile 

undemeath the indentation surface as shown in Fig. 9.44 and 9.45 for the q and K phases, 

respectively in this work, the approximation made in Eq. (7.9) for the Lawn and Swain model 

and Eq. (7.13) for the Lawn and Fuller model i.e., D=c does not agree with our results (Fig. 

9.50). Therefore, fracture toughness calculations for these models are camed out with only 

Eq. (7.8) and Eq. (7.12) even if D values are only available for indentations made at 200g, 

500g and 2000g for the phase and 2000g for the K phase. The indentation parameters, such 

as 'a' and 'Dy values necessary for the indentation fiacture toughness calculations using the 

Lawn and Swain model, and the Lawn and Fuller model are measured fiom the indentations 

made for the determination of crack profile undemeath the indentation surface as shown in 

Fig. 9.44 and 9.45 for the q and K phases, respectively and tabulated in Table 9.16. Note that 

an indentation provides a set of data having two 'a' and 'D' values each since they could be 

obtained fkom two indentation diagonals in an indentation separately. 



Table 9.16 Indentation pararneters, 'a' and 'D' obtained fiom the indentations for serial 
sectionhg and used for the calculations for Lawn and Swain's model (Eq. 7.9) and Lawn and 
Fuller's iode1 (Eq. 7.13). 'c' values are also included for cornparison && CD;. 
Load,P 17 phase K phase 

The cntical loads to either propagate a fortuitous flaw as in the Lawn and Evans' model (Eq. 

7.18) or generate cracks by dislocation process as in Hagan's model @q. 7.19) are 0. lUN 

(15g) for the q phase and in between 0.4903N (50g) and 0.987N (100g) for the K phase. The 

K phase did not initiate corner cracks at 50g but did at 100g, so the critical load for K is in this 

range. The 'a' value in ~ = ~ / 2 a ~  for the K phase at lOOg was measured fiom the actual 

indentations made at lOOg load. However, the 'a' values at 15 g for the q and 50g for the K 

phase were calculated fkom the relationship between indentation half diagonal and load shown 

in Fig. 9.43 since the size of the indentations are too small to measure accurately. 

The KIc values calculated fiom Eq. (7.7) by Shetty et al. [85she1] increase with increasing 

indentation load (Table 9.17). Therefore, the Shetty et al. model [85she1] was modified by 

the present author [98son2] to give load-independent Kic values as also shown in Table 9.1 7. 

The derivation of the modified Shetty et al. model will be in the following section 9.4.2.2. 

The resuits of KIc calcdations for the q and K phases using al1 the indentation fkacture 

toughness equation models described in section 7.2 are listed in Table 9.17. Indentation 

fracture toughness values (customarily designated Krc) and their standard deviations were 

calculated fiom the individual values of indentation crack pararneters, a, I ,  and c obtained 

fiom each indentation rather than f?om the average crack geometry parameters in Table 9.14. 

As shown in Table 9.17, the Kic values calculated for the q and K phases in the present work 

are quite diverse depending on the models used for calculations, regardless of the crack 

systems. Lawn and Swain model [75&] yields unreasonably low values of indentation 

fiachile toughness. On the other extreme, Hagan's model [79Hag] gives the highest values 



(rather overestimated). The modified Shetty et al. model [75she1] as weil as Evans and 

Charles [76Eva] and Lawn and Evans [77Law] models yield the most reasonable values of the 

indentation h c t u r e  toughness behg on the order of 1.3-1.8 h 4 ~ a . m ' ~  for the q compared to 

the hcture toughness values of the q obtained by CNB test of 1.7 ~ ~ a . r n ' ~ .  

Table 9.17 Indentation fiacture toughness values for the q and K phases calculated fiom 
nous eqi: 

Crack 

Sysîem 

Palm- 

qvist 

crack 

S ystem 

Half- 

Pemy 

Shaped 

Crack 

System 

tions. 
Equation model 

Shetty et al. 

[85she1], Eq. (7.7) 

Modified 

Shetty et al. 

[98son2], Eq. (9.7) 

Lawn and Swah 

[75~aw'], Eq. (7.8) 

Lawn and Fuller 

[75~av?], Eq. (7.12) 

Evans and Charles 

[76Eva], Eq. (7.16) 

Lawn and Evans 

[77Law], Eq. (7.18) 

Hagan 

[79Hag 1, Eq. (7.19) 

Indentation load, 

N (g) 

2.942 (300) 

4.904 (500) 

9.807 (1000) 

19.6 14 (2000) 

All loads, (average) 

1.961 (200) 

4.904 (500) 

19.6 14 (2000) 

1.96 1 (200) 

4.904 (500) 

19.6 14 (2000) 

2.942 (300) 

4.904 (500) 

9.807 (1000) 

19.614 (2000) 

Al1 loads, (average) 

With Pc4.147 (1 5 )  

For q 

With Pc4.4903-0.987 

(50-100) for IC 

q phase K phase 

1.6S&O.O5 

1 -76kO.06 

1.85k0.04 

1.97+,0.07 



9.4.2.2 Modification of the mode1 by Shetty et al. 

As already mentioned in the previous section, Krc values calculated fÏom Eq. (7.7) by Shetty 

et al. increase with increasing indentation load (Table 9.17). Quite opposite variation of Kr 

values, i.e. decreashg with increasing indentation load, was found in the literature for MgzSi 

[95Bys] and NbA13 [93Cho]. There was no explanation given as to the origin of such a 

behaviour. However, in our case, the positive dependence of the indentation load on Krc 

arises fiom the two load-dependent variables, HV and W, in Eq. (7.7). Vickers hardness, Hv, 

normally decreases with increasing indentation load because of the indentation size effect 

(ISE) [ 9 3 ~ i ~ ]  which will be discussed in more detail below. In the present work, Hv also 

decreases with increasing indentation load (the hardness values depending on indentation 

loads are not given in the present work, but they can be easily calculated with the data of the 

indentation half-diagonal, a, given in Table 9.14, giving rise to a decrease in Krc values with 

increasing indentation load according to Eq. (7.7)). However, in this work, the other variable, 

W, increases Krc with increasing indentation load, as opposed to the effect of Hv on Krc and 

in our case, the role of W is more predominant than the role of HV for the Krc behaviour, 

inducing the positive dependence of the indentation load on Krc. 

They can be modified as to obtain more consistent Krc values independent of indentation load. 

As seen in Fig. 9.40 the I versus P relation extrapolated fiom high loads does not pass through 

the origin. At I=0 both lines exhibit negative intercepts with load axis, Po= -2.18 139N for the 

q and Po= -2.49753N for the K phases. Such an observation was also reported elsewhere 

[85she1, 87Exn] for WC-Co cermets. Shetty et al. [85she1] observed an apparent trend in the 

threshold load for cracking, Po, with the alloy hardness and fiacture toughness. Hard alloys 

nomially exhibited a negative threshold load while the softer alloys showed positive threshold 

loads. A similar trend was also apparent in the data of Exner et al. [87Exn]. Regarding the 

non-zero intercept, having positive threshold loads, Shetty et al. [85she1] explained that it 

might be the result of residual compressive stress on the surface which was not adequately 

prepared leading to a reduced crack size. A tensile stress on the surface will do the reverse, 

leading to a negative threshold load [89~on']. However, there is no explanation in the 

literature by what means the surface tensile stress could be induced, leading to the negative 

threshofd load. Warren and Matzke [83War] noted that in a nurnber of cases, the I versus P 



plot was found not to pass through the origin in spite of careful sample preparation. view 

of the above, W in Eq. (7.1) should be modined to 

W=@-PJ4 1 (9-1) 

where Po is a threshold indentation load for cracking. 

Also, it has been recognized for quite a long time that Vickers microhardness of many 

metallic and non-metallic materials becomes greater at lower loads (so-called "indentation 

size effect" or ISE). This characteristic is believed to be the reason for "indentation size 

effect" as proposed by Li et al. [ 9 3 ~ i ~ ] .  According to Li et al. [ 9 3 ~ i ~ ]  when the size of the 

indentation is reduced the fictional contribution to hardoess is increased, resulting in higher 

hardness values. This also proved to be the case for many intermetallic alloys [93Bys]. The 

idea of distinguishing between the surface energy contribution and the volume energy 

contribution effects in microhardness testing resulted in a general equation of the following 

form [77Fro, 93BysI; 

p=ai d+a2d2 (9-2) 

where P is the load, d is the diagonal length (indentation size), ai is the coefficient describing 

the proportional specimen resistance (the fiction between the indenter facets and the test 

specimen) while a2 is the coefficient related to the load-independent microhardness. Eq. (9.2) 

can be rewritten as 

p/d2 =al/d + a2 (9.3) 

Combining Eq. (9.3) with the standard hardness equation, ~ = $ ( ~ / d ~ )  where 4 is a constant 

dependent on the indenter geometry, the equation yields 

H=$(a 1 /d+a2) (9.4) 

The above equation shows the inverse dependence of microhardness on the indentation size. 

Normalizing load in Eq. (9.2) by d gives a linear equation in the form. 

P/d=ai + a2d (9-5) 

This equation yields a dope equal to the az-value and an intercept equal to the al value. The 

linear regression analyses performed according to Eq. (9.5) for both the q and K phases are 

s h o w  in Fig. 9.5 1. 

From the fitting equations in Fig. 9.5 1 the a2 values correspondhg to the dope of the plots, 

were used to calculate the load-independent microhardness H, because the ai coefficient 

describes the proportional specimen resistance (the fiction between the indenter facets and 
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Fig. 9.51 The Vickers indentation results presented by Iinear regression as P/d versus d. 
Standard deviations for the load and indentation size are so small that they correspond to 
the size of phase symbols used. 

the test specimen) while the a2 coefficient is related to the load-independent rnicrohardness as 

descnbed in [89~on']. For Vickers test (if d is in pm) H, is given as [91Li] : 

&=1 854.4*a2 (9.6) 
2 where H, is in k g m m  . 

As a result, Eq. (7.7) can be modified to the following equation: 

Kr =0.0937~(P-P0 )/41] ln (9-7) 

by substituting H,, ( substituted in ~ / r n ~  by conversion from kg/mm2) for Hv, @-P0)/41 (where 

2 is iri m) (Eq.(9.1)) for W, and using a2 values from Fig. 9.51, one obtains Kit in ~ ~ a . r n l ' ~ .  

Using Po from Fig. 9.40 (Po = -2.18139N for the 11 and Po = -2.49735N for the K) the fracture 

toughness values calculated from Eq. (9.7) are given in Table 9.17 in the previous section. 

The fracture toughness values became quite consistent with varying indentation loads. 



9.4.2.3 Indentation fracture toughness of the other phases in the present 

system 

Based on the results of the indentation hcture  toughness calculations performed on the q and 

K phases, it was found that, at least for the q and K phases, the selection of equations does not 

need to be limited only to a certain type of crack systems for indentation fracture toughness 

calculations. 

Therefore, the fracture toughness calculations for the other phases observed in the present 

work will be performed using the equation models which give the reasonable fiacture 

toughness values similar to that obtained by CNB test ( 1 . 7 ~ ~ a . m ' ~ )  for the q phase such as 

Shetty et al. model, Evans and Charles, and Lawn and Evans models regardless of the type of 

crack systems. Even if modified Shetty et al. model gives reasonable and load-independent 

fiacture toughness values for the q and K phases, the use of the equation is omitted since it 

requires large enough phase area to make indentations at, at least, four differ~nt indentation 

loads for each phase to calculate the threshold indentation load for cracking, Po fiom P vs. 1 

relationship cuve as shown in Fig. 9.40 and the load-independent microhardness, H, fiom P/d 

vs. d relationship curve as shown in Fig. 9.5 1. 

Table 9.18 shows the indentation parameters, a, 1 and c used for fiacture toughness 

calculations for several phases. Since the intended phase area for fracture toughness 

calculations was not large enough in alloys to make indentations at a relatively high load such 

as lOOOg or 2000g, the indentations were made at lOOg and 500g. Even lower indentation 

loads were applied for the MgzNi phase in alloy 43 and the MgzNiSi3 phase in alloy 42. The 

indentation loads used for fiacture toughness calculations for the MgzNi phse  in alloy 43 and 

the MgzNiSi phase in alloy 42 are indicated in Table 9.18. Table 9.19 shows the indentation 

fracture toughness values of several phases calculated using the indentation parameters in 

Table 9.18. 

Cornparing the fracture toughness values of the several phases in Table 9.19 with those for the 

q and K phases, it is seen that fracture toughness values of t; are similar to those of q and K 

while the other phases in Table 9.19 show even lower fracture toughness values than the 

and K phases. 



Table 9.18 Indentation parameters, a, 1, and c (in Fig. 7.1) as a function of the applied load, P 
for the other intermetallic phases. 

Phases Indentation load, P. N (g) 

15.54M.42 14.29k2.67 29.83k2.76 
Indentations made at 1.9614 (200) 1 Mg2SiNi3 (42) 5 .5M.21 7.01k1.02 12.5 lkl.07 1 Indentations made at 0.4904 (50) 

*: the phase contains 4.2 at. 96 Si. 

Table 9.19 Indentation fracture toughness values for selected phases observed in the present 
work. 

Equation Indentation 

load, N (g) 

0.4904 

0.9807 

1.96 14 

4.9035 

Mg2SiNi3 
(alloy 42) 

1 
(alioy 37) alloy 38) 

MgzNi 
(alloy 43) 

Sheny et al. 

Average 

0.4904 

0.9807 

1.96 14 

4.9035 

Evans and 

Chasles 

[76Eva] 

Eq. (7.16) 

Average 

Lawn and 

Evans 

177Law3 

Eq. (7.18) 

* the phase contains 4.2 % Si. 



9.5 Compressive test 

9.5.1 Stress-strain curves 

The specimens for compressive tests were cut from the broken halves of the already fracture 

toughness tested chevron-notched specimens from the sarne alloys. The load-displacement 

curves for the composites which show yielding were corrected for the machine stiffness 

according to the procedure described in section 8.4.3 to calculate yield strength. As an 

example, Fig. 9.52 shows a direct load-displacement and a corrected Ioad-displacement 

curves with 0.2 % offset lines for the specimen FI-2nd. 

0.5 
Displacement (mm) 

Fig. 9.52 Load-dispiacement curves showing both the direct and machine stiffness 
corrected curves for the specimen FI-2nd. 



Fig. 9.53 shows the typical stress-strain curves for the composites tested in the present work. 

The stress-strain curves in Fig. 9.53 were constructed from the corrected load-displacement 

curves as shown in Fig. 9.52. 

The stress-strain curves were then divided into several types based on the shape of the c w e s  

similady to the P-LLD curves for CNB tested specimens (Fig. 9.27). 

The specimen representing type E did not fail up to strain 0.11 and the test was discontinued 

before complete fracture of the specimen. Also, the specimen representing type D in Fig. 9.53 

did not fail, but the test was discontinued at the strain shown on the curve D in Fig. 9.53. The 

little stress drops shown Iike serrations (encircled) on the stress-strain curves representing 

types A, E, and F seem to indicate the initiation of microcracks in the samples. 

0.04 0.06 O. 08 0.1 

Strain 

Fig. 9.53 Typical types of stress-strain curves for the composites compression-tested in the 
present work. Serrations are shown in circles. 



9.5.2 Fracture or yield strength of the in-situ composites 

In-situ composites FI, F2 and F7-FI2 show a yielding on the load-displacement curve while 

F3-F6, F13-FIS, and F18-F22 show only a linear load-displacement cuve (or stress-strain 

curve) type C. Some specimens of FI6 and FI7 show linear load-displacement curves (type 

C in Fig. 9.53) and some other specimens of FI6 and F17 show non-linear load-displacement 

curves before fracture (type B). 

Fracture strength or yield strength of the in-situ composites was calculated depending on 

whether the load-displacement curves for the sarnples showed yielding or linear elastic 

deformation before fracture. Fracture strength or yield strength as well as the type of stress- 

strain curve defined in Fig. 9.53 is given in Table 9.20. Yield strength of Ni3Si reported in the 

literature is quite diverse. Oliver [8901i] reported 733MPa (1 8.9 at. % Si), Liu et ai. [96Liu] 

677MPa (22.5 at. % Si, in vacuum), Pike et al. [OOPik] 656MPa (18.9 at. % Si), and Takasugi 

et al. [90~ak'] 43 8MPa (22.0 at. % Si). The average yield strength of Ni3Si (23 -4 at. % Si) in 

the present work is 502+19MPa. 

Yield strength of FI, F2, and F8-F12 was calculated fiom both the direct and corrected load- 

displacement curves for cornparison and also given in Table 9.20. Yield strength calculated 

fiom the direct curves is almost the same as that calculated fiom the corrected curves. 



Table 9.20 Fracture strength or 0.2 % offset yield strength of the in-situ composites obtained 
fiom compression tests. Data in parentheses calculated fiom machine e e s s  corrected 
curves. 
Composites 

No. (Type of 
stress-strain*) 

Fl(A) 

F2 (BI 

F3 (Cl 
F4 (Cl 
F5 (C) 
F6 (Cl 
F7 @) 
F8 (A) 

F9 (El 

FI0 (FI 

(FI 

FI2 (G) 

F13 (C) 
F14 (C) 
FIS (C) 

F 16 (B-C) 
F 17 (B-C) 
FI8 (C) 
FI9 (C) 
F20 (C) 
F21 (C) 
F22 (C) 

*: the designations 
9.53. 

**: the numbers in italic letter are yield strength vrrhile the numbers in regular are fracture 
strength. 

***: the numbers in parentheses represent the yield strength calculated from machine stiffhess 
corrected load-dispIacement curves. 

****: the specimens show a little amount of yielding behaviour, but it is within 0.2 % 
defonnation. Therefore, the nurnbers indicate either fiacture strength or maximum 
compressive strength of the specimens. 

Fracture strength or 0.2 % offset yield strength (MPa) of the Nth specimen 

1 r* 
1145** 

(1145) *** 
1448 

(1439) 
1623 
1380 
1092 
498 
682 
1103 

(1 099) 
482 

(482) 
71 1 

(709) 
882 

(882) 
1054 

(1 054) 
1406 
2083 
1746 

458****(B) 
8 10 (C) 

1382 
2258 
1789 
1689 

- 
of the type 

fiom the bottom 
3d 

1 084 
(1 077) 

1 524**** 
(1524) 
1389 
1193 

- 
495 
809 
1101 

(1101) 
514 

(514) 
701 

(700) 
897 

(89 7) 
1175 

(1 1 75) 
1162 
1649 
1714 

464 (B)  
1185 (B) 

1216 
1793 
161 1 
1400 
459 

curves 

2"d 
1137 

(1 134) 
1 500 

(1 488) 
1405 
1821 
779 
339 
831 
1105 

(1 105) 
522 

(52 1) 
663 

(662) 
- 
- 

1149 
(1 145) 
1215 
1921 
1882 
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9.5.3 Deformation behaviour during compression 

None of the in-situ composites F7 and F9 fail during compression tests. One of the specimens 

of FI0 was not loaded to fracture intentionally in order to investigate its deformation and 

hc ture  behaviour. As a consequence, it was possible to investigate the initiation of crack, 

crack propagation, and deformation mechanisms, of in-situ composites F7, F9, and FI0 by 

examining the surface of compression-tested specimens. 

Fig. 9.54 shows the microstructures on the polished side surface of compression-tested 

specimens F7, F9, and FI0 &er 7.2%, 3.5%, and 7.9% plastic strain which may also inchde 

the strain component due to rsicrocracking (calculated fiom corrected load-displacement 

cuves), respectively. For F7, cracks mostly developed in the q phase separating the 

Ni(Si)+NtSi microconstituents (Fig. 9.54(a)). Slip bands are observed in the Ni(Si)tNi3Si 

microconstituent. Cracks developed in the q phases are blunted at the interface between the q 

and the Ni(Si) or @Ji(Si)+Ni3Si) rnicroconstituents Fig. 9.54@)). Tbis microstructure also 

shows that some of slip bands in the Ni(Si)+Ni3Si rnicroconstituents are connected to the end 

of microcracks, therefore, the slip bands seem to be induced by the stress concentration at the 

microcrack tips. Fig. 9.54(c) shows the side surface of compression-tested specimens of 

composite F9 containing mostly Ni3Si. Cracks which started at the grain boundary and slip 

bands aligned in one direction in each grain (planar glide) are observed. In Fig. 9.54(d) for 

FI0 also containing mostly Ni3Si, planar slip deformation is observed. 



Fig. 9.54 Microstructures of the surface of composites (a-b) F7, (c) FÇ, and (d) F10 &er 
7.2%, 3.5%, and 7.9% compressive plastic strain inctuding the plastic deformation 

1 component and displacement due to microcracking. 



10. Discussion 

10.1 Intermetallic phases in the Ni-Si-Mg system 
The temary phase region in the equilibrium phase diagram containhg alloys 3 8-40 conform to 

the phase transformation sequence based on the binary Mg-Ni phase diagram [90Mas] as for 

example alloy 38 in Fig. 9.6(a). Any temary alloy in this region contains only two phases: 

Mai2-type temary intermediate phase (Le. Mg(Ni,Si)2) and Mg2Ni. This is like a quasi- 

binary phase region existing in the temary phase diagram. This was also observed in the 

equilibrium phase region with alloy 1 as already reported in the previous paper [98~on']. 

The MgNiz Laves phase in the Ni-Mg binary alloy system is observed to acconunodate up to 

about 1 1 at. % Si at room temperature, forming a temary intermediate phase (Fig. 9.1). From 

the shape of the temary Mg(Ni,Si)î phase region, which is elongated along the constant Mg 

content line, it can be invoked that the Ni atoms in the MgNi2 phase are replaced by the Si 

atoms, forming the Mg(Ni,Si)2 stoichiometry. The solid solubility of the third element in the 

MgNi2 phase was also observed in the Mg-Ni-Zn (up to 14 at. % Zn) and Mg-Ni-Cu (up to 26 

at. % Cu) systems [53Lie]. In the Mg-Ni-Zn system, a single phase in the homogeneity range 

fiom Mg(Ni0.7Zn0.3)2 to Mg(Ni0.1ga.g2)2 exists along the constant Mg content of 33.3 at. % 

which corresponds to MgCuz-type temary phase. Its homogeneity range is similar to the entire 

region extending fkom the M&SiNi3 to the o through the v phase region in the present system 

along the constant Mg content of about 33 at. % (Fig. 9.1). However, comparing the x-ray 

diffraction spectra of the MgCuz phase which has the same structure and Iattice parameters 

[85Vil] as the ternary MgCu2-type phase in the Mg-Ni-Zn system, with the present Mg2SiNi3, 

v, or o phases no crystallographic relationship between the temary MgCu2-type phase and the 

MgzSiNi3, v ,  or o phase in the present Mg-Si-Ni system could be established. 

Similady, it has been observed that Mg is soluble in the Ni3Si up to about 1 at. % and the Si 

content in Ni3Si is decreasing with increasing Mg content in Ni3Si as implied by the shape of 

the Ni3Si phase region with Mg in Fig. 9.1. 



The ternary phase with an approximate composition of 34.0 at. % Mg, 16.0 at. % Si and 50.0 

at. % Ni, located just above the temary intermediate Mg(Ni,Si)2 phase has been reported by 

Noreus et ai. [SSNor] to be the MgzSiNi3 compound in a hexagonal symmetry with the lattice 

parameters, a = 0.50044nm and c = 1.10894~1. A srnail discontinuity between the 

Mg(Ni,Sih and the MgzSïNi3 phase regions, about 4 at. % Si wide, dong the same Mg 

content, is observed in the present work (Fig. 9.1). Because of the simi1a.r composition and 

contrast between these two phases, XRD was used to Oiscriminate between them. The XRD 

spectrum fkom ailoy 32 was indexed mostly by the standard diffraction spectra fiom q 

[96Song, 98son1] and MgzSNi3 [85Nor], but not by the d iec t ion  spectra fiom Mgfi, 

codkmhg that alloy 32 consists of mainly q and MgzSiNi3 (fiaction of Mg@Ji,Si)2 is 

negligible). However, the difiaction spectnim from alloy 40 containing mainly MgzNi and 

Mg(Ni,Si)2 was indexed by the -Ni and MgNi2 ciiffiaction spectra, indicating that 

Mg(Ni,Si)2 containing 11 at. % Si is based on the MgNiz-type phase rather than Mg2SNi3. 

This also codïrms the solubility K t  of Si in this phase afier homogenization and slow 

cooling. 

The MaSiNi3 phase has the same type of stoichiometry as some ternary Laves phases like 

Mg2CuSSi, and MaCu3Al derived ftom the binary MgZnz and MgCu2 Laves phases [95Wes], 

respectively. However, XRD spectrum as well as the number of atoms in a unit ceIl of the 

hexagonal MgzSiNi3, do not match any of the binary MgZn2, MgCuz as well as Mai2-type 

Laves phases. That means Mg2SiNi3 is not a temary Laves phase denved fkom the binary 

Laves phases. 

The stoichiometries of the intermetallic phases observed in the present work were calculated 

for the center of the phase region except for the p phase. The stoichiometry of the p phase 

was calculated for the right-band portion where most of the data points are located in its phase 

region. The Mg34SilsNiSlcomposition corresponding to the center of the Mg&Ni3 phase field 

is quite close to the stoichiometric composition of the MgzSWi3 phase (Mg33.33Silasab9-g8). 

The stoichiometry of the q phase is about Mgs.goSi6-g&ii16.~4 (Mp20Si2&Iis6) close to the 

prototypicai stoichiometry, Mg6Si7Ni~s (Mg20.67Si24-l&isri7) for thk type of phase such as 

Mg6Si7CuI6 [85Vil, 98son1]. A good agreement in the stoichiometries between the above two 

phases in the present work and the corresponding phases reported previously in the literature 

[85Nor, 85Vi1, 98son1] indicates that the accuracy of EDS analysis used in the present work 



was very satisfactory. Table 10.1 lists the compositions and the suggested stoichiometnes of 

the phases. The stoichiometry for the p and o phases was already suggested as 

Mg(Sio.4sNio.s2)7 and (Mgo.szNio.~s)7Sh in section 9.2.2 and in section 9.2.2.1, respectively. 

Table 10.1 The approximate compositions and their corresponding stoichiometries at the 
centers of their respective phase fields of the temary intemetailic phases observed in the 
present work. 
Phases Approximate composition (at. %) Suggested stoichiometry 

Interestingly, it has been found that some of the phases observed in the present system are 

very similar in composition (stoichiometry) to phases observed in other temary systems such 

as Ni-Si-Mn [64Kuz] and Ni-Mg-Cu[72Korn] which have the same two elements in cornrnon 

with the present temary Ni-Si-Mg system. Particularly, the Ni-rich section of the present 

temary Ni-Si-Mg phase diagram is quite similar to the Ni-rich section of the ternary Ni-Si-Mn 

phase diagram. As already mentioned in the previous paper [98~0n'], the q phase in the 

present work, belonging to the structure type of m 3 T k  (also cailed Mg6Ni7Cul6) is the same 

type as the Mn6Si7Ni16 phase (designated as T phase in [64Ku]). In addition, the and p 

phases (Table 10.1) in the present work have sirnilar compositions to a phase with a 

composition of MnisSilsNiso (designated as p phase in [64Kuz]) and another phase with a 

composition of MnlsSi&Jiis (designated as v phase in [64Kuz]), respectively, in the Ni-Si- 

Mn system, if Mn is considered as corresponding to Mg. The o phase (Table 10.1) has the 

same composition as a phase with a composition of Mg33.3C~36.7Ni3~.0 (designated as 



Mg(Nia45Cuo.5s)2 in Ref. [72Kom)) in the Ni-Mg-Cu system [72Kom], if Cu is considered as 

corresponding to Si. 

10.2 CNB fracture toughness 

10.2.1 The validity of CNB fracture toughness test 

10.2.1.1 Determination by the shape of Ioad-load line displacement (P-LLD) 

cuwes 

The validity of CNB fiacture toughness test can be fust detemiined by the shape of the P- 

LLD curves as aIready mentioned in Chapter 6 (Fig. 6.2) because the initially linear P-LLD 

curve may be indicative of overloading during the test. Therefore, if the P-LLD curve 

exhibits a linear behaviour prior to the maximum load as, shown in Fig. 6.2 (type III and TV), 

the test should be treated as suspicious, i.e. possibly invalid. The same validity cntenon of 

the CNB test by the shape of the P-LLD curve is also mentioned in ASTM provisional test 

method, PS 70-97 [97AST] for the detennination of the CNB fiacture toughness of advanced 

ceramics. 

In general, the P-LLD curves of 4pt bend-tested CNB specimens in the present work showed 

the stable crack growth region either in a smooth or a serrated shape. Only some of the P- 

LLD curves defined as either type IV or type VII (Fig. 9.27) showed the linear P-LLD cuve 

prior to the maximum load (Table 9.1 1 and 9.13). In generai, the linear P-LLD cuve prior to 

the maximum load is more likely to occur for the specimens of in-situ composites which have 

low fracture toughness values or for the specimens tested with short span, i.e., SI=16rnm. 

However, no considerable difference in Fachire toughness values between the samples which 

exhibited the stable crack growth region and the samples which exhibited the linear P-UD 

curve was observed (Table 9.1 1 and 9.13). No significant difference in Facture toughness 

values between the samples which showed the evidence of non-linearity in the P-LLD cuve 

and the samples which showed the linear P-LLD curves was also reported by Withey et al. 

[91Wit] and Chuck et al. [84Chu] for silicon carbide (Sic) and Sic  reinforced with titanium 

diboride (SiC/Ti&) and soda lime glass, respectively. Therefore, it could be concluded that 

aii fiacture toughness values of the CNB specimens calculated fiom the maximum load in the 



Ihear P-LLD curves might be valid. Therefore, the fiacture toughness values obtained in this 

work should be considered valid provided that they conform to the size requirement vdidity 

criterion as shown below regardless of whether the P-LLD curves shows the stable crack 

growth region or not. 

10.2.1.2 Determination by the size requirement 

The validity of CNB fiachire toughness tests exhibiting an initial stable crack growth region 

can also be determined by the size of specimens. Since there is no standard test method in 

ASTM for CNB specimens for metalIic materials, there is no size requirement available for 

the determination of validity of CNB tests in ASTM. However, in ASTM E1304-89 

[~~AsT ' ] ,  the plane-strain fiacture toughness determined by using chevron-notched bar and 

rod specimens in tension for metallic material, in order for a test result to be considered vaIid, 

it is required that the thickness of the specimen, B, equals or exceeds 1.25 ( K Q ~ ~ ~ / G ~ ~ ) ~ ,  i.e., 

Bt1.25 (KPI, ,M/G~~)~, where oys is the 0.2 % offset yield strength. Therefore, the validity of 

CNB tests in the present work wiii be assessed by the size requirement as in ASTM E 1304- 

89. 

The required thickness, B of individual specimen was calculated based on the and the 

compressive yield stress of individual specimen from Table 9.1 1 and Table 9.20, respectively, 

and tabulated in Table 1.1 in Appendix 1. The thickness, B of most of the tested specimens far 

exceeds the thickness required for the test result to be considered valid. However, the size 

requirement was not satisfied for five out of nine specimens of in-situ composite F9. The 

specimens with actual size (B) smaller than the size required in ASTM E 1304-89 are marked 

by bold letters (Table 1.1 in Appendix 0. Regarding the validity of the test results obtained 

from the 5 specimens which did not satis& the size requirement, it is still difficult ta conclude 

that the test results are really invalid. Al1 the P-LLD curves of the specimens F9 are defïned 

as type 1 in Fig. 9.27. Considering the shape of the maximum load region defïned as type 1 no 

extensive plasticity is expected to occur in this type P-LLD curve. Load drops suddenly by 

unstable crack propagation as soon as the load reaches the maximum. 



10.2.2 Fracture behaviour of NiJSi 

10.2.2.1 Scatter in fracture toughness values 

A certain trend could be found in the fracture toughness values of a near-single phase Ni3Si 

dloy F9 tested in air (Table 9.1 1 and Fig. 10.1). Fracture toughness of the specimen taken 

nom the bottom of the ingot is the highest one and subsequently, the fiacture toughness 

graduaily decreases with increasing the specimen number, i.e. fiom ~9-1' to ~ 9 - 5 < h  (Fig. 

10.1). This behaviour is observed for specimens tested in air with Si=16mm and S i=35mm 

except the specimen ~ 9 - 5 h  tested with Si=35mm having anomdy high fiacture toughness 

which, as mentioned earlier, seerns to mise fiom the abnormal crack initiation at the chevron 

tip (Fig. H. 1 in Appendk H). However, no such a trend is observed for the specimens tested 

in dry oxygen and vacuum (Fig. 10.1). 

45 , 

O in air (Sl=35mm) 

in air (Si=16rnm) 

in dry oxygen 

invacuum 

O 1 2 3 4 5 6 
Nth specimen from the bottom of the ingot 

of near-single phase NisSi (F9) 

Fig. 10.1 Fracture toughness of a near-single phase Ni3Si (F9) tested in air, vacuum, and dry 
oxygen. 



One of possible reasons giving rise to a decrease in hcture toughness vs. the distance fiom 

the bottom of the ingot in ailoy F9 could be the microstructural dinerences in the top and 

bottom of the ingot (Fig. 9.20). Therefore, an attempt to characterize the microstructure of the 

specimens, particdarly associated with the volume fractions of Ni(Si), fine (Ni(Si)+Ni3Si) 

mixture, and fine-grained Ni3Si was camied out. To measure the volume fraction of Ni(Si) 

phase, fine (Ni(Si)+Ni3Si) mixture, and fine-grained Ni3Si on the fracture surface of each 

specimen wodd desirable, but unfortunately, preliminary trials showed that it was practically 

impossible. Therefore, these measurements were done on the specimen removed fkom the 

ingot which was directly in contact with CNB specimen. Table 10.2 shows the volume 

fraction of Ni(Si), fine (Ni(Si)+Ni3Si) mixture, and fine-grained Ni3Si measured for each 

specimen with corresponding fracture toughness values. The volume fiaction of Ni(S i) 

changes only slightly. However, one can see that the volume fiaction of fine (Ni(Si)+Ni3Si) 

mixture o r h d  fine-grained Ni3Si increases substantially as the specimen number increases 

fiom ~ 9 - l n  to ~ 9 - 5 " ,  i.e., fiom the bottom to the top of the ingot. The increase in the volume 

fiaction of fine (Ni(Si)+Ni3Si) mixture is more pronounced for the specimens with S 1 = 1 6 ~ m  

while the increase in the volume fiaction of fine-grained Ni3Si is more pronounced for the 

specimens with Si=35mm. Fracture toughness dependence on the volume fiaction of fine 

(Ni(Si)+Ni3Si) mixture and fine-grained NisSi in F9 as shown in Table 10.2 is plotted in Fig. 

10.2. 

Table 10.2 Volume fiaction of the Ni(Si), fine (Ni(Si)+Ni3Si) mixture, and fine-grained Ni& - 

in the specimens of composite F9 tested with Sl=l6mm and 35mm. 
Speci- Vol. of Ni(Si) vol. of (Ni(Si)+Ni3Si) vol. of fine grained Ni3Si (MPa.ml") 



Fine-grained Ni3Si 

Fine (Ni(Si)+Ni3Si) mixture 

vol. % [fine-grained NkSi or fine (Ni(Si)+NbSi) mixture] 

Fig. 10.2 Fracture toughness dependence of Ni3Si based alloy on the volume fraction of the 
fine (Ni(Si)+Ni3Si) mixture and fine-gained Ni3Si in F9. Data from Table 10.2. 

A decreasing trend is observed between fracture toughness and both the volume fraction of 

fine-gcained Ni3Si and volume fraction of fine (Ni(Si)+Ni3Si) mixture. Therefore, a 

substantial decrease in fracture toughness of Ni3Si-based composite F9 seems to be related to 

the substantial increase in the volume fraction of these two microstnictural constituents. 

However, no satisfactory correlation betwezn fracture toughness and any one of the above 

two microstructural constituents can be established. On the other hand, a relatively high 

linear correlation coefficient is obtained when fracture toughness is correlated with the total 

volume fraction of (fine (Ni(Si)+NisSi) mixture + fine-grained Ni3Si) as shown by one of the 

linear regression Iines in Fig. 10.3. Since fracture toughness of F9 decreases more rapidly 

with increasing volume fraction of the fine (Ni(Si)+Ni3Si) mixture rather than with increasing 

volume fraction of the fine-grained NilSi (Fig. 10.2), it was attempted to apply a weight factor 



between the fine (Ni(Si)+Ni3Si) mixture and the fine-grained Ni3Si. Weight factors from 0:l 

to 1.0 for the volume fraction of the fine-grained Ni3Si were tested. The highest correlation 

coefficient is obtained when the weight factor for the volume fraction of fine-grained Ni3Si is 

half of that for the volume fraction of fine (Ni(Si)+Ni3Si) mixture, Le., the effect of fine 

(Ni(Si)+Ni3Si) mixture on fracture toughness is assumed to be twice as strong as that of the 

fine-grained Ni3Si (Fig. 10.3). Note that the increase in the volume fraction of fine 

(Ni(Si)+Ni3Si) mixture implies that the area fraction of the Ni(Si) and Ni3Si interface 

boundary increases. 

KQbM = -0.29[~01.% of fine-grained Ni3Si+vol.% of 

KObM = -0.53[0.5 x vol.% of fine-grained Ni&i 

+vol.% of (Ni(Si)+Ni3Si) mixture] + 41.44 

R~ = 0.80 

O.Sx[vol. % of fine-grained NiJSi+vol.% of a 
(Ni(Si)+Ni3Si) mixture] 

[Vol. % of fine-grained Ni3Si+fine 

(Ni(Si)+Ni3S i) mixture] 

Vol. % 

Fig. 10.3 Fracture toughness dependence of Ni3Si based alloy on the volume fraction of the 
l0.5 x fine grain Ni3Si + fine (Ni(Si)+Ni3Si) mixture) and (fine grain Ni3Si + fine 
pi(Si)+Ni3Si) mixture). 



The above results in Fig. 10.3 cm be supported by the fiacture surface observation of 

composite F9. Fracture surfaces of composite F9, which exhibits the highest and lowest 

hcture toughness values tested with Si=35mm and Si=16mm in air, and in dry oxygen or 

vacuum, are compared in Fig. H.4 in Appendix H. In general, fiacture surfaces (Fig. H.4 (a), 

(c), and (e)) of specimens which exhibit the highest Çacture toughness values in each test 

condition contains less of the fine (Ni(Si)+Ni3Si) mixture and the fine-grained NiaSi than 

those of the specimens (Fig. H.4 (b), (d), and (f)) which have the lowest £kachire toughness 

values. According to the general composite de-of-mixtures, fiacture toughaess values would 

be expected to increase with increasing volume fkaction of more ductile fine (Ni(Si)+Ni3Si) 

mixture, as opposed to the behaviour in Fig. 10.2. Therefore, the detrimental effect of higher 

volume fiaction of the fine (Ni(Si)+Ni3Si) mixture on toughness m u t  be discussed fiom the 

standpoint of environmental embrittlement. In this regard, it is suspected that the 

environmental effect at the interfaces between Ni(Si) and Ni3Si in the hne mixture might be 

responsible for such a detrimental trend. A different mode of fracture of Ni3Si tied up in the 

fine (Ni(Si)+Ni3Si) mixture (Fig. 9.34) may support the above argument. This mode of 

fiacture shows transgranular cleavage fracture (Fig. 9.340) whereas that in the single-phase 

Ni3Si shows either step-like transgranular (Fig. 9.34(b) and (e)) or intergranular fiacture. 

Comparing the highest fracture toughness values of the fnst specimens fiom the bottom of the 

ingot ( ~ 9 - 1 * )  tested in air (Si=16mm and Si=35mm) and dry oxygen (Fig. 10.1), one c m  £ind 

that they are rather close to each other. The difference in the microstmctural variables (i.e., 

vol. % of Ni(Si), fine (Ni(Si)+Ni3Si) mixture or fine-grained Ni3Si) is almost non-existent for 

the specimens taken fiom the bottom of the ingot (F9-19 because they have very low volume 

fiactions of such microstructural variables, Le., this specimen is a single-phase Ni3Si. 

Therefore, the cornparison of fiacture toughness values between the first specimens (F9-l*) 

tested in air and dry oxygen should only reflect the environmental effect on a single phase 

Ni3Si. Even the CNB specimens tested in the present work in dry oxygen also showed 

predorninantly intergranular fiacture (Fig. H.4(e) in Appendix H) same as those tested in air. 

Liu et al [9 lLiu] also observed that the elhination of the environmental effect by testing in 

dry oxygen did not lead to extensive tensile ductility (they observed only -7.5%) and a 

complete suppression of intergranular fiacture. 



Therefore, it codd be concluded that a single-phase NisSi does not seem to be very sensitive 

to the test environment and intergrandar fiacture of Ni3Si is primarîly caused by a weak grain 

boundary cohesion, Le., an intrinsic factor. Subsequently, the decrease in the fiacture 

toughness related to increasing volume fiaction of fine-grained NisSi might be mainly caused 

by the increase in the fiaction of weak grain boundary areas since smaller grains of Nipsi lead 

to the larger total grain boundary area. 

10.2.2.2 Presence of fine precipitates 

Fine precipitates were observed on the fiactured grain boundary facets and also on 

transgranular cleavage fkacture surface of F9 (near-single phase Ni3Si) (Fig. 9.35). The 

identity of the precipitates is not obvious at the present moment, however, if one considers the 

reaction of active rnetal with the water vapour in air (e-g. Si+2HzO+Si02+4H in case of 

Ni&) and the generation and movement of atomic hydrogen postutated as the cause of the 

environmental embrittlement in Ni3Si and many other intermetallics (section 3.7.3), the 

precipitates are possibly either a silica (SiO2) or a hydride formed during crack propagation. 

However, based on the precipitate-like appearance, they are more likely to be a hydride such 

as NiH or Ni2H [97Vil] precipitated through the formation of nuclei. If silica (Sioz) was 

formed based on the above reaction, the surface product would be a continuous film covering 

the fiacture surface rather than precipitates. 

The following factors indicate that the precipitates are formed during crack propagation, 

ruling out the possibility of pre-existing precipitates. First, the precipitates are not distributed 

uniformly throughout entire area of the fiacture surface. There are plenty of precipitates on 

some fiactured grain boundary facets but there is none on other grain boundary facets in the 

same specimen. In general, if present, the precipitates are mostly observed on the grain 

boundary facets only in the chevron section extendhg fiom the apex to the middle of the 

chevron. The precipitates are rarely observed in the chevron section located between the 

middle to the root of the chevron. Second, the precipitates were not observed at all in some of 

the fkactured specimens as will be shown in Table 10.3. Since al1 the CNB specimens were 

cut out fiom the homogenized ingot, individual specimens should not have any different 

microstructural characteristics such as varying densities of precipitates. Third, the precipitates 

observed on the transgranular fiacture surface do not appear as they were pre-existing withlli 



the grain. They are aligned in one direction rather than distributed randody on the fracture 

surface and also do not seem to be embedded within the grain, 

The possibility that the precipitates were formed after hcture toughness test due to the long- 

term exposure of fracture surface to air can also be d e d  out of hand. Examination of the 

fkacture surface of F9 several days after the testing and re-examination a year after the 

fiacture toughness test was done, shows the same distribution of precipitates existing only in 

the section of the fiacture surface extending fiom the apex to the middle of the chevron. 

Assuming that the precipitates are formed during crack propagation as argued above, an 

attempt was made to investigate the correlation between the fkacture toughness, test 

environment and the presence or amount of precipitates in specimens F9. Quantification of 

the probability of the precipitate presence on the fracture surface for each specimen F9 was 

done for 15 randody selected grain boundary facets present in the the chevron section 

extending fiom the apex to, approximately, the middle of the chevron. This is consistent with 

the CNB fkacture toughness calcdated from the maximum load which is determined when the 

crack is propagating fiom the appex to the one third of chevron section. The specimens tested 

in vacuum and dry oxygen are also included. The resdts are shown in Table 10.3. It must be 

kept in mind that even if the number of grain boundary facets with precipitates observed in 

the 2nd specimen (7!15) is the same as that in the 3rd specimen (VIS) tested with S [=35mm in 

air (Table 10.3), it does not mean that actual amount of precipitates in the 2nd specimen is the 

same as that in the 3rd specimen. Fig. 10.4 shows the probability of the precipitate presence 

plotted vs. fracture toughness. An interesthg result can be seen in Table 10.3 and Fig. 10.4. 

The probability of the presence of precipitates strongly depends on fiacture toughness values. 

It increases with increasing fiacture toughness values under the same test environment. 

However, this does not irnply that fiacture toughness increases due to the formation of fme 

precipitates. As already discussed, the large scatter in fracture toughness values in a near- 

single phase Ni3Si is related to the vol. % of fine-grained Ni3Si and the fine (Ni(Si)+NisSi) 

mixture (Fig. 10.2 and 10.3). Therefore, higher probability of presence of precipitates simply 

reflects the higher stress intensity factor at the crack tip experienced by the specimens with 

higher fracture toughness values. In other words, the formation of the precipitates was easier 

when the stress intensity factor at the crack tip was higher. 



InterestingIy, the threshold level of hcture  toughness to form precipitates (see arrows in Fig. 

10.4) is lower for the specimens tested in air, higher for the specimens tested in dry oxygen, 

and intermediate for the specimens tested in vacuum. ui other words, the formation of the 

precipitates is found to be the easiest for the specirnens tested in air and most difficult for the 

specimens tested in dry oxygen. Even for the specimens with the lowest fiacture toughness 

values, the precipitates were observed when the test was conducted in air (Table 10.3). 

However, for the specimen tested in dry oxygen such as ~ 9 - 2 " ~ ,  the precipitates were not 

observed even in specimens rendering relatively high fracture toughness values. 

Condition 1 fiom 1 toughness 1 of 15 arbitrarily selected grain facets in 1 

Table 10.3 The probability of presence of the precipitates on the fiacture surface of F9 as 
quantified to investigate correlation between the amount of the precipitates and fracture 
toughness, testing environments, or the location of specimen taken fiom the ingot. 

1 Bottom 1 1 chevron notch tip* and probability of the ( 

Test Nih specimen 

in air with 

SI= 35mm 

in air with 

S1= 16mm 

Fracture 

1% 

2nd 

In dry oxygen 

with S1=26mm 

Number of grain facets with precipitates out 

la 

2nd 

in vacuum 

with S I = 2 6 m ~  

38.7 

30.1 

4~ 

1 St 

2nd 

presence of precipitates* * 
12 (80%) 

7 (47%) 

37.8 

35.4 

*: 'Chevron notch tip' indicates the region approximately fiom the apex to the middle section of the 
chevron. 
**: Robability of presence of the precipitates in parentheses calculated fiom the number of grain 
facets with precipitates out of 15 arbitrarily selected grain facets 

I 1 

13 (87%) 

5 (33%) 

28.9 

22.5 

40.3 

35.4 

2 (13%) 

1 (7%) 

4 (27%) 

O (0%) 

O (80%) 

12 (80%) 

3rd 

4m 

29.4 

36.3 



-0- air (S1=35mm) 

+air (Sl=16mm) 

- - -A - - - vacuum 
(S 1 =26m rn) 

- -0- - - dry oxygen 
(SI=26rnm) 

O 10 20 30 40 50 

Fracture toughness KolM ( ~ ~ a r n " ~ )  

Fig. 10.4 The relationship between the probability of the presence of the precipitates and 
fracture toughness of specimens F9. Arrows show the threshold value of fracture toughness 
to form precipitates. 

As a conclusion drawn from various aspects of formation of the precipitates observed in the 

present work, generation of hydrogen by the reaction at the crack tip (e-g. 

Si+2H20-+Si02+4H in case of Ni3Si) may not necessarily induce or enhance environmental 

embrittlement in intermetallics. Even if generation of atomic hydrogen occurs, resulting in 

the formation of the precipitates, a single phase NisSi does not seem to be environmentdly 

sensitive. If Ni3Si were sensitive to hydrogen, its fracture toughness should decrease as the 

probability of presence of the precipitates increases since the higher probability of presence of 

the precipitates implies the occurrence of more hydrogen generation at the crack tip (if one 

assumes that the formation of the precipitates results from the generation of atomic 

hydrogen). Therefore, the generation of hydrogen through the above reaction will probably 

occur regardless of environmental sensitivity of intermetallics whenever moisture-active 



elements such as Si in Ni3Si or Ai in Ni& are present and additionally, the stress intensity at 

the crack tip is high enough. The ability of precipitate formation (expected to be a hydx-ide), 

however, might depend on whether hyciride fomiing elements are present in the intermetallic 

systems under consideration and also on the rate of crack propagation (slower rate may 

enhance formation of hydrides). 

10.2.3 Toughening of in-situ composites 

10.2.3.1 Rule-of-mixtures (ROM)-like relationship for fracture toughness 

The applicability of rule-of-mixture @CM)-like relationship between fiacture toughness and 

volume fraction of toughening phases was tested for the in-situ composites containing the 

brittle q matrix phase and the toughening phases either Ni(Si) or Ni3Si. Fig. 10.5 shows the 

dependence of fiacture toughness on the volume fiaction of the Ni(Si) and Ni3Si. Composites 

F9-FI1 also contain smaii fiaction of Ni(Si) in addition to the majority phase &Si (Fig. 10.5) 

but the toughening effect of Ni(Si) cm be ignored since its volume fiaction is negligibly 

small. The two sets of upper and lower bound of ROM lines in Fig. 10.5 for composites 

reinforced with either Ni3Si or Ni(Si) were constmcted by arbitrarily replacing E with K in 

Eq. 5.40 for the upper bound and in Eq. 5.41 for the lower bound, by analogy to the upper and 

lower bound of ROM lines in Fig. 5.16. Therefore, the equations representing the upper and 

lower bound of ROM lines in Fig. 10.5 become 

and 

(iower) (1 0.2) 

The upper bound of ROM lines in Fig. 10.5 is the same as the straight ROM line constructed 

by Davidson et al. [96Dav] shown in Fig. 5.18@) and (c). 

The fiacture toughness of a single-phase q in Fig. 10.5 was taken as 1.7 MPa.mln which is 

the frac- toughness value of the specimens ~ 6 - l R  and ~6-2"* (Table 9.1 1). The fracture 

toughess of 100 vol. % Ni(Si) or Ni is not available in the literature. Therefore, fiacture 

toughness of Ni(Si) was assumed to be 100MPa.m'~ based on Fig. 3 in [98ASM] showing 

the characteristic range of fiacture toughness for Ni-base alloys. 
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Fig. 10.5 Dependence of fracture toughness on the volume fraction of the Ni(Si) and Ni3Si (or 
Ni3Si+(small volume fraction of Ni(Si)) phases for the composites containing the bnttle q 
phase. The upper and lower bound of ROM lines were calculated based on Eq. (10.1) and Eq. 
(10.2), respectively. 

The fracture toughness of a single phase Ni3Si in air was assumed to be 30 rna.rn1l2, which is 

the average fracture toughness of F9 (Table 9.11). As opposed to the predictions showing 

something similar to a near-synergistic effect, as illustrated in Fig. 5.17, the trend of the 

fracture toughness values with increasing volume fraction of the toughening Ni(Si) or Ni3Si 

phases in the present in-situ composites, falls much below the upper bound of ROM line. Al1 

the fracture toughness values are located slightly above or very close to the lower bound of 

ROM lines. The dependence of fracture toughness values on the volume fraction of 

toughening phases in Fig. 10.5 is quite similar to that in Fig. 5.18 for V-V3Si, Nb(Cr,Ti)- 

Cr2Nb, Nb(Si)-NbsSi3, and Nb(Cr?Ti)-Cr2Nb systems also established based on the 



experimentai results. Even if the composites fabricated in the present work might not behave 

ideally as predicted in the models in ternis of microstructural parameters such as cohesive 

strength between the toughening phase and the matrix, and the alignment of the toughening 

phase, etc., the predictions made by the models are quite far away fiom the actual trend 

obtained fkom the experiments. It must be mentioned, however, that comparing the fracture 

toughness value of composite F1 toughened by 60.7 vol. % Ni(Si) with that of composite FI2 

toughened by similar vol. % Ni& (58.7%) the toughening effect induced by Ni(Si) seems to 

be larger than that of Ni3Si. 

10.2.3.2 Fracture behaviour of toughened composites 

Fracture behaviour of composites containing toughening phase (or microconstituent) in a 

bnttle rnatrix was able to be interpreted by considering the fiacture behaviour of leadglass 

fiber composite and the derivation of the equation for crack bndging mode1 by Ashby et ai. 

[89Ash] in section 5.3.1.1. For in-situ composite F1 containing ductile Ni(Si) in the brittle q 

matrix when the ductile phase, Ni(Si) was pulled out (Fig. 9.30(a)) or when the ductile phase 

fractured in a brittle manner @ig. 9.30(d)), the microcracking of the brittle matrix, q, was not 

observed. In other words, when there is no evidence of ductile phase stretching, that enhances 

the effect of crack bndging, the matrix remains uncracked and the energy absorption by the 

ductile phase is minimal. The complete pull-out of Ni(Si) fiom the q phase (Fig. 9.30(a)) is 

due to the weak interface between the Ni(Si) and q phases and the brittle fiacture of ductile 

Ni(Si) phase (Fig. 9.30(d)) is due to the excessive plastic constraint in the Ni(Si) by the brittle 

matrix as for the case shown in Fig. 5.10(a). However, when the q matrix fiactured, the 

ductile failure of Ni(Si) occurred without the excessive constraint in the Ni(Si) phase as 

shown in Fig. 9.30(b). This is the sirnilar case to the one shown in Fig. 5.10(d) and in this 

case the energy absorption by the ductile phase is enhanced. However, fiacture toughness 

values of the specimens F1 are close to one another since al1 the fiacture mechanisms 

descnbed above, i.e., ductile phase pull out, brittle fiacture and ductile failure of ductile phase 

accompanying matrix cracking, were CO-operating simultaneously in the same specimen 

during fiacture. If the mechanism of ductile phase stretching without much constraint were 

prevailing, then higher hcture toughness would be expected. 



10.2.4 Fracture toughness vs. yield strength (fracture strength) 

Fig. 10.6 shows the relation between the yield strength and fiacture toughness. Yield strength 

for the composites which exhibited a fracture without yielding during compression tests, is 

approximated by their fracture stren*. In general, within a given class of material, when 

yield strength increases fiacture toughness decreases or vice versa [gocou, 99Dowl. For the 

composites which exhibited a yield during compression tests, the relationship between the 

yield strength and fiacture toughness falls broadly into a scatter band between lines A and B 

in Fig. 10.6. Depending on the microconstituent phases and microstructural features such as 

refinement and distribution of toughening phases in the composites the relationship between 

the yield strength and fiacture toughness varies within the band between lines A and B. 

One interesting result is observed for F 16 and F 17 containhg mostly Ni2Si. Some of the F 16 

and F17 specirnens exhibited yielding during compression test as s h o w  by their stress-strain 

curves defined as the type 'B' in Table 9.20. Note that the yielding in composites F16 and 

F17 is induced by twining rather than slip deformation. These alloys bring the yield strength- 

fiacture toughness relationship line close to the ongin of the CO-ordinate axes as shown by 

line C. To codkm twinning behaviour in NizSi, alloy 24 fiom [96Son, 98son1] and alloy F16 

were etched using the solution reported in [90~ak'] after Knoop indentations had been made. 

Fig. 10.7(a) shows annealing twins observed in alloy 24 afier homogenization at 1000°C for 

200h. Figs. 1 O.7(b) and (c) cleariy show the deformation mechanism in NhSi by revealing 

deformation twins, rather than slip lines around the Knoop indentation. The twin bands 

manifested by the change in contrast compared to the untwinned area due to the lattice 

reorientation are clearly shown in Fig. 10.7@) and (c). Therefore, the conclusion c m  be 

drawn that if the plasticity of an intermetalIic alloy is a result of twinning both its fiacture 

toughness and yield strength are probably rather low. 

The relationship between the fiacture strength and fracture toughness for the composites F3, 

F4, F13-F15, F18-F2 1 also falls in the scatter band between line A and B as the data points 

for the composites are located at the highest yield strength region in Fig. 10.6. This might 

indicate that the fiacture strength of the composites obtained by compression tests is indeed 

very close to the theoretical yield stxength of the composites. However, for some brittle 

composites which fiachrred before yielding (e.g., F5, F6, F13-FIS, F18-F21 and F u ) ,  the 



fracture toughness rnight be independent of the fracture strength as approximated by a 

horizontal Iine indicated as line D. 
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Fig. 10.6 The relation between the average yield strength and fracture toughness of the 
composites investigated in the present work. 



Fig. 10.7 Optical micrographs showing (a) the annealhg twins observed in a single phase 
Ni2Si alloy 24 and (b-c) the defonnation twins developed by a Knoop indentation in a 
single phase NbSi alloy F 16. 



10.2.5 Fracture toughness versus density 

Fig. 10.8 shows the graphical representation of the fracture toughness vs. density of the alloys 

investigated in the present study (Table 9.10). This plot is solely made for the selection 

purposes of the composites with the best combination of high fracture toughness and low 

density and does not imply any fundamental relationship between these two material 

parameters. The rate of fracture toughness increment with increasing the density of 

composites in the present work is low for the low-density composites with densities up to 

about 7.5 @rn3 while it increases rapidly only for the composites with high-density which is 

the manifestation of the increase in the fracture toughness values with increasing the volume 

fraction of the toughening phase as shown in Fig. 10.5. However, it is noticeable that fracture 

toughness of composite F2 (rnicrostmcture in Fig. 9.15@)) is twice higher than that of 

composites Fl6 having the density even higher than that of F2. 

45 

5.5 6 6.5 7 7.5 8 8.5 

Density (g/cm3) 

Fig. 10.8 The dependence of average fracture toughness values on the density of the 
investigated composites in the present study. 



10.2.6 Design of intermetac composites 

On the basis of fiacture toughness, yield strength, porosity and density of composites 

investigated in the present work, some of the in-situ composites such as FI, F2, F7, FS, and 

FI1 seem to be promising candidates for M e r  development as structural materials. Their 

properties are summarized in Table 10.4. These composites have very high yield strength 

(900- 1 SOOMPa) and quite high fracture toughness (1 2- 1 6MPa.mlR) even if their 

microstructures were not optimized. By optimization of microstructure, the fiacture 

toughness of the composites is expected to increase without loss in high yield strength. 

Specially for alloy F2 with the lowest density, it seems to be desirable to improve fiacture 

toughness probably through making the interface Ni(Si)/q stronger, e.g., by boron doping 

because during fiacture pull out is a prevailing mechanism of fiacture (Fig. 9.3 1). 

Table 10.4 Description of promising composites FI, F2, F8, and FI 1 for development of 
structural 
Composites 

F1 

F2 

F7 

F8 

F11 

*: values 

alloys. 
Volume % of Phases 

Ni(Si) 

rl 

.rl 

Ni(Si) 

Ni3Si 

Ni3Si 

Ni(Si) 

ri 

Ni(S i) 

&Si 

ri 

Ni3 Si 

Ni(Si) 

ri 

Ni31Si12 

in this table 

K r w  
(MPa.mln) 
1 5.6f 0.7 

12.1k0.3 

22.1k4.6 

13.2+1.5 

14.3G.2 

the specimens tested 

60.7 

39.3 

52.6 

47.4 

NegIigible 

49.8 

34.6 

15.6 

62.4 (Ni(Si) 

+Ni3Si) 

37.6 

86.9 

7.2 

5.1 

0.8 

are only for 

Yield strength 
(MW 

1096k119 

1478-7 

8 14+79 

1086k.37 

885t10 

1=3Smm. 

Porosity 
(%) 

0.09 

0.06 

0.25 

0.15 

1.36 

with S 

Density 
(g/cm3) 
7.66 

7.26 

7.80 

7,49 

7.69 



10.3 Indentation fracture toughness 

10.3.1 Indentation microcrackhg pattern 

Determination of the crack mode by simply polishing away the indented surface can be 

erroneous due to the existence of the core zone just beneath the indentation. The crack 

geometry including the core zone undemeath the indentation was profiled by the serial 

sectioning method. Another way to determine the crack mode by the relationship between the 

crack length and indentation load also does not give a satisfactory result even if the method 

suggested by Shetty et al. [85she1] is used. 

The test sample surface polishing on the Sic paper, followed by a nnishùig lapping with 

dumina ~owder does not seem to cause a residual stress on the surface. Such a conclusion 

can be drawn on the basis of the indent crack profiles along the depth as shown in Fig. 9.44 

and 9.45, compared to Fig. 4 in [85she1] which shows the crack profile with reduced surface 

crack length relative to the subsurface crack extension due to the existence of surface 

compressive residual stress. 

The existence of the core zone in which no cracks develop can be clearly seen in Figs. 9.44 

and 9.45, and the residual compressive stress in the core zone was also confirmed by the 

secondary indentation which does not initiate four comer cracks (Fig 9.48 and 9.49). Along 

with the secondary indentation without developing four comer cracks, the higher hardness 

just beneath the primary indentation (Table 9.15) also indicates the existence of the residual 

compressive stress in the core zone. 

The existence of the core zone and the corresponding stress field does not change the 

characteristic of the half-penny crack system, still exhibithg the 2/3 power dependence of 

crack l e n a  (c) on indentation load as seen in Fig. 9.41 and as also mentioned in [94Kal] and 

[95Paj]. This allows the use of equations fiom the literature for the penny-shaped crack 

system. However, it must be pointed out that the indentation fracture toughness can also be 

calculated on the basis of a Palmqvist crack system using Shetty et al. [85she1] mode1 or its 

modified form for the indentation size effect (ISE) as shown in the present work (see section 

9.4.2.2). They give similar values of the indentation fiacture toughness as those calculated 



fiom the equation based on the half-penny crack mode1 by Evans and Charles [76EvaJ and 

L a m  and Evans [77Law]. 

10.3.2 Indentation fracture toughness vs. CNB fracture toughness 

An attempt was made to compare the two diEerent fiacture toughness measurement methods, 

Le., indentation fkacture toughness and chevron-notched bend (CNB) test. Comparing the 

fracture toughness values in the range of 1.3-1.8 MPa.ml" (Table 9.17) for the q phase with 

1.7 h 4 ~ a . m ' ~  obtained fiom bulk CNB specimens containhg only the 7 phase (F6-ln and F6- 

2nd tested in air (Table 9.1 1) and ~ 6 - l n  tested in dry oxygen (Table 9.13), the indentation 

fiacture toughness values are in a good agreement with those obtained on the bulk materials. 

However, it seems that indentation fiacture toughness gives more conservative value. 

Unfortunately, indentation fracture toughness values of MgNi2 phase being in the range of 

1.0-1.2 ~ ~ a . r n ' ~  (Table 9.19) can not be directly compared to that of 2.7 ~ ~ a . r n ' ~  (Table 

9.1 1) obtained fiom bulk CNB specimens (F22) since the buik CNB specimens contains 3.5 

vol. % second phases including 2.1 vol. % of ductile Ni(Si) phase (Table 9.10). However, the 

above indentation fracture toughness values of single MgNi2 phase seem to be quite 

reasonable in companson to the fiacture toughness of near single phase F22. 



11. Summary and conclusions 
The ternary Ni-Si-Mg phase diagram was established. The microstmctural evolution of doys  

and crystallographic structure and melting temperature of the intermetallic phases discovered 

in the present work were investigated, Based on the microstmctural evolution of the alloys in 

the Ni-Si-Mg system, intermetallic in-situ composites in the Ni-rich region were fabricated to 

investigate the fracture behaviour and fracture toughness of composites. Environmental effect 

on fracture toughness and the composite de-of-mixture-like relationship between fracture 

toughness and volume fiaction of toughening phases were investigated. Indentation 

microcracking pattern and indentation fkacture toughness of binary and temary intermetallic 

phases were studied. Finally, a cornparison of the hcture toughness by indentation and CNB 

methods was carsied out. The following conclusions can be drawn from the present study. 

11.1 Phase equilibria in the Ni-Si-Mg system 
1. Quantitative analysis of alloys and their microconstituent phases containing both heavy 

and light elements by energy dispersive x-ray spectroscopy (EDS) using standard 

spectnim files created f?om intermetallic compounds containing the same heavy and light 

element provides more accurate results than using standards created fiom pure elements. 

2. The phase equilibria in the temary Ni-Si-Mg system were established. Four new temary 

intermetallic phases v, o, p, and t, a ternary intermediate phase Mg(Ni,Si)2 based on the 

Mg& binary phase, three ternary intermetallic phases q7 K, and < previously reported by 

the present authors [98~on'], as well as the previously reported temary phase [85Nor], 

MaSiNi;, were observed. 

3. The volume of the hexagonal unit cell of Mg(Ni,Si)2 which accommodates up to about 1 1 

at. % Si at room temperature by replacing the Ni atoms, increases with increasing Si 

content, by the increase in lattice parameter, 'c' with an almost constant 'a'. 

4. The previously reported MgNi6Si6 [81Buc] phase was not observed at the correspondhg 

composition in the present work. The x-ray difiaction peaks detennined to arise fiom the 

p phase were indexed based on the crystallographic symmetry reported for the MgNi& 



phase. The hexagonal symmefry with the lattice parameters, a = 0.4948nm and c = 

0 . 3 7 3 8 ~ 1  reported for the MgNisSi6 phase (Cu7Tb type) fits well to the phase designated 

as Cr (&(Si0.48,Ni0-52)7)- 

5. Most probably, the lattice structure of the o phase (Mg0.52Ni0.&Si4) is a hexagonal 

structure of the Ag7Te4-type with the lattice parameters, a = 1.35 1 h m  c = 0.8267am. 

11.2 Fracture behaviour, toughness, and yielding 

strength of the in-situ intermetaMc composites 
Most of P-LLD curves of the CNB specimens in the present work exhibit the stable crack 

growth region prior to the maximum load satis-g the requirement for the test 

considered to be valid. However, it was found that the specimens which have low fracture 

toughness and were tested with short support span (Si) are more probable to have linear P- 

LLD curve. Fracture toughness, however, was not aBected whether the P-LLD curves 

showed the linearity or stable crack growth region pnor to the maximum load. 

The ratio of the support span to the specimen width (SiIW) does not seem to affect when 

fiacture toughness values are lower or equal to 12 h 4 ~ a . m ' ~ .  However, it is not clear 

whether or not the lower span length, Si affects the fiacture toughness values in the higher 

range. 

The highest average CNB fracture toughness, = 3 1 h 4 ~ a . m ' ~  was obtained for a near single 

phase Nipsi alloy containhg about 3 vol. % of the Ni(Si) phase even if intergranular 

fiacture in the Ni3Si occurred. 

No environmental effects (air, oxygen, and vacuum) were observed for most of the alloys 

in the present work. 

Fracture toughness of near-single phase NiJSi decreases linearly with increasing fiaction 

of £ïne (Ni(Si)+Ni3Si) mixture and fine-gniined Nipsi. The decrease in fracture toughness 

associated with fine (Nî(Si)+Ni3Si) mixture might be related to the environmental effect 

of H on the interfaces between Ni(Si) and Ni3Si in the mixture. However, the decrease in 

fiacture toughness associated with fine-grained Ni3Si rnight be mauily related to the 

increase in the fraction of inherently weak Nipsi grain boundary area. 



Fine precipitates were observed on the fkctured grain boundary facets and transgrandar 

kcture  surface of near-single phase NiaSi. Based on their precipitate-like appearance, 

they are probably hydrides forrned during crack propagation. The formation of the 

precipitates is easier for the specimens tested in air than for those tested in vacuum or dry 

oxygen. In the same test environment, the formation of the precipitates is easier for the 

specimens, which have higher fiacture toughness values (experiencing a higher stress 

intensity factor). 

The fracture toughness values plotted against the volume fiaction of the toughening 

phases, Ni3Si (or Ni3Si+(Ni(Si)) and Ni(Si) seems to follow close to the lower bound of 

composite rule of mixture. This resdt is different fiom that predicted by models in the 

literature, but similar to the results obtained by experiments in the literature. 

The fiacture toughness values of the seiected composites calculated by determining the 

work-of-fracture (Kw& are about 1.5 times higher than the fiacture toughness values 

determined by the maximum load ( K ~ I ~ M ) .  

Some of the composites can be promising candidates for the development of structural 

materials. They have very high yield strength (900-1500MPa) and quite hi& fiacture 

toughness (12-16 A4~a.m'~) with the densities in the range of 7.26-7.80g/cm3. In 

particular, a cast alloy (F2) consisting of about 47 vol.% Ni(Si) and 53 vol.% q phases 

(Table 9.10) in a eutectic mixture shows fiacture toughness of 12 MPa.mln, yield strength 

of 1478MPa, and a density of 7.26&m3. 

11.3 Indentation fracture toughness test 

The determination of crack systems (Palmqvist or half-penny) by simply polishing away 

the indented surface can be erroneous because of the existence of the core zone containing 

compressive stresses. 

The crack length, I versus load, P plot does not pass through the origin despite that 

according to the crack profiles obtained by serial sectioning method, there is no evidence 

of surface residual stress as required by the indentation cracking modeis. 

Crack profiles deterrnined by a senal sectioning method show the pseudo half-penny 

shaped crack systems for the q phase in the 200g to 2000g range of loads. However, the K 

phase develops either the "kidney shaped" or Palmqvist crack system at lower loads, 200g 



and 500g, but also shows the pseudo haif-penny shaped crack system at 2000g load. Ail 

the pseudo half+enny shaped cracks analyzed in the present work consist of core zone 

just beneath the indentations. That is why they are not typicai half-penny (median) cracks 

and are called the "pseudo bal£-penny" cracks. 

4. A residuai compressive stress exists in the core zone which is manifested in a high 

hardness and the absence of corner cracks if a secondary indentation is made in the core 

zone. However, the hardness measured in the core zone close to the boundary between 

the core region and the cracked region yields lower hardness than that measured on the 

stress fiee surface. 

5. The modification of the Shetty et al. [85she1] model for fiacture toughness is proposed. It 

takes into account the indentation size effect USE) and yields results of Kr independent 

of indentation loads as opposed to the original model which gives Krc values dependent 

on loads. 

6. The Kit values calculated for the q and K phases in the present work are quite diverse 

depending on the models used for calculations, regardless of the crack systems. However, 

comparing the indentation hcture toughness with the CNB fracture toughness on the bulk 

materials for the q phase, Shetty et al. model [ s s s ~ ~ ' ]  as well as modified Shetty et al. 

model, Evans and Charles [76Eva], and Lawn and Evans [77Law] models yield the most 

reasonable values. Those equation models yield the indentation fiacture toughness values 

1 -3-1.8  am'^ for the q phase and 1.8-2.5 MPa-mlR for the K phase. 

7. Comparing the fiacture toughness values obtained by indentation method with those 

obtained by bulk CNB spechnens for the near q single phase alloy, the indentation 

f i a c m  toughness values (-1.3-1.8 MPa-mlR) are in a good agreement with those 

obtained fiom CNB test on bullc materials ( 1 . 7 ~ ~ a . m ' ~ ) .  
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Appendix A 

N i  Atomic Percent Silicon 
Special Points of the Ni-Si System 

Fig. A. 1 

Tempe- 
Composition, mture, Reaction 

Reaction nt.% Si 'C W P  

L - y  ....*.............................. 
L - y + b  ..........................*.. 
L + 0 - 6  ............................. 
L  - 0 ................................... 
0  - a + E' ............................. 
e ' - 6 + r  ............................. 
c' - c + NiSi ....................... 
8 + NiSi - d....................... 
C - L' ................................... 
L  - 8 + NiSi ....................... 
L - NiSi ....................... ; .... 
L - NiSi + aNiSi2 .............. 
L + (Si) - pNiSi2 ................ 
BNiSi2 - clNiSi2 ................ 

E u M c  
Polymorphic 
Peritetoid 
Eutectoid 
Pentectic 
Congruent 
Eutectic 
Peritectic 
Congruent - 
Eutectoid 
Eutectoid 
Eutectoid 
Peritectoid 
Polymorphic 
Eutectic 
Congruent 
Eutectic 
Peritectic 
Polymorphic 

The Ni-Si binary phase diagram [90Mas]. 



Ni-Si Crystal Structure Data 
Struktur- 

Composition, Peareon Space bericht 
Phase at.% Si SYrnbol group desfgnation Prototype 

(Ni) ................. Oto15.8 cF4 h 3 m  Al Cu 
81 (Ni4Si) ....... 22.8 ta 24.5 cP4 h 3 m  Lx2 AuCu3 
$2 (Ni3Si) ....... -24.5 to 25.5 mC16 ... ... m 
$3 CNi3Si) ....... -24.5 to 25.5 mC16 -.. ... cePt3 

... ... y (Ni31Si12) .... 27.9 hP14 . . - 
... 0 (Nipsi) ......... 33.4 to 41 hP6 ... . . - ... ... €iRJi2Si) ......... 33.3 op12 -.. ... r(Ni$3i2) .......- 39 to 41 op80 ..- ... 

NiSi ................ 50 op8 Pnma B31 MnP 
pNiSi2 ............ 66.7 ? . . . ... ? 
aNiSi2 ............ 66.7 1912 ~rn3rn . C l  caF2 
(Si) ................. -100 cF8 ~ d % t  A4 Ckiiamond) 

@) 

Ni-Si Cryatal Stnacture Data 
Compoeition, Peuron Space Strukturbericht 

Phme at.%Si mymbol group designation Prototype 

mi) .................................................................. O to 15.8 cF4 ~ m &  Al C u  
piiNi3Si) ........................................................ 22.8 to 24.5 eP4 Pm3m LI2 AuCm ... ......................................................... 82 Wi3Si) -24.5 to 25.5 mCl6 ... (GePta?) 
83 (NiSi) .................................................... -24.5 to 25.6 mC16 ... ... (GePt3?) 
y (NisiSi12) ....................................................... 27.9 hP43 P321 ... Ni31Si12 
O (NizSi) ........................................................... 33.4 to 4 1  W 6  P6dm . ... NizSi 
6 CNizSi) ........................................................... 33.3 op12 Pnma C23 CozSi 
r (Ni3Si2) ........................................................ 39 to 41 op80 ... ... ... 
E' (Ni3Sid ..................................................... 39 to 41 ... ... ... 

a.. 

NiSi ................................................................. 50 
Cl 

op8 Pnma B3 1 MnP 
CNiSid .......................................................... 66.67 ... ... ..- 

.......................................................... t; (NiSi21 66.67 cF12 F& Cl C ~ F Z  
(Si) ................................................................... -100 cF8 Fd3m A4 Ccdiamond) 

Fig. A. 1.1 Ni-Si crystal structural data fiom (a)[90Mas] and (b)[9 lNas]. 
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Atomic Percent Nickel Ni  - 
~ ~ e c i a l . ~ o i n t s  of the Mg-Ni System 

Temper- 
Composition, nture, Reaction 

Reaction at% Ni ' C type 

............................ L - M g  O 650 Melting 
L - (Mg) + Mg2Ni ............., 11.3 O 33.3 506 E U ~ C  
L + MgNiz - Mg2Ni .......... 29 66.2 33.3 760 Pen t ectic 

.................. L -. MgNip 1 ... 66.7 1147 * 3 Congruent 
............... L-MgNi2+(Ni) 80.3 67.3 100 1097 Eutedic 

L - Ni ................................ 100 1455 MeIting 

Fig. A.2 The Mg-Ni binary phase diagram [90Mas]. 
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1200 

1100 
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Atomic Percent Silicon Si 

Special Points of the Mg-Si System 

Reaction 

 tempe^ 
Composi Lion, ature, Reaction 

at.% Si 'C type 
- -- 

L - Mg .....................-...,.... O 650 Melting 
L-Mg)+MgzSi .............. 1.16 -0 33.3 637.6 Eutectic 

.......................... L - Mg2Si 33.3 1085 Congruent 
L-MgzSi+(Si) ....,.......... 53 33.3 -100 945.6 Eutectic 
L - Si ............................ .,... 100 1414 Melting 

Fig. A.3 The Mg-Si binary phase diagram [90Mas]. 



Appendix B 
Table B.1 The initial composition and overall composition of the homogenized alloys 
fabricated for microstructural observation, 
MOY 
No. 

Initial composition - mixture Composition of alioys (homogenized) Melting Temp. / 

of raw elements (at. %) (at. 96) tirne 

Mg 1 Si 1 Ni M g  1 Si 1 Ni 

15.0 21.0 63.7 5.5k1.4 1 16.0N.8 1 78.552.2 1 failed* 



Table B. 1 continued 

failed* 1 

Failed 



Table B. 1 continued 

* : faikd in measuring temperatme. 
**: lngots of aiioys such as 42-46 are not homogeneous throughout the whole ingot exhibithg 
different composition, usually, at the top and bottom. Therefore, the compositions of homogenized 
ailoys, 42-46 are not representative of the entire ingot. 
***: Mg content in this d o y  increased and Ni content decreased after melting. This behaviour is not 
understood at this moment, but it seems to arise fiom insficient mixing of molten metal during 
melting causing inhomogeneous composition through out the whole ingot. Therefore, there might be 
some portion of the ingot enriched with Ni. 



Appendix C 

C.1 Lattice parameter 

Riley function 

calculations using the Nelson- 

The results of extrapolations of measured lattice parameters against the Nelson-Riley h c t i o n  

for the determination of the lattice parameters, a and c for both the MgNi2 (alloy 37) and the 

(Mg,Si)Ni2 (alloys 36 and 40). 

Table C. 1.1 Dïfbction peaks, Nelson-Riley bction, and a' calculated for each hkO peak and 
c' calculated for each 001 peak. 
Alloy No 28 1 W?! 1 f(e)* a' 28 1 (ool) 1 f(e) C' 

% Si) 

36 
(MgCNi'Si)2 
with 3.7 at. 

cos2 0 c0s2e * : f(0): Nelson-Riley fiuiction, - 
8 (s in0 + )  

79.49 

21.36 

37.40 

40 
(Mg(NiySi)2 
with 11.1 at. 
% Si) 

2 2 0 

1 O O 

1 1 O 

21.30 

37.34 

67.20 

1.77684 

10.39375 

5.54687 

1 0 O 

1 1 0 

3 O O 

0.48230 

0.48046 

0.48087 

10.42237 

5.55813 

2.43667 

0.48169 

0.48166 

0.48259 

I 

9.87688 

4.3 1130 

22.40 

45.74 

22.44 

45.80 

71.80 

1.58765 

1.58694 

O 0 4 

O O 8 

O O 4 

0 0 8 

0 0 12 

9.85802 

4.30390 

2.16626 

1.58485 

1.58497 

1.57771 



O 5 10 O 5 10 15 l5 b) a) Nelson-Riley function Nelson-Riley function 

Fig. C.L.1 The results of extrapolations of measured lattice parameters agaïnst the Nelson- 
Riley function for the determination of the lattice parameters, a and c for the MgNi2 phase in 

O 5 10 15 
Nelson-Riley function 

O 5 10 15 
b) Nelson-Riley function 

Fig. C.1.2 The results of extrapolations of measured lattice parameters against the Nelson- 
Riley function for the determination of the lattice parameters, a and c for the (Mg,Si)Ni2 phase 
with 3.7 at. % Si in alloys 36. 



a) 
O 5 10 

Nelson-Riley function 
15 O 5 10 15 

b) NelsorrRiley function 

Fig. C.1.3 The results of extrapolations of measured lattice parameters against the Nelson- 
Riley function for the determination of the lattice parameters, a and c for the (Mg,Si)Ni2 phase 
with 11.1 at. % Si in alloys 40. 

C.2 Estimation of the accuracy in lattice parameter 

calculations 

This is calculated based on the step size 0.05" in 20 and under the assumption that the 

maximum deviation induced by the step size of 0.05" in 28 from a theoretical x-ray diffraction 

peak position is 0.025" in 20 (i.e. half of the step size), i.e. a theoretical peak at 29=20.025" 

would be detected as either at 28=20.00° or 28=20.0S0. 

C.2.1 Deviation of lattice spacing d 

The maximum deviation of lattice spacing d values induced by the step size of 0.05" in 20 

was calculated at various diffraction angles from 20" to 80" in 20 for the same )\. (0.15418nm) 

using the Bragg's equation, A=2dsinB. The result of the caiculation is tabulated in Table 

C.2.1 and plotted in Fig. C.2.1. Ad values are substantially decreasing with increasing 

diffraction angle. 



Table C.2.1 The maximum possible deviation of Iattice spacing d vaIues induced by the step 
size of 0.05" in 28 at various ciiffiaction angles. 
Theoreticd peak Observed (or dth for dobs- for Ad (nm), 
position (28) deviated) peak theoretical peak observed peak 1 d&-abs. 1 

position (20) (nm) (nm) 
20.0 20.025 O -443944 0.443395 0.000549 

O 10 20 30 40 50 60 70 80 90 
Theoretical 20 

Fig. C.2.1 The maximum possible deviation of lattice spacing d values induced by the step 
size of 0.05O in 20 at various diffraction angles. 



C.2.2 Deviation of lattice parameters 

This is calculated based on the dZEaction peaks h m  alloy 37 (MaiZ)  used for the lattice 

parameter caIculations using the Nelson-Riley b c t i o n  as an example. The deviation in 

lattice parameters 'a' and 'c' were calculated separately based on the hexagonal symmetry 

using the peaks indexed with hM) (e.g. (100)' (1 IO), (300). and (220)) and those indexed with 

OOZ (e.g. (004), (008)' and (OO-)), respectively. 

The maximum possible deviation in 'a' and 'c' values calculated using the following equation 

[78Cul] are listed in Table C.2.2 and Table (2.2.3, respectively, and plotted in Fig. C.2.2. 

peaks are deviated 0.025' in 28 fkom the theoretical peaks. 

Table C.2.2 The maximum possible deviation of lattice pararneter 'a'. 

hkl 

100 

110 

**: theoreticai peaks are caidated by adding 0.025 to the observed peaks assuming that observed 
peaks are deviated 0.02S0 in 28 fiom the theoreticd peaks. 

Table C.2.3 The maximum possible deviation of lattice parameter 'c'. 

Observed 

28* 

21.33 

37.31 

hkl 

004 

008 

001s 

Theoretical 

28** 

2 1.355 

37.335 

300 

220 

*: observed peaks are taken as an example fbm d o y  37 @&Ni2). 

Observed 

20' 

22.49 

45.98 

71.89 

* : observed peaks are taken as au example fiom ailoy 37 (MgNi2). 
**: theoretical peaks are calculated by adding 0.025 to the observed peaks assuming that observed 

67.275 

79.5 15 

67.25 

79.49 

a,,bs. calculated fiom 

observed peak (nm) 

0.480994 

0.4820 1 O 

Theoretical 

28** 

22.5 15 

46.005 

71.915 

0.482249 

0.482286 

a* calculated fiom 

theoretical peak (nrn) 

0.48043 8 

0.48 1699 

c,b,. calculated fiom 

observed peak (nm) 

1 .58 1295 

1 ,579024 

1.575923 

Aa (m), 

1 aobs- - ath 1 
0.000557 

0.0003 1 1 

0.48209 1 

0.482 159 

c* calculated fiom 

theoretical peak (nm) 

1.579562 

1.5782 12 

1.575449 

0.000158 

0.000126 



Fig. C.2.2 The maximum possible deviation of lattice parameters of 'a' and 'c'. 



Appendix D 
Table D. 1 Overd composition, homogenization temperature, time and the identified phases. 

Alloy Overail composition of doys (at. %) Phases Homogenization 
no. Mg Si Ni temp, / time 

NiSi, K, p 

NiSi, Ni3&, K 

tl, G Y  v 

rl, G Y  

rl, G Y  

q, Mg2SiNi3, Mg(Ni,Si)z 

q, Ni(Si), Mg(Ni,Si)?, TI 

q, Ni(Si), Mg(Ni,Si)z, U 

ri, Ni(Si), Mg(Ni,Si)2, U 

Mg(Ni,Si)?, U 

Ni, MgNiI, U 

Mg& Mg(Ni,Si)z, MaNi 

MgNi?, Mg(Ni,Si)2, MgiNi 

MgNi2, Mg(Ni,Si)?, M&Ni, 
MgtSiNi3 

Mg(Ni,Si)?, M&Ni, MgzSiNt 

Mgmi, Si),, MgtNi, Mg2SiNi3 

Mg, M&Ni 

Mg, MgzNi, MeSiNi3 



Table D. 1 continued 
45 80.932.0 2.3f0.4 16.81t1.7 Mg, MaNi, MgtSiNi3 480°C/400h 

46 88.5320 2.2M.3 9-4k1.6 Mg, MaNi, MgtSiNi3 480°C/200h 

47 76.7G.9 12.3I1.2 1 1.1E2.0 Mg, Mg2Si, v 480°C/100h 

48 64.8k1.5 24.5M.4 10.7k1.9 Mg, MaSi, v 480°C/Z00h 

49 49.5M.9 3 1.4k0.7 19.1k1.6 MaSi, v, O 800°C/200h 

50 33.7k0.6 30.8k0.2 35.6M.8 V7 0 800°C/200h 

53 40.4k1.2 39.9M.6 19.7H.7 M&Si, Si, w 750°C/200h 

54 42.0+0-6 49.5M.7 8.5M.4 Mg&, Si, O 750°C/1 00h 
Note: 'U" stands for unidentified phases. 
*: The phase considered as a non-e&ilibrium phase is ùi the brackets. 



Appendix E 
Table E.l X-ray difnaction peaks which are detemiined to arise solely fiom the v phase in 
alloys 47 and 48. 

Alloy 47 

Deaction dobs., interplanar Intensity 
angle s~acing (-1 @&I 0bs.1 

(obs.-28") 
20.886 0.4253 23.6 

23.347 0.3810 15.2 

23 -946 0.3716 24.4 

26.471 0.3367 6.9 

32.3 18 0.2770 4.6 

34.023 (0.2635) 4.1 

34.049 (0.2633) 4.9 

4 1.339 0.21 84 26.2 

42.4 16 0.213 1 7.4 

43.818 0.2066 89.1 

44.133 0.2052 100.0 

45.730 0.1984 3.7 

48.9 15 O. 1 862 25.3 

52.467 O. 1744 4.5 

54.036 (0.1697) 2.4 

56.263 0.1635 12.2 

73 .O67 0.1295 4.4 

76.660 0.1243 12.4 

- 

Aiioy 48 

Difiaction interplanar Intensity 
angle spacing (m) Wo 0bs.1 

(obs.-28") 
20.753 0.4280 18.4 

23.516 0.3783 12.8 

23.88 1 0.3726 19.4 

26.408 0.3375 7.7 

32.426 (0.2761) 2.3 

33.772 0.2654 4.6 

34.076 0.263 1 4.4 

4 1 A58 0.2 178 24.9 

42.167 0.2143 10.1 

43.685 0.2072 58.2 

43.885 0.2063 100.0 

45.632 O. 1988 5.63 

48.803 O. 1866 20.8 

52.793 0.1734 6.5 

53.796 0.1704 3 -2 

56.189 O. 1637 6.9 

73 .O0 1 O. 1296 22.2 

76.953 0.1239 2 1.9 



Table E.2 X-ray ciiffiaction fiom alloy 26 after quenching fiom 900°C. 

Difhction dobs, interplana- htensity Interplanar spacing (nm) 
angle spacing (nm) (I/Zo o~s.) 

(obs.-26") ~[98son'] 8-Ni2Si [7SSPD] 

*: the peaks are difiactecl fiom both the K and the 0-Niz% 



Appendix F 

Fig. F. 1 Homogenized microstructures of alioys (a)39, (b)40, (c)43, (d)45, (e)47, and (053. 



Fig. F. I Homogenized microstructures of alloys (a)39, (b)40, (c)43, (d)45, (e)47, and (053. 



Fig. F.2 Homogenized microstructures of alloys (a)16, (b) 25, and (c) 26. 



Appendix G 

Fig. G. 1 DTA and TGA result of alloy 16 
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Fig. G.2 DTA and TGA result of alloy 32. 



Fig. G.3 DTA and TGA result of alloy 38. 



Fig. G.4 DTA and TGA result of alloy 40. 



Fig. G.5 DTA and TGA result of single q phase alloy (alloy 20). 



Fig. G.6 DTA and TGA result of single K phase alloy (alloy 21). 



Fig. G.7 DTA and TGA result of alloy 3 7. 



Appendix H 

Fig. H.1 A SEM fkactograph of ~ 9 - 5 h  tested with Si=35mm shows the evidence of abnormal 
crack initiation. The crack did not start from the tip of the chevron. 



Fig. H.2 SEM micrographs showing overall fiacture surfaces of composites (a) FI- lst, (b) 
~ 2 - 3 5  (c) ~ 3 - 3 ~ * ,  and (d) ~ 4 - l R  tested in air. 



Fig. H.2 SEM micrographs showing overail hcture surnlces of composites (e) FS-2"q (0 
~ 6 - 1 5  (g) ~ 7 -  15 and @) ~ 8 -  tested in air. 



Fig. H 2  SEM micrographs showing overaii fracture surfaces of composites (i) ~9-1: 0) 
F 1 0- 1 Ck) F 1 1 -2"d. and (11 F 1 2- 1 " tested in air- 



Fig. H.2 SEM micrographs showing overaii fiacture surfaces of composites (m) F 13- ln, n) 
F lUrd,  (O) F 1 5-3rd, and @) F 16-5fi tested in air. 



Fig. H.2 SEM micrographs showing overall flactue surfaces of composites (q) F 1 7- ln, (r) 
F 18- 1 q (s) F 19-3'*, and (t) ~20-4h tested in air. 



Fig. H.2 SEM micrographs showing overall hcture surfaces of coïnposites (u) ~21-3rd  and 
(v) F22-lR tested in air. 



Fig. H.3 SEM microgra hs showing overaii fÎacture surfaces of CNB tested composites of 
I R  (a) ~6-2nd il.7MPa.m ) and @) ~6-3rd ( 2 . 5 ~ ~ a . m ' ~ )  tested in air, and (c) ~6-ln 

(1 .7MPa.m1 ) and (d) ~6-2nd (3 - 0 ~ ~ a . m ' ~ )  tested in dry oxygen. 



Fig. H.4 SEM micrographs showing overail fracture sufaces of composites (a) ~9-1'' 
(38.7~~a.rn'nR and @) ~9-4& (2 1 .4A4pa.mln) tested in air with S I=35mm, and (c) ~ 9 -  1" 
(37.8 h4~a.m' ) and (d) ~ 9 - 5 "  (22.5MPa.mln) tested in air with Sl=l6mm. 



Fig. H.4 SEM micrographs showhg overall fiachire surfaces of composites (e) ~ 9 - 5 "  (42.7 
MPa.rdn) tested in dry oxygen and (f) ~ 9 - 3 "  (29.4 ~l?a.m") tested in vacuum. 



Appendix 1 
Table 1.1 The geometry, hcture toughness &yYM) and compressive yield strength (GJ (( 
h c h u e  strength, of) of each CNB spechen tested in air and the size required based a 
ASTM E1304-89, i.e., BkI.25 ( & I Y ~ ~ ~ S ) 2  in order for a test result to be considered valid. 
Specimen S l  (mm) B (mm) W (mm) a, a1 % ? [ v ~  a, or cr required size, 

No. at S2=4.7 (MP=~'~) (MPa B (mm) 

FEI* 1 25 ( 3.90 1 3.96 1 0.211 1 0.974 1 3.2 1092 0.01 



Table 1.1 continued 



w (mm) 

4.66 

4.66 

4.68 

4.68 

4.68 

4.66 

4.66 

4.64 

4.62 

4.60 

5.08 

5.16 

5.20 

5.16 

5.24 

5.08 

5.14 

5.14 

5.20 

5.26 

4.90 

4.92 

4.82 

4.64 

5.16 

5.16 

5.16 

5.18 

5.18 

B (mm) 

3.98 

3.96 

3.98 

4.00 

3.94 

3.98 

3.98 

3 -96 

3.98 

3.98 

4.14 

4.10 

4.42 

4.20 

4.12 

4.14 

4.12 

4.38 

4.20 

4.14 

3.96 

4.02 

4.12 

4.10 

4.26 

4.00 

4.18 

3.96 

3.96 

Table 1.1 

Specimen 
No. 

F12-l* 

F 1 2-2nd 

F 1 2-3fi 

Fi 2-4a 

F 1 2-5"' 

F13-1" 

~13-2nd 

~13-3fi 

~ 1 3 - 4 ~  

~13-5" 

F14-1" 

F 14-2"* 

F 1 4-3d 

~14-4" 

F 14-Y' 

F14-lg 

F 1 4-2"' 

F 1 4-31d 

~ 1 4 4 &  

F 1 4-sa 

F15-l* 

F1 5-znd 

F 1 ~ - 3 ~ ~  

F 15-5" 

F16-1" 

F 1 6-Znd 

F 1 6-3d 

F 1 6-4a 

F 16-Y' 

continued 

' SI (mm) 
at S2=4.7 

35 

35 

35 

16 

16 

35 

a, 

0.268 

0.285 

0.266 

0.280 

0.248 

0.315 

0.309 

0.309 

0.286 

0.272 

0.295 

0.372 

0.307 

0.335 

0.334 

0.125 

0.247 

0.211 

0.231 

0.245 

0.284 

0.321 

cr, or cri 
(MW 
1054 

1145 

11 75 

II59 

11 02 

1406 

1215 

1162 

1526 

1157 

2083 

1921 

1649 

1815 

1356 

2083 

1921 

1649 

1815 

1356 

1746 

1882 

1714 

1379 

458 

53 7 

464 

704 

596 

required size, 
(mm) 
0.12 

0.08 

0.05 

0.06 

0.06 

0.0 I 

0.02 

0.02 

0.0 1 

0.02 

C0.0 1 

CO.01 

0.0 1 

c0.01 

0.0 1 

0.01 

4 . 0  I 

0.01 

c0.0 1 

0.02 

<0.01 

eO.01 

0.0 1 

<O.O 1 

0.13 

0.1 1 

0.2 1 

0.10 

0.15 

a1 

0.997 

0.980 

0.995 

0.999 

0.999 

0.999 

0.999 

0.998 

0.996 

0.999 

0.990 

0.999 

0.989 

0.999 

0.999 

0.980 

0.988 

0.992 

0.985 

0.989 

0.999 

0.999 

@@am'n) 
10.5 

9.0 

7.2 

7.7 

7.4 

4.8 

4.7 

4.1 

4.6 

4.9 

4.8 

4.4 

5.0 

4.7 

4.4 

6.4 

4.9 

5.0 

5.1 

5.0 

2.6 

4.6 

4.9 

2.9 

4.7 

5.1 

6.1 

6.3 

6.5 

0.256 

0.341 

0.267 

0.266 

0.246 

0.282 

0.273 

0.972 

0.999 

0.993 

0.991 

0.999 

0.983 

0.985 



Table 1.1 continued 

1 

": (A) indicates the average value ofyield or hcture strength. 
***: the actual specimen size (B) is smaller than that required in ASTM E 1304-89. 

~2 1 -4'h 

F2 1-5" 

~22-2"" 

~22-3* 

*: the number in italic is a yield strength. 

22 

a,, 

0.198 

0.202 

0.222 

0.243 

Specimen 
No. 

F17-1" 

F 1 7-2"* 

F17-3* 

F 1 7-4'h 

F 1 7-5" 

F 1 8-2nd 

FI ~ - 3 ' ~  

~ 1 8 4 "  

F 1 8-sa 

F 1 8-2"* 

F 1 8-3d 

F18-4~ 

F 1 8-5Lh 

Fl9-l* 

F 1 9-2nd 

F19-3'" 1 

B (mm) 

4.30 

4.20 

4.22 

4.22 

3.96 

F 1 8 - 1 4 - -  3 -80 

3.84 

3.82 

4.08 

3.76 

3.84 

3.84 

4.08 

3.78 

3.86 

4.00 

3.84 1 

Sl (mm) 
at S2=4.7 

35 

35 

16 

35 

1 

3.88 

4.00 

3 -64 

3.98 

- 
W (mm) 

* 

5.34 

5.34 

5.34 

5.34 

5.34 

5.10 

5.10 

5.10 

5.14 

5-14 

5.08 
1__ 

5.12 

5.12 

5.12 

5.08 

5.14 

5.16 1 

QI 

0.959 

0.959 

0.976 

0.995 

0.253 0.976 

5.20 
A. 

5.24 

4.44 

4.04 

G M , n  @@am 1 
5.5 

3.7 

4.4 

3.5 

0.309 

0.311 

0.314 
-_II_-- 

0.245 

0.340 

0.325 

0.310 

0.250 

0.308 

0.322 

0.323 

0.321 

0.358 

0.359 

0.255 

u, or af 
(MPa) 

810 

1014 

1185 

1223 

0.338 1 0.989 1 3.9 ( 1793 ( c0.01 

0.974 

0.999 

0.988 

0.999 

0.994 

0.983 

0.979 
_ _ _ _ I -  

0.988 

0.999 

0.996 

0.995 

Required 
size, B (mm) 

0.06 

0.02 

0.02 

0.0 1 

0.974 

0.997 

0.976 --- 
0.986 

5.4 - 
3.3 

1___1__---- 

3.4 

4.6 
- 

4.1 
- 

5.0 - 
4.0 

- 

3.5 

4.6 
---____--- 

3 -5 

3.4 

3.4 
- 

3.8 - 
2.4 

2.9 

1382 

1482 

1216 

1414 

1435 

1482 

1216 

1414 

1435 

2258 

1781 

0.02 

~0.01 

cO.0 1 

0.01 

0.0 1 

0.01 

0.0 1 

<O.O 1 

0.0 I 

cO.0 1 

~ 0 . 0  1 

1784 

1764 

351 

459 

<0.01 

(0-0 1 

0.05 

0.05 




