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Abstract

The behavior of bubbles migrating in porous mediaicritical factor in several soil remediation
operations such as in situ air sparging, supes&imvater injection, bioslurping, trench aeratod up-
flow operation of moving bed sand filters as wallimthe oil and gas industry. Groundwater aquisges
constantly polluted by human activity and a comrttmeat to fresh water is the contamination by non-
aqueous phase liquids (NAPL). In many NAPL remotedhnologies, gas bubbles carrying NAPL
residuals move upwards through the water-saturptedus media and thus play an essential role in
contaminant recovery. The mobilization of the rasidoil blobs in oil reservoirs is another impottan
application for rising bubbles in porous media.eifan oil field is waterflooded, a significant ftao of
oil, referred to as waterflood residual oil, rensafrapped. A potential mechanism to recover thsgltel

oil is the mobilization of oil by gas bubbles moyginpwards in water-wet systems.

The main focus of this work was to measure the aiglaf bubbles of various lengths during their
migration through a water-wet porous medium. Experits were conducted in a saturated glass
micromodel with different test liquids, air bubblesvarying lengths and different micromodel elémat
angles. More than a hundred experimental runs \ertormed to measure the migration velocity of
bubbles as a function of wetting fluid propertibabble length, and micromodel inclination angleeTh
results showed a linear dependency of the averalgield velocity as a function of bubble length alnel t
sine of inclination angle of the model. Comparisarese made using experimental data for air bubbles
rising in kerosene, Soltrol 170 and dyed White @He calculated permeability of the micromodel was
obtained for different systems assuming the effedéngth for viscous dissipation is equal to thigal
bubble length. It was found that the calculatedmasbility had an increasing trend with increasing
bubble length.

Laboratory visualization experiments were condudbtedhir bubbles in White Oil (viscosity of 12 cP)

to visualize the periodic nature of the flow ofimg bubbles in a pore network. The motion of the ai
bubbles in saturated micromodel was video-recottled digital camera, reviewed and analyzed using
PowerDVD ™11 software. An image of a bubble migratin the porous medium was obtained by
capturing a still frame at a specific time and veamlyzed to determine the bubble shape, the exact
positions of the bubble front and bubble tail dgrimotion and, thus, the dynamic length of the bebAl
deformation in the shape of the bubble tail end wlhserved for long bubbles. The dynamic bubble
lengths were larger than the static bubble lengtits showed an increasing trend when increasing the
angle of inclination. The dynamic bubble lengthsreveised to recalculate the bubble velocity and



permeability. A linear correlation was found foethverage bubble velocity as a function of dynamic
bubble length.

Numerical simulation was performed by modifying existing MATLAB® simulation for the rise
velocity of a gas bubble and the induced pressel dhile it migrates though porous media. Thailtss
showed that the rise velocity of a gas bubble fecééd by the grid size of the pore network in the
direction perpendicular to the bubble migrationrdality, this effect is demonstrated by the preseof
other bubbles near the rising bubble in porous méke simulation results showed good agreemeht wit
experimental data for long bubbles with high vefesi More work is required to improve the accuraty

simulation results for relatively large bubbles.
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Chapter 1

Introduction

1.1 Project Introduction

The migration of gas bubbles in porous media hg®itant implications for various applications, sash

in situ air sparging and supersaturated water injectiorgfoundwater remediation, the mobilization of
residual oil blobs in water-wet reservoirs, and ¢heillition of green house gases from deep gedhbgic
storages to the atmosphere (Panlatwal, 1993; Oldenburg and Lewicki, 2006; Amos and Mag&06;
Nelson et al., 2009). Fluidized beds and packed-fhed reactors are also well-known chemical
processes in which gas bubbles flow through poroedia (lliutaet al. 1999). Two patterns have been
observed for gas flow in granular media: bubblevfland air channels. These flow patterns may exist
simultaneously. An important parameter determirtimg flow pattern is the permeability of the porous

medium. Bubble flow usually occurs for grain diaerstlarger than 1 to 2 mm (Brooésal. 1999).

Groundwater, a major source of water supply forsetiwld and industrial uses, has been increasingly
polluted by physical, chemical, and biological ptdints in recent years. Among the wide range of
industrial chemicals, non-agueous phase liquids RNs}, such as petroleum hydrocarbons and
chlorinated solvents, constitute a major sourcgrofindwater contaminatiotn situ air sparging is a
common treatment option for removal of NAPLs frommntaminated soil and groundwater. This
technology involves injecting pressurized air irsiobsurface water saturated zones via one or more
points. As the injected air rises through the sdag aquifer, the volatile free-phase NAPL and iothe
volatile organic compounds (VOCSs) dissolved in teder are recovered by a combination of different
mechanisms such as volatilization and aerobic lgiadation. The dislodging process allows the
contaminants to be carried upwards into the ungedrzone above the water table. The vapor-phase of

NAPL is then collected through vapor extractionls/@hd treated at ground facilities.

Supersaturated Water Injection (SWI) is a novehmetogy for the recovery of NAPLs from
contaminated soil (Li, 2004). In this patented rdragon technology (Liet al, 2007; US Patent
7300227), water supersaturated with QD air is injected into an aquifer below the NABturce zone
through SWI wells. As the C&supersaturated water flows away from the injectiaint, the fluid
pressure drops and the dissolved gas begins to oainef the solution in the form of bubbles. As the
bubbles flow upwards under the action of buoyamolatile free NAPLs are recovered by vaporization i
the presence of a gaseous phase. The dissolved dNaelLthen removed through enhanced mass transfer

1



from the liquid phase to the vapor phase due tditye volatility of solute. Furthermore, some resit
NAPLs ganglia entrapped in the contaminated ponmeglia may be mobilized upwards and thus
removed due to the disconnection and reconnecfiga®flow in the presence of water flow (Li, 2009)
The gas phase containing contaminants can be rehiova the aquifer using this technology.

Waterflooding is an enhanced oil recovery operationwhich water is injected into a reservoir to
displace residual oil. After waterflooding, a sifigant fraction of oil remains in the oil field bease of
capillary trapping. The trapped oil is referreda® waterflood residual oil and its magnitude ishhig
affected by several parameters such as pore heteiigs, flooding rate, and wettability. The resid
oil can occupy 15% of the pore volume in homogesamconsolidated sands and up to 50% of the pore
volume in pore networks with a high aspect ratilhgRiset al, 1983; Chatzis and Morrow, 1984).
Waterflood residual oil is mobilized and recoveitsdchemical flooding at high capillary numbers as
well as gravity assisted gas flooding for water-e@tditions using horizontal production wells (Clisit
1988; Oren, 1992). Trapped oil mobilization ocouteen the viscous forces around an oil blob excked t
capillary forces. A gas bubble rising in porous radths a good potential to carry an oil blob attacto
it upwards, since an oil blob that encounters ablutwill spread over it upon contact, resultingpinery
high recovery efficiency (Let al, 2007; Chatzis, 2011). The oil attached to a gisinbble moves to the
tailing end and breaks off to the smaller droplégaying the detached mass behind. The remaining oi
blob may be carried upwards by another rising beibdd demonstrated by Chatzis (2011).

The buoyancy-driven migration of gas bubbles fradiments makes an important contribution to the
transport of gas within aquifers and from aquifiet® the atmosphere. Ebullition of gas bubbles from
sediments affects bio-geochemical processes amdaises the emission of greenhouse gases into the
atmosphere (Amos and Mayer, 2006). Microbial deassiijpn of the organic substances in sediments
produces gases, which move through sediments iméslying water and ultimately escape to the
atmosphere. Methane is an important greenhousecgawmrising 37% of total emissions from natural
wetlands (Whalen, 2005). Ebullition is a major netbm for CH transport to the atmosphere, as gas
bubbles bypass the unsaturated, oxidized zone af d@@Hsumption. It can account for up to 85% of
emissions (Whalen, 2005). Moreover, the groundwiidev and transport of dissolved components and
gases through the aquifers are affected by thdittmlof gas bubbles (Ryaet al, 2000; Amoset al,
2005).



1.2 Project Objectives

Migration velocity of gas bubbles is a critical fiacfor thein situ air sparging, supersaturated water

injection, and for many other technologies in whiiding gas bubbles play an important role in aghig

high process efficiency. Quantitative studies ia likerature on the bubble rise velocity in porousdia

are very limited. Little experimental data on bubbise velocity, which are necessary to verify the

existing theoretical models are available. The dagaalso important for analyzing the mechanisnts an

parameters associated with the bubble migration.dijectives of this work were as follows:

Investigation of the behavior of gas bubble migmaiin capillary networks. The focus of this work is
on the motion of single air bubbles in pore netwothrough measurement of the bubble rise
velocity. An extensive experimental study was caneld to measure the rise velocity of bubbles in
porous media and to determine the effects of wetfinid properties, bubble length and the
inclination angle on the bubble rise velocity. Thet liquids were kerosene, Soltrol 170, and White
Oil with red dye added. Micromodels have been shtmvhave a great potential in characterizing
real porous media and were used for this purposeefations for the bubble rise velocity in terms

of easily measurable parameters and dimensionlesbers were obtained.

Visualization of the migration of air bubbles thgbua liquid saturated glass micromodel. The
motion of air bubbles through the pore network weorded by a digital camera and analyzed using
proper software. Precise video and image analysse werformed to determine the dynamic
characteristics of the bubble flow during bubblegration. The dynamic values of bubble length

measured for the system were compared to the biléléh at static condition.

Modification of an existing numerical code develdgey Smith (2005) in this study and comparisons

of the simulated behavior with experimental daienuations involved a 2D network of tubes as a

representative of the pore network. The flow patfsimaround a rising bubble were determined based
on the simulation results.



Chapter 2

Background and Literature Review

2.1 Fundamentals of Porous Media Structure and Flow

Porous materials are ubiquitous in nature and tdolgg. Dullien (1992) defined a porous medium as a
material that must have two characteristics, namely

1. The material contains relatively small spaces, mhpwges or voids, imbedded in the solid or
semisolid matrix. The pores are free of solids,iaerconnected and may be filled with some
fluids.

2. The material can enable the passage of varioudsfthrough its body. That is, a septum made
from the material should allow fluids to penetriteugh one of its faces and emerge on the other.

Such material is referred to as being “permeable”.

A porous medium is generally a network of relatvédrge pore bodies connected by smaller pore
throats. Some examples of porous materials are ke and hair, lungs and bones, textiles and
leathers, paper towels and tissues, soil, and rbaiiging materials such as concrete and sandstone.
Hydrology and petroleum engineering are two impareeas of technology that strongly depend on the
properties of porous materials. Porous media cachagacterized in terms of their macroscopic and
microscopic properties. Macroscopic properties aghorosity, permeability, formation resistivigictor

and breakthrough capillary pressure describe aedrabavior of a porous media. Microscopic propgrtie
are related to the pore body and pore throat sigiilzlition in the porous sample and pore-to-pore

interconnectedness.

2.1.1 Porosity

Porosity¢ is a measure of the volume of the void spacesrimterial. It is defined as the ratio of the
volume of pore spaces in a porous medijyto the bulk volumé/, given by:

2 (2-1)

0=

The porosity can take any value between zero amd ®wo types of porosity exist: “effective” or
“interconnected” and “isolated” or “non-intercontedt’. Effective porosity is the fraction of bulk
volume occupied by interconnected pores,which dauite to fluid flow by convection (i. e. conductive
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pores) or by diffusion (i. e. non-conductive or diend pores) through the porous medium. Dead-end
void spaces are inter-connected to the continuunpooé space only from one passage and cannot
contribute to convective transport of fluids.

2.1.2 Permeability Concepts and Darcy's law

Permeability is a measure of the ability of a perenaterial to conduct fluid. Thus, the higher the
permeability, the easier is fluid flow through a@as medium with higher permeability is easier. Thé

of permeability is the Darcy (D). One Darcy (1 B)defined as the permeability that will conduchuédf

of 1 mPa.s viscosity at a flow rate of 1 ¥snthrough a cross-sectional area of ¥ erhen the pressure
gradient is 1 atm/cm. 1 Darcy is approximately équa0* m?

The equation that defines permeability in termsefisurable parameters is called Darcy's law. When
the fluid flow is sufficiently slow, unidirectionalinder steady-state conditions, Darcy’s law isresped
by the equation:

- () ()

whereQ is the volumetric flow rate)P = P, - P; is the pressure drop across a length Is the viscosity,
K is the permeability of the porous mediufnandL are the normal cross sectional area and lengtieof
sample, respectively.

2.1.3 Wettability and Contact Angle

In a system including more than one immiscibledjuihe term “wettability” is used to define the
tendency of one fluid to preferentially spread ooeadhere to a solid surface in the presence athen
fluid. Wettability depends on the properties ofstixig fluids and the solid surface such as intésfac
tensions and can be characterized in terms of tacioangle. The contact anglés defined as indicated
in Figure 2-1 and is usually measured throughlidngd phase (Adamson, 1990; Cohen and Mercer,
1993; Hui and Blunt, 2000). According to Anders@8g6), wher¥ is between 0° and 60-75°, the system
is called “water-wet”, whereas whehis between 180° and 105-120°, the system is cétlisavet”.
Whend is found to be in the intermediate range, the systemore appropriately defined as “neutrally or

intermediately wet”.
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Figure 2-1: Contact Angle and Typical Wetting Fluid Relatonships

At equilibrium, the mechanical force balance amtirgythree phases in the direction parallel to tiiel s

surface is expressed by Young's equation (Figt2g 2
Ons — Ows = Onyy COS Oy, (2-3)

whereo,s, ous andoy, are the interfacial tensions between solid and NAF8lid and water, and NAPL
and water, respectively, afig, is the contact angle measured through water.

The difference between the maximum (advancing obrdagle,8,) and the minimum (receding
contact anglefy) is called the contact angle hysteresis. Contagteahysteresis is commonly attributed
to surface roughness, surface heterogeneity, anthmination of either the liquid or the solid seda
Contact angle hysteresis can be classified aswsllgtatic and dynamic contact angle hysteresighvhi
refers to the movement of the three-phase coniaetih the immiscible displacement. Equilibrium or
static contact anglé: is defined in the absence of motion of the inmfaNhen the interface starts to
move due to the action of an external force, dyeamsteresis denotes the advandpgnd recedingr

contact angles (Figure 2-3 and Equation 2-4).
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Surface of solid
Figure 2-2: Contact Angle at Equilibrium Figure 2-3: Dynamic Contact Angle
(Craig, 1971) Hysteresis (Li, 2009)
Or < 0p <0, (2-4)

For gas-liquid-solid systems, three different weitity systems can be defined (Chatetsal, 1988;
Hui and Blunt, 2000). First, a water-wet systemwimich gas is the non-wetting phase relative tdibot
water and oil §,, < 909 6y, < 90°, andfy, < 90°, where,, is oil/water contact anglegy, is gas/oil
contact angle anély,, is gas/water contact angle). In this system, wistéhe most wetting phase, gas is
the non-wetting, and oil is the intermediate-weftiSecond, a strongly oil-wet medium, in which gas
wetting to water but non-wetting to o, > 905 6y, < 90°, andy, > 90°). In such a system, oil is the
most wetting phase, water is the non-wetting, ahis ¢the intermediate-wetting. Third, a weakly-wikt
system, in which gas is the non-wetting phaseivelab both oil and waterg(,,> 909 6y, < 90°, and,,
< 90°). Oil is the wetting phase, gas is the nortinggt and water is the intermediate-wetting phase
advancing and receding contact angle measurememsgh the aqueous phase for each wetteability
condition were made for PCE-water-solid system aapmbrted by O’Carrol et al. (2005). The primary
influence of wettability and capillarity on the tlibution of residual NAPLs in a porous medium is
shown in Figure 2-4 for the cases of (a) strongbter-wet condition and (b) strongly NAPL-wet
condition.
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Figure 2-4: Residual NAPL Configuration in a (a) Water-Wet and (b) NAPL-Wet Porous Media
(Sahloul et al., 2002)

2.1.4 Spreading Coefficient

In a three-phase system of NAPL-water-gas in poroeadia, the tendency of NAPL to spread over the
water-gas interface is defined as the spreadinfficieat, S..,, by the following equation (Chatzis et al.,
1988; Adamson, 1960):

Cs = Ogw — Ogn — Onw (2-5)

whereC; is the spreading coefficient [N“Hhof oil phase over water in the presence of ggs,o4 and

onw are the water-gas, NAPL-gas and NAPL-water intgalaensions, respectively. According to Chatzis
et al. (1988) and Hirasaki (1993), two differenpag of contact can occur when a NAPL drop meets a
water surface: (1) I€s< 0, as shown in Figurg-5 (a), there is a point where the three phases meet an
the NAPL drop will be stagnant on the water surfacéhe form of lenses. (2) [£s> 0, the interfacial
forces are not balanced at a point and, consegi¢hd NAPL spreads as a film over the water-gas

interface, as illustrated in Figuge5 (b).



(a) (b)

Gas
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Figure 2-5: NAPL Behavior on a Water-Gas Interface when (rCs < 0, and (b) G> 0 (Hirasaki
1993; Zhou and Blunt, 1997)

2.1.5 Saturation

In a porous medium containing water, oil, and ghasps occupying the volum&s, V, andV,,

respectively, the total pore volurivg is written as:
V=W +V+ (2-6)

The saturation of fluid, S, in a porous medium is defined as the fractiothefpore space occupied by
fluid i. Thus:

(2-7)

whereV; is the volume of pore spaces occupied by fiuithe sum of the saturations of all components in

a porous medium is equal to unity.

2.1.6 Capillary Pressure

A basic parameter in the study of the multiphas fin porous media is the capillary pressure. Capil
pressure is expressed as the pressure differaatiabs an interface between the two immiscibled$lui
that is synonymous with the pressure differencevéen the non-wetting phase and the wetting phase.
Thus, for an interface formed in a cylindrical digpy tube with radiug, the capillary pressure is given

by the Young-Laplace Equation:

20y, cos 6
Pc:Pn_Pw:% (2-8)

where P, is the capillary pressur®,, andP, are the pressures in the wetting and non-wettimases,
respectively and is the contact angle. The capillary pressure riseasure of the tendency of a porous
9



medium to attract the wetting phase and repel trewetting phase (Bear, 1972). In water-wet porous
media, water invades the smaller pores first, whieeecapillary pressure is highest, while the nattinvg
fluid, when it displaces water, preferentially ines the larger pores first before invading narrgpaees.
Equation 2-8 predicts a particular value of theiltay pressure that must be reached for a noniugett

phase to enter a pore throat of radius r and isdadras the “threshold capillary pressure”.

The relationship between the capillary pressure farid saturation is referred to as the capillary
pressure-saturation function or capillary pressuuere. When a non-wetting phase invades a water-
saturated porous medium, the water saturation deeseand the capillary pressure increases (Fiyaje
This process is termed as “drainage”, as wateragmed out of the porous medium. When water invades
porous medium containing a non-wetting phase, ia frocess the water saturation increases and
capillary pressure decreases. This process igedfép as “imbibition”. It is noticeable that thapillary
pressure versus saturation relationship for imioibitisplacement is not the same for the non-wettin
phase as for the wetting phase and depends omtiln@tson history of the system. This behavior seen
capillary pressure-water saturation relationshipseferred to as capillary pressure hysteresia gitven
P. value, two different saturation values are obtiang the drainage curve or the imbibition curve
(see Figure 2-6 points A and B).

The saturation at which the non-wetting phase besaisconnected due to capillary forces is referred
to as residual saturatio§,,. As shown in Figure 2-6, the maximum water sdininaachievable during
the imbibition process equals Gls). The concept of residual saturation for wettihgdf is different
from that for the non-wetting fluid. At residualtseations, the non-wetting phase is disconnectetién

form of blobs or ganglia, whereas the wetting phaa@tains hydraulic continuity throughout.
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Figure 2-6: Capillary Pressure-Saturation Hysteresis (Pantw and Cherry, 1996)

2.1.7 Microscopic Pore Structure Parameters

Microscopic pore structure characterization is alleinging subject due to the irregular nature afepo
geometry. Imagine the void spaces bounded by salifaces, the narrower constrictions interconngctin
the relatively larger pore spaces are called “ploreats” or “pore necks”, while the relatively largoore
spaces are called “pore bodies” or “node porest pgarameters describing the topology of pore nddsvor
include: (1) the dimensionality of the network, (B¢ pore coordination number, and (3) the micrpico

topology of the network.

A topological parameter characterizing the intermmtedness of pore structure is “connectivity” or
“genus”. Connectivity is a measure of the degreavbat a pore structure is connected to other pores
(Dullien, 1992). Another parameter relevant to timerconnectedness of pore structure is the
“coordination number”. Coordination numbgris defined as the number of pore throats conngdain
pore body to the neighbors (Chatzis and Dulliery,719In a homogeneous, macroscopic porous medium,
the connectivity is a function of the size of ttample, whereas the coordination number is indepgnde
of sample size (Dullien, 1992). The “pore sizeriisition” gives the portion of the pore volume hayia
characteristic pore size. Several methods exist&ermination of the pore size distribution indhgd

mercury porosimetry, photomicrographic analysis antgption-desorption isotherms. The distributions
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obtained from each method differ from one anotberause the characteristic length used is dependent

on the “pore” model used in each case.

2.2 Groundwater Contamination and Remediation Techn  ologies

Any addition of undesirable foreign substances ant@cosystem caused either by human activitiey or
nature, is considered as contamination. It may ssiraed that contaminants left above or under the
ground will stay in place. The fact is that groumadsv often travels through the subsurface and dsten
the leaks and spills to areas far beyond the @ligiontaminated site. Groundwater contaminationuecc
through two types of sources: specific or “poinusces and distributed or “non-point” sources.
Examples of point sources include landfills, leakitorage tanks, septic tanks, subsurface wastetion

and accidental spills. Road salt, agricultural désps, atmospheric deposition and land farming atedm

are examples of non-point sources.

2.2.1 Non-Aqueous Phase Liquids (NAPLS)

Non-aqueous phase liquids (NAPLS) are organic cta&lisithat are associated with human activity and
cause severe environmental and health hazardsdBaseheir density relative to water, NAPLs are
categorized in two classes: light non-aqueous pligsiels (LNAPLS), such as petroleum hydrocarbons,
and dense non-aqueous phase liquids (DNAPLS) ssidhlarinated solvents. These liquids have very
low solubility in water. Due to the differencesghysical and chemical properties of NAPL and wader,
interface forms between the liquids and acts aaradp for mixing. Most NAPLs are soluble enough in
water to reach contamination levels much greatan tthe permissible drinking water limits. Upon
release, light non-aqueous phase liquids (LNAPL®s) fdownward to the top of the water table and
usually spread as free phase. At contaminated, SRBAPLs travel rapidly downward within the
subsurface and leave the trapped ganglia of DNAd¢Hina due to capillary forces (Figure 2-7).
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Figure 2-7: Schematic of DNAPL (Left) and LNAPL (Right) Distribution in an Aquifer (Edited
after Wilson et al., 1990)

2.2.2 NAPL Remediation Technologies

For NAPL release sites, contamination may be coathiin a subsurface source zone and/or a
groundwater plume. The source zone includes contmifree phase, residual, and adsorbed NAPL
mass. A groundwater plume denotes a body of disdoNMAPL in groundwater in an aquifer that

originates from a specific source of contaminatéom extends further downward and outward due to

groundwater flow (Figur2-8).

Two types of technologies have been developeddiarce zone restoration: (1) the methods that bring
contaminant to the surface for treatment or dispabave the ground, such as flushing with steam, ai
surfactant, or co-solvents, and (2) those thatrogsDNAPLs in situ such as chemical oxidation,

chemical reductive de-halogenation, and bioremiediat
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Figure 2-8: DNAPL Source and Plume in the Subsurface (LR004)

For the successful implementation of remedial stiats, the NAPL-contaminated sites and source
zones must be well-characterized beforehand (CahdrMercer, 1993; Chambegs al. 2004). The site
characterization generally includes assessment 1dftje types of chemicals that are found as
contaminant, (2) how these chemicals have been (Bethe types of site manufacturing operatioms, a
(4) the potential depth of DNAPL penetration thrbulge subsurface.

2.2.2.1 Pump and Treat Technology

Pump and treat is the most conventional remediatiechnique, which includes pumping the
contaminated groundwater to the surface and tgdttiabove the ground for further reinjection ibe
subsurface or discharging to a surface water badyunicipal wastewater plant. This method can be
used alone as a treatment system or in conjundtitin other technologies for two purposes: (1)
containment, to control the contamination spreadimd (2) NAPL restoration, to extract the contamina
mass. The mechanisms associated with this techywdlmgemove the NAPLs are mobilization and
dissolution. Pump and treat is not effective faoneery of NAPLs by displacing the residuals duditgh
hydraulic pressure gradients required to overcdraecapillary forces (Mackay and Cherry, 1989; Haley
et al, 1991). Moreover, the removal of NAPLs by solutztion to a reduced level of contamination may
take decades because of the low solubility of NARLwater (Johnson and Pankow, 1992).

The popularity of this method is because of itsgdicity and usage in the past. In reality, pump and

treat systems have shown to be extremely ineffic@d limited by mass transfer and their capabitity
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practically limited to plume or source zone contiaémt. Such systems have a limited advantage in most
contaminated sites since the remediation costlantehgth of clean up time increases exponentretly

the extent of removal (Figure 2-9).
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Figure 2-9: Typical Relationship between the Removal Peragage and the Relative Cost or

Duration of a Conventional Pump and Treat Technolog (NRC, 1994)

2.2.2.2 In-Situ Air Sparging Technology

In situ air sparging (IAS) is a technology in whichmpressed air is injected below the contaminated
zone via one or more injection wells. As the ingectair spreads through the saturated area, volatile
compounds are removed by a combination of mechanisoch as volatilization, dissolution,
adsorption/desorption, and aerobic biodegradatioa © the introduction of oxygen (Johnson et al.
1993). This method is applicable for removing vitdabrganic compounds (VOCSs) existing in the forms
of dissolved contaminants in the groundwater, sbrdwethe soils, and entrapped in soil pores of the
saturated zone. Direct volatilization of the sorlzedl trapped contaminants (NAPLS), however, is the
most dominant process for mass removal duringtin a&ir sparging (Semer and Reddy, 1998). IAS is
used in conjuction with soil vapor extraction systSVE) to collect the vapor phase.

The effectiveness of in situ air sparging for refagdn depends on the mass transfer between the
agueous phase with the NAPL and the gas phaselAR\@erformance is governed by several design

parameters including air distribution (zone of uighce), depth of air injection, pressure and flate rof
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air injection, injection mode (pulsing or continyegsjection well construction, and contaminanteygnd

distribution. Figure2-10 shows a conceptual model of in situ air spaygi
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Figure 2-10: Schematic of In-Situ Air Sparging (Edited afer Johnson, 1998)

2.2.2.3 Supersaturated Water Injection

A novel remediation technology for recovery of NAPlfrom contaminated ground sources is
supersaturated water injection (SWI). SWI is simitamany respects tim situ air sparging, however,
SWI is based on the injection of gas-saturated mathigh pressures. In this method, high concéntra

of gas (e.g. CQor air) are dissolved in water at elevated pressurhe water supersaturated with gas is
introduced into the contaminated region below ti#d”N source zone through the injection wells. As the
water flows away from the injection point dependiog the flow rate, injection pressure, and the
hydraulic conductivity of the porous medium, gablile nucleation begins and NAPL is recovered by
taking advantage of the high volatility of most NAPand their ability to spread over the water ia th
presence of gas. The volatility of the contaminalibws enhanced mass transfer from dissolved,
adsorbed, and free phases into the vapor phaseretheery mechanisms associated with SWI include
displacing NAPL held in the pores by rising gas lilab towards the ground surface and evaporating

NAPL into the growing gas bubbles. Li (2004) contggcglass column experiments to study SWI for
16



NAPL recovery. His results indicated that SWI wasyeffective in recovery of residual volatile NA®L
Although most of the residual contaminants wereawsd through volatilization, some residual NAPL

was removed by mobilization during SWI.. Fig@rd1 shows a conceptual model of SWI.
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Figure 2-11: A Conceptual Model of Supersaturated Water Ijection Technology (Li, 2004)

2.3 Residual Oil Mobilization

Chatziset al. (1988) and Oreret al. (1992) studied the pore scale mechanisms assoowth the
mobilization of waterflood residual oil by gas iajen for water-wet systems. Experiments of Oeeal.
(1992) consisted of 2D glass micromodels with tiffetent three phase (oil-water-gas) systems: one
with a positive spreading coefficient, and the othdth a negative coefficient. Double-drainage
mechanism that includes joint gas-oil and oil-wateplacements was responsible for displacement in
both systems. The results showed a significanttyhdri oil recovery for the system with positive
spreading coefficient. In such a system, flow tigfogontinuous, thin oil films between the gas adew
resulted in the enhanced oil displacement and, ezprently, higher recovery. Contact between the
injected gas and residual oil is very important fioee mobilization of waterflood residual oil by gas
flooding, as it governs the mass transfer betwherphases. It was found that the capillary presisuae

critical factor in determining the gas access twidwal oil (Jones, 1985; Holm, 1986, Kantzsal,
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1988). Moreover, Kantzast al. (1988) and Chatziet al. (1988) showed that gravity forces, flow through
thin films, and interfacial tensions between gasewaand gas-oil are important parameters in the
mobilization of residual oil and subsequent recgver

Chatzis (2011) recently investigated the mobilmatiof residual oil in three scenarios: (1)
mobilization with increased capillary number, (2bbilization with rising gas bubbles in simple pore
networks, and (3) mobilization by pressure pulsimgng water wet glass micromodels. The recovery of
waterflood residual oil is possible by chemicabfling at high capillary numbers, which are muclyédar
than the capillary number required for mobilizatiminthe largest oil blobs in place (Chatzis, 201).
determine the effect of increased capillary numtmrghe mobilization of waterflood residual oileth
displacement experiments were performed by injactid water at a low flow rate into the glass
micromodel containing initial oil saturation. Thgdction flow rate was then gradually increased ted
corresponding residual oil saturation was measu@aillary number for each water flow rate was
calculated and, thus, the fraction of residual refinaining in place as a function of flow rate and
calculated capillary number was obtained (Figue2R As seen, the fraction of residual oil rermagnin
the micromodel decreased by increasing the wajection flow rate and, consequently, capillary nemb
(i. e. the mobilization of residual oil increaset@he oil blob mobilization at high capillary humbeis
associated with the break-up of blobs to smallepkts. Moreover, the results of Chatzis (2011 st
that the mobilization of residual oil by rising gasbbles is an effective mechanism for oil recoemg
for clean up in contaminated aquifers. A residiildblob that attaches to the bubble upon contaassat
the rear of it, breaks off to a smaller blob ancc@sried upwards as the bubble rises (Figure 2-13)
Similarly, the detached oil blob remaining is rebiliaed and recovered by subsequent rising of gas
bubbles.
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Figure 2-13: Mobilization of Qil by a Rising Bubble (after Chatzis, 2011

2.4 Fundamentals of Bubble Nucleation

Bubbleformation is important in many industrial ¢ natural processesuch asin situ air sparging and
supersaturated water injection igroundwater remediatiomavitation (Young, 1989), and ebullition
greenhouse gases from the geological formatiorth@catmosphereThus, the mechanisms of bub
production and growth adiscussed het

Bubbles are formewhen a supersaturated liquid undergoes a phasgeh&upersaturation may
achieved by changintpe temperature and pressure of the syswhich affects the solubility of the g:
in the liquid. For a given temperat and pressure, if the concentration of the gas énlitfuid excees
the equilibrium concentration, the liquid becomagpessaturatedAt equilibrium conditions, th
concentration of aissolved gas in a liquid is related to the pamig@ssure of the g in the vapor phase
according to Henry’s law:

Pi = Hi * Xi (2'9)

where P; is the partial presst, H; is the Henry's constant, and is the mole fraction of dissolve
component in the liquid.H; is a value unique to substani that depends othe solute, solvent and
temperature.The solubility and vapor pressure of component a functions of temperature;
consequently the Henry's constant also depends on temperature.To view the concept ¢
supersaturationrém the pressure perspective, a em with the initial solute concentratio, and the
partial pressureP; is considere. If the pressure is reduced froRy to P, the system becomes
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supersaturated sineg exceeds the equilibrium concentratiorat the reduced pressuPe Lubetkin and

Blackwell (1988) defined the supersaturatidhor such a system as:

X1

Foaq—1=21_1 (2-10)

X2
where a is termed as the supersaturation ratio. Furthezmitre difference in the equilibrium partial
pressure of the solute is:

X
AP=P1_P2=H(x1_x2)=H‘x2(x_1_1>=P2€ (2'11)
2

Joneset al. (1999) conducted a comprehensive review of bubblgeation. In their review, the term
nucleation was used for the autogenous formatioa béibble and four major types of nucleation were

described as follows:

Type | - Classical homogeneous nucleatibhis type involves bubble formation in the liguadlk of a
homogeneous solution without any gas cavity prelseftre supersaturation, requiring very high lewéls
supersaturation. The formed bubbles rise to thiaseiof the liquid. Further bubble formation at Haene

location is very rare.

Type 1l - Classical heterogeneous nucleati®his form of nucleation is very similar to type here
the bubble formation occurs in the absence of gigtieg gas cavities in the system and requires hig
levels of supersaturation. The bubble nucleati@urmwhen the supersaturation is suddenly indundd a
is catalyzed by the presence of another materitii@rliquid. The formed bubbles then detach andelea

behind a portion of their gas. Figure 2-14 illagds types | and Il.
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Type |

Before supersaturation After supersaturation

Type | Classical homogeneous nucleation, producing gas
bubbles in the bulk at high levels of supersaturation
of 100 or more,

Type Il
Before supersaturation After supersaturation

Fas e L Sl

Type Il Classlcal heterogenous nucleation, catalysed
by the presence of another material in the liquid.

Figure 2-14: Type | and Il Classical Homogeneous and Hetegeneous Nucleation (after Jonest
al., 1999)

Type lll — Pseudo-classical nucleatidn:this type, nucleation occurs at pre-existing cgadgties at the
surface of the container and particles, and infélhe of micro-bubbles in the liquid. At the momehe
supersaturation occurs, the radius of curvatueach meniscus is less than the critical nucleatdius,
as determined by the classical theory. Hence, thrigts a nucleation energy barrier for each cavity

which must be overcome. The critical nucleatioriusds given by:
—20

R* = 2-12
Agy (2-12)

whereAg, is the bulk free energy per unit of liquid volunkhis type of nucleation can occur at low
supersaturation levels and the local supersaturdiictuations result in the bubble nucleation atity
sites.
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Type IV — Non-classical nucleatioin this type, there is no nucleation energy bartieovercome
since the nucleation occurs at pre-existing gastieawvith radii of curvature greater than the icst
nucleation value, which are stable sources for leubbcleation. Similar to type lll, the bubble neation
occurs in the presence of pre-existing gas cawdig¢le surface of the container or somewhereielde
liquid. Pre-existing gas cavities with the menisdii curvature larger than a critical value argoensible
for bubble nucleation. Types Illl and IV nucleatam@ shown in Figurg-15.

Type lll and IV

Befote Supsersaturation
{pre-oxisting gas cavitlea)

S o] Type

v’} Gas cavities of size Ry<R™ may
: | or may not grow, depending on
local supersaturation fluctuations.

o \ w...:%'\‘\t\‘: ‘;

Type IV
Gas cavities grow
because Ry > R™

s

Figure 2-15: Type 1l Pseudo and Type IV Non-classical Nueation (after Jones et al., 1999)
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2.5 Migration Velocity of Bubbles

2.5.1 Bubble Rise Velocity in Tubes

Bretherton (1961) studied the motion of a long Bebhoving steadily at small Reynolds number in a
circular horizontal tube. Two related problems wanalyzed in his work. In the first condition, thube
radius was so small that gravitational effects weegligible. It was shown mathematically that the
velocity of the bubblel, exceeds the average speed of the suspending/floydan amount,W whereW

is given by:
W=1- — (2-13)

W is related to the capillary numbgruy/o), wherep is the dynamic viscosity of the suspending fluid an

o is the interfacial tension between the bubbletaedvetting liquid, by the following equation:

W = 1.29 (3Ca)*/3 as Ca0 (2-14)

Equation 2-14, which is based on the assumptiontiigabubble is of infinite length, is in error by

more than 10% i€a < 5x10° The pressure drofiP, across such a bubble is expressed by:
o 2
AP, = 3.58 — (3Ca) /s if Ca < 1072 (2-15)

where r is the tube radius.

Ratulowski and Chang (1989) provided a correctibBduation 2-15 for the next-order term as:
o
AP, = — [3.58 (3¢a)*/s — 9.07Ca®] (2-16)

Equation 2-15 is a good approximation @& < 10% whereas Equation 2-16 is useful ©a up to10™
(Stark and Manga, 2000). Ratulowski and Chang (L@88nded the analysis of Bretherton (1961) for
infinite bubbles to single bubbles of finite lengtfth volumesV, larger tharV,:

4
vV, > V.= §nr3 (2-17)
Olbricht (1996) showed that the velocity of bubbdéénfinite length is a good approximation for tnlds

of finite length ifV, > 0.95\ (V, is the volume of a spherical bubble with the saatbBus as the tube).
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Ratulowski and Chang (1989) also studied bubblmdrén tubes and surprisingly found that single
bubbles in trains behave as an isolated bubbl@aathpillary numbers.

In the second problem, Bretherton (1961) analyhednotion of a bubble in a wider, vertical sealed
tube and found that in this condition, the motiéma ®ubble under gravity effects is completely preed
if:

2
PIT - 0842 (2-18)

wherep is the density difference between the bubble aedstispending fluid. However, for larger radii,

the rate of free rise increased according to theviing equation:

r? wUpy 2/ U r?
P90 ogaz =125 (2) 7+ 224 (B2) 7 ir 08a2 <28 <104 (2:19)
o o o

Bendiksen (1984) experimentally investigated thdiomoof long air bubbles suspended in a constant
liquid flow in inclined tubes. Effects of tube inghtion angle and tube diameter on the bubble motio
were determined through experiments by measurinmm®és and Froude numbers. Experiments were
performed using a transparent tube with the diamete2.42 cm for 13 different inclination angles
between -30 and +90°, and additional tests werenmeed with tube diameters equal to 1.92 and 5.0 cm
for 6 < 0° The results showed that for all inclination asglie correlation given by Nickliet al. (1962)
for the bubble propagation rate in vertical tulms8000 <Re< 50,000 fit the experimental data well:

u, = Couy + ug (2-20)

but withCy = Co (Fr, Re,2, #) and

1/
uy = ugy (Fr,Re, 2,0) - [g D (1 — Z—‘g)] ’ (2-21)
l
* Uy

uy = )
° JgD (2-22)
I (2-23)

g piD?
pruy D

= 2-24
Hy ( )
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whereu, is the average velocity of the liquig, is the bubble rise velocity in the stagnant fluigt, is the
dimensionless bubble propagation rdtés the surface tension paramet@is the inclination angld) is

2 is Froude number, an@, is the

the tube diameteRe= (ouD/Q) is Reynolds numbeFkr = u/(gD)
distribution slip parameter. Based on his expertaleresults, Bendiksen (1984) found that witen 0°
andFr < 3.5 coefficientC, varies from 1.00 to 1.20 while whén> 0° andFr = 3.5 C, approaches 1.19-

1.20 for all inclinations.

Bendiksen (1985) studied the motion of long bublitesery long cylindrical vertical tube with the
particular attention on the effects of both liquidtion caused by external forces and surface termio
the bubble velocity and the bubble shape. Analygcgressions for the bubble velocity in a stagnant
liquid were proposed and numerical predictions tfeg bubble velocity in a flowing liquid for both
laminar and turbulent velocity profiles were prdeen In the laminar flow regime, liquids with a
parabolic velocity profile increased the liquidvlalownward close to the bubble surface at the kubbl
nose.In the turbulent velocity profiles, the ingean the bubble rise velocity due to the liquidoegy

decreased with increasing Reynolds number sincedloeity profile is flattened.

Nickens and Yannitell (1987) studied the rise afjiéabubbles in a closed, vertical tube filled wath
liquid using potential flow theory. Potential flotheory is applicable to problems when the liquid ha
very small or negligible viscosity so that the bdary film at the wall of the tube is thin. Nickeasd
Yannitell (1987) extended the works of previoushats and added the effects of surface tension en th
bubble shape by using the Kelvin-Laplace equatidrich is significant in small tubes. They also took
into account the effects of the liquid film thiclesebetween the bubble and the tube wall by adding a
viscous correction term into the solution, enabling prediction of rise velocity for bubbles indids of

moderate viscosity.

Nickens and Yannitell (1987) applied the Stokesastr function, which is an infinite series of Bessel
functions, to express their solution to the probl&uwthermore, the analysis for the shape of thebleu
nose was expanded in a Taylor series using theatapquation. A correlation was found for the bebbl

rise velocity by truncating both series after ceren, i.e.:

1
14.68y /2
u, = 0.361/2 g r (1 — 7) (2-25)
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wherer is the tube radiuso is BE5tvos number and, is the bubble velocity. ThedB/6s number is
defined by:

p g D? (2-26)
o

Eo =

whereD is the tube diameter.
The effect of the liquid viscosity was accountedlg defining an effective tube radiusg, as:
Tepf =T — K6 (2-27)

wherek depends on the liquid properties ang @ < 1, ands is the thickness of the fully developed
laminar liquid film at the wall. Parameter is expected to be equal to zero for an ideal dig{rio
boundary layer) and generally increase with viggodi is shown that Equation 2-27 applies for
viscosities up to a maximum at whieh= 1. Beyond this, the boundary layer is thickartthhe fully
developed film and a viscous analysis is requithd potential theory failsBy applying the mass and
momentum balance to the fully developed laminaritidilm, the bubble velocity was found as:

2nr? g3
= 2-28
ub 3 1 — e ( )
) (2-29)
r
Py
=< 2-30
n " ( )

wheree¢ is the dimensionless film thickness apds a function of the liquid properties. In a pieat
method, it was assumed thais an exponential function of the non-dimensiditalid property number
Np:

K = 6.40 N,y 060 (2-31)
2 3 1/2
N, = <p 52 r ) (2-32)

p andp are the density and viscosity of the liquid, respety. Equation 2-32 is valid only fad, > 22
(i.e.x = 1). Due to the lack of information given on aditingd, the applicability of the above equations

is very limited.
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Bico and Quéré (2002) studied the rise of a bubbke vertical, closed, capillary tube with square o
rectangular cross section, which traps liquidstsncorners. For an air bubble rising in a closedhsg
tube partially filled with a wetting fluidd = 09, they considered the possible existence of aawgupic
wetting film around the bubble connecting liquidsoae and below it. If such a film exists, the bbbl
would rise under gravity effects, although verywdiobecause of the thinness of the films. The digin
velocity due to gravity effects through the ligtildh was calculated by Poiseuille’s law, as:

52
u=3-0pg (2-33)
whered is the wetting film thickness. A typical value fibre bubble velocity was found to be as small as
10" m/s. In order to increase these low values, the 6if liquid around the bubbles must be thicker.
Thus, Bico and Quéré (2002) adopted a similar aggir@s Dong and Chatzis (1995) and extended their
work to angular capillary tubes, in which liquid @so trapped in the corners. They obtained the

following correlation for the bubble rise velocity:

pga’

u, = 4.8x107° (2-34)

wherea is the characteristic size of the tulbaq equal to the length of a side for a square)tube

2.5.2 Bubble Migration Velocity in Porous Media

Understanding the behavior of air bubbles in pomeslia has been the subject matter of variousestudi
Ji et al. (1993) conducted a qualitative study to investigile flow of air through a saturated porous
medium and the effects of heterogeneity. Their datmwy experiments consisted of the injection of ai
through a diffuser into a Plexiglas tank packedhwglass beads and visualization of the airflow digio
the porous medium. They observed two distinct@irfpatterns depending on the grain size: air plumes
with discrete bubbles for bead sizes of 4-mm ogdatand air plumes with continuous air channels for
bead sizes of 0.75-mm or less. Figure 2-16 shbesirflow patterns observed byedial. (1993). In the
work of Wehrle (1990), air phase migrating in s@ds found in the form of rising bubbles, where soil
were considered as fine gravel with diameter of 18 end medium gravel with diameter of 6 mm.
McCray and Falta (1997) performed a numerical satioth to model the two-dimensional experiments
conducted by Jt al. (1993).

Bubble migration in porous media has been studg#uguglass micromodels, glass plates with etched

channels and pores. Glass micromodels are two-diimresd network patterns composed of pore bodies
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connected by pore throats (Chatzis, 1982; McKellad Wardlaw, 1982). They are potential tools to

demonstrate fluid flow through porous media. Golmget al. (1989) observed the adhesion of clay

minerals on the surface of air bubbles and thespart of units formed by bubbles and patrticles in a
micromodel. Wan and Wilson (1994) performed viszatlbn experiments to investigate the role of gas-
water interfaces on the transport of colloid p#&tcin porous media using glass micromodels. Their
results suggested that colloidal particles sorlfepeatially at the gas-water interface rather tharhe

solid-water interface in porous media, retardirgtiiansport of particles if stagnant.
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Figure 2-16: Schematic of Air flow Patterns at Moderate Ai Injection Rates: (a) Bubble Flow in 4-
mm Particle Diameter Uniform Medium and (b) Air Channels in 0.75-mm Particle Diameter

Uniform Medium (Ji et al., 1993)

Roosevelt and Corapcioglu (1998) were the firstidoa quantitative study to measure the terminal
velocity of air bubbles rising in a stationary pesanedium using video recordings. In their expenitse
single air bubbles of varying sizes were injectet ithe bottom of two glass bead columns of diffiere
diameters, 3.9 and 3.6 cm inside diameter, packétddsmm glass beads. Both columns were filled to a
height of 90 cm of beads with 10 cm of water aband left open from the top. Two video camcorders

and a light source were used to record and visu#lie bubble motion through the columns. FigauEr
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shows a schematic of their experimental set-upgésaf the single bubbles rising in the porous omadi
were obtained by capturing frames from the videstapd enhancing with an image analyzer. Vertical
rise velocity was then determined by measuringdibplacement of a bubble from the top of the porous
medium and plotting the displacement versus timig \&ilinear best fit. The volume of a bubble was
determined by capturing a frame of the bubble ewlater above the beads just after it exited thieyso
medium and comparing it to the images of bubbleknafwn volume. Velocities measured for bubbles
with equivalent radius varying from 0.2 to 0.5 ongre in the range between 16.7 and 20.2 cm/s. Their
results for the rise velocities of bubbles in tlerqus medium displayed a linear dependency on time.
Roosevelt and Corapcioglu (1998) found that the sagasured for the velocity of air bubbles in the
porous medium were 17.4-27.4% smaller than theegabbtained for single bubbles rising in a column

filled with only water, while the corrections forall effects were made accordingly.
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MEDIUM
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Figure 2-17: Schematic of the Experimental Apparatus fromthe Work of Roosevelt and
Corapcioglu (1998)

Corapciogluet al. (2004) developed an expression to estimate theewedocity of an air bubble in
porous media based on the experimental resultof&elt and Corapcioglu (1998). Their assumptions
for the formulation were a stationary, homogene@atropic porous medium fully saturated with water
and incompressible water and gas phases (althduglassumption is hard to achieve). Considering a
single bubble, pore level mechanisms such as sfiamd division were neglected. They also assumed

that the bubble was completely surrounded by waied, the energy used to stretch the bubble through

30



the pore bodies was completely recovered upon aessfum through the pore throats. The force balance

in the vertical direction was written as:

aub aub> (2_35)

ZF =F,—F; — Fy =§ TR} pg <¥+ub¥
where Fy, is the buoyancy forcerg is the surface tension forcEy is the drag force andHs the
equivalent radius of a sphere with the a volumeakdu that of a bubble. Corapciogat al. (2004)
neglected the Basset force (also termed as Bassiryhforce) resulting from the viscous effects
generated by the acceleration of a particle redativa fluid under the creeping flow conditionsdngse of
high bubble velocities. Basset force is descritetha force due to the temporal delay in boundaygr
development as the relative velocity of moving lesdin a fluid changes with time (Croweal, 1998).
The lift force on the bubble was also neglectedtdue irrotational flow conditions. The expressfor

the buoyant force was given by:

Fy=(pr=pg) g 5 TR} (2-36)
wherepy is the density of water.

The surface tension force was expressed in thizcakdirection by:
Fse—2mR 0 sinf (2-37)

whereo is the surface tensio#, is the contact angle assumed to be constant dtmagpubble motion
andR’ is the equivalent radius of a pore throat througiictva bubble can pass in particular arrangement
of grains as shown in Figure 2-18. Assuming erilim between the phases in porous meflia,taken

as 30°.

Using the empirically-based, modified Ergun equatiehich incorporates both kinetic and viscous
energy losses, to address the drag force, Cordpad@l. (2004) expressed the force balance (Equation
2-35) as:

4 150 ppup(1 — @)*  1.75pgup(1—0)] 4 (2-38)
(pr —pg)g=mRE — A + SR}
foFelds d2 @3 d, 03 3
, . 4 3 aub aub
—2nR'osinf = Adpggn-Rb (W + uy E)
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wherey, is the bubble viscosity is the porosityd, is the mean particle diametéy,is the correction
factor that depends on the properties of porousaneedA, is the additional mass term to account for
the fact that a bubble takes an additional appanass as it creates a flow field upon acceleratidrich
increases its particular mass.

Figure 2-18: Schematic Diagram of a Bubble in a Porous Méam with Orthorhombic Packing
Arrangement (Corapcioglu et al., 2004)

The terminal rise velocity of the bubble was obddlily finding the steady state solution of Equaflen
38 as given by:

-9 (2-39)

Py dp

+ |1836.74 - 227 Pgdy 0° \ (3 K ing — ( )
+ . 1 \Z oy 2Rgasm Pr—Pg)d

where the medium-specific correction fackowas calculated as 26.8 by matching the experirheata

—42.86

Up

of Roosevelt and Corapcioglu (1998).

Smith (2005) raised some objections to the themaktinalysis of Corapcioglet al. (2004). The first
one was related to the surface tension force, eéfimy Equation 2-37 in their work. Smith (2005)
explained that Equation 2-37 overestimates theasarfension force resisting the upward motion ef th
bubble as it accounts for only drainage effecthatleading meniscus and ignores the imbibitioraff

at the trailing meniscus. Another problem was foimthe drag force expression based on the modified
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Ergun equation. It was explained that the viscosibgd in the drag force expression defined by
Corapciogluet al. (2004) should be the water viscosity instead eflthibble viscosity, because the gas
viscosity is very low and the viscous effects witttie bubble are negligible compared to the coutin

of the displaced water in the viscous drag resigtafihe last problem in the analysis of Corapcieglal.
(2004) was related to their force balance. Accaydim Smith (2005), the expression for surface tamsi
force defined by Equation 2-37 is incorrect whea tuoyancy force is expressed by Equation 2-36,
because the surface tension force must be modifés®d on the bubble orientation, i.e. it must be
multiplied by the number of interfaces in the veatidirection, which is not suggested by Equatie8v2

Oldenburg and Lewicki (2006) applied the model afr&pciogluet al. (2004) for incompressible
bubbles to predict the rise velocity of €lubbles in porous media leaking from storage epdgeologic
formations under the effect of buoyancy. Their lssshowed that the rise of GOubbles in saturated
porous media is more likely to occur as channel ftather than bubble flow. A maximum velocity of 30
cm/s was calculated for buoyancy-driven rise of,®Qbbles in surface water. However, the assumption
of incompressibility for gas bubbles rising throudgep saturated sediments may significantly atfeet
analysis of the behavior and biochemical produatibiihe gas bubbles in porous environment (Amos and
Mayer, 2006).

Cihan and Corapcioglu (2008) developed another imdeombining Newton's second law of motion
and the ideal gas law to analyze the effect ofcaimpressibility on the bubble rise velocity in paso
media. Their results showed a strong dependentyeofise velocity of a compressible air bubble loa t
depth at which the air phase was injected. Thevedecity of a bubble released from greater deptas
slower than the velocity of a bubble with an equalume released from shallower depths due to the
larger drag force acting on the bubble resultimgnfithe higher hydrostatic water pressure. Furthezmo
the volume of air bubbles increased as pressureadsed with depth, as the bubbles migrated up ghrou
the porous medium. Cihan and Corapcioglu (2008)vskdhat the difference between the rise velodity o
a compressible bubble and that of an incompressifdeapproaches zero as the bubble reaches the wate
table. The velocity of a compressible bubble ditlexaeed 18.8 cm/s in their work regardless of ivayy

injection depth and the bubble volume.

Stark and Manga (2000) conducted a numerical staidgymulate the flow of discrete bubbles through
porous media using a network model. Their modekisbed of a network of tubes through which the
bubbly liquid was transported from one locationthie reservoir to another due to an applied pressure

gradient. In their simulation, Stark and Manga dder®d only the motion of discrete bubbles sepdrate
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from walls by a film of fluid. Thus, they ignoredymbmics of the contact line and focused on the
hydrodynamics of the flow assuming that the filmhigdrodynamically stable because of the bubble
motion. They calculated the fluid and bubble veiesiin the tubes using the equations of Bretherton
(1961) for bubble velocity and pressure drop aceobsibble, as previously expressed in Equation$ 2-1
and 2-15. Although the equations of Bretherton (3%ply for infinitely long bubbles, as discussed
82.5.1, the speed of infinitely long bubbles isaglequate approximation for bubbles of finite lesgilith
volumes larger than 95% of the critical volume (@lbt, 1996). The effective permeability of the
network was defined as the ratio of the flux in firesence of bubbles to the flux in the absence of
bubbles at same conditions, and was determined fagction of two dimensionless parameters, the
capillary number and the volume fraction of bubbletark and Manga (2000) found a critical value of
capillary number equal to 8.6xiGt which the pressure drop across a bubble isl ¢équhe pressure
drop across the same length of the suspending fliuidas also shown that above this critical capjl
number, the effective permeability of the netwonkreases with decreasing the volume fraction of
bubbles due to dominant viscous forces in the systehile below this critical value, the effective
permeability decreases with increasing the voluraetibn due to dominant surface tension effects.

For the purpose of current study, an attempt idarta simulate the flow behavior of rising bubbles
based on the code developed by Smith (2005). Shisdsented later in this thesis.
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Chapter 3

Theory Development

Consider a porous medium with uniform pore geomsaityrated with a liquid of densjty and viscosity
W. The velocity of the liquid phase in a saturatecbps medium for one-dimensional flows is governed
by Darcy’s law, as:
K AP,

U=
l.ulL

(3-1)
whereK is the absolute permeability of the medium &RJL is the pressure gradient. Furthermore, the
medium contains a gas bubble of lenigthdensitypy and viscosityly (Figure3-1).

For a trapped bubble, as shown in FigbrE, the total pressure difference across the ghble in a pore
network with inclination/dip angleg, is given by:

APy - (P [ Pg) gLy sinagiy — (Pey — Pez) (3-2)

whereP.; andP., are capillary pressures at the meniscuses of tbblé front and bubble tailing end,
respectively.

Figure 3-1: Schematic of an Air Bubble Surrounded by Oilm a Pore Network
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It is assumed that the velocity of the bubble igatdo the velocity of the liquid phase at the bgusid
interface (,=u,). Thus, the pressure gradient in the liquid phea® be equated to the pressure drop
across the gas bubblar, = AP,).

Furthermore, for bubble migration in a porous medthe liquid displaced by the motion of the bubble
does not travel a particular distance as in thdlaaptube, but rather, travels along a generatiknown
routeover a length termed the “effective lengtht The effective length is a measure of the pathtlen
over which the liquid displaced by the bubble fromist travel to reach the bubble tails varies with the
structure of the porous medium and the bubble kenftom the aforementioned assumption and

definition, the pressure gradient term in EquaBehis expressed as:
AP, APy,

= (3-3)
Legr  Lesy

Substituting Equations 3-2 and 3-3 in Equation 3hE velocity of a moving gas bubble in a liquid

saturated porous medium is given by:

up [Ap g Lysinag;, — (P — Py (3-4)

T W Legy

Rearranging Equation 3-3 yields:

u K Ap g sin Aaip < Ly ) _ K (P;y — P) (3-5)
b= Hy Less U Lesy

In the calculation of the capillary pressuigs andP,, at the front and rear of a moving bubble in a
porous medium, it must be noted that, unlike buliske in a capillary tube, the pore diameters irctvh
the advancing and receding menisci are forniadandDg in Figure 3-1, are not necessarily the same.

Accordingly, Equation 3-4 can be rewritten as;

(3-6)

K Ap g sin adip< Ly ) K cosf; cosf,
)

t Lepr) M Lesr Dg Dy
where g is the interfacial tension between the liquid @ad. Figure 3-2 shows two different interface
configurations in a network of pore bodies and pgbreats for a gas bubble rising upwards. Figu& 3
(a) shows the configuration of minimum driving ferdn that the receding meniscus is located inra po
throat and thus produces maximum resistance to napwetion of the bubble, while the advancing
interface is located in a pore body and producesmim force in the direction of the bubble moti@n
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the other hand, Figui®2 (b) represents a condition in that maximumidgworce for the bubble motion
is produced. The receding meniscus is located pora body and thus produces minimum capillary
pressure to upward migration of the bubble, while advancing interface is located in a pore throat,
producing maximum force pushing the bubble upwaidsconfiguration (a), surface tension forces
oppose buoyancy forces, while in configuration tbgy act in the same direction as buoyancy foates

facilitate upward bubble motion.

(a) D1l (b) DIl

<> < »

«— Gas Bubble ———»

< > <« >
D2 D2
D1 <D2 D1 >D2

Figure 3-2: Configurations for the Interface Position Leadng to (a) Minimum and (b) Maximum
Capillary Driving Force during Bubble Motion (Edite d after Smith, 2005)

In fact, a bubble moving in a porous medium neeaches a steady-state condition since the positions
of the advancing and receding interfaces and, cmesdly, the driving forces for bubble motion are
constantly changing. However, the bubble can aehéepseudo-steady state condition, where the ¥gloci
varies periodically around an average value (Sr2idi05).

To validate Equation 3-6, many experiments wereduoted in this work. Numerical simulation for
bubble migration in a pore network was also pergno verify Equation 3-6. The bubble velocity
density differenceélp and inclination/dip angleg, are measurable parameters. Gravity accelerajios,
also known; thus, permeability of the mediuky, and effective lengthl.s are the only unknown
parameters in Equation 3-6. First, it will be asedrthat effective lengthe is equal to the bubble length,
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Ly, andK will be calculated. Then, based on the value efdhlculated permeability, the effective length

will be calculated for various bubble lengths.
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Chapter 4

Bubble Migration Experiments in Micromodels

4.1 Average Rise Velocity Experiments

4.1.1 Experimental Method and Materials

Experiments were conducted in a water-wet microrhaith a pore network pattern etched into the glass
to represent an actual porous medium in two dino@mssi The micromodel denoted Micromodel MP-7
has a series of channels with relatively equalssiaterconnected by smaller sized pore throatsithere
side of the central channel. The fluids were irgddnhto the pore network through the access holbedd

at both ends of the micromodel. Figure 4-1 shdwesnhicrostructure pattern of the Micromodel MP-7 in
which the liquid displaced from the main channeh ¢eavel along multi side channels during bubble
migration. A photograph of the pore geometry of tmodel taken using a BAUSCH & LOMB
StereoZoom7 microscope is shown in Figure 4-2.rigte/ork pattern used in this work was 9 pores wide
by 100 pores long. The characteristics of the mrdel are listed in Table 4-1. Micromodel
characterization will be discussed in detail in1§2.

Ldwi

Figure 4-1: Pattern Etched in the Micromodel MP-7
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Figure 4-2: Photograph of the Pore Geometry in MicromodeMP-7

Table 4-1: Characteristics of the Micromodel MP-7

Length Width Pore-to-Pore Distance| Pore Width (Wp) | Throat Width (W 11)
(mm) (mm) (mm) (mm) (mm)

278 32 3+0.1 2.0£0.1 1.2+0.1

Fluids used as the wetting phase to saturate tbemodel were kerosene, Soltrol 170, and White Oll
with red dye added to it. These fluids are reldgiveon-volatile so that they should not influenagble
size due to vaporization. To determine the densitihe fluids, the weight of a clean and dry 50 ml
volumetric flask was measured using a VICON ACCULARjital scale (accuracy: 0.005 g). A
conventional thermometer was used to measure théeatrtemperature in the lab. The volumetric flask
was filled with the test liquid up to the markeddiand the traces of the liquid deposit on thekflasre
removed using a cotton swab to ensure the accuwhdlhe measurement. The filled flask was then
weighed and the mass of the liquid was calculaf&é. density was determined knowing the mass and

volume of the liquid.

The viscosity of the liquids used was measured bingu CANNON-FENSKE Routine glass
viscometers in a constant temperature bath. THexefiime of the free downward flow of the liquid
between the two marked lines was measured on@sdtegl the marks. The kinematic visco§itio) was
calculated by multiplying the efflux time in secantby the viscometer constant. Two sizes of the
viscometer were used depending on the viscosityaasize 50 for Kerosene and Soltrol 170 and 0fe 1
for White Oil. Kerosene and Soltrol 170 have refgljy similar viscosities, but the viscosity of WiDil
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was about 12 times more than the other two. A pictii the viscometer containing White Oil (dyed)red
inside the constant temperature bath is showngnreé-3. Surface tension of the liquids was measured
by a Video Contact Angle System (VCA 2500XE) inagren atmosphere. The physical properties of the
test fluids at 25 °C are given in Tadle.

Figure 4-3: Photograph of the Cannon Viscometer Containingpyed White Oil inside the Constant

Temperature Bath

Table 4-2: Physical Properties of the Test Fluids Used iklicromodel Experiments at 25C

Property Fluid Kerosene Soltrol 170 White Oil
Density (g/cn?) 0.782 0.736 0.844
Viscosity (mPa.s) 0.95 1.0 12
Surface Tension (mN/m) 24.6 21.3 27.9
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The micromodel was first washed with acetone aridddwith clean, compressed air. Then, it was
saturated with the test liquid by using a glassngg and injecting the fluid through a fitting atteed to
either of the two access ports. An air bubble wasted in the following way: The micromodel isddt
upwards slightly from one end, which imposes trardrge of liquid on the other-end of the micromodel
Thus, air enters into the model through the acheksat the elevated end and a very small voluntheof
liquid is drained through the opposite end porte Thicromodel structure was designed such that the
central passageway was a bit larger than the pooats connecting the central passage to the side
passages; thus, the air invaded preferentiallytimocentral row of pore bodies and pore throats:eCa
bubble with an arbitrary length was formed, the glaglas set in a horizontal position and both access
ports were closed with small pieces of septum guenan air-tight seal and prevent further drairzfge
the liquid. After this, the model was placed andd on the top flat surface of the experimentaluget
designed to allow different inclinations of the rebdl'o change the inclination angle of the modeitiye

an EBERBACH cathetometer was used with a rod shapeholder. A metering tape was attached to the
bottom surface of the set-up for easy measurenfeiechorizontal component of the inclination angle
for the system. Figure 4-4 shows a picture ofetkigerimental apparatus.

Before starting an experiment, the micromodel wasnted such that the bubble was positioned near
one end immediately behind the pre-start line. TEmgth of the bubble was measured accurately when
the model was rested horizontally. The pre-stag livas marked a small distance (1.2 cm) behind the
start line to allow bubble to begin moving befaraihg was started and to reach a steady-state ityeloc
Results of Corapcioglat al. (2004) showed that air bubbles migrating upwalndsugh a porous medium
reach their equilibrium state after traveling oalyery short distance. The opposite end of the invde
then elevated gently by the cathetometer by an mmknanglea with respect to its horizontal position
causing the bubble to start moving under the aafdmioyancy. The ambient temperature was measured
using a mercury thermometer in order to correctdioy possible changes in temperature. The critical
inclination anglea., of the model, hereafter referred to as dip angieyhich the air bubble started to
move was recorded. The angle of inclination wasutated by measuring both horizontal and vertical
sides of the right triangle. For each dip anglevabite critical angledy, < da.. < 909, the time of the
bubble displacement over a set distance of 10 cereeorded using a stopwatch once it passed the sta
line. Both bubble length and the dip angle for thieromodel were altered during experiments for each
test fluid; however, the measurements were madeabyng the dip angles and measuring the velocities
for a given bubble length. This procedure has thexatage of enabling several data points to beceit

without changing the bubble length. In this wohe tingles of inclination were varied within thegarof
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3 to 38°. Two runs of each experiment were perfdrtoeensure accurate measurements and repeatability
The data collected for both runs were close enamhhat their average value was reported as the
measured bubble velocity. The bubble migration drpents were performed with different bubble
lengths and liquids. The data collected are ginehable4-3.

Graduated surface Micromodel 3

Figure 4-4: Photograph of the Experimental Apparatus for Ribble Migration in Micromodel

Table 4-3: Data Collected for Rise Velocity of Bubbles wh Different Lengths at agj, = 10°

Velocity (cm/s)

Bubble Length (mm) Kerosene Soltrol 170 White Oil
14 0.66 0.81 -
19 0.98 0.93 -
25 1.29 1.22 -
31 1.65 1.59 0.10
36 1.92 1.81 0.14
42 2.18 2.16 0.16
47 2.29 2.34 0.17
53 - 2.47 -
55 - - 0.21
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4.1.2 Micromodel Characterization

Micromodel MP-7 was characterized for its pore cttite information to predict the permeability oéth
model and to analyze the data. Pore widtlisand throat widthWs, were directly measured using a
microscope to yield data shown in Table 4-1. WSdtif several pores and throats were measured
randomly and the average value was reported apdle width and throat width of the micromodel.
Furthermore, drainage and imbibition capillary Intigests were performed to verify the values of
capillary pressure obtained for the micromodel ealdulate the depth of etching for pores and tistdat
drainage capillary height tests, a tube filled vilik wetting liquid was connected to the liquiddsated
micromodel at one end and placed inside a suffiljiéarge beaker full of the liquid at the othedehe
micromodel was then held in a vertical position &ftdd up to cause the liquid to drain under gravi
The height of the model was gradually increasedvalitbe beaker and the heights of new capillary
interfaces established in the model were recorfted @alowing the system some time to equilibratee
drainage capillary pressuRg 4 at each elevation was calculated from the diffeeelbetween the lowest

height recorded for the interface in the model dnedevel of the liquid in the beaker by:

Pc,dr = hc,dr pPg (4-1)

where p is the liquid density. The same procedure was atoke for imbibition capillary height
measurements except that the vertically positianemtomodel was lowered to cause the liquid to push
the air upwards in the model. The heights of thelypestablished capillary interfaces were measaredi
the imbibition capillary pressure of the mo&&g|.., was computed from the difference of heights betwee
the highest interface level recorded during the aesl the level of the liquid in the beaker, simila

Equation 4-1 i.e.,
Pc,ibm = hc,imb Py (4'2)

From the measurements of drainage and imbibitiguillasy pressures, the depth of pores and throfts o
the micromodel were estimated assumigg 0° from the relations (Lenormaret al. 1983, loannidist
al. 1991):

11 (4-3)
PC,dT' 20 (DT + WT)

1 1 4-4
Pc,imb 20 (D—P+ Wp) ( )

44



whereo is the surface tension of the liquid used for ¢agillary height testdDp and Dt are depths of

pores and throats, respectively.

To obtain information about the geometry of the eparetwork in the Micromodel MP-7, the
experimental technique Constant Rate Air Injec(iGRAI) Porosimetry first introduced by Smiét al.
(2005) was used to measure the breakthrough agppl@ssure of the model. The experimental set-up
consisted of a constant rate displacement syritngepp a pressure transducer and the glass micromodel
connected at a T-joint. A schematic of the expenitaleapparatus is shown in Figure 4-5. The tubing
between the injection pump and the pressure traesduas completely filled with water to have the
pressure response only at the air-filled part eftiibing between the T-connection and the test mode
The micromodel was placed in a horizontal positiod the tubing was kept at a constant elevatioh wit
the transducer to prevent hydrostatic pressuretsff&everal steady injection flow rates were setec
and the data transferred from the pressure traesdigre recorded using a data acquisition system.

Syringe Pump Air-filled tubing
. i

S
g ﬁ_

Micromodel

tiItrLs

Water-filled tubing

Pressure
Transducer

To Data
Acquisition
System and
Microcompuier -«

Figure 4-5: Experimental Set-up for Constant Rate Air Injection Tests (after Smithet al., 2005)

The results for a low injection rate of 0.518 mléme presented in Figure 4-6 as a plot of capillar
pressure versus time. In this plot, maxima repttesapillary pressures of pore throats and minima
represent those of pore bodies. As seen, the pooats throughout the model have similar capillary
pressures required for invasion indicating that amost uniform throat size distribution in the
micromodel. This verifies the assumption of unifagpometry within the Micromodel MP-7 made in the

analysis of results presented in this thesis.
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Figure 4-6: Capillary Pressure versus Time for a CRAI Porosimaty Test with Q,,= 0.518 mL/hr
(Vpore = 0.002 mL)

4.1.3 Results and Discussion

Figure 4-7 and Figure4-8 show the bubble \ocity as a function of theirs ay, for different bubble
lengths in the presence adgdosene and White Qil, respectively. The bubblecity shows a linear trend
with Sinagjp ; the larger the dip angle, the hig is the velocity of the bubblelue to an increase in f

pressure gradienThis was expected from Equatic-6, restated here for convenier

(3-6)

K Ap g sin adip< Ly ) K cosfr cosf,
-

I Lesr) W Lesr Dg Dy
The slope of the trendlines fag = f (Sinayp) is equal to (KApg/u)(Ly/Ler)]. Thus, as seen iFigure4-7
and Figure4-8, fora given fluid (constarp andp), the slopes increasdth increasing Ly/Ler), wherel e
is theeffective distance over which the fluid displacedthe upward motion of the bubbleavels from
the bubble front to reach the bubble. This indicates that the experimental data agre# with

Equation 3-6.
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Table 4-4 lists the values of the micromodel permeabitifytained with various bubble lengths and
different test liquids assuminlg, = L. For all wetting fluids, the calculated permeabibif the system
increases with increasing bubble length. Accordimd=quation 3-6, for increased bubble lengths, the
second term decreases leading to a rise in bulaideity and the calculated permeability. The vioiat
of the calculated permeability of the micromodethathe bubble length for the three liquids is pntséd
in Figure4-9. It is seen that calculated permeability insesawith increasing bubble length in all test

liquids. The variability between different fluids $een in Tablé-4.
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Figure 4-7: Bubble Velocity versus the Simg, for Different Bubble Lengths for Kerosene
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Figure 4-8: Bubble Velocityversus the Sinag;, for Various Bubble Lengths for White Oil

Table 4-4:. Calculated Permeability for Micromodel MP-7 fa Different Bubble Lengths and

Ligquids when Assuming Ly, = Leg

Kerosene Soltrol 170 White Ol
Lo (€M) | Kea (cnP) Lo (€M) | Kea (cm) Lo (€M) | Kea (cm)
1.4 7.3115%x10 1.4 7.6810x10 1.4 7.6459x10
1.9 9.0759x10 1.9 1.0415%10 1.9 9.9254x10
2.5 1.0978x10 2.5 1.3396x10 2.5 1.2101x10
3.1 1.2624x10 3.1 1.5301x10 3.1 1.4146%10
3.6 1.4259x10 3.6 1.6648x10 3.6 1.4872x10
4.2 1.6045%10 4.2 1.8847x10-4 4.2 1.7884x10
4.7 1.6470x10 4.7 1.9449%10 4.7 1.8351x10
5.3 1.7781x10 5.3 2.1442x106 5.5 1.9993x10
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Figure 4-9: Variations of Calculated Permeability with Staic Bubble Length for Micromodel MP-7
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Figure 4-10: Average Bubble Rise Velocity versus Bubble bgth for o, = 18°
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Figure 4-10 shows the average bubble rise velagitgus the static bubble length,, based on the
measurements made @j,= 18° for three different liquids. The average bubbléwgity varies linearly
with the bubble length for most of the data rangelwgling the few points at larger bubble lengths.
Roosevelt and Corapcioglu (1998) showed that thbleurise velocity was nearly independent of bubble
volume (which is a function of the bubble length) the data range of their study. This was later
confirmed by the theoretical model of Corapciogtwal. (2004) when the bubble volume is larger than a
critical value. However, our data showed that ocatadcan be linear dependent on length with a high
correlation coefficient (R0.98). As expected from the variation of the chlted permeability with the

bubble size, the average rise velocity of bubbtedases with increasing the bubble length.

Figure 4-11 shows the dependence of average bwubhieity on the gravitational force. The bubble
velocity increases linearly with rising the gravioyce. Based on Equation 3-4, calculated permigabil

the porous medium can be determined from the sisgellows:

Legy (4-5)

Kear = Slope - p - (K)

where “Slope” is the slope of trendline of=f (Ap g sin ag,) data The values of the calculated
permeability (assuming that«/L, = 1) and the slope of the trendlines in Figurg&l4for various bubble
lengths for Soltrol 170 are listed in Table 44Hwhs found that the slope and, consequently, tzkul
permeability increased with increasing bubble landte observed changes suggest the existence of an
effective bubble length.xthat is responsible for the flow around the bulthléng its upward motion.

Assuming that the micromodel permeability is constdhe values ofLes were calculated from
Equation 4-5. The results show thak does not change significantly Bsincreases. Figure 4-12 shows
dependence oL{ /L) OnLy, . As seen, L, /L) is a linear function of bubble length. Effectiemgth is
also a function of medium permeability, pore geaynahd connectivity, and also the presence/absaince
other bodies in the vicinity of bubble (Smith, 2D0Bigure4-13 illustrates that the effective length for
viscous pressure drop in the liquid displaced leyghs bubble is increasing gradually with bubhhgtie.
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Figure 4-11: Variations of Bubble Velocity with the Gravity Force for Soltrol 170
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Table 4-5: Effect of Bubble Length on Calculated Permeality for Soltrol 170

Lo (cm) 1.4 1.9 2.5 3.1 3.6 4.2 5.6
Kcax10' (cn?) | 0.768 1.042 1.340 1.529 1.665 1.883 2.18
Slope 0.0077 | 0.0103| 0.0133| 0.0151  0.0166  0.0186  0.02
L efr (Cm) 1.40 1.40 1.43 1.56 1.66 1.71 1.97
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4.2 Visualization Experiments of Bubble Migration i n Pore Network

4.2.1 Experimental Procedure

Visualization experiments for bubble migration retmicromodel were conducted by a procedure very
similar to that described in84.1.1, with the addidl step of recording the bubble motion through th
pore network by a SONY Cyber-shot digital camerthwi2x optical zoom. Micromodel MP-7 was first
washed, dried completely and then saturated wéhwtting liquid. Only White Oil dyed red was used

the test fluid for visualization experiments beaits viscosity is about 12 times higher than Kenas
and Soltrol 170. Only in this case was the vejooit bubble migration in the micromodel within the
range that could be accurately measured with ogitadlicamera. To create an air bubble, the same
method was that used previously in that the malelévated slightly from one end causing the dgegna
condition on the model and allowing air to comitiie model through the access hole at the same end
White Oil exits from the opposite end port and &Hia is formed in the central channel becausesof it
larger dimension relative to the small size thraaisnecting the central passageway to the neighdpori
channels. When the desired bubble length is acijete micromodel is set horizontally and both end
access holes are closed with a small septum (pdaxghd. This provides sealing for the model and

prevents air from further coming in and the ligfrieim draining out.

Before an experiment began, the micromodel wagiposeid sothat the air bubble was located behind
the pre-start line. The model was fixed in a staitdee on the set-up and the bubble length wasdedo
The camera was held by a laboratory camera stafrdrih of the set-up with that the lens of the ceane
facing the micromodel in a parallel position. A enfatic of the set-up configuration is shown in Fégu
4-14. The angle of inclination was altered genibjng a cathetometer until the bubble started tweano
This angle was recorded as the critical amglé/Vhen a dip angle for the modelf, < a., < 909 was set,
recording by the camera was initiated immediatelgt Eming was started once the bubble passed the
marked start line. Similar to the previous set gpexriments, the bubble was given a short time to
accelerate and reach a steady-state velocity bafoteaverse over the set distance was timed. Gmee
front of the bubbles crossed the end line, timirag wtopped, but the video recording was continugit! u
the tail of the bubble also passed the end linaif\gn this set of experiments, both bubble lereytd
the inclination angle of the micromodel were vari€d/io repeated runs were made for each experiment
for more accuracy. The data measured in both rwere wlose enough so that their average value was

calculated and reported as the measured velocity.
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Digital camera

Micromodel

Figure 4-14. Schematic of the experimental Set-up for Bubb Migration Experiments in

Micromodel

The videos were reviewed on the computer and tlaysis was performed using the PowerDVD 11
software. To obtain images of an air bubble miggathrough the micromodel, the frames were captured
from the video at the same time intervals of 10123 seconds and magnified up to 5 times. The image
analysis was performed and from that, the timehef bubble traverse over the set distance, exact
locations of the bubble front and bubble tail eatidifferent times during motion, the dynamic ldngt

the bubbles, and the instantaneous bubble velseitege determined.

4.2.2 Results and Discussion

Figure 4-15 andFigure 4-16 show the variationthefbubble velocity versus time and the bubblatfro
position for White Oil. The measurements were mfade bubble with the static length of 1.35 cm over
3-second time intervals and a bubble with thesstatigth of 2.5 cm over 1-second time intervalsh tzd

the same dip angle of 25°. Changes in velocitfilpras a function of time and bubble positionstitate
that bubbles do not migrate at a constant veldbitgugh a porous medium. The measured velocity for
moving bubbles is significantly higher at some pwife.g. at X~1.8 cm) and reaches its minimum
somewhere close to the end of the traverse distguece~9.5 cm) for all experiments, which suggests
some non-uniformity in the pore sizes and deptktoliing throughout the model. Therefore, some pore
throats may be larger and others smaller relativtbe neighbors through which the air bubble invass

easier or more difficult, respectively. Figure #-and Figure 4-16 show that the local bubble vsloc
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changes with bubble length for a given dip angle shown in Figure 4-15, the bubble migration vi&yoc
can vary by a factor of 2.5 over the length of npddile Figure 4-16 indicates that the local \atp
changes by factor of 3 for a larger bubble. Howgtlee maximum and minimum velocities appear to
occur at the same distances of 1.8 and 9.5 cmtherstarting point.

Figure 4-17 shows variations of the bubble framl &ubble tail positions versus time for a bubble
with the static length of 1.9 cm amg,=32°. As evident, both the bubble front and bulthlepositions
vary linearly with very high correlation coefficiesn(R=0.99). The difference between the positions of
the bubble front and the bubble tail during theiabmigration represents the dynamic bubble lehgth

dynamic
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Figure 4-15: Variations of Bubble Velocity versus Bubble Font Position for L, = 1.4 cm andag, =
25° for White Ol
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The values of dynamic bubble lengths differ frora #tatic bubble lengths measured at the beginning
of the experiments before the bubble was made teerméigure 4-18 shows photographs of the moving
bubbles with different lengths and dip angles. disvobserved that bubbles with the same statichengt
[(d) and (b)] or [(c) and (d)], exhibited differediynamic lengths during upward movement due to
different angles of inclination. Moreover, the dgria lengths were always larger than their initeidth
over the range of dip angles in this work. Anothderesting observation was that the shapes of the
bubble tail ends changed while traveling fast eholdoving bubbles stretched in length and their tai
deformed in shape and became very narrow durin@rgwmigration through an inclined porous medium.
These changes were most significant for longer kasbturing fast motion, and nearly nonexistent for
bubbles moving at low speeds. The deformation eflibbble tail was such that the curvature of the
interface at the back of the bubble increased figmitly. This rear interface stopped expanding and
could not occupy the pore space upon reaching a pody. The reason for this behavior may be
explained by the fact that some of the liquid displd from the front of the bubble returned bactheo
rear of the bubble through the side passagewaysi@umulated between the bubble and the pore walls,
resulting in a narrowing of the shape of the taitkeAnother possible explanation of this phenomeson
that a pressure build-up occurred at the top ofakemoving bubbles, which would be relativelygiaiin
comparison with its pressure under static conditidinerefore, the shape and the curvature of thbleu
tail changes in order to create the same pressgidei the bubble. According to Ajaev and Homsy
(2006), both capillary and viscous effects are irtgrt at the leading edge of the bubble. Howevear n
the sides of the bubble at the tail end, the dontieéfect is the capillary pressure gradient, wiialises
a draining flow from the top of the bubble (low eature) to the rear end of the bubble (higher duire.
Another type of deformation was observed for bublieving very quickly (i.e. very long bubbles). In
this case, the tail of the bubble became flattebatthe very end tip grew a little bit such thz¢ size of
the bubble at the tail section decreased from nlosiza to very thin and then increased again. A
photograph of a long bubble with this type of defation in the shape of the tail section is shown in
Figure 4-19. The bubbles with long enough lengthewed such shape deformations and were more
likely to cause break-up during fast motion, legvirehind a portion of immobile bubble.
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Figure 4-18: Photographs of Rising Bubbles Showing the Damic Lengths and Shapes for (a) § =
1.9 cm andagi, = 12°, (b) Ly, = 1.9 cm andag, = 25°, (€) Ly, = 2.5 cm andag, = 12°, and (d) Ly, = 2.5
cm and agj, = 25° (dyed White Oil)

Figure 4-19: Photograph Showing the Bubble Tail Deformatio for Very Long Bubbles for the Case
Lyo= 4.7 cm andag, = 11° (dyed White Oil)

Variations of dynamic bubble length with Sig, for various bubble sizes are shown in Figdt20. As
seen, dynamic bubble length increases with inangatsie sine dip angle for a given static bubblegtlen
and then decreases upon reaching a certain valbehifle velocity at larger angles of elevation. The
critical velocity above which the dynamic lengthlmfbbles decreases with further increase in velocit

was about 0.2 cm/s in this work. The reason forctienge in the bubble behavior at critical velogity
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that the bubble tends to keep its stability andsgme division by shrinkage. These changing trends a
more remarkable for larger bubbles. Figure 4-Zdwshthe average bubble velocity as a function ¢ bo
dynamic and static bubble lengths measured;gt13° Similar to the results discussed in 84.1.3, the
bubble velocity increases linearly with increasthmamic bubble length (or static bubble length)e Th
higher correlation coefficient for the trendlinetbe bubble velocity versus the dynamic lengthdatis

that the experimental data dictate consideratich@bubble motion in the rise velocity measurement
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Figure 4-20: Variations of Dynamic Bubble Length with theSin ag, for Different Bubble Sizes
(White Oil)
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Figure 4-21: Average Bubble Velocity versus Bubble Lengtfor ag, = 13° (White Oil)

To find a relationshif, dynamicandL,,, for bubbles rising in White Oil, the linear cdegons found for
the average bubble velocity versus the static ammic lengths (Figure 4-21) are equated. A linear
relationship is obtained between,land L,dynamic for the specific angle of inclinatios,,=13°. The
relationship between the dynamic and static buldrgths is also found by plotting the dynamic bebbl
length versus the static one as shown in Figu22.4Fhis has been done for data obtained for thelevh
range of dip angles in this work.

The permeability values for the system was caledlaising dynamic bubble lengths to determine the
effects of bubble motion on the calculated permigpbdf the micromodel. Figure 4-23 presents the
variations of the micromodel calculated permeapilitth the dynamic bubble length as well as théista
length of the bubbles. The values of calculatedneability measured using static bubble lengths and
dynamic bubble lengths are slightly different, thdse calculated for dynamic bubbles are closeedb
values as they take into consideration the bublidtom and, thus, the effects of the forces actinghe

bubble during motion.

60



i y = 1.1509x - 0.0201
51 R2=0.9978

Dynamic Bubble Length, L, (cm)

o+
1 2 3 4 5 6

Static Bubble Length, L, (cm)
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4.2.3 Dimensionless Numbers

Relationship between various dimensionless numbatscussed here to provide an investigation ef th
bubble migration in porous media more specifica®gynolds number, Re, is described as the ratio of

inertial to viscous forces as:

_ inertial force  pyupDr (4-6)

viscous force W

whereu, is the bubble velocityD is the throat diametep; andy, are the density and viscosity of the test
liquid, respectively. Capillary number, as discukearlier, is the ratio of viscous to surface tendbrces
as:

viscous force _ MpUp (4-7)

Ca = - =
surface tension force o

Another dimensionless number is the Bond nunzedefined for a porous medium as:

gravity force B K(pf — pg)g sin agjp, (4-8)

Bo = - =
surface tension force o

wherep, is the density of gas (i.e. aip,is the gravitational acceleratidf,is the calculated permeability
of the pore network and is the surface tension of the test liquid. Thesitgrof air is too small compared
to the liquid density and can be neglected in thieutations. Similar to the bubble rise velocitlet
dimensionless numbers can be presented as a faraftithe bubble length as shown in Figure 4-24 .
Capillary number (Ca) and Bond number (Bo) incragitie increasing the dynamic bubble length and are
numerically equal in bubble migration cases. Thididates that the viscous force and the gravitation
force are in balance. A log-log plot of the relasbip between the dimensionless numbers and Reynold
number is presented in Figure 4-25. Reynolds nusntedculated in this work varied from 75 to 1500 f
Kerosene, from 80 to 1300 for Soltrol 170 and fi@38 to 12.5 for White Oil.
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Chapter 5
MATLAB® Simulation for Bubble Migration

An appropriate and accurate numerical model caa samsiderable amount of time and money required
in experimental analysis. A reliable numerical demion, however, should be based on a theoretical
analysis, which can produce the results reasongbke to the data obtained from experiment. Smith
(2005) carried out a numerical simulation for d@ngsbubble in a porous medium. He used a model
consisting of a two-dimensional network of poreck circles) which are connected to their neigkbor
by four circular tubes (coordination number = 4uafform length. The bubble was placed at the edntr
pores of the network. A schematic of the networkdlis his simulation is illustrated in Figure 5hi.this
work, the simulation code of Smith (2005) was miediffor a more realistic condition. Some selected

results are presented and compared with experifraatia

(1,1) i
. ¢ ———y— 9 ¢
. . .
>

i

¢ ———9——@—
| B .
. . .

(1,5)

Figure 5-1: Schematic of Tube Network Used in Bubble Veldty Simulations (Smith, 2005)
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5.1 Objectives

In the numerical side of this study, a Maflatbde prepared by Smith (2005) was modified in otde
(1) visualize directions of the flow inside the ocenting tubes of a pore network similar to thatvaidn
Figure 5-1,(2) study the effects of the micromodel dimensionsbubble migration velocity, and (3)
study effects of accounting for different tube size the vertical and horizontal orientations adl &s

effects of different liquids and bubble lengthstba bubble velocity calculation.

5.2 Geometry of the Model

The length of the bubble is represented by the rmurabnodes\, occupied by the bubble (In Figure 5-1,
N, = 2). A special attention should be taken for deieing the tube diameteB,, to account for the
actual volume of the bubble according to the geonwdtthe pore structure. On the other habgdshould
be chosen in such a way that the pressure droplatéd from the fluid flow inside tubes can accehat

simulate the actual pressure drop in the micromosiet! in the experiments.

The assumptions implied by the calculation proceduarthis work include: (1) bubble migrates at
steady state condition in the opposite directiogravity, (2) the bubble is incompressible and tthes
energy associated with the expansion and contracfithe bubble while invading pore bodies andepor
throats is neglected, (3) the energy loss duedditlid flow through the “elbows” in the tube netikds
negligible, and (4) no energy loss occurs frontifsit between the rising bubble and the liquid.

During the simulation, the position of the bubldendt changed. Instead, the effect of its movensent
modeled by assuming the liquid is pushed ahead tivtlsame velocity as the bubble to the pore ldcate
right at the tip of the bubble and accordinglysigtion of the same flow from the pore located aighe
bubble tail. A pressure field is then created daethis boundary treatment according to a mass
conservation scheme presented in the followingi@ectThis was also observed in the videos recorded

from the bubble migration.

5.3 Numerical Model

The procedure of calculating the flow inside thbetinetwork begins with calculating the buoyancy
pressurep, as:

P, = (Pl - Pg) g sinagy Ly Np (5-1)
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wherel, is the length of the tubes in the netwakk, is the number of nodes occupied by the bubble,
gsinagj, is the gravity forcep, is the liquid density and, is the density of gas inside the bubble. The net
capillary pressure is calculated by:

(5-2)

o
AP, = —(cos 6y — cosBy)
D

whereo is the gas-liquid surface tensidp, is the tube diameter, ar@k and 6, are the receding and
advancing contact angles. The migration procedscaiitinue only ifP, > AP, which is the necessary
condition for bubble movement. An initial value ftve bubble velocity is then assumed and is redbged
a constant coefficient (0.8 is considered in thigklyin each step. Based on the value of bubblecityl
Up, at each step, the values of pressure at all nadesvaluated and accordingly, the total dissipatib
power due to all liquid flows inside the entirewetk of tubes is calculated. The bubble reachesats
velocity when the total power dissipation is equethe power introduced into the system by the bbb
motion, Powet, defined as:

2
"Zt Py — B (5-3)

Power;, = uy,.

and the total dissipated power by viscopibyver,ssis calculated from:

Poweryss = z:QiAPtot,i (5_4)

where summations, is performed over all connecting tub&sis the volumetric flow rate of the liquid,
and APy, is the pressure drop for a laminar flow inside hetwonnecting node A and B, which is
calculated from the Bernoulli's Equation by:

128 uL,Q
(Pa+ pgza+ pu3/2) — (Pg + pgzg + pu}/2) = APy = T‘*t (5-9)
t

whereP, andPg are absolute pressure values of nodes A and Bectsgely, which are calculated based
on the method explained in the next section, arethdz; are the hydrostatic heights measured from the
top surface. The left hand side of Equation 5-Fesgnts the change in the potential pressureshend t
right hand side represents the pressure drop.value ofoU?2 is in fact the kinetic energy at each node
and is important for higher flow velocity valuesn& laminar flow with low velocity is analyzed leer
this term is neglected. The value of volumetriaflie then obtained by rearranging the Equationas:5

D}

Q= (PA — Pg + pg sinag;, Az)

- (5-6)
128uL,
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In order to improve the convergence of the progeard finding the bubble velocity with any required
tolerance, a simple half-division method is emptbyéren the sign ofRowef,ssPowes,) changes due to
reduction inu,, i.e. when the value af, is close to the desired trans velocity. The soluts terminated
when [Powef.ssPower,) / Power,] is less than a given tolerance value (set aslGrd¢his work).

5.3.1 Evaluation of Pressure Values at the Nodes

In this section, first, the implicit method of euwating pressure values at the nodes is descritedhan
the required boundary conditions are presented.nblial arrangement is illustrated in Figir. By

applying conservation law on each node, we have:

Y ai=0 (5-7)
Pij-1
g 04
Q2 Pi; Pit+1,j
o - 0 "1—.
Pi-1,] Q

Q3

Pij+1

Figure 5-2: Schematic of Nodal Arrangement Used in Sampl@alculations (after Smith, 2005)
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Substituting Equation 5-6 into Equation 5-7 yields:

nD}
128uL ((Ai.j(Pi.j +P92ij) — Aijr1(Piraj + PGZir1)) — Ai—1j(Pi-q,
t

+p9zi_1j) — Aijr1(Piji1 + P9Ziji1) — Ajjo1(Pijq + ng,-_,-_1)) >-8)

=0

This equation forms a system of linear equationsmih is written for all nodes of the network (i.AeP
= B, whereA is the constant matri® is the matrix of nodal pressures, @& the solution matrix). For a
normal node inside the domaify; is equal to four and the rest of coefficients v equal to one. In
addition, for such nodes, hydrostatic pressuredesiti cancel out. For the boundary nodes locatetiea
edges of the domain or next to the bubble nodesctiresponding coefficiensy,z, which either are
outside of the domain or cross the bubble, wilefgal to zero. In this condition, net hydrostatiegsure
is not equal to zero and is transferred to thetrigind side of Equation 5-8 as a solution mattixs |
convenient to separate the absolute pressure tejnsto their corresponding gaug®g;; = Pg;;, and

ambient pressur,. This way ambient pressure terms must be conslderéhe solution matrix as well.

5.4 Results and Discussions

In order to fulfill the objectives of the numericgimulation part of this study, a Matlab® code orédly
developed by Smith (2005) was modified. In the mede,each node was given a specific numiber
order to be recognized for further boundary treatm@nd power loss calculations. This way, the
complexity and errors of recognizing a node usitsgposition were circumvented and the essential
symmetric pressure field with regard to the cemtiadle column (where bubble nodes are located) was
obtained. The half-division method was adoptedftectvely choose the value of bubble velocity for
next step, while it is close to its steady-statee&aAccording to the half-division method, whenrange

in the sign of Powel,ssPower,) occurs, a new guess for the bubble velocity bédlthe average of the
bubble velocity values of last two steps. This ioyad the convergence of the simulation process and
gave us the ability to obtain velocity results toe cases in which the diameter of the vertical and
horizontal tubes are different. In addition, a weilzation part was added to illustrate the flowedtions

inside tubes by vectors with appropriate lengttoediag to the intensity of the flow.
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To improve the accuracy of the method, it was firsted that it is more realistic to consider a tube
diameter with which the actual volume of the bubdd®@ be modeled, instead of just considering throat
diameters. This requires to have a larger diantégm the throat diameter. Furthermore, this diamete
should account for the pressure drop of the lidlad in the tube, which prevents an arbitrary cleoic
Therefore, in this study, the hydraulic diametertioé pore throat is set equal to the diameter of
interconnecting tubes. Then, the buoyancy predsuredified by a ratio of the real pore volumeshe

tube volumes in the model. The hydraulic diametatitained from:

44 (5-9)

Dh =
Pwet

where A is the cross sectional area aRgk; is the wetted perimeter of the tube. The resthef t

assumptions of the original code were not changed.

The bubble velocity was calculated for differenbble lengths in different network sizes. Figbr8
and5-4 show the calculated values of the bubble vBidobm experiments and MATLAB® simulation
as a function of bubble length for three grid siaed dip angles. As seen, the simulation resultsvsh
linear relationship between the terminal bubbleoeiy (bubble velocity at steady-state conditionla
the bubble length. The agreement between the empetal data and simulation values is good for
bubbles of longer length and higher velocity (Ele agreement is seen fag,=20°). However, the
calculated values for the bubble velocity are uestimated. The reason for underestimation of bubble
velocities is due to the fact that in the simulatibubble is always assumed to be inside the twiddte
in the reality, bubble is moving through the paaes tubes within the pore network. Thus, the cateal
surface tension force resisting the bubble mot®ohigher and the calculated bubble velocity is famal

than experimental data.
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Figure 5-5 shows a bubble of length 1.4 cm €\b), rising in pore networks of different grid e&z
saturated with Soltrol 170 farg, = 10. The physical properties of the Soltrol 170 aketafrom Table
4-2. The gas density is set as 0.0001 g/ml. As,dbe bubble velocity is different for a smallemahin
due to interactions with sidewalls. As is expectédhe domain size is bigger than a specific antpun
effects of these interactions become smaller aadbtibble velocity will not change significantly tvit

further increase in the grid size.
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()

Grid size: 27x31,u,= 0.1473 cm/s

Figure 5-5: Rise Velocity of a Bubble with a Length of 1.4m (N, = 5) in Porous Media with Three

Different Domain Sizes andag, = 1 (Soltrol 170)
72



In Figure 5-6, two different tube arrangementsammpared. For case (a), the diameters of horizonta
tubes are 0.025 cm and those of vertical tubesO&@85 cm; but, for case (b), the horizontal tube
diameters are increased to 0.035 cm, while theéce¢rtube diameters remains constant. As seen, the
bubble velocity increased for case (b) and the fliid is stretched in horizontal direction. Theasen
for the increase in bubble velocity is that forgkar horizontal tube diameters, the resistanceedidjuid
flow in the tubes due to the surface tension fsamaller and, consequently, the fraction of thes that
travels from top of the bubble to the side chanaels then to the tail of the rising bubble is largkus,
the bubble velocity is increased.

a) Grid size: 21x31,u,=1.0371 cm/s b) Grid size: 21x31,u,= 2.1000 cm/s

Figure 5-6: Calculated Velocity for a Bubble of 2.5 cm Legth (N, = 11) for Vertical and Horizontal
Tube Diameters of (a) Rorizontas = 0.025 cm and BRericar = 0.055 cm, and (b) Rorizontas = 0.035 ¢cm and
Dverticar = 0.055 cm (Soltrol 170)
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5-1 gives the calculated velocity for a bubble & @mn length (N = 11) for different tube arrangements
when the vertical tube diameter remains constaditl@ horizontal tube diameter varies. As showa, th
bubble rise velocity increases with increasingttbgzontal tube diameter.

5-1: Calculated Velocity for a Bubble of 2.5 cm Legth (N, = 11) for Various Vertical and
Horizontal Tube Diameters for aq,=10° and Grid Size: 2X31 (Soltrol 170)

Vertical Tube Diameter (cm) 0.055 0.055 0.055 0.055
Horizontal Tube Diameter (cm) 0.015 0.025 0.035 0.045
Bubble Velocity (cm/s) 0.3023 1.0371 2.1000 3.4688
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Chapter 6

Conclusions

The following conclusions can be drawn from thealiings of this work:

The bubble migration velocity in a liquid-saturatgorous medium is a function of the bubble
length, inclination angle, the permeability and firg/sical properties of the wetting liquid. The

bubble velocity increased with increasing bubbtegth and inclination angle.

It was observed that rising bubbles stretched mgtte and the tail end of bubbles deformed in
shape and became very narrow during the upwardatiogr through a porous medium. This

behavior was more significant for longer bubbles/img at high speeds, and nearly nonexistent
for bubbles moving at low speeds. The reason cbal@xplained by the fact that some of the
liquid displaced from the front of the bubble resiback to the rear of the bubble through the
side passageways and accumulates in between thdebabd the pore walls, resulting in a

deformation in the shape of the tail end to a neeroshape to minimize the pressure difference

within the gas phase.

The calculated permeability of the porous mediunréased with increasing the bubble length.
This finding suggested that an effective bubblgieyL.y is responsible for the flow around the
bubble during its upward motiorLes is a function of permeability, fluid properties, rpo
geometry and connectivity.

The value oL is much smaller than the bubble length, parti¢ylar long bubbles.

The results of numerical simulation of a risindble in a saturated porous medium showed that
the velocity of a bubble is affected by the presen€ boundaries around the pore network,
similarly, by the presence of other bubbles inpgbeous medium. It was found that the velocity
of bubbles rising in pore networks increases witlaiging the domain of the bubble flow (i.e. the
number of the pores in the vertical and horizodialensions) until it reaches a critical value at a
particular domain size above which the velocitysloet change with increasing the dimensions

of the network.
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Chapter 7

Recommendations for Future Work

The following recommendations are made based orethdts of this work for future works:

»  This work could be expanded by using different micodels of varying network pattern and pore
sizes in order to determine the effects of poracstire and variable geometry on the bubble rise

velocity.

« Although the values of effective lengthex, was calculated in this work and a linear relatiops
between the (L/Ley) ratio and bubble length was found, predictingand determining the effects
of permeability and pore geometry on it requireeesive study with a number of micromodels of

different geometry and numerical simulations.

« Additional experimental studies using micromodeilthwarious horizontal grid sizes (as simulated
in Chapter 5)xould be conducted to investigate the effects dfswaear a rising bubble, so-called
“wall effects”, on the bubble migration in detdiletermining the wall effect will help in finding a
correlation that accounts for the effects of oth@obles present around a rising bubble on the leubbl

rise velocity.
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Appendix A
MATLAB ® Code for the Simulation of Bubble Migratio n

clc;
clear;

% Bubble Rise Velocity Simulator

%

% This simulator attempts to calculate the pressure field around a bubble
% moving upwards at steady-state through a porous m aterial, or in this

% case, a network of tubes of uniform diameter

% Define dimension of tube grid

% IMPORTANT: Grid sizses must always be ODD integer numbers
GridSizeX=41, %Grid szse in X (horizontal) direction
GridSizeY=41; %Grid size in Y (vertical) direction

% Define important system parameters (CGS Units)

Mu=0.0095; % Liquid viscosity (poise)

RholL=0.783; % Liquid density (g/ml)

RhoG=0.001; % Gas density (g/ml)

Sigma=24.6; % Gas-Liquid surface tension (dyne/cm)

g=981, % Gravitational acceleration constant (cm/s2)
Theta=20; % Inclination angle (degree)
G=g*sin(Theta/90*pi/2); % Acceleration due to gravity (cm/s2)
p=101325; % Boundary pressure (dyne/cm?2)
TDiameterH=0.025; % Horizontal tube diameter (cm)
TDiameterV=0.055; % Vertical tube diameter (cm)
TDiameterHS=0.025; % Special horizontal tube diameter
TDiameterVS=0.055; % Special vertical tube diameter
TDiameterEXT=0.075; % Exterior nodes tube diameter (cm)
TLength=0.28; % Tube length (cm)

% Define Hagen-Poiseoille equation constant [pi*D"4 /(128*Mu*L)]

% Q=C*(pressure drop)

CH=pi*TDiameterH"4/(128*Mu*TLength);
CV=pi*TDiameterV"4/(128*Mu*TLength);
CHS=pi*TDiameterHS"4/(128*Mu*TLength);
CVS=pi*TDiameterVS"4/(128*Mu*TLength);
CEXT=pi*TDiameterEXT"4/(128*Mu*TLength);
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% Define bubble size

% IMPORTANT: bubble size must always be an odd inte ger number

% Size implies how many nodes the bubble encompasse s. Actual length is set
% to be arbitrarily larger than the length of what the size (in nodes)

% would be

BubbleSize=7;

% Calculate bubble length (cm)

BubbleLength=(BubbleSize+1)*TLength*1.15;

% Calculate buoyancy and surface tension forces/pre ssures
BuoyancyPressure=(RhoL-RhoG)*G*BubbleLength;
SurfaceTensionPressure=4*Sigma/TDiameterV*(cos(0)-c os(pi/6));

% Define array to hold equation set
% ConstantMatrix*UnknownMatrix=AnswerMatrix

NX=GridSizeX-2; % Effective grid size (X-direction)
NY=GridSizeY-2; % Effective gri size (Y-direction)

% Note: an effective grid size Must be calculated b ecause all the exterior
% nodes for the system are considered known

EquationNumber=NX*NY;

ConstantMatrix=zeros(EquationNumber,EquationNumber) ; %Array to hold
constants initialized to zero

AnswerMatrix=zeros(EquationNumber,1); %Array to hold answer terms
initialized to zero

Solution=zeros(EquationNumber,1); %Array to hold solved values of nodal

pressures initialized to zero

PressureField=zeros(NY,NX);
PressureField2=zeros(NY,NX);
PressureField3=zeros(NY,NX);
PotentialField=zeros(NY,NX);
prop=zeros(NX,NY);
vctrx=zeros(2*NY-1,2*NX-1);
vctry=zeros(2*NY-1,2*NX-1);
xc=zeros(2*NY-1,2*NX-1);
yc=zeros(2*NY-1,2*NX-1);

% Guess a velocity for bubble

Ububble=5; % Initial guess for velocity (cm/s)
Q=Ububble*pi*TDiameterV"2/4; % Calculate water flow rate based on the
velocity (ml/s)
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% Main program loop
%
%

% 1. Calculate the pressure field using the assumed bubble velocity

% 2. Check to see that friction losses based on the pressure field equal

% the energy input to the system based on the a ssumed velocity

% 3. If the check fails, choose a new velocity and repeat

Checkvar=0; %Boolean variable used to terminate the simulation upon
convergence of the solution

first=0; % Boolean variable that tracks whether the program has
alreadyu run through matrix value assignment

Counter=1, %Used to keep track of vertical position in the coe fficient
matrix

HorizontalCounter=1; % Used to keep track of the horizontal position in

the matrix

VerticalCounter=1,; % Used to keep track of the vertical position in th e
matrix

StepCounter=1, % Used to keep track of the number o simulation

steps/loops

% Variables for solution convergence

Tolerance=0.001; % Numerical tolerance for solution convergence
Fraction=0.8;

ConvergenceCounter=0;

LowerCheck=0;

Upperlimit=Ububble;

Upperdiff=1e16;

UpperFraction=Fraction;

LastUb=Ububble;

LastDiff=0;

Powerlnput=pi*TDiameterVS"2/4*(BuoyancyPressure-
SurfaceTensionPressure)*Ububble; % Net driving force x velocity
Changel=0;

Change2=0;

TrendMatrix=zeros(1000,2);
TrendCounter=1;

if (BuoyancyPressure<SurfaceTensionPressure)

CheckVar=1; % Do not run the simulation if the driving force is not a
positive value

fprintf( ‘BuoyancyPressure is less than SurfaceTensionPressu re!'\n' )
end

while (CheckVar==0)
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% If this is the first time through the loop, assig n the appropriate
% values inside the coefficient and answer matrices fitisn't,

% change only the entries affected by the new guess for velocity. This
% speeds up the simulation

if (first==0)
first=1;

% Equation calculation loop
% Assign the appropriate values from the mass balan ce equations into
% the appropriate places in the constant and answer matrix

for X=1:NX
prop(1,X)=1;
prop(NY,X)=2;
end

for Y=1:NY
prop(Y,1)=prop(Y,1)*10+3;
prop(Y,NX)=prop(Y,NX)*10+4;
end

for Y=((NY+1)/2-(BubbleSize-1)/2):((NY+1)/2+(BubbleSiz e-1)/2)
prop(Y,(NX+1)/2)=30;
end

for Y=((NY+1)/2-(BubbleSize-1)/2):((NY+1)/2+(BubbleSiz e-1)/2)
prop(Y,(NX+1)/2+1)=31;
end

for Y=((NY+1)/2-(BubbleSize-1)/2):((NY+1)/2+(BubbleSiz e-1)/2)
prop(Y,(NX+1)/2-1)=29;
end
prop((NY+1)/2+(BubbleSize+1)/2,(NX+1)/2)=33
prop((NY-1)/2-(BubbleSize-1)/2,(NX+1)/2)=32
prop((NY+1)/2+(BubbleSize-1)/2,(NX+1)/2)=34
prop((NY+1)/2-(BubbleSize-1)/2,(NX+1)/2)=35

n=1;
for Y=1:NY
for X=1:NX
% If the current node is part of the bubble, ignore it, else,
% analyze it and assign the node it's appropriate v alue

if (prop(Y,X)==30||prop(Y,X)==34||prop(Y,X)==35)

ConstantMatrix(Counter,Counter)=1;
HorizontalCounter=HorizontalCounter +1;
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Counter=Counter+1;
else

%If the node is special (i.e. if it's an exterior n ode or
%next to the bubble), treat it specially. Otherwise ,itis
%a normal node (with 4 inputs/outputs) and can be

%treated with the standard procedure

if (prop(Y,X)==13) %Top left corner node
ConstantMatrix(Counter,Counter) =CV+CH; %+2*CEXT,
ConstantMatrix(Counter,Counter+ 1)=-1*CH;
ConstantMatrix(Counter,Counter+ NX)=-1*CV;
AnswerMatrix(Counter,1)=CV*(TLe ngth*G*Rhol);

%CEXT*p+CEXT*(p+VerticalCounter*TLength*G*Rhol);

HorizontalCounter=HorizontalCou nter+1;
Counter=Counter+1;

elseif  (prop(Y,X)==14) %Top right corner node
ConstantMatrix(Counter,Counter) =CV+CH; %+2*CEXT,
ConstantMatrix(Counter,Counter- 1)=-1*CH,;
ConstantMatrix(Counter,Counter+ NX)=-1*CV;
AnswerMatrix(Counter,1)=CV*(TLe ngth*G*Rhol);

%CEXT*p+CEXT*(p+VerticalCounter*TLength*G*RholL);

HorizontalCounter=1;
VerticalCounter=VerticalCounter +1;
Counter=Counter+1;

elseif  (prop(Y,X)==23) %Bottom left corner node
ConstantMatrix(Counter,Counter) =CV+CH; %+2*CEXT;
ConstantMatrix(Counter,Counter+ 1)=-1*CH,;
ConstantMatrix(Counter,Counter- NX)=-1*CV;
AnswerMatrix(Counter,1)=-CV*(TL ength*G*Rhol);
%CEXT*(p+VerticalCounter*TLength*G*RhoL)+CEXT*(p+(V erticalCounter+1)*TLength*
G*Rhol);
HorizontalCounter=HorizontalCou nter+1;
Counter=Counter+1;
elseif  (prop(Y,X)==24) %Bottom right corner node
ConstantMatrix(Counter,Counter) =CV+CH; %+2*CEXT;
ConstantMatrix(Counter,Counter- 1)=-1*CH,;
ConstantMatrix(Counter,Counter- NX)=-1*CV;
AnswerMatrix(Counter,1)=-CV*(TL ength*G*Rhol);
%CEXT*(p+VerticalCounter*TLength*G*RhoL)+CEXT*(p+(V erticalCounter+1)*TLength*
G*Rhol);

HorizontalCounter=1;
VerticalCounter=1;
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Counter=1;

elseif  (prop(Y,X)==1) %Top non-corner node
ConstantMatrix(Counter,Counte N=2*CH+CV; %+CEXT;
ConstantMatrix(Counter,Counte r-1)=-1*CH;
ConstantMatrix(Counter,Counte r+1)=-1*CH;
ConstantMatrix(Counter,Counte r+NX)=-1*CV;
AnswerMatrix(Counter,1)=CV*(T Length*G*RholL); %CEXT*p;
HorizontalCounter=HorizontalC ounter+1,;

Counter=Counter+1;

elseif  (prop(Y,X)==2) %Bottom non-corner node
ConstantMatrix(Counter,Counte N=2*CH+CV; %+CEXT;
ConstantMatrix(Counter,Counte r-1)=-1*CH;
ConstantMatrix(Counter,Counte r+1)=-1*CH;
ConstantMatrix(Counter,Counte r-NX)=-1*CV;
AnswerMatrix(Counter,1)=-CV*( TLength*G*Rhol);

%CEXT*(p+(VerticalCounter+1)*TLength*G*RholL);

HorizontalCounter=HorizontalC ounter+1;

Counter=Counter+1;

elseif  (prop(Y,X)==4) %Right non-corner node
ConstantMatrix(Counter,Counter) =2*CV+CH; %+CEXT;
ConstantMatrix(Counter,Counter- 1)=-1*CH,;
ConstantMatrix(Counter,Counter+ NX)=-1*CV;
ConstantMatrix(Counter,Counter- NX)=-1*CV;

AnswerMatrix(Counter,1)=0;
%CEXT*(p+VerticalCounter*TLength*G*Rhol);

HorizontalCounter=1;

VerticalCounter=VerticalCounter +1;

Counter=Counter+1;

elseif  (prop(Y,X)==3) %Left non-corner node
ConstantMatrix(Counter,Counter) =2*CV+CH; %+CEXT;
ConstantMatrix(Counter,Counter+ 1)=-1*CH;
ConstantMatrix(Counter,Counter- NX)=-1*CV;
ConstantMatrix(Counter,Counter+ NX)=-1*CV;

AnswerMatrix(Counter,1)=0;

%CEXT*(p+VerticalCounter*TLength*G*RholL);
HorizontalCounter=HorizontalCou nter+1;
Counter=Counter+1;

elseif  (prop(Y,X)==32) %Above bubble node
ConstantMatrix(Counter,Counter) =2*CH+CV;
ConstantMatrix(Counter,Counter- 1)=-1*CH;
ConstantMatrix(Counter,Counter+ 1)=-1*CH;
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ConstantMatrix(Counter,Counter- NX)=-1*CV;

AnswerMatrix(Counter,1)=Q-RhoL* G*TLength*CV;
Changel=Counter;
HorizontalCounter=HorizontalCou nter+1;

Counter=Counter+1;

elseif  (prop(Y,X)==33) %Below bubble nodes
ConstantMatrix(Counter,Counter) =2*CH+CV;
ConstantMatrix(Counter,Counter- 1)=-1*CH,;
ConstantMatrix(Counter,Counter+ 1)=-1*CH;
ConstantMatrix(Counter,Counter+ NX)=-1*CV;
AnswerMatrix(Counter,1)=-Q+CV*T Length*G*Rhol;
Change2=Counter;
HorizontalCounter=HorizontalCou nter+1;

Counter=Counter+1;

elseif  (prop(Y,X)==29) %Left bubble edge nodes

ConstantMatrix(Counter,Counter) =2*CV+CH,;
ConstantMatrix(Counter,Counter- 1)=-1*CH;
ConstantMatrix(Counter,Counter- NX)=-1*CV;
ConstantMatrix(Counter,Counter+ NX)=-1*CV;
HorizontalCounter=HorizontalCou nter+1;

Counter=Counter+1;

elseif  (prop(Y,X)==31) %Right bubble edge nodes

ConstantMatrix(Counter,Counter) =2*CV+CH,;
ConstantMatrix(Counter,Counter+ 1)=-1*CH,;
ConstantMatrix(Counter,Counter- NX)=-1*CV;
ConstantMatrix(Counter,Counter+ NX)=-1*CV;
HorizontalCounter=HorizontalCou nter+1;

Counter=Counter+1;

else
ConstantMatrix(Counter,Counter) =2*CH+2*CV;
ConstantMatrix(Counter,Counter- 1)=-1*CH;
ConstantMatrix(Counter,Counter+ 1)=-1*CH,;
ConstantMatrix(Counter,Counter- NX)=-1*CV;
ConstantMatrix(Counter,Counter+ NX)=-1*CV;
HorizontalCounter=HorizontalCou nter+1;

Counter=Counter+1;

end
end
end
fff=1;
end
else
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% Changes the two values of Q (flow rate of water ¢
% motion) to the new values with respect to the new
velcity

AnswerMatrix(Changel,1)=Ububble*pi*TDiamete
AnswerMatrix(Change2,1)=-
1*Ububble*pi*TDiameterVS"2/4+RhoL*G*TLength*CV;

end

% Solve the matrix of simultaneous equations
% Method: Calculate the answer via Gaussian elimina
"\" function

Solution=ConstantMatrix\AnswerMatrix;
% Solution=inv(ConstantMatrix)*AnswerMatrix;

Counter=1;
HorizontalCounter=1;
VerticalCounter=1;

% Create the pressure field matrix by assigning the
% solution matrix to their appropriate place

for Y=1:NY
for X=1:NX

PressureField(Y,X)=Solution(Counter,1);

PressureField2(Y,X)=Solution(Counter,1)

PressureField3(Y,X)=(Solution(Counter,1
TLength*(NY-Y+1);

PotentialField(Y,X)=(Solution(Counter,1
1)

Counter=Counter+1;

end
end

% Calculate the power input of the bubble; compare
% dissipation due to friction ... If they are close

% tolerance, terminate the simulation. Otherwise, t
% bubble velocity and repeat previous steps

%Power input due to bubble motion

Powerlnput=pi*TDiameterVS~2/4*(BuoyancyPressure

aused by bubble
guess for bubble

rvS~2/4-RhoL*G*TLength*CV,;

tion using the Matlab

values of the

Ip;
)-p)/(RhoL*G)+

))/(RhoL*G)+ TLength*(Y-

this with the power
to within a given
ake a new guess at

SurfaceTensionPressure)*Ububble; % Net driving force x velocity

PowerDissipation=0;
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HorizontalCounter=1;
VerticalCounter=1;
stat=0;

while (stat==0)

if (prop(VerticalCounter,HorizontalCounter)==24) % Bottom right
corner node

%PowerDissipation =
PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-
TLength*(NY+1))*RhoL*G)"2;

%PowerDissipation =

PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-
TLength*(NY+1))*RhoL*G)"2;
stat=1,
if (stat==1)
continue
end
elseif  (prop(VerticalCounter,HorizontalCounter)==13) %Top left corner

node

%PowerDissipation =
PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-
TLength*(NY+1))*RhoL*G)"2;

%PowerDissipation =
PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-
TLength*(NY+1))*RhoL*G)"2;

PowerDissipation =

PowerDissipation+CH*((PotentialField(VerticalCounte r,HorizontalCounter)-

PotentialField(VerticalCounter,HorizontalCounter+1) Y*RhoL*G)"2;
PowerDissipation =

PowerDissipation+CV*((PotentialField(VerticalCounte r,HorizontalCounter)-

PotentialField(VerticalCounter+1,HorizontalCounter) Y*RhoL*G)"2;

HorizontalCounter=HorizontalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
continue
end

elseif  (prop(VerticalCounter,HorizontalCounter)==23) %Bottom left
corner node

%PowerDissipation =
PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-
TLength*(NY+1))*RhoL*G)"2;

%PowerDissipation =
PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-
TLength*(NY+1))*RhoL*G)"2;
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PowerDissipation =
PowerDissipation+CH*((PotentialField(VerticalCounte r,HorizontalCounter)-
PotentialField(VerticalCounter,HorizontalCounter+1) )*RhoL*G)"2;
HorizontalCounter=HorizontalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
continue
end

elseif  (prop(VerticalCounter,HorizontalCounter)==14) %Top right corner
node

%PowerDissipation =
PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-
TLength*(NY+1))*RhoL*G)"2;

%PowerDissipation =
PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-
TLength*(NY+1))*RhoL*G)"2;

PowerDissipation =
PowerDissipation+CV*((PotentialField(VerticalCounte r,HorizontalCounter)-
PotentialField(VerticalCounter+1,HorizontalCounter) )*RhoL*G)"2;
HorizontalCounter=1,;
VerticalCounter=VerticalCounter+1,;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
continue
end

elseif (prop(VerticalCounter,HorizontalCounter)==4) %Right edge node

PowerDissipation =

PowerDissipation+CV*((PotentialField(VerticalCounte r,HorizontalCounter)-

PotentialField(VerticalCounter+1,HorizontalCounter) )*RhoL*G)"2;
%PowerDissipation =

PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-

TLength*(NY+1))*RhoL*G)"2;
HorizontalCounter=1;
VerticalCounter=VerticalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
continue
end

elseif (prop(VerticalCounter,HorizontalCounter)==2) %Bottom edge node

PowerDissipation =

PowerDissipation+CH*((PotentialField(VerticalCounte r,HorizontalCounter)-

PotentialField(VerticalCounter,HorizontalCounter+1) )*RhoL*G)"2;
%PowerDissipation =

PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-

TLength*(NY+1))*RhoL*G)"2;
HorizontalCounter=HorizontalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
continue
end
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elseif  (prop(VerticalCounter,HorizontalCounter)==1) %Top edge node

PowerDissipation =

PowerDissipation+CV*((PotentialField(VerticalCounte r,HorizontalCounter)-
PotentialField(VerticalCounter+1,HorizontalCounter) )*RhoL*G)"2;
PowerDissipation =
PowerDissipation+CH*((PotentialField(VerticalCounte r,HorizontalCounter)-
PotentialField(VerticalCounter,HorizontalCounter+1) )*RhoL*G)"2;
%PowerDissipation =
PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-

TLength*(NY+1))*RhoL*G)"2;
HorizontalCounter=HorizontalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
continue
end

elseif  (prop(VerticalCounter,HorizontalCounter)==3) %Left edge node

PowerDissipation =

PowerDissipation+CV*((PotentialField(VerticalCounte r,HorizontalCounter)-
PotentialField(VerticalCounter+1,HorizontalCounter) )*RhoL*G)"2;
PowerDissipation =
PowerDissipation+CH*((PotentialField(VerticalCounte r,HorizontalCounter)-
PotentialField(VerticalCounter,HorizontalCounter+1) )*RhoL*G)"2;
%PowerDissipation =
PowerDissipation+CEXT*((PotentialField(VerticalCoun ter,HorizontalCounter)-

TLength*(NY+1))*RhoL*G)"2;
HorizontalCounter=HorizontalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
continue
end

elseif  (prop(VerticalCounter,HorizontalCounter)==29) %Left bubble
edge node

PowerDissipation =
PowerDissipation+CV*((PotentialField(VerticalCounte r,HorizontalCounter)-
PotentialField(VerticalCounter+1,HorizontalCounter) )*RhoL*G)"2;
HorizontalCounter=HorizontalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))

continue
end
elseif  (prop(VerticalCounter,HorizontalCounter)==32) %Above bubble
node
PowerDissipation =
PowerDissipation+CH*((PotentialField(VerticalCounte r,HorizontalCounter)-
PotentialField(VerticalCounter,HorizontalCounter+1) )*RhoL*G)"2;

HorizontalCounter=HorizontalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
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continue
end

elseif  (prop(VerticalCounter,HorizontalCounter)==35) %Top bubble node

%PowerDissipation = PowerDissipation-
2*(Ububble*pi*TDiameterVS~2/4)"2/CV,
HorizontalCounter=HorizontalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
continue
end

elseif
(prop(VerticalCounter,HorizontalCounter)==30||prop( VerticalCounter,Horizontal
Counter)==34) % Bubble node

HorizontalCounter=HorizontalCounter+1;
else

PowerDissipation =

PowerDissipation+CV*((PotentialField(VerticalCounte r,HorizontalCounter)-

PotentialField(VerticalCounter+1,HorizontalCounter) )*RhoL*G)"2;
PowerDissipation =

PowerDissipation+CH*((PotentialField(VerticalCounte r,HorizontalCounter)-

PotentialField(VerticalCounter,HorizontalCounter+1) )*RhoL*G)"2;

HorizontalCounter=HorizontalCounter+1;
if ((HorizontalCounter>NX)||(VerticalCounter>NY))
continue
end

end
end
PowerDissipation=PowerDissipation*1.0;
% Compare power input and power dissipation

TrendMatrix(TrendCounter,1)=Ububble;
TrendMatrix(TrendCounter,2)=abs(Powerlnput-Powe rDissipation);
TrendCounter=TrendCounter+1;

if (Tolerance>=abs((Powerlnput-
PowerDissipation)/Powerlnput)||StepCounter>100)

CheckVar=1; % Terminate the simulation

else
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% Output section: used to track simulation progress

fprintf( 'StepCounter= %d, ' ,StepCounter)

fprintf( '‘Bubble velocity = 9%0.4f, ' ,Ububble)

fprintf( 'Pin= %0.4f, ' ,(Powerlnput))

fprintf( 'Pdis= %0.4f, " ,(PowerDissipation))

fprintf( 'Pin-Pdis= %0.4f \n' ,((Powerlnput-PowerDissipation)/Powerlnput))
%fprintf('\n")

if (LastDiff*(Powerlnput-PowerDissipation)<0)
LowerCheck=1;
Upre=LastUb;
UU=Ububble;
Ububble=(Ububble+LastUb)/2;
LastUb=UU;

else

if (LowerCheck==1)
LastUb=Ububble;
Ububble=(Ububble+Upre)/2;
if (Ububble==LastUb)

CheckVvar=1; % Terminate the simulation
end
ConvergenceCounter=ConvergenceCounter+1 ;
else

LastUb=Ububble;
Ububble=Fraction*LastUb;
end
end
LastDiff=(Powerlnput-PowerDissipation);
end

StepCounter=StepCounter+1;

end
% Output section: used to track simulation progress

fprintf( 'StepCounter= %d, ' ,StepCounter)
fprintf( '‘Bubble velocity = %0.4f, ' ,Ububble)
fprintf( 'Pin= %0.4f, ' ,(Powerlnput))
fprintf( 'Pdis= %0.4f, " ,(PowerDissipation))
fprintf( 'Pin-Pdis= %0.4f \n' ,((Powerlnput-PowerDissipation)/Powerlnput))
%fprintf(\n")
nn=0;
mm=0;
ff=0;
for n=1:2*NY-1
if (mod(n,2)~=0) nn=nn+1, end;
mm=0;

for m=1:2*NX-1

if  (mod(m,2)~=0) mm=mm+1,; end
yc(n,m)=(n-1)*0.5;
xc(n,m)=(m-1)*0.5;
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if (mod(n,2)==0)
if (mod(m,2)~=0)
pp=-PotentialField(nn,mm)+Potential
if (abs(pp)>0.0001)
if

((abs(pp)<0.6)&&(prop(nn,mm)~=30)&&(prop(nn,mm)~=35

p(nn,mm)~=33))
vctry(n,m)=pp;
end
end
end
else
if (mod(m,2)==0)
pp=-PotentialField(nn,mm)+Potential
if (abs(pp)>0.0001)
if

((abs(pp)<0.6)&&(prop(nn,mm)~=30)&&(prop(nn,mm)~=35

p(nn,mm)~=33))
vetrx(n,m)=pp;

Field(nn+1,mm);

)&&(prop(nn,mm)~=34)&&(pro

Field(nn,mm+1);

)&&(prop(nn,mm)~=34)&&(pro

==34))

,[xc(n,m)-0.5,yc(n,m)-

end
end
end
end
if ((prop(nn,mm)==30)||(prop(nn,mm)==35)||(prop(nn,mm
if (ff==0)
if (mod(n,2)~=0)
rectangle( ‘position’
0.5,1,1], ‘curvature' ,[.8,.8])
end
ff=1,
else
ff=0;
end
end
end
end
hold on
quiver(xc,yc,vctrx,vctry,2.5) %xc,yc,
axis equal
hold off
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