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Abstract

In order to meet the increased power demand for micro–devices in almost every field

of engineering, scaling down of conventional power supplies to micro–heat engines, micro

fuel cells, micro–turbines and combustors has been proposed as an efficient, safe and reli-

able energy delivery method for Micro–Electro–Mechanical–Systems. Since homogeneous

combustion cannot be sustained at a significant level in microchannels, catalytic walls are

usually employed to enhance reactions. One of the complications in miniaturizing conven-

tional power generators, however, is that the common continuum assumption can break

down as the characteristic length scale of these devices approaches the molecular mean free

path.

In this thesis, a general set of boundary conditions for reacting multicomponent gaseous

flows is introduced to account for rarefaction effects in micro–reactors. These boundary

conditions are derived from the kinetic theory of gases and are utilized to study non–

equilibrium transport in reacting flows. A finite–volume code with detailed gas phase and

surface reactions is developed to accommodate these boundary conditions. Next, the rel-

ative importance of the homogeneous reactions in microchannels is assessed by exploring

the interaction between the gas phase and surface reactions under different operating con-

ditions. Finally, the effects of velocity–slip, temperature–jump and concentration–jump on

two different sets of catalytic reactive flows are explored; hydrogen oxidation on platinum

and ammonia decomposition on ruthenium.

In order to identify the limiting values beyond which the gas phase reactions become

negligible compared to surface reactions, the contribution of homogeneous reactions to hy-

drogen conversion in lean H2/air mixtures has been investigated under three key operating

parameters: different inlet mass fluxes, fuel–air equivalence ratios and channel heights.
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Generally, as the channel height decreases, the relative importance of the homogeneous

reactions compared to surface reactions becomes negligible. This effect become more pro-

nounced in leaner mixtures. Numerical results also show that in catalytic reactive flows in

microchannels, the thermal diffusion effects cannot be neglected especially in the entrance

region where temperature gradients are strong. The velocity–slip, temperature–jump and

concentration–jump boundary conditions have miscellaneous effects on flow, temperature

and species concentration fields. It is shown that the velocity–slip boundary condition

only slightly influences the species distribution at the edge of the Knudsen layer as well as

inside the channel, while the temperature–jump boundary condition affects the heat and

mass transfer characteristics the most. The concentration–jump effect, on the other hand,

can counter balance the temperature–jump effects in some cases. Numerical results reveal

that the presence of a temperature discontinuity at the wall is the main factor in defining

the concentration jump at the edge of the Knudsen layer.
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Chapter 1

Introduction

Micro devices have gained significant popularity due to their applicability in various fields

from cooling devices to drug delivery systems. In recent years there has been a push for

miniaturizing the available mechanical and chemical processes in order to meet the in-

creased demand for micro–devices in almost every field of engineering. Efficient delivery

of sustainable, safe and cheap energy to Micro-Electro-Mechanical-Systems (MEMS) has

become one of the most important and challenging issues as the current portable power

sources fail to keep up with the rapid growth in the number of MEMS devices and their

evolution into more capable, complex and power–hungry devices. Scaling down the con-

ventional power supplies such as micro–heat engines, micro fuel cells, micro–turbines and

combustors has been proposed to replace batteries due to their much higher energy density.

Micro–power generating devices convert the stored chemical energy in fuels to mechanical

or electrical power through electro/chemical reactions. Microreactors benefit from a range

of inherent advantages. Due to their smaller size and high surface area to volume ratio, the

rate of heat and mass transfer is much higher. They are also safer and due to their high
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selectivity in chemical reactions, they generally can be designed to be more efficient and

environmentally friendly. Miniaturizing these conventional power generators, however, is

not simply achieved by reducing the physical size of their macro counterparts. Difficulties

arise from modeling to manufacturing of these devices. Modeling such systems usually

require special attention since new physical phenomena should be taken into account in

sub–millimeter range. The current research is motivated by the challenges in modeling

such systems as these microreactors become smaller and smaller. Basic flow, heat and

mass transfer characteristics of such systems are yet to be explored to achieve reliable and

efficient modeling of competent microreactor designs. The main objective of this research

is to develop a numerical model for the simulation of rarefied catalytic reacting flows in

microreactors. This work is a fundamental study and as such is relevant to almost all types

of micro–devices which involve chemical reactions and the methodology can be adapted to

the design process of a range of applications, such as chemical synthesis, micro–reformers,

micro fuel cells, micro–propulsion and micro–Total–Analysis–Systems, to name a few.

One of the complications in dealing with micro–scale devices is that the common con-

tinuum assumption can break down as the characteristic length scale of these devices

approaches the mean molecular free path. In such a case, the number of inter–molecular

collisions decreases and eventually there comes a stage in which the number of collisions

between molecules are rare compared to the number of collisions with the surrounding

walls, in which case each molecule acts independently to bring forth the gas properties

[49]. This makes the gas lose its intimate contact with solid bodies such that the gas slips

over the surface, and in the case of heat or mass transfer, a temperature or concentration

jump is observed between the surface and the adjacent gas layer. The continuum equations

for mass, momentum and energy conservation are usually employed to study the motion of

a fluid, in which the properties of the fluid at each point can be defined as an average of mi-
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croscopic characteristics of the neighbouring points. The Knudsen number Kn, defined as

the ratio of molecular mean–free–path to the characteristic length scale of the problem, can

be used to estimate the applicability of the continuum equations in dealing with problems

that involve very small length scales or rarefied gases. For certain values of the Knudsen

number, the continuum equations cannot be applied directly and either they should be

modified or molecular models should be employed. In the case of rarefied gas flow, it is

known that for Kn < 0.001 the continuum models are valid, and for Kn > 10 the free–

molecular models should be employed. In the mid range, neither continuum models nor

free–molecular models are satisfactory and another classification is needed: slip–flow for the

range 0.001 < Kn < 0.1 and transition–flow for the range 0.1 < Kn < 10 are considered to

be appropriate descriptions [49]. Experimental, analytical and numerical studies have con-

firmed the applicability of the continuum equations along with proper slip/jump boundary

conditions in the slip–flow range of Knudsen numbers, e.g., [4, 6, 7, 36, 42, 63, 67, 69, 92].

1.1 Research objectives

One of the principal objectives of this research is to develop a numerical scheme for the

simulation of rarefied catalytic reacting flows in microreactors. As the channel size is

reduced the slip/jump effects on the wall will become important in controlling the flow,

heat and mass transfer properties of microreactors. Very few results have been reported for

non–isothermal or reacting flows considering the slip/jump effects. The very few available

numerical simulations of the reacting flows have either ignored the concentration–jump on

the wall, or have used incomplete/inconsistent concentration–jump boundary conditions.

In the current work, first the concentration–jump, velocity–slip and temperature–jump

boundary conditions for multicomponent reacting/non–reacting mixtures are derived based
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on the kinetic theory of gases presenting a clear picture of the underlying principles [107].

In order for the model to be applicable to practical problems (i.e., polyatomic gas flows)

correction terms are added to the temperature–jump boundary condition as well. A nu-

merical scheme for the simulation of surface reactions with proper slip/jump boundary

conditions coupled with homogeneous reactions in the gas phase is developed. It is usually

assumed that below the so–called quenching distance, the homogeneous combustion can-

not be sustained. In order to assess the interaction between the gas phase and catalytic

reactions, contribution of the gas phase reactions to the overall hydrogen consumption in

catalytic sub-millimetre channels is also investigated under different operating conditions

[109]. The proposed set of boundary conditions are then verified for binary and multi-

component mixtures in a planar geometry by comparing different field variables with the

predictions of the DSMC method [106]. Finally, the rarefaction effects on the catalytic

reactive flows in microchannels are studied for two sets of reactions: oxidation of hydrogen

on platinum and ammonia decomposition on ruthenium [110].

The developed numerical code is verified in different stages. A 3D extension of the code

for compressible non–reacting flows in rectangular channels with first–order velocity–slip

and temperature–jump boundary conditions is initially verified against the available ana-

lytical and numerical results [108]. In order to verify the numerical code for reacting flows a

well–established reaction is chosen for the numerical validation, i.e. the catalytic oxidation

of hydrogen on platinum. Hydrogen oxidation on platinum is a well–known reaction with

reliable chemical kinetics data for numerical simulations. The experimental and numerical

results of Appel et al. [3] are utilized as the benchmark for catalytic and homogeneous

hydrogen combustion simulations. In their work, a range of chemical mechanisms for the

surface and gas phase reactions are compared to their experimental results in a 7 mm

high channel under different working conditions. Finally, the accuracy of the proposed
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set of slip/jump boundary conditions for multicomponent gaseous flows are assessed by

comparing the simulation results to the Direct Simulation Monte Carlo (DSMC) method

predictions.

1.2 Review of the previous work

In this section, the previous works on catalytic microreactors, catalytic combustion of

H2/O2 over platinum, catalytic ammonia decomposition, and rarefaction effects are briefly

reviewed. A more comprehensive literature review is provided in the corresponding chap-

ters. First, a general overview on microburners is presented followed by a brief summary

of the catalytic combustion of H2/O2. Then the decomposition of ammonia on ruthe-

nium in microchannels is discussed. Finally the slip/jump effects in reacting/non–reacting

environments are examined.

1.2.1 Catalytic microburners

Due to high energy density of hydrocarbons compared to Lithium batteries and higher

operational cycles, microburners have been studied in recent years as heat and energy

sources for portable devices [2, 26, 61, 65, 66, 104]. The energy is either utilized by

thermoelectrics for electric power generation or through endothermic reactions such as

fossil fuel steam reforming or ammonia decomposition for hydrogen production for fuel

cells. Scaling down the conventional combustion devices for creating microburners is one

approach for creating microcombustors. However, due to thermal and radical quenching

at the wall, flames will extinguish in gaps smaller than 1 ∼ 2 millimeters [26]. In order

to reduce heat losses at the walls, some solutions have been proposed and tested such as
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Swiss–Roll and Heat–Recirculating burners [2, 50]. Catalytic–wall burners could also be

employed to enhance reactions. Catalytic combustion has been used as an efficient way to

stabilize the combustion of fuels at lower temperatures in order to reduce NOx emissions.

Also, lower operating temperature increases the burner life and allows for a wider range of

possible construction materials [3]. In catalytic burners, since the reactions mostly occur

at the surface, the location of the heat source is fixed. Hence, combustor heat transfer

design is simpler compared to gas phase combustion in which reaction zone locations may

change in undesirable ways. Besides, microburners also benefit from increased transport

rates due to small length scales which results in faster catalytic reactions compared to

conventional large–scale devices. Understanding the surface phenomena and the interaction

between homogeneous (gas phase) and heterogeneous (surface) reactions can be useful in

the improvement of the catalytic combustion processes.

The catalytic combustion of fuels has been studied extensively in the past for different

fuels to be utilized in monoliths as post–treatment devices [24, 32], but little work has

been reported on catalytic microreactors. Recently, with rapid developments in micro–

fabrication methods, researchers have studied the combustion of fuels in sub–millimeter

structures. Veser et al. [96, 97] studied the high temperature catalytic combustion of

hydrogen in microchannels with platinum catalyst introduced in the form of a wire. The

homogeneous flame and explosion was reported to be effectively suppressed mainly due to

radical quenching at the wall over a wide range of feed and reaction conditions. Norton

et al. [75] proposed a simple fabrication protocol for the fabrication of a metal/ceramic

microreactor with embedded thermocouples for catalytic combustion of hydrogen/oxygen

mixtures over platinum. Although homogeneous flames have been observed in large con-

duits, no explosions were reported. In 250 µm gaps, no flames were observed. They

also reported the effect of gap size on the contribution of gas and surface chemistries and
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subsequently transport rates to arrive at the desired operation condition. Maruta et al.

[60] numerically studied the extinction limits of methane/oxygen mixture over platinum

in a non–adiabatic microtube of 1 mm in diameter, neglecting the gas phase reaction.

In order to minimize the flame temperature in catalytic microcombustors, they suggest

near–stoichiometric mixtures with exhaust gas recirculation rather than using lean mix-

tures. Norton and Vlachos [73, 74] conducted a two–dimensional CFD analysis to study

the effects of channel dimension, wall thickness and thermal conductivity, operating con-

ditions and external heat losses on the flame stability and combustion characteristics of

methane/air and propane/air mixtures between two parallel plates. Hua et al. [43] sim-

ulated the gas phase reaction of premixed hydrogen/air mixture in a series of chambers

ranging in dimension from millimeter to micrometer.

1.2.2 Catalytic combustion of H2/O2 over platinum

Catalytic combustion of several fuels such as CO, H2 and CH4 has been investigated ex-

perimentally and numerically for different purposes [3, 23]. Among those, hydrogen has

gained popularity due to a number of reasons such as relatively simple chemical kinetics

and hydrogen–assisted catalytically stabilized combustion. Also, the study of hydrogen

oxidation is useful for fundamental research on the interaction of gas–phase and surface

reactions since it has a fast reaction rate and reliable detailed chemical mechanisms are

available. Catalytic combustion of hydrogen/oxygen mixtures over platinum in different

geometries has been investigated by many researchers, both numerically and experimen-

tally, such as Warnatz et al. [101], Deutschmann et al. [22, 23], Behrendt et al. [5], Appel

et al. [3], Rinnemo et al. [83], to name a few.

The catalytic combustion of hydrogen in micro–structured openings has also been in-
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vestigated. Aghalayam et al. [1] numerically investigated the role of wall quenching of

radicals on the extinction behavior of hydrogen/air mixtures in a stagnation–point geom-

etry. It was proposed that in general, radical quenching on the wall hinders homogeneous

reactions; However, the heat release due to the catalytic surface reactions can reduce this

effect. Boyarko et al. [12] studied the catalyzed combustion of hydrogen in 0.8 mm and

0.4 mm tubes both numerically and experimentally. The diameters of microtubes in their

studies are reported to be below the quenching diameter for rich H2/O2 mixtures. They

have used a plug–flow model in their simulations and have reported the critical values

of imposed wall heat flux, minimum temperature and mixture ratios to initiate catalytic

ignition. Gorke et al. [34] proposed a microreactor for hydrogen oxidation with integrated

cooling passages in order to control the temperature and conversion rate. Norton et al.

[75] experimentally studied the effect of confinement on the combustion of hydrogen and

dominant chemistry mechanisms in microchannels. In the case of near–stoichiometric mix-

tures of hydrogen/air, they found evidence of homogeneous combustion in the 1000 µm

channel but not in the 250 µm channel.

1.2.3 Ammonia decomposition

The push towards reducing emission levels from hydrocarbon combustion has resulted in

an interest in hydrogen production to power fuel cells. To avoid anode catalyst poisoning

in Proton Exchange Membrane Fuel Cells (PEMFC), the hydrogen feed should be car-

bon monoxide free (less than 50 ppm). Conventional steam reforming and water gas-shift

reactions could be employed to produce carbon-monoxide-free hydrogen from hydrocar-

bons in industrial scales. However, the process costs as well as transportation and storage

costs make the on–site production of hydrogen an attractive option for hydrogen supply
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of fuel cells. Also, CO and CO2 are known greenhouse gases and this approach to hydro-

gen production would undermine the greenhouse–free emission of fuel cells. The on–board

production of hydrogen from hydrocarbons basically requires a scale–down of a chemical

plant which involves a lot of processes for production of a carbon monoxide–free hydrogen

feed. Therefore, hydrogen production from a single step process such as ammonia decom-

position, which is carbon free (not considering the production process), is quite attractive

for hydrogen production especially in small scale devices. Ammonia has been produced

and stored in liquid form for a long time and issues about production, transportation,

handling and storage are well established. Although even small traces (as low as 13 ppm)

of ammonia can degrade PEM fuel cell performance, it is shown that the platinum cata-

lyst of the fuel cell is not poisoned by ammonia; but rather the decrease in performance

is because H+ ions are replaced by NH+
4 within the fuel cell anode catalyst layer. Other

experiments show that poisoning and recovery rates with NH3 are much slower than with

CO [93]. Also, higher purity of available commercial ammonia makes it a better candidate

for hydrogen production compared to methanol [19]. Therefore, the availability, relatively

easy decomposition with no need for added oxygen or steam and narrow explosion limits

make ammonia a good candidate as a hydrogen carrier especially for portable devices.

Different metals have been used as catalyst for ammonia decomposition. Papapoly-

merou et al. [77] compared ammonia decomposition activity for different metal wires.

It was shown that iridium wires are more active than platinum and palladium. The

most active catalyst for ammonia decomposition, however, is reported to be ruthenium

[30, 28, 64, 91]. However, since Ru is expensive, nickel–based catalysts prove to be at-

tractive alternatives as far as the cost is concerned and have received much attention in

the past [104, 99]. The activation energy of the ammonia decomposition reaction depends

highly on catalyst material and whether there is a metal support or the catalyst is pure
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(in the form of single crystal, thin film or wire), with generally higher activities (lower

activation energy) reported for catalysts on metal supports [18].

Catalytic decomposition of ammonia has been studied mainly for enhancing the under-

standing of the ammonia synthesis process. But recently, the hydrogen production from

ammonia decomposition has been investigated. Chellappa et al. [17] studied ammonia de-

composition kinetics at high temperatures and high ammonia concentration, and reported

different kinetics compared to those reported for low concentration ammonia. They pro-

posed a first–order rate expression for ammonia decomposition on Ni–Pt/Al2O3. Chein

et al. [16] numerically simulated the ammonia decomposition in a cylindrical 2D reactor

packed with Ni–Pt/Al2O3 particles, studying mainly the effects of volumetric ammonia

feed rate and reaction temperature. Di Carlo et al. [14] proposed the utilization of Cat-

alytic Membrane Reactors (CMR) for hydrogen production from ammonia and numerically

studied the effect of different operating conditions. In these reactors, the membrane im-

proves ammonia decomposition by immediately removing the produced hydrogen as well as

providing hydrogen with high purity, suitable for fuel cell applications. In order to increase

the hydrogen permeation through the membrane the reactor is operated at high pressure

(10 bar), despite the favourable ammonia decomposition at lower pressures.

Small hydrogen generating devices have been developed and tested in recent years to

meet the needs for on–site production of hydrogen for portable devices [28, 29, 88]. Different

catalysts and metal supports have been proposed and examined for hydrogen production.

In these experiments the ammonia conversion rate has been measured for different geome-

tries and operational conditions. The underlying detailed chemical kinetics of ammonia

decomposition on different catalytic surfaces, however, is not well documented yet. Few

studies have reported elementary reactions for ammonia decomposition and usually the

global rate of reaction (one step) is presented for ammonia decomposition. Deshmukh et
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al. [21] presented a detailed microkinetic model for describing surface chemistry of am-

monia decomposition on Ru. Based on the microkinetic model, they used a reduced rate

expression for numerical simulation of the experiment carried out by Ganley et al. [29]. In

the current research this set of elementary reactions will be used for numerical simulation

of ammonia decomposition on ruthenium.

1.3 Slip/Jump boundary conditions

As indicated earlier, as the characteristic length scale of the problem approaches the mean

molecular free path, i.e., micro flows, fluid flow cannot be described by the Navier–Stokes

equations within the Knudsen layer at the vicinity of the wall, which is of the order of 1

molecular mean–free–path in thickness. The presence of gradients coupled with rarefied

conditions causes the velocity distribution function to deviate from the equilibrium dis-

tribution significantly. Ideally, the Boltzmann equation, which is computationally very

expensive to solve, should be solved in the Knudsen layer and matched with the solu-

tion of the Navier-Stokes equations in the bulk flow region. However, without solving the

Boltzmann equation, it is possible to find an approximate Navier-Stokes solution by using

suitable slip conditions [27, 35, 41, 87]. The first velocity–slip model to address this issue

was proposed by Maxwell, who derived a velocity–slip equation based on a Taylor series

expansion retaining terms up to first order. Some other arbitrary extensions to this model

have been proposed by others involving higher order or non–linear Kn terms [46].

The effects of velocity–slip and temperature–jump on flow and heat transfer character-

istics of non–reacting flows have been extensively studied [68, 81, 95, 105]. However, there

exists very limited work on non–equilibrium transport in reacting flows and it still remains

to be studied in–depth. In the case of multi–species transport, another important effect
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analogous to the temperature–jump should be taken into account, i.e., the concentration–

jump. The investigation of the concentration–jump was initially performed by Kramers

et al. [51] based on the work of Maxwell on velocity–slip and temperature–jump. The

concentration-jump not only affects the rate of reaction and local species concentration,

but also the velocity–slip and temperature–jump in both reacting and non–reacting sys-

tems. The catalytic surface reaction is also affected by the temperature discontinuity at

the wall due to strong temperature dependence of the chemical kinetics rates. Many rate–

limiting adsorption/desorption reactions are very sensitive to local temperatures and hence

the proper modeling and computation of temperature along with the local species concen-

tration is vital for an accurate prediction of the behavior of such systems. Therefore, all

of these non–equilibrium effects should be considered simultaneously in the simulation of

microreactors. The coupling is even more pronounced in catalytic reactions since all the

reactions take place on the wall. The effect of temperature–jump on the performance of

reactive systems was investigated and verified experimentally by Shankar and Glumac [85]

using low–pressure catalytic combustion systems. The concentration–jump phenomenon

has been detected in simulations of reacting gas mixtures by Bird [10] and Papadopoulos

and Rosner [76].

There is very limited work on the concentration jump and its effects on catalytic reac-

tions and the available literature has mainly focused on the temperature jump and velocity

slip effects. Raimondeau et al. [79] employed a parabolic numerical scheme to study the

flame propagation of methane/air mixtures in tubular microchannels with no wall reac-

tions. The effects of radical quenching and temperature discontinuity on the gas phase

reactions were mainly emphasized in their work. Xu and Ju [102, 103] derived a concentra-

tion slip model and investigated the rarefaction effects on the rate of catalytic reactions in

the numerical modeling of hydrogen and methane oxidation. In their work, they considered
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the combustion of premixed stoichiometric mixtures at very low pressures ranging from 100

Pa to 0.2 atm. The velocity slip and temperature discontinuity at the wall were modeled

using the conventional mixture–averaged boundary conditions. Li et al. [56, 57] compared

the effects of different operating conditions on the flame temperature of methane/air and

hydrogen/air mixtures. They also studied the effects of first order velocity slip and tem-

perature jump boundary conditions on the flame temperature. They reported negligible

slip/jump effects at low velocities and large channels (d = 1 mm) and a considerable tem-

perature discontinuity at the wall close to the flame region due to high radial gradients.

More recently, Rahaghi et al. [78] numerically studied the effect of different operating con-

ditions on the performance of micro–combustors down to 600 µm. They also studied the

velocity slip effect (first order) on the temperature and species mass fraction profiles and

reported its impact to be negligible for these channel heights. In the current thesis, the

concentration–jump, velocity–slip and temperature–jump boundary conditions, derived by

Qazi Zade et al. [107], for multi–component gaseous reacting mixtures will be employed.

1.4 Outline of the thesis

The first chapter of this thesis is an introduction detailing the motivation and the goals

of this work. The Introduction chapter includes a brief overview on the microreactor

technology, its importance in the MEMS industry and challenges in modelling such systems.

In the second chapter, a mathematical description for modeling 2D micro–reactors is

presented. The general Navier–Stokes, energy and species continuity equations are em-

ployed to represent the flow, temperature and species concentration fields within the chan-

nel. Chemical kinetics of the catalytic wall reactions and their interaction with the field

variables are discussed in this section. The derivation of multicomponent velocity–slip,
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temperature–jump and concentration–jump boundary conditions on catalytically reacting

surfaces based on the kinetic theory of gases is also presented in this chapter.

The third chapter is devoted to the numerical implementation of the problem in hand.

The details on the numerical treatment as well as code verification in three different stages

are discussed in this chapter. A 3D extension of the code is also utilized to study the

compressibility effects in rectangular microchannels in the slip regime. A general colocated

finite volume formulation for the solution of mass, momentum and transport equations is

presented in Appendix A.

In the fourth chapter, a parametric study is carried out to identify the relative im-

portance of homogeneous reactions in sub–millimetre channels. To this end, the effects of

different inlet mass fluxes, equivalence ratios and channel heights are studied to analyze the

relative importance of gas phase and surface reactions for lean H2/air mixtures in planar

microchannels. Detailed gas phase and surface reaction mechanism are employed in the

simulations.

In chapter five, the effects of velocity–slip, temperature–jump and concentration–jump

on catalytic reactions are examined. Two distinct sets of reactions are analyzed in this

chapter; hydrogen oxidation on platinum, and ammonia decomposition on ruthenium.

Following the findings in chapter four, the gas phase reactions are ignored due to very small

channel heights. The rarefaction effects are studied under different operating conditions:

wall temperature, channel height, inlet mass flux and surface accommodation coefficients

are varied to examine their individual effects.

In the last chapter, conclusions are presented and potential projects are proposed for

future consideration.
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Chapter 2

Mathematical description

In this chapter, the governing equations for steady laminar flow, heat and mass transfer in

reacting gaseous flows are presented. Based on the kinetic theory of gases, a complete set

of slip/jump boundary conditions for reacting gaseous flows are also derived. These conser-

vation equations along with proper slip/jump boundary equations are solved numerically

considering detailed gas phase and surface reaction mechanisms.

2.1 Governing equations

The governing mass, momentum, energy, and species continuity equations for a steady,

laminar, reacting gas flow are:

∇ · (ρU) = 0 (2.1)
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∇ · (ρUU) = −∇p+∇ ·
[
µ
(
∇U +∇UT

)
− 2

3
µ (∇ ·U) I

]
(2.2)

∇ · (ρUh) = −∇ ·

(
−λ∇T +

Ng∑
k=1

hkJk

)
+ Φ (2.3)

∇ · (ρUYk) = −∇ · Jk + wkṙk (2.4)

Here, ρ is the mixture density, U is the mass–averaged velocity vector, p and µ are pressure

and viscosity, I is the identity tensor, λ is the thermal conductivity, Φ is the viscous

dissipation term, Ng is the total number of gas phase species, Jk is the mass diffusion flux,

Yk is the mass fraction, cp,k is the specific heat capacity, ṙk is the molar production rate

due to homogeneous reaction and wk is the molar mass of species k. In this formulation

the enthalpy of the kth species hk and the mixture enthalpy h are defined as:

hk = h0
f,k +

∫ T

T0

cp,k dT ; h =

Ng∑
k=1

hkYk (2.5)

in which h0
f,k is the standard enthalpy of formation. The mass fractions and diffusion fluxes

of all species are governed by:

Ng∑
k=1

Yk = 1 ;

Ng∑
k=1

Jk · n̂ = 0 (2.6)

The species diffusion mass flux Jk is determined using the multi–component diffusion

equation as [11, 41]:
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Jk =
ρwk
w̄2

Ng∑
j=1

wjDkj∇Xj −DT
k

1

T
∇T (2.7)

In this equation, Xk is the mole fraction of species k, w̄ is the mixture molar mass, Dkj

is the tensor of ordinary diffusion coefficients, and DT
k are the thermal diffusion coefficients.

2.1.1 Chemical kinetics

The homogeneous production rates in the conservation equations are modeled using de-

tailed gas phase reaction mechanisms. Depending on the problem in hand, appropriate

reaction mechanisms will be adopted in the following sections.

The molar production rate of each species in the gas phase can be written in terms of

the summation of progress rates of all reactions involving species k as:

ṙk =
I∑
i=1

vkiq̇i k = 1, 2, . . . , Ng (2.8)

where I is the total number of gas phase reactions, vki = v′′ki−v′ki with v′ki and v′′ki being the

left hand side and right hand side stoichiometric coefficients of the kth species in reaction

“i”, respectively. The progress rate q̇i of each reaction is given by:

q̇i = kfi

Ng∏
j=1

[Xj]
v′ji − kri

Ng∏
j=1

[Xj]
v′′ji (2.9)

where kfi and kri are the forward and reverse reaction rate constants, respectively, and

[Xk] = ρXk/w̄ is the molar concentration of the kth species. Unless otherwise specified, the

forward reaction rate constants are assumed to have the Arrhenius temperature dependence

as:
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kfi = AiT
bi exp

(
−Ei
RT

)
(2.10)

where Ai is the pre–exponential factor, bi is the temperature exponent, and Ei is the

activation energy of reaction “i”. For each reaction, the reverse rate constant is calculated

using the equilibrium constant.

The production rate of both gas and surface species on the wall are governed by similar

equations. It should be noted that, following Coltrin et al. [20], the molar concentration

of surface species are defined as:

[Xn] =
ZnΓ

σn
n = 1, 2, . . . , Ns (2.11)

where Zn and σn are the surface species site fraction and the number of surface sites

occupied by the nth surface species, Ns is the total number of surface species, and Γ is the

total surface site density. The site occupancy number of species “n” represents the number

of sites that each species occupies, since large molecules might occupy more than one site.

Consider, for instance, the deposition of SiH2 and Si2H4 on a silicon surface as depicted

in Fig. 2.1. The surface initially consists of 32 open sites. One of the sites is occupied

by SiH2 with occupancy number σn = 1 and two other sites are occupied by Si2H4 having

an occupancy number of σn = 2. Therefore the site fraction of open sites in this example

would be equal to ZSi = 29/32 = 0.906.

In the case of gas phase species adsorption reactions on the wall (e.g., reactions S1–S6

in Table 4.2), the reaction rate constants are calculated using the sticking coefficients as

[20]:
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SURFACE REACTION RATE EXPRESSlONS 453 

Fig. 11.5 A simple example of a surface consisting of four occupied sites and 28 open sites. 
The surface species are SiH4, Si2H4, and the open site species. 

adsorption, Langmuir-Hinshelwood kinetics, the BET isotherm, and so forth. In general, 
these descriptions are useful, compact, and intuitive. However, such expressions are usu- 
ally applicable for a limited and very particular type of surface process. 

For example, the Langmuir adsorption isotherm specifically describes adsorption of a 
single gas-phase component on an otherwise bare surface. When more than one species 
is present or when chemical reactions occur, the functional form of the Langmuir adsorp- 
tion isotherm is no longer applicable. Thus, although such simple functional expressions 
are very useful, they are not generally extensible to describe arbitrarily complex surface 
reaction mechanisms. 

In the SURFACE CHEMKIN formalism, surface processes are written as balanced chem- 
ical reactions governed by the law of mass-action kinetics. The framework was developed 
to provide a very general way to describe heterogeneous processes. In this section many 
of the standard surface rate expressions are introduced. The connection between these 
common forms and the explicit mass-action kinetics approach is shown in each case. 

11.4.1 Langmuir Adsorption Isotherm 

The Langmuir adsorption isotherm describes the equilibrium between a single-component 
gas A and adsorbed species A(s) at a surface [237]. The expression relates the fraction of 
the surface @A covered by adsorbed species as a function of the partial pressure PA exposed 
to the surface. The usual form of the Langmuir adsorption isotherm is 

(11.10) 

where b has units of inverse pressure, and is, in general, a function of temperature. Often 
Ea. 11.10 is written as 

Figure 2.1: Schematic representation of surface species and open sites [48].

kads,i =
γi

1− γiZPt/2

(
1

Γm

)√
RT

2πwk
(2.12)

where kads,i and γi are the rate constant and sticking coefficient of the adsorption reaction

“i” involving species “k”, and m is the sum of surface species stoichiometric coefficients on

the left hand side of adsorption reactions. The correction factor embedded in this equation

in the form of the free platinum surface site fraction ZPt is important in reactions involving

species with large sticking coefficients and surfaces with low free site availability [3].
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2.2 Boundary conditions1

In this section, first a complete set of slip/jump boundary conditions, based on the kinetic

theory of gases, are derived. Following the derivation of proper boundary conditions, their

numerical implementation will also be discussed.

2.2.1 Slip/Jump boundary conditions

In this section, general slip/jump boundary conditions are derived for velocity, temperature

and concentration in a multicomponent gas flow on a catalytic surface following Grads

method [35]. In order for the model to be applicable to practical problems (i.e., polyatomic

gas flows) correction terms are added to the temperature–jump boundary condition as well.

A clear picture of the underlying principles and assumptions in the complex derivation of

slip/jump boundary conditions are presented so that they can be well understood and

properly simplified in practical engineering problems.

Slip Model

In order to avoid the complexity of solving the Boltzmann equation in rarefied gas flows,

in the slip–flow regime one can assign imaginary velocity, temperature and concentration

values (slip/jump values) at the boundary so that the standard continuum equations can

still be employed safely outside the Knudsen layer [15, 27, 41, 49, 87]. The macroscopic

properties of the gas can be obtained if the velocity distribution of the molecules f is

known.

1A brief version of this section is published as an article in the International Journal of Heat and Mass
Transfer, 2008, Vol. 51, No. 21-22, 5063-5071
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Figure 2.2: Schematic of a generic molecule impinging on the wall and possible velocity
distribution before and after collision.

Consider a wall with gas molecules impinging on it where catalytic reactions could also

take place, as shown in Fig. 2.2. In order to derive the slip boundary conditions, the

velocity distribution function for wall–reflected molecules f+ should be specified provided

that the incident distribution f− is given. The most commonly used reflection model is

the so–called specular–diffusive model which, assuming the boundary is perpendicular to

the y direction, can be written as [35]:

f+
i (Vix, Viy, Viz) = (1− θi) f−i (Vix,−Viy, Viz) +

(θi − γi)
ni,w2πkBTw

mi


3/2

exp

(
− V 2

i

2kBTw/mi

)
Viy > 0 (2.13)

where Tw is the wall temperature, θi is the accommodation coefficient and γi is the re-
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combination (sticking) coefficient, which represents the probability of appearance (γi < 0)

or disappearance (γi > 0) of species “i” at the surface due to chemical reactions. This

expression states that a certain fraction (1−θi) of the incident molecules are specularly re-

flected by the wall (without reaching the equilibrium state), while the remaining molecules

are captured by the wall and are either consumed (or produced) or re–emitted with an

equilibrium distribution at the prevailing wall temperature. It is important to note that

ni,w is defined as the wall number density prior to chemical reactions on the catalytic

surface. Thus, double–accounting of the reaction effects through both γi and ni,w in Eq.

(2.13) is avoided. This definition of number density is also appropriate for determining the

rate of production (or consumption) of species at the wall, since it represents the reactant

concentration required for a typical catalytic reaction rate expression, as will be shown

later.

In order to be consistent with the approximation level associated with the Navier–

Stokes equations, the velocity distribution function near the wall can be described by the

first–order accurate Chapman–Enskog distribution function [15]. To this approximation,

the velocity distribution function for each species “i” in a non–uniform multicomponent

mixture can be written as:

fi (Vix, Viy, Viz) = fMi (1 + Φi) (2.14a)

fMi (Vix, Viy, Viz) =
ni2πkBT

mi


3/2

exp

(
− V

′2
i

2πkBT
mi

)
(2.14b)

where fMi is the Maxwellian distribution function, ni and mi are the number density

and molecular mass of species “i”, T is the temperature, kB is the Boltzmann constant
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and V
′
i = Vi − U is the peculiar (or thermal) velocity of the gas molecules with Vi

and U being the molecular velocity and mass–averaged gas velocity, respectively. The

normalized perturbation to the equilibrium distribution Φi corresponds to the Navier–

Stokes approximation in the solution of the Boltzmann equation. Using the Chapman–

Enskog method to first–order approximation, Φi is given by [15]:

Φi = −
[
ai0 + ai1

(
5

2
− miV

′2
i

2kBT

)](
V
′

i ·
∂ lnT

∂r

)
−

mi

2kBT

[(
V
′

iV
′

i −
1

3
V
′2
i I

)
:
∂U

∂r

]
bi0 + n

√
mi

2kBT

Ng∑
j=1

cji0V
′

i · dj (2.15)

where ai0, ai1, bi0, and cji0 are coefficients of expansion in the Sonine polynomials which will

be discussed later, r is the position vector, I is the identity tensor, and dj is the diffusive

mass flux of species j given by [41]:

dj = ∇
(nj
n

)
+

(
nj
n
− njmj

ρ

)
∇ ln p− njmj

p

(
Xj −

1

ρ

Ng∑
k=1

nkmkXk

)
(2.16)

where Xj is the body force acting on species j.

Concentration–jump In order to derive the concentration–jump boundary condition,

the net mass flux of each species normal to the boundary is determined as:

Fi =

∫ +∞

−∞

∫ +∞

0

∫ +∞

−∞
miViy

[
f+
i (Vix, Viy, Viz)− f−i (Vix,−Viy, Viz)

]
dV (2.17)
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On the other hand, the net mass flux of each species normal to the wall can be written

in terms of macroscopic properties as [41]:

Fi =
mini,s

2

(
2kBTs
mi

)1/2
(
−ai0

∂ lnT

∂y
+ n

Ng∑
j=1

cji0djy

)
s

(2.18)

where djy is the y component of the diffusion flux of species j (see Eq. (2.16)). Equat-

ing these two equations and calculating the integrals involved results in the following

concentration–jump boundary condition:

ni,w
ni,s

(
Tw
Ts

)1/2

=
θi

θi − γi

[
1 +

bi0
6

(
∂Ux
∂x

+
∂Uz
∂z
− 2

∂Uy
∂y

)]
s

+

(2− θi)
√
π

2 (θi − γi)

(
−ai0

∂ lnT

∂y
+ n

Ng∑
j=1

cji0djy

)
s

(2.19)

It should be noted that the above equation is not an explicit expression for ni,s because

the coefficients ai0 and cji0 are functions of ni,s. Explicit expressions for ni,s can be obtained

by specifying the surface reaction rate, which will be discussed for special cases in successive

sections.

Velocity–slip In order to arrive at the velocity–slip boundary condition, one can multi-

ply Eq. (2.13) by miV
′
ixV

′
iy = mi(Vix − Ux)Viy and integrate to obtain:

S+
i,xy + (1− θi)S−i,xy + (θi − γi)Uxni,wmi

√
kBTw
2πmi

= 0 (2.20)

where
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S±i,xy = ±
∫ +∞

−∞
dVix

∫ +∞

−∞
dViz

∫ +∞

0

miV
′

ixV
′

iyf
±
i (Vix,±Viy, Viz) dViy (2.21)

Integrating the above equation using Eqs. (2.14) and (2.15) yields:

S±i,xy = ±ni,skB
4
√
π

(ai1 − 2ai0)

(
∂T

∂x

)
s

− ni,skBTs
4

bi0

(
∂Ux
∂y

+
∂Uy
∂x

)
s

±

(
nni,skBTs

2
√
π

Ng∑
j=1

cji0djx

)
s

(2.22)

Substituting this in Eq. (2.20) and summing over all species, the following velocity–slip

expression is obtained:

Ux =

∑Ng

i=1 ni,s

√
kBTs

2

[
θi
((
ai0 − ai1

2

)
∂ lnT
∂x
−A1

)
+ (2− θi)A3

]
s∑Ng

i=1 ni,s
√
mi

[
θi (1 +A4) + (2−θi)

√
π

2

(
A2 − ai0 ∂ lnT

∂y

)]
s

(2.23)

In this equation the wall number density ni,w is substituted from Eq. (2.19) and,

A1 = n

Ng∑
j=1

cji0djx (2.24a)

A2 = n

Ng∑
j=1

cji0djy (2.24b)

A3 =
√
π
bi0
2

(
∂Ux
∂y

+
∂Uy
∂x

)
(2.24c)

A4 =
bi0
6

(
∂Ux
∂x

+
∂Uz
∂z
− 2

∂Uy
∂y

)
(2.24d)
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Note that in order to arrive at the above relation for velocity-slip in the x direction,

Eq. (2.13) was multiplied by mi(Vix − Ux)Viy. In the same manner, one can multiply Eq.

(2.13) by mi(Viz − Uz)Viy and follow the same steps to arrive at a velocity-slip boundary

condition Uz in the z direction

Temperature–jump In order to proceed with the temperature–jump boundary condi-

tion, Eq. (2.13) is multiplied by miV
′
iyV

′2
i = miViy(V

2
i − 2Vi ·U + U2) and integrated to

obtain:

h+
i,y + (1− θi)h−i,y = (θi − γi)hMi,y (2.25)

where

h±i,y = ±
∫ +∞

−∞
dVix

∫ +∞

−∞
dViz

∫ +∞

0

miV
′

iyV
′2
i f

±
i (Vix,±Viy, Viz) dViy (2.26)

and

hMi,y = ±
∫ +∞

−∞
dVix

∫ +∞

−∞
dViz

∫ +∞

0

miV
′

iyV
′2
i f

M
i (Vix, Viy, Viz) dViy (2.27)

Performing the integrations in the above equations yields:

h±i,y = ± ni,smi√
π

(
2kBTs
mi

)3/2

+ 5ni,smi

(
kBTs
2mi

)3/2

(ai1 − ai0)
∂ lnT

∂y

± ni,smi

4
√
π

(
2kBTs
mi

)
bi0

(
∂Ux
∂x

+
∂Uz
∂z
− 2

∂Uy
∂y

)
s

+

(
5nni,smi

(
kBTs
2mi

)3/2 Ng∑
j=1

cji0djy

)
s

(2.28)
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and

hMi,y = ni,wmiU
2

√
kBTw
2πmi

+
ni,wmi√

π

(
2kBTw
mi

)3/2

(2.29)

These expressions account only for the translational energy of molecules and do not in-

clude the internal (rotational and vibrational) energy of the incident and reflected molecules,

which becomes important in the case of polyatomic gases. In order to include the internal

energy of molecules, one can simply multiply the number flux Ni of incident (or reflected)

species by the average internal energy carried by each molecule. Thus, the above expres-

sions are modified using:

H±i,y = h±i,y +N±i e
int
i,s (2.30)

and

HM
i,y = hMi,y +NM

i e
int
i,w (2.31)

in which eint
i = kBT = is the internal energy of the molecule characterized by the number

of internal degrees of freedom =. The internal number of degrees of freedom is related to

the total degrees of freedom DOF through:

DOF = =+ 3 (2.32)

This way, the three degrees of freedom associated with the translational motion of

molecules is excluded in the calculation of internal energy. The number density flux of the

incident and reflected molecules can be determined as:
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N+
i =

∫ +∞

−∞
dVix

∫ +∞

−∞
dViz

∫ +∞

0

Viyfi (Vix, Viy, Viz) dViy (2.33a)

N−i =

∫ +∞

−∞
dVix

∫ +∞

−∞
dViz

∫ 0

−∞
Viyfi (Vix, Viy, Viz) dViy (2.33b)

NM
i =

∫ +∞

−∞
dVix

∫ +∞

−∞
dViz

∫ +∞

0

Viyf
M
i (Vix, Viy, Viz) dViy (2.33c)

Next, Eqs. (2.33) are substituted into Eqs. (2.30) and (2.31) and incorporated in Eq.

(2.25) with hi replaced by Hi. Finally, summing over all species and rearranging, the

following temperature–jump equation is obtained:

(
Ts
Tw

)3/2

=

∑Ng

i=1 (θi − γi) ni,w√
mi

(
1 + U2mi

4kBTw
+ =

4

)
∑Ng

i=1
ni,s√
mi

[
(2− θi) 5

√
π

8

(
ai1

∂ lnT
∂y
− B1

)
+ θi

(
B2 + =

√
π

8
B1

)]
s

(2.34)

where

B1 = ai0
∂ lnT

∂y
− n

Ng∑
j=1

cji0djy (2.35a)

B2 =

(
1 +
=
4

)
+
A4

2

(
3 +
=
2

)
(2.35b)

Considering Eq. (2.19), the temperature–jump boundary condition can also be written

as:

Ts
Tw

=

∑Ng

i=1
ni,s√
mi

[
θi (1 +A4)− (2−θi)

√
π

2
B1

]
s

(
1 + U2mi

4kBTw
+ =

4

)
∑Ng

i=1
ni,s√
mi

[
(2− θi) 5

√
π

8

(
ai1

∂ lnT
∂y
− B1

)
+ θi

(
B2 + =

√
π

8
B1

)]
s

(2.36)
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Simplified boundary conditions

The previously obtained slip/jump conditions are for the general case and the coefficients

in the Sonine polynomials need to be expressed in terms of usual transport properties in

order to be applicable to practical engineering problems. The Sonine expansion coefficients

ai0, ai1, bi0, and cji0 are obtained using variational techniques and are expressed in terms of

collision integrals. However, they can also be directly related to transport properties as

follows [41]:

DT
i (ξ) =

nimi

2

√
2kBT

mi

ai0(ξ) (2.37a)

K(ξ) = −5

4
kB

Ng∑
i=1

ni

√
2kBT

mi

ai1(ξ) (2.37b)

µ(ξ) =
1

2
kBT

Ng∑
i=1

nibi0(ξ) (2.37c)

Dij(ξ) =
ρni

2nmj

√
2kBT

mi

cji0(ξ) (2.37d)

where DT
i , K, µ, and Dij are the thermal diffusion coefficient, thermal conductivity, viscos-

ity, and the ordinary diffusion coefficients, respectively. The parameter ξ in these expres-

sions refers to the number of terms used in the Sonine polynomial expansion [41]. Usually

ξ = 1 gives acceptable results in approximating the transport properties, except for the

thermal diffusion DT
i which vanishes for ξ = 1, and therefore, at least two terms should

be considered in the Sonine expansion. It is apparent that ai1 and bi0 cannot be obtained

explicitly from the above equations, and rather cumbersome equations given in reference

[41] have to be solved to determine them exactly. However, the following approximations

may be employed to obtain explicit expressions for these coefficients [11]:
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µ ≈
Ng∑
i=1

ni
n
µi (2.38a)

K ≈
Ng∑
i=1

ni
n
Ki (2.38b)

Thus, Eqs. (2.37b) and (2.37c) yield:

ai1 ≈ −
4

5

Ki

nkB

√
mi

2kBT
(2.39a)

bi0 ≈
2

nkBT
µi (2.39b)

Having determined the Sonine expansion coefficients ai0, ai1, bi0, and cji0 in terms of the

usual transport properties, they can be employed to establish the slip/jump conditions at

a solid boundary. The concentration–jump condition (Eq. (2.19)) can be re–written as:

ni,w
ni,s

(
Tw
Ts

)1/2

=
θi

θi − γi

[
1 +

µi
3nkBTs

(
∂Ux
∂x

+
∂Uz
∂z
− 2

∂Uy
∂y

)]
s

+

(2− θi)
2 (θi − γi)

√
πmi

2kBTs

[
2n2

ρni

Ng∑
j=1

mjDijdjy −
2DT

i

nimi

∂ lnT

∂y

]
s

(2.40)

Following the same procedure as concentration–jump, the velocity–slip in the x direction

(Eq. (2.23)) can be rewritten in terms of the usual transport properties as:

Ux =

∑Ng

i=1 ni,s
√
mi

[
θi

((
DT

i

nimi
+ Ki

5kBn

)
∂ lnT
∂x
− S1

)
+ (2− θi)S3

]
s∑Ng

i=1 ni,s
√
mi

[
θi (1 + S4) + (2− θi)S2

√
πmi

2kBT

]
s

(2.41)

30



where

S1 =
n2

ρni

Ng∑
j=1

mjDijdjx (2.42a)

S2 =
n2

ρni

Ng∑
j=1

mjDijdjy −
DT
i

nimi

∂ lnT

∂y
(2.42b)

S3 =
µi
nmi

√
πmi

2kBT

(
∂Ux
∂y

+
∂Uy
∂x

)
(2.42c)

S4 =
µi

3nkBT

(
∂Ux
∂x

+
∂Uz
∂z
− 2

∂Uy
∂y

)
(2.42d)

In order to simplify the temperature–jump expression (Eq. (2.36)), one can first relate

the number of internal degrees of freedom = to the specific heat ratio γ̄ as [86]:

γ̄ =
DOF + 2

DOF
=
=+ 5

=+ 3
(2.43)

Thus, the temperature–jump boundary condition can be written as:

Ts
Tw

=

∑Ng

i=1
ni,s√
mi

[
γ̄+1

4(γ̄−1)
+ U2mi

4kBTw

] [
θi (1 + S4) + (2− θi)S2

√
πmi

2kBT

]
s∑Ng

i=1
ni,s√
mi

[
(2− θi) 5

4

√
πmi

2kBT
J1 + θiJ2

]
s

(2.44)

where

J1 = S2 −
2Ki

5kBn

∂ lnT

∂y
(2.45a)

J2 =
γ̄ + 1

4 (γ̄ − 1)
+
S4 (3γ̄ − 1)

4 (γ̄ − 1)
+

5− 3γ̄

4 (γ̄ − 1)

√
πmi

2kBT
S2 (2.45b)
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It is also useful to rewrite these equations in terms of Newtonian viscous stresses and

species mass fluxes given by:

τxyi = −µi
(
∂Ux
∂y

+
∂Uy
∂x

)
(2.46a)

τ yyi =
2µi
3

(
∂Ux
∂x

+
∂Uz
∂z
− 2

∂Uy
∂y

)
(2.46b)

Jix =
n2mi

ρ

Ng∑
j=1

mjDijdjx −DT
i

∂ lnT

∂x
(2.46c)

Jiy =
n2mi

ρ

Ng∑
j=1

mjDijdjy −DT
i

∂ lnT

∂y
(2.46d)

Thereby, Eqs (2.40), (2.41) and (2.44) can be written as:

ni,w
ni,s

(
Tw
Ts

)1/2

=
θi

θi − γi

(
1 +

τ yyi
2p

)
s

+
(2− θi)
(θi − γi)

Jiy
nimi

√
πmi

2kBTs
(2.47)

Ux =

∑Ng

i=1 ni,s
√
mi

[
θi

(
Ki

5kBn
∂ lnT
∂x
− Jix

nimi

)
− (2− θi) τxyi

nmi

√
πmi

2kBT

]
s∑Ng

i=1 ni,s
√
mi

[
θi

(
1 +

τyyi

2p

)
+ (2− θi) Jiy

nimi

√
πmi

2kBT

]
s

(2.48)

Ts
Tw

=

∑Ng

i=1
ni,s√
mi

[
γ̄+1

4(γ̄−1)
+ U2mi

4kBTw

] [
θi

(
1 +

τyyi

2p

)
+

Jiy(2−θi)
nimi

√
πmi

2kBT

]
s∑Ng

i=1
ni,s√
mi

[
5(2−θi)

4

√
πmi

2kBT

(
Jiy
nimi
− 2Ki

5kBn
∂ lnT
∂y

)
+ θiJ3

]
s

(2.49)

where

J3 =
γ̄ + 1

4 (γ̄ − 1)
+
τ yyi
8p

(3γ̄ − 1)

(γ̄ − 1)
+

5− 3γ̄

4 (γ̄ − 1)

Jiy
nimi

√
πmi

2kBT
(2.50)
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2.2.2 Boundary condition implementation

In the absence of mass accumulation (e.g., etching or deposition) on an impermeable wall,

the conservation of mass requires the diffusion mass flux of each gas phase species to be

balanced by its production/destruction rate due to heterogeneous reactions ṡk on the wall

as:

ṡkwk = Jk · n̂ k = 1, 2, . . . , Ng (2.51)

The rate of production/depletion of gas species ṡk depends on the molar concentration

of species on the catalytic wall, not at the edge of the Knudsen layer. The relation between

these values is dictated by the concentration jump boundary condition, i.e. Eq. (2.47).

On the other hand, the diffusion flux at the edge of the Knudsen layer into the gas-

phase depends on the concentration gradients outside the Knudsen layer. This is shown

schematically in Fig. 2.3 where a typical wall control volume is shown with respect to the

Knudsen layer. Note that the right hand side of Eq. (2.51) only comprises the gas–phase

species, while the left hand side involves all species, including the surface species.

The surface reaction effects are manifested through the wall boundary conditions. The

production rate of surface species ṡn, on the other hand, is governed by:

∂Zn
∂t

=
ṡn
Γ
σn −

Zn
Γ

∂Γ

∂t
n = 1, 2, . . . , Ns (2.52)

The second term on the right hand side of the above equation represents the change

in the total number of available sites. In the present work, this term is dropped since due

to the employed surface reaction mechanism schemes, the total number of available sites

remains conserved as the reaction takes place on the walls. At steady state the left hand
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Figure 2.3: Schematic of a generic control volume next to the catalytic wall outside the
Knudsen layer.

side of this equation will also be zero which makes the net production rate of surface species

ṡn equal to zero. However, this transient term in Eq. (2.52) is retained to facilitate the

convergence of the system of equations [62]. For instance consider a very simple mechanism

involving only two steps of reaction:

AB + ∗ −→ A ∗ + B

A ∗ −→ A + ∗ (2.53)

in which ∗ denotes an open site on the catalytic surface and A∗ is the surface–adsorbed

species. The molar production rate of the open site ṡ∗ and surface–adsorbed species ṡA∗

can be evaluated as:

34



ṡ∗ = −k1[XAB][X∗] + k2[XA∗ ]

ṡA∗ = k1[XAB][X∗]− k2[XA∗ ] (2.54)

in which k1 and k2 are forward rate constants of steps 1 and 2. If these equations are

substituted in Eq. (2.52) with the unsteady term on its left hand side dropped, two

identical equations are obtained which makes the whole system of equations ill–posed.

Therefore, the transient term is retained in Eq. (2.52) to remove the ill–posedness of the

problem during the numerical simulation. The steady nature of the problem makes this

term zero as the solution progresses in time. This way, the surface coverage equation can

be written as:

∂[Xn]

∂t
= ṡn n = 1, 2, . . . , Ns (2.55)

Equations (2.51) and (2.52) form a closed set of stiff non–linear Differential Algebraic

Equations (DAE) for Ng + Ns unknowns which is generally handled using the Newton

method. The details about the numerical treatment of these equations are discussed in

[20, 54, 62, 90, 100].
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Chapter 3

Numerical implementation

The governing equations are discretized using the finite volume method. A non–staggered

(colocated) arrangement is employed for the solution of the flow field following the Rhie

and Chow [82] formulation. Implementing the Pressure Weighted Interpolation Method

(PWIM), the control volume face velocities are related to nodal pressure values. A linear

deferred correction scheme is also used to improve the upwind approximation in descretizing

the advection terms. The details about the finite volume formulation are given in Appendix

A.

After each step in the solution of gas phase species, the flux matching boundary con-

dition (2.51) and the surface species production rate (2.52) equations are solved on every

wall element. The connection between the molar concentration of species on the wall and

at the edge of the Knudsen layer is established utilizing the concentration jump boundary

condition. In each iteration, the molar concentration of species at the wall required for the

calculation of the heterogeneous production rate ṡk in Eq. (2.51) are written in terms of

the molar concentration of species at the edge of the Knudsen layer using Eq. (2.47). This
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way, Eqs. (2.51) and (2.52) will form a closed set of Ng +Ns equations to solve for molar

concentration of species at the edge of the Knudsen layer and surface coverage of species

at the wall. This set of non–linear DAEs are solved using the SUNDIALS code [40]. The

solution to this set of equations yields the surface species site fractions on the wall and the

mass fractions of gas phase species at the edge of the Knudsen layer which are employed as

the proper boundary conditions for the next iteration. The mixture transport properties

as well as the pure species properties are obtained using the CHEMKIN database [47].

The numerical code is validated at different stages. Initially, a 3D extension of the

code is developed for non–reacting compressible flow of air within rectangular channels.

Mixture–averaged properties of air along with first–order velocity slip and temperature

jump boundary conditions are used in the simulations. Grid independence, validation

against the available theoretical and numerical predictions and the results are presented

in the following sections. The gas phase and catalytic reactions are validated afterwards

by comparing the simulation results with the experimental and numerical data of Appel

et al. [3] in a planar geometry. Finally, the proposed set of boundary conditions for

multicomponent mixtures in section 2.2 are validated against the predictions of Direct

Simulation Monte Carlo (DSMC) method for non–reacting H2/N2 and H2/N2/CO2 mix-

tures. The DSMC simulations are carried out by Amir Ahmadzadegan (PhD candidate at

the Department of Mechanical and Mechatronics Engineering, University of Waterloo).
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3.1 Developing gaseous slip–flow in rectangular mi-

crochannels with variable physical properties1

Flow and heat transfer properties of rectangular microchannels with slip/jump bound-

ary conditions have previously been studied. Reviewing the results of theoretical and

experimental studies, Rostami et al. [84] concluded that the available conventional macro–

channel theories are not adequate to predict the flow and heat transfer characteristics of

gaseous flow in microchannels. Morini and Spiga [67] analytically determined the velocity

field in fully developed incompressible laminar slip–flow in rectangular microchannels of ar-

bitrary aspect ratio. Yu and Ameel [105] used an integral transform technique to solve the

energy equation with no axial conduction assuming a fully developed incompressible slip–

flow field. Renksizbulut et al. [81] studied the effect of rarefaction at the entrance region

of rectangular microchannels numerically, for different channel aspect ratios with constant

physical properties. Kuddusi and Ceten [53], Kuddusi [52] and Ghodoossi and Eğrican

[33] conducted analytical studies on the heat transfer properties of thermally and hydrody-

namically developed incompressible flows under different boundary condition combinations.

More recently, Hettiarachchi et al. [39] studied slip–flow in rectangular microchannels with

a constant wall temperature boundary condition numerically with developing velocity and

temperature fields. In their simulations, they neglected viscous dissipation and assumed

constant physical properties. Husain and Kim [44] used temperature dependent thermo-

physical property simulations to optimize the design of rectangular microchannel heat sinks

without velocity slip or temperature jump at the wall. Nonino et al. [71, 72] studied the

effect of temperature dependent viscosity on heat transfer characteristics of no–slip liquid

1A brief version of this section including some figures is published as an article in the International
Journal of Heat and Fluid Flow, 2011, Vol. 32, 117-127 [108].
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flow in 2D and 3D channels. Their results suggest that the temperature dependence of

viscosity cannot be ignored within a considerable range of working conditions especially

at the channel inlet. Van Rij et al. [94, 95] studied the effect of viscous dissipation and

second order slip/jump boundary conditions on flow and heat transfer characteristics of

rectangular microchannels. In order to avoid any considerable changes in physical prop-

erties, they chose a very small temperature difference between the inlet and the wall and

employed constant physical properties in their simulations.

In this section, three dimensional gaseous slip–flow and heat transfer in rectangular

microchannels of different aspect ratios are studied numerically for developing flow and

temperature fields at different Knudsen numbers.

3.1.1 Problem statement

A schematic view of the microchannel and the coordinate system is depicted in Fig. 3.1.

The aspect ratio of the channel is α = W/H with H and W being the channel height and

width, respectively. The flow direction is along the x axis. For the low Péclet number

values used in this study, a channel length of L = 6Dh is sufficient for the flow and

temperature field to develop [94], with Dh = 2HW/(H +W ) being the hydraulic diameter

of the channel. Also, since the main scope of the present work is to examine the importance

of property variations (mainly due to temperature change) on the flow and heat transfer

characteristic, a short microchannel is chosen for the simulations. All the variables in this

section are non–dimensionalized using the channel hydraulic diameter Dh, reference axial

velocity ur, and reference fluid properties ρr, µr, cp,r and λr. Pressure is normalized by

ρru
2
r. All other non–dimensional groups are defined based on the reference properties as:
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Figure 3.1: Channel geometry and the coordinate system.

Re =
ρrurDh

µr
; Pr =

cp,rµr
λr

(3.1)

The flow is mass–driven, and the outlet pressure is specified based on the reference

density and the wall temperature. Also, zero axial gradients at the outlet are specified for

temperature and velocity. At the channel inlet uniform velocity and temperature profiles

are specified such that u = uin, v = w = 0 and T = Tin. When simulating the variable

physical property cases, since the inlet pressure is not known a priori, the inlet density is

calculated at each iteration and then used to update the inlet velocity for the next iteration.

In the case of constant physical properties, the inlet density and velocity will remain

constant throughout the solution. The Reynolds number is set constant while comparing

the constant and variable–property simulations. Also, when different aspect ratios are

studied, in order to make a meaningful comparison between different cases, the hydraulic

diameter of the channel is assumed to be constant. This way, the mass flow rate per unit
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area ρu = µrRe/Dh remains the same for different channel aspect ratios. The channel

surfaces are assumed to be at constant temperature Tw with proper velocity–slip and

temperature–jump boundary conditions applied at the wall. According to slip flow theory,

slip/jump at the wall is proportional to the velocity and temperature gradients. Velocity–

slip and temperature–jump boundary conditions for non–reacting single component flows

can be expressed in a non–dimensional form as [107]:

us =
5πKn

16

(
2− θv
θv

)(
∂u

∂n
+
∂un
∂x

)
w

(3.2a)

T − Tw =
Kn

Pr

(
2− θT
θT

)(
2γ̄

γ̄ + 1

)(
∂T

∂n

)
w

(3.2b)

where us is the normal velocity and n is the wall normal direction. The tangential momen-

tum accommodation coefficient θv and energy accommodation coefficient θT are equal to

zero for specular reflection at the wall and equal to 1 for diffuse reflection [15]. For most

engineering applications they are close to unity and considering the approximate nature of

the slip theory, they are assumed to be equal to 1 in this section.

3.1.2 Grid independence and validation

The solution domain is discretized using an orthogonal, non–uniform grid with linear ex-

pansion in the x, y and z directions. Grid point density is higher near the walls and channel

inlet in order to better resolve the gradients at these regions. The effect of grid size on

the key flow parameters was investigated and it was found that for a square channel, any

grid density beyond 30× 30× 160 (x, y, z) with grid expansion ratios of 1.15, 1.15, 1.035,

respectively, yields grid–independent results. For channel aspect ratios other than 1, the

number of grid points and expansion ratios were adjusted to maintain the same grid res-
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olution. Also, based on the flow symmetry, only one quarter of the channel is used in the

numerical simulations.

Ebert and Sparrow [25] analyzed the velocity and pressure drop effects in rarefied

gaseous flow in rectangular ducts and proposed a series solution for the fully–developed

velocity distribution within the channel. Their analysis is for incompressible constant–

property flow, and considering the coordinate system and dimensionless parameters of the

present study, can be expressed as:

u(y, z) =
WH

4Ψ

∞∑
i=1

cosφi(y − 1+α
4α

)

φ3
i

[
sin(φiW/2)

W/2 + Kn sin2(φiW/2)

]
×

[
1.0−

coshφi(z − 1+α
4

)

cosh(φiH/2) + Knφi sinh(φiH/2)

]
(3.3)

Ψ =
∞∑
i=1

1

φ5
i

[
sin2(φiW/2)

W/2 + Kn sin2(φiW/2)

] [
H

2
φi −

tanh(φiH/2)

1 + Knφi tanh(φiH/2)

]
(3.4)

where φi are calculated using the eigenfunction cot(φiW/2) = Knφi. The velocity profile

obtained from numerical simulation of incompressible flow in a square duct is compared

to the analytical solution at different Knudsen numbers and is presented in Fig. 3.2.

Very good agreement is observed between the numerical simulation and analytical results.

The fully-developed friction factor can also be retrieved from the analytical solution by

averaging the wall shear stress peripherally. The results for the case of Kn = 0 are presented

in Table 3.1.

In order to verify the numerical treatment of the energy equation, the fully developed

Nusselt number for constant–property flow is compared to previously published numerical
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Figure 3.2: Fully–developed velocity profiles on the z = 0.5 plane of a square channel; solid
lines: analytical solution; symbols: numerical results.

results at different Knudsen numbers and aspect ratios. These results are also presented

in Table 3.1. The Nusselt number in the developing region along a rectangular channel is

also compared to available analytical solutions of Yu and Ameel [105] as depicted in Fig.

3.3 with x∗ being the dimensionless axial position x̃/DhRePr (reciprocal Graetz number)

and x̃ the dimensional axial position. Different mesh sizes in the x direction are tested to

achieve grid independency in the longitudinal direction. In this comparison, the energy

equation is solved using the fully–developed velocity profile with zero axial conduction at

Pr = 0.7. Comparison shows good agreement between the present study and the analytical
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Table 3.1: Friction factor and Nusselt number for fully–developed no–slip flow in rectan-
gular channels at Re = 1.

Cross–sectional grid
fRe Nu

Present
Ebert and Sparrow

Present
Renksizbulut

[25] et al. [81]

α = 1
10× 10 13.29 14.22 3.02 3.32
25× 25 14.03 3.21
30× 30 14.14 3.26

α = 2
10× 20 14.71 15.54 3.59 3.69
25× 50 15.40 3.64
30× 60 15.46 3.66

solution.

3.1.3 Results and discussion

In this section, the effects of compressibility and variable physical properties on the flow

and heat transfer characteristics will be presented. Since a large number of variables can

change in this type of problem, some parameters are kept constant in order to make a

meaningful comparison between the constant and variable–property simulations. To this

end, throughout this section the Reynolds number is set equal to 0.1 which is appropriate

for microchannel flows. The inlet gas temperature in all simulations is specified to be

Tin = 300 K, and the wall temperature is assumed to be Tw = 350 K. Obviously, the

choice of a 50 K temperature difference between the inlet and the wall is arbitrary. A high

temperature difference can drastically change the flow and heat transfer characteristics, as

expected. On the other hand a relatively low temperature difference of 50 K is usually

considered to have a negligible effect on flow characteristics. In the present study a low
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Figure 3.3: Nusselt number along a rectangular channel (α = 2) compared to the analytical
solution at different Knudsen numbers with negligible axial conduction.

temperature difference between the wall and the inlet is chosen in order to examine whether

this is a good assumption for microchannel flows or not. Reference physical properties of

the gas are summarized in Table 3.3. The reference properties of the gas are used in the

constant–property simulations.

Initially, the system of equations is solved for the case where density changes both with

pressure and temperature while keeping other physical properties constant. This will help

identify the effect of density variation on flow characteristics independently. Then, all phys-
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Table 3.2: Reference physical properties of the gas utilized in the simulations of rectangular
microchannel.

Density (kg/m3) 1.0
Viscosity (Pa s) 1.8522× 10−5

Conductivity (W/m K) 2.607× 10−2

Constant–pressure specific heat (J/kg K) 1004.5
Specific gas constant (J/kg K) 286.9
Specific heat ratio, γ (J/kg K) 1.4
Viscosity index, $ 0.7
Prandtl number, Pr 0.714
Hydraulic diameter, Dh (µm) 10.0

ical properties of the fluid are also allowed to change as temperature varies. This way, the

relative importance of each set of parameters on the flow and heat transfer characteristics

can be analyzed.

In the variable–density and variable–property simulations, the reported Knudsen num-

bers are those at the channel outlet and the Knudsen number elsewhere is related to the

temperature and pressure of the gas as [49]:

Kn

Knout

=

(
pout

p

)(
T

Tout

)0.5+$

(3.5)

where $ is the viscosity index and can range from 0.6 to 0.9. In the present study, for air

as the working fluid, $ is assumed to be equal to 0.7.

Density variation

An equation of state can be utilized to link the density of the gas to its pressure and

temperature within the microchannel. The ideal gas assumption is accurate within the
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Figure 3.4: Friction coefficient distribution at Re = 0.1 along a square channel; constant
(Cns) and variable–density (Var) simulations. All other physical properties are assumed
to be constant.

range of pressures and temperatures considered in this study [46].

An interesting observation about the effect of variable–density simulation of the flow

is the change in the local friction coefficient f = 2τw/ρinU
2
in. In Fig. 3.4 the friction

coefficient of the flow at the entrance region of the channel is shown. The velocity gradi-

ent in the entrance region of the channel is higher in constant–density simulations, while

in the fully developed region, velocity profiles are similar. This should result in higher

friction coefficients in the entrance region. This behaviour is confirmed in Fig. 3.4 for

the no–slip flow with higher friction coefficients for the constant–density simulation in the

entrance region, and equal friction coefficient in the fully–developed region. However, in
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the slip flow regime, friction coefficient behaves differently. Right at the channel inlet, the

friction coefficient of the variable–density simulation is higher. Further down the chan-

nel the constant–density friction takes over and finally the results of the two simulations

merge together in the fully–developed region. The initial increase in the friction coefficient

values of the variable–density simulation is due to variable Knudsen number. The Knud-

sen number at the channel inlet is lower in the variable–density simulations compared to

constant–density as observed in Eq. (3.5). Previous studies have shown that the friction

factor is generally higher for a lower Knudsen number under similar conditions [81]. There-

fore, in the slip–flow simulations, the variable–density cases have lower Knudsen numbers

compared to constant–density simulations which results in higher friction factors at the

inlet. However, increase in temperature and decrease in pressure along the channel levels

the Knudsen number of variable and constant–density cases. This way, after a certain

point down the channel, the constant–density friction coefficient takes over. Finally in

the fully–developed region, all parameters merge in both simulations, as expected. The

maximum difference in the friction coefficient is observed in the case of no–slip flow where

the relative difference is slightly higher than 10% at the channel inlet. As the Knudsen

number increases, this difference diminishes due to the competing effects of density and

Knudsen number variations.

Variable physical properties

In order to study the effects of variable physical properties on the flow and heat transfer

characteristics of rarefied gaseous flow, viscosity, thermal conductivity and specific heat

are determined by the following correlation:

ψ = a+ bT + cT 2 + dT 3 (3.6)
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Table 3.3: Thermo–physical property coefficients for air.

ψ a b c d
µ (Pa s) 2.345× 10−6 6.203× 10−8 −2.920× 10−11 7.267× 10−15

k (W/m K) −4.536× 10−3 1.234× 10−4 −7.945× 10−8 2.728× 10−11

cp (W/m K) 1013 −0.1571 4.910× 10−4 −2.055× 10−7

in which ψ is any of the above–mentioned properties and a, b, c and d are constants given

in Table 3.3 for air. This fitting is accurate for 300K ≤ T ≤ 1000K with the maximum

error being less than 1.5% in the temperature range of the present work [80]. Density is

calculated using the ideal gas law.

The effect of variable physical properties on the mean velocity and average slip ve-

locity along a square channel is shown in Fig. 3.5. As observed, the mean velocities

in the variable–property simulations are almost the same for different Knudsen numbers

at the channel inlet. The mean velocities converge to the constant–property case down

the channel. Between the two ends, mean velocity is lower for higher Knudsen numbers.

This behaviour is mainly due to the temperature distribution across the channel. Lower

Knudsen number cases have higher heat transfer coefficients at every axial location of the

channel (as will be shown shortly). This results in higher temperatures at every cross

section compared to the higher Knudsen number case, which in turn translates to a lower

density. Since the mass flow rate is constant in all cases, the mean velocity will be higher

for lower Knudsen number cases. The normalized average slip velocity uslip/um of constant

and variable–property simulations at different Knudsen numbers is shown in Fig. 3.5 (b).

Interestingly, the normalized slip velocities of constant and variable–property cases are very

close. This implies that although the absolute numerical values are different, the velocity

distributions have similar profiles.
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Figure 3.5: Mean velocity (a) and normalized average axial slip velocity (b) variation along
a square channel; constant (Cns) and variable-property (Var) simulations at Re=0.1.

50



Figure 3.6: Axial variation of friction factor along a square channel at different Knudsen
numbers of constant (Cns) and variable–property (Var) simulations at Re = 0.1.

For practical engineering purposes, the friction coefficient in the channel is of key impor-

tance. Figure 3.6 demonstrates the variation of friction coefficient along a square channel

for different Knudsen numbers. In all cases, the variable–property simulations predict a

higher friction factor compared to the constant–property cases. This can be attributed to

a number of reasons. The change in gas density affects the friction coefficient predictions in

the entrance region as discussed earlier. Also a higher gas viscosity next to the wall results

in a higher shear stress and consequently higher pressure drop along the channel. In the no–

slip flow, the effect of density variation is opposing the increased viscosity which results in
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similar friction coefficient predictions for constant and variable–property simulations in the

entrance region. Towards the fully–developed region, the density variation effect diminishes

and the increased viscosity effect dominates, which results in higher friction coefficient in

variable–property simulations. In the slip–flow cases, on the other hand, the density vari-

ation effect is opposing the viscosity effect in some regions and contributing to it in other

regions, as observed in Fig. 3.6. As described earlier, initially the change in Knudsen num-

ber (due to the density variation) plays a pivotal role in determining the friction coefficient

behaviour. A lower Knudsen number at the inlet in the variable–density/property simula-

tions increases the local friction coefficient, contributing to the increased viscosity effect.

However, further down the channel, the reduced velocity gradient due to change in den-

sity influences the friction coefficient distribution in variable–density simulations whereas

in variable–property simulations the increased viscosity compensates for the drop in the

velocity gradient. This behaviour is clearly displayed in Fig. 3.7 where the three different

simulation types, namely constant–property, variable–density, and variable–property sim-

ulations are compared for the case of Re = 0.1 and Kn = 0.05. For the particular problem

considered here, the friction coefficient is always higher in the variable–property simula-

tions. However depending on the importance of viscosity effect as compared to density

variation (which in turn depends on the gas properties and problem configuration), the

friction factor can exhibit a mixed behaviour similar to the ones observed in Fig. 3.4.

The friction coefficients in the entrance region of the channel are compared to each

other in Fig. 3.8 for different aspect ratios. The variable–property simulations predict a

higher friction factor compared to the constant–property simulations in all cases, complying

with Fig. 3.6. Also, the friction coefficient in the developing and fully–developed regions

is generally higher as the aspect ratio increases. Another interesting observation is the

asymptotic value of the friction coefficient at the channel inlet regardless of the channel
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Figure 3.7: Effect of different type of simulations on friction factor variation along a square
channel at Re = 0.1 and Kn = 0.05.

geometry. As pointed out by Niazmand et al. [70], at the channel inlet the fluid has

not developed enough to recognize the geometry. This is true for the variable–property

simulation as well.

The Nusselt number along the channel reveals a clear insight about the effect of variable

properties on the heat transfer coefficient. To this end, the heat transfer rate is peripherally

averaged in order to define the Nusselt number as:

Nu =
hDh

λr
=
Dhλ(∂T/∂n)

λr(Tm − Tw)
(3.7)
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Figure 3.8: Variation of friction coefficient at Kn = 0.1 and Re = 0.1 for different channel
aspect ratios; constant (Cns) and variable–property (Var) simulations.

where λ(∂T/∂n) is the peripherally averaged heat flux at the wall at any axial location, λr is

the reference conductivity, and Tm is the bulk mean temperature for the variable–property

simulations defined as:

Tm =

∫
A
ρcpT ~U · ~n dx∫
A
ρcp~U · ~n dx

(3.8)

The Nusselt numbers calculated from constant and variable–property simulations along

the channel are shown in Fig. 3.9 for different Knudsen numbers. As expected, the Nusselt

number is higher for the variable–property simulations, consistent with the predictions by

Liu et al. [58] for no–slip flows in planar microchannels. For example a relatively low
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Figure 3.9: Axial variation of Nusselt number along a square channel at different Knudsen
numbers of constant (Cns) and variable–property (Var) simulations at Re = 0.1.

temperature difference of 50K considered in the present study has increased the Nusselt

number at the channel inlet by about 20% at Kn = 0.1. This is mainly due to Knudsen

number variation and higher conductivity of the flowing gas at higher temperatures. At the

channel entrance, the Knudsen number variation plays the dominant role in the increase in

Nusselt number. In the fully–developed region, where the Knudsen number becomes closer

to its outlet value, the difference between constant and variable–property simulations is

only affected by the increase in the gas conductivity.

The effect of channel aspect ratio on the Nusselt number is shown in Fig. 3.10 where
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Figure 3.10: Axial variation of Nusselt number along a square channel at different Knudsen
numbers of constant (Cns) and variable–property (Var) simulations at Re = 0.1.

the constant and variable–property simulations of a square channel, a rectangular channel

and parallel plates at Kn = 0.1 are compared to each other. Variable–property simulations,

as expected, predict a higher Nusselt number for all channels. Also as the channel aspect

ratio increases, the Nusselt number in the developing and fully–developed regions increases.

Similar to the friction coefficient at the channel inlet, the Nusselt number also demonstrates

an asymptotic value at the inlet regardless of the channel geometry in both constant and

variable–property simulations.
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3.2 Lean hydrogen/air mixture oxidation

Combustion of lean H2/air mixtures in Pt–coated microchannels is investigated numeri-

cally in planar geometry. The governing mass, momentum, energy, and species continuity

equations are described in section 2.1. Detailed gas phase and surface reaction mecha-

nisms along with a multi–component species diffusion model are used. These equations

were discretized using the colocated finite volume method. After each step in the solution

of gas phase species, the flux matching boundary condition (2.51) and the surface species

production rate (2.52) equations are solved on every wall element. These equations form a

set of non–linear DAEs and are solved using the SUNDIALS code [40]. The details about

the numerical treatment of these equations are discussed in [20, 62]. The solution to this

set of equations yields the surface species site fractions and the mass fractions of gas phase

species on the wall which are employed as the wall boundary conditions for the next itera-

tion. The mixture transport properties as well as the pure species properties are obtained

using the CHEMKIN database [47].

3.2.1 Problem statement

A schematic view of channel geometry and the coordinate system are shown in Fig. 3.11.

The channel height is H and the main flow is in the x direction. The numerical code is

validated by comparing the results with experimental and numerical data. A lean hydro-

gen/air mixture with an equivalence ratio of ϕ = 0.28 is chosen corresponding to Case 3

of the experimental data of Appel et al. [3]. The inlet velocity is 2 m/s resulting in an

inlet Reynolds number of Rein = 1389. The channel height and length are 7 mm and 250

mm, respectively. The gas inlet temperature is 312 K while the wall temperature Tw is a

function of x and varies between 1150 K to 1250 K. The details of the test case are given
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Figure 3.11: Planar 2D channel geometry and the coordinate system.

in [3]. For this comparison a numerical grid size of 260× 36 was used.

The OH mole fraction distribution along the channel is compared to the experimental

data in Fig. 3.12. The sudden rise in OH mole fraction is the initiation of gas phase

combustion which is predicted accurately by the present numerical simulation. The dif-

ference in OH mole fraction values by a maximum of about 7% is well within the range

of measurement uncertainties. Mole fractions of the fuel H2 and the product H2O across

the channel at x = 25 mm are shown in Fig. 3.13. As observed, the numerical predic-

tions are in good agreement with the experimental data. The minor differences between

the numerical predictions of the current work and those reported by Appel et al. [3] are

mainly due to the different treatment of the multi-component diffusion term in the cal-

culation of the diffusion mass fluxes. In order to avoid the matrix inversion, an effective

(mixture–averaged) diffusion coefficient has been employed in [3]. They have also included

diffusion mass fluxes of other species to take into account the multicomponent diffusion

effects, whereas in the present work Eq. (2.7) is used for the calculation of diffusion mass

fluxes.
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Figure 3.12: OH mole fraction along the channel compared to experimental data.

This can also affect the temperature distribution, which in turn alters the reaction

rates due to their strong temperature dependence. The temperature field prediction, as

observed in Fig. 3.14, is also in good agreement with the experimental results. The

difference between the numerical results of [3] and the current work can again be traced

backed to the coupling between the energy equation, diffusion mass fluxes and reaction

rates.
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Figure 3.13: Comparison of (a) H2 mole fraction, (b) H2O mole fraction across the channel
at x = 25 mm with experimental and numerical results; the channel height is 7 mm. For
clarity only 12 data points are presented from the numerical work of [3].
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Figure 3.14: Temperature variation across the channel at x = 25 mm compared to experi-
mental data and numerical simulations. For clarity only 11 data points are presented from
the numerical work of [3].

3.3 Comparison between Navier–Stokes and DSMC

simulations of multicomponent gaseous flow in mi-

crochannels

3.3.1 Introduction

DSMC simulation of rarefied gaseous flow in microchannels and nanochannels has been

adopted by researchers due to its intrinsic ability to render physical phenomena such as
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pressure and thermal diffusion which are difficult to capture by continuum transport models

[9, 10]. Based on the current state of the literature, the multicomponent flows require

further investigation and different schemes should be properly verified. Although the effects

of velocity slip and temperature jump on flow and heat transfer characteristics of single–

component gases have been extensively studied in microchannels [105, 68, 81, 95], non–

equilibrium transport in multicomponent flows still remains to be studied in–depth. In

this section, the gaseous flow of H2/N2 and H2/N2/CO2 mixtures in a planar geometry

is numerically investigated with two distinct methods: DSMC and Navier–Stokes with

slip/jump boundary conditions (NSWS/J). The results from the two schemes are compared

to each other for verification. A proper set of slip/jump boundary conditions introduced in

section 2.2 which accounts for the effect of individual species is used along with a colocated

finite volume method to consider possible velocity and temperature discontinuities at the

wall. The DSMC method, being inherently capable of capturing these non–equilibrium

phenomena at the wall, can be effectively utilized to verify the implementation and accuracy

of the proposed multicomponent slip/jump boundary conditions.

3.3.2 Problem statement

The channel geometry and the coordinate system are the same as before shown in Fig.

3.11. The governing mass, momentum, energy, and species continuity equations are de-

scribed in section 2.1. Detailed gas phase and surface reaction mechanisms along with

a multi–component species diffusion model are used. These equations were discretized

using the colocated finite volume method. The mixture transport properties as well as

the pure species properties are obtained using the CHEMKIN database [47]. In the slip

flow regime, the continuum equations for mass, momentum and energy conservation can
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still be employed but proper slip/jump boundary conditions should be specified to account

for non–equilibrium effects in the Knudsen layer. In this section, the set of velocity slip

and temperature jump boundary conditions, described in section 2.2 for multicomponent

mixtures, are employed at the wall. The accommodation coefficient θ is equal to zero for

specular reflection at the wall and equal to 1 for diffuse reflection [15]. For most engineer-

ing applications they are close to unity and for comparison purposes, in the present work,

they are assumed to be equal to 1 in both schemes.

In this problem, the flow is mass driven such that the mass flux of each species is con-

stant at the channel inlet. For the low Péclet number flows considered here, the numerical

simulations show that a channel length of about 4H is sufficient for for all the variables

to fully develop. The treatment of the inlet boundary condition deserves more attention.

Since the mass flux of each species is constant at the channel inlet, the overall inlet mass

flux will also remain constant. This approach is especially useful when dealing with low

Péclet number (Pek = ReSck, where Sc is the Schmidt number) flows in which the inlet

diffusion mass flux can be significant. The inlet mass flux of each species, which is held

constant, consists of the diffusion mass flux and the convective mass flux of that species.

At low Péclet number flows, the diffusive mass transfer generally becomes more effective.

If there is a positive diffusive flux of one species into the channel, in order to keep the

mass flux constant, the inlet mass fraction of that species should be adjusted (lowered)

accordingly. This way, the total mass flux of that species, ~̇m
′′

k = ρYkU + Jk remains con-

stant. This procedure eliminates the inaccuracy in ignoring the incoming (or outgoing)

inlet diffusive mass flux of species at low Péclet number flows. At each iteration, the inlet

mass fraction of all species Yk and the mass–averaged inlet velocity U are calculated using

~̇m
′′

k = ρYkU + Jk = const (Ng constraints) along with
∑Ng

k=1 Yk = 1. The diffusive fluxes of

species Jk are calculated from the previous iteration.
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Table 3.4: Operating conditions and geometrical specification of different simulation cases.

Mixture
H L ṁ′′in Tw % Composition

(µm) (µm) (kg/m2s) (K) (by mass)
H2 N2 CO2

Case 1 H2/N2 1.5 6.0 50.0 350 10.0 90.0 −
Case 2 H2/N2 1.5 6.0 50.0 300 10.0 90.0 −
Case 3 H2/N2 1.5 6.0 100.0 350 10.0 90.0 −
Case 4 H2/N2 1.5 6.0 50.0 400 10.0 90.0 −
Case 5 H2/N2 4.0 16.0 50.0 350 10.0 90.0 −
Case 6 H2/N2/CO2 1.5 6.0 50.0 350 2.7 37.8 59.5

3.3.3 Results and discussion

In this section, different field variables derived from both schemes are compared to each

other. Throughout the simulations, two channel heights of H = 1.5 µm and H = 4 µm

are considered. The channel length is L = 4H. The inlet gas temperature is specified

to be Tin = 300 K in all cases while the wall temperature Tw is maintained at 350 K,

unless otherwise stated. The outlet pressure is assumed to be atmospheric. The reported

velocities throughout this section are normalized by a reference velocity of ur = 50 m/s.

The details about the operating conditions of different cases studied here are summarized

in Table 3.4. The specified inlet mass compositions listed in this table yields the same

number of molecules from different species entering the channel.

Mass and Momentum Transfer

The velocity slip at the edge of the Knudsen layer is shown in Fig. 3.15 along the channel

for case 1. As observed, the two schemes are in a very good agreement with a maximum

difference of about 11% right at the channel inlet. The DSMC method predictions are

64



slightly lower than the NSWS/J method at the channel inlet, however, the predictions of

the two methods quickly merge further downstream. In both methods, the velocity slip is

the highest right at the channel inlet where the gradients are the strongest. In this region,

the normal velocity gradient is the dominant term in the velocity slip boundary condition

(see Eq. (2.48)). This can be easily observed in the “No Thermal Creep” case of Fig.

3.15 where the axial temperature gradient term in the velocity slip boundary condition is

artificially set equal to zero. Except for the region very close to the inlet, the velocity slip

on the wall remains intact with the exclusion of this term. As the mixture flows down

the channel, these gradients quickly fade away due to strong diffusion effects at such small

length scales. After this initial drop, the slip velocity increases progressively. The gradual

increase in the velocity slip further down the channel is mainly due to the decrease in

pressure which in turn increases the Knudsen number (mean free path) along the channel.

In this part of the channel, the normal gradients in the viscous stress term τxy govern the

velocity slip behavior.

The velocity field in slip flow regime can be obtained analytically with simplified as-

sumptions. The solution of the Navier–Stokes equations with the velocity slip boundary

condition in an isothermal flow yields [8]:

us
uc

=
Kn

0.25 + Kn
(3.9a)

us
uc

=
Kn/ (1.0 + Kn)

0.25 + Kn/ (1.0 + Kn)
(3.9b)

in which, uc is the fluid velocity at the center of the channel and Kn may vary along the

channel as the flow field develops. The first equation is obtained using the first–order

(Maxwell) slip boundary condition while the second equation employs a higher order slip

model [8]. In these equations, the Knudsen number is calculated based on the mixture–
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Figure 3.15: Velocity slip predictions of the NSWS/J and DSMC methods along the mi-
crochannel.

averaged mean free path as:

ζ =
16

5

µ

ρ
√

2πRT
(3.10)

where ζ is the mixture mean free path. All other properties are calculated at the edge of

the Knudsen layer.

The normalized slip velocity derived from these theoretical estimates are compared to

the numerical predictions of the NSWS/J model in Fig. 3.16 for an isothermal flow (case

2) with Tw = 300 K. The considerable differences between the results at the channel inlet

are due to the assumptions made in derivation of the analytical forms. These equations
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Figure 3.16: Comparison of the normalized slip velocity in different models in an isothermal
flow (case 2) with Tw = 300 K.

basically neglect the entrance effects and the results are only comparable beyond x/H =

1.0. As the flow develops inside the channel, all methods show similar trends, although the

first and higher order theoretical results generally over–predict the slip model simulations

by about 11% and 6%, respectively. As expected, the higher order analytical prediction is

closer to the slip model employed in the present work.

The velocity slip along the channel for cases 1–4 are shown in Fig. 3.17 to illustrate

the effect of different operating conditions. For the isothermal channel (Case 2), the tem-

perature gradients (due to viscous dissipation) are extremely small and the shear stresses

τxyk govern the slip velocity behavior as can be inferred from Eq. (2.48). As stated earlier,
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Figure 3.17: Normalized slip velocity under different operating conditions.

the thermal creep effect is limited to the channel inlet and the velocity gradients are the

dominant factor in rendering the slip velocity. Therefore, as the inlet mass flux (and conse-

quently the velocity gradients) increases in Case 3, the slip velocity escalates accordingly,

as predicted closely by both methods. The increase in the wall temperature generally

increases the slip velocity along the channel (Case 4). The difference between the slip

velocity predictions of the two methods increases in the entrance region for Case 3 where

the inlet mass flux is doubled. The presence of steep velocity and temperature gradients in

this region aberrates the NSWS/J solution from the molecular simulation prediction. The

same scenario applies to Case 4 with a higher wall temperature.
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Figure 3.18: Velocity gradient and Knudsen number at the wall for cases 1 and 4 along the
channel.

To investigate the effect of wall temperature in more detail, the normal velocity gradient

and the Knudsen number are shown in Fig. 3.18 for Cases 1 and 4. An increase in the

wall temperature increases the molecular mean free path which, as has been shown before,

magnifies the velocity slip [81]. The increase in the molecular mean free path (and Knudsen

number) occurs all along the channel as depicted in Fig. 3.18. The normal velocity gradient,

on the other hand, generally decreases in the developing region (except very close to the

inlet) which opposes the Knudsen number effect in this region. Very low normal velocity

gradients right at the channel inlet are due to the high velocity slip caused by the strong
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thermal creep in this region. As the flow develops along the channel, the normal velocity

gradient takes over at elevated temperatures which contributes even further to the increase

in velocity slip at the wall. Increased wall temperatures supplement the axial temperature

gradients in the developing region where these gradients are the strongest which can counter

balance the decrease in normal velocity gradients.

In order to compare the DSMC results with the slip model calculations, the velocity

distribution across the channel at different axial locations are shown in Fig. 3.19 for Case

1. The velocity field predictions of the two methods are in good agreement across the

channel at these axial locations. Interestingly, although the steepest gradients occur close

to the wall, the maximum deviation between the simulation results of the axial velocity

occurs at the channel mid–plane. The velocity component in the y–direction illustrates the

same trend in both methods as the initial cross–stream velocity quickly fades away along

the channel.

The two methods predict the same velocity slip in larger channels as shown in Fig. 3.20,

although the numerical scattering is more pronounced in the 4 µm channel. The decrease

in the Knudsen number due to increased channel height curtails the velocity slip at the

wall. The difference in the predictions of the two methods in the entrance region also

diminishes as the Knudsen number is decreased. This is mainly due to moderate velocity

and temperature gradients at the inlet which brings the NSWS/J model predictions closer

to the molecular simulation results.

The utilized set of slip/jump boundary conditions consider the individual effect of

each species which allows precise simulation of multicomponent gaseous flows. As pointed

out in previous sections, for a constant inlet mass flux boundary condition, the inlet gas

composition can deviate from a uniform flat profile due to possible upstream diffusion of

some species. Therefore, a non–uniform species profile is expected across the channel. For
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Figure 3.19: Axial (a) and cross–stream (b) velocity distributions across the channel at
three axial locations for case 1.
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Figure 3.20: Normalized slip velocity and the wall Knudsen number in a H = 4 µm channel.

example, the hydrogen and nitrogen mass fractions across the channel are shown in Fig.

3.21 at x/H = 0.259 for Case 1. As observed, both methods predict very similar mass

fractions across the channel with a maximum relative difference of about 8% and 0.9% for

hydrogen and nitrogen mass fractions, respectively. Other axial locations also show similar

behavior. A closer view of the nitrogen mass fraction is shown in Fig. 3.21 inset where

the non–uniform profile of the nitrogen mass fraction across the channel is more evident.

As observed, both methods predict the slightly lower nitrogen mass fraction close to the

wall. The difference between the predictions of the two methods remains roughly the same

along the channel.
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Figure 3.21: Hydrogen and nitrogen mass fractions across the channel at x/H = 0.259 for
case 1.

This offset between the results is due to the slightly different inlet composition calcu-

lations which is carried over into the channel. In the CFD method, the prescribed inlet

mass flux (diffusive + convective) can be directly implemented into the finite volume for-

mulation on the inlet cell faces. The DSMC method, however, requires the calculation of

inlet species differently. The iterative calculation of the inlet composition in the DSMC

method and first order simplifications in the transport equations (compared to the Boltz-
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mann equation) yield slightly different inlet values which then propagate into the solution

domain [106].

The NSWS/J and DSMC simulation results are in good agreement in multicomponent

mixtures as well. The velocity slip predictions of the two methods for the H2/N2/CO2

mixture (Case 6) are shown in Fig. 3.22 (a). The species distribution predictions of the

two methods across the channel also match at different cross sections. Figure 3.22 (b)

shows the cross–stream mass fractions of different species at x/H = 0.157. The non–

uniform hydrogen distribution close to the wall is also evident in the figure inset. The

slight difference between the mass fraction predictions of the two methods is again due to

different inlet composition calculations which propagates into the channel.

Heat Transfer

The predictions of temperature jump in both methods are very close along the channel

as shown in Fig. 3.23 where the temperature discontinuity at the wall is depicted under

different operating condition in a H = 1.5 µm channel. Due to steep gradients at the

inlet, the temperature discontinuity is the highest in this region and diminishes along the

channel. Both methods predict this trend closely with similar numerical values under the

considered operating conditions. The maximum difference between the predictions of the

two methods is about 6% right at the channel inlet for Case 4 where the wall temperature

is the highest.

Figure 3.24 shows the wall heat flux predictions along the channel under the same

operating conditions. The wall heat fluxes of Case 1 in both methods are shrunk by a

factor of 2 for clarity. In the CFD method, the temperature gradient at the edge of the

Knudsen layer and mixture–averaged properties are used to calculate the net heat flux. As
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Figure 3.22: Velocity slip (a) and mass fractions of different species at x/H = 0.157 (b)
for the H2/N2/CO2 mixture (case 6); solid lines: NSWS/J, squares: DSMC.
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Figure 3.23: Temperature discontinuity at the edge of the Knudsen layer under different
operating conditions.

observed, the simulation results of the two methods are generally in a very good agreement

under these operating conditions. An increased inlet mass flux reduces the uncertainty

due to scattering in the DSMC method and the wall heat fluxes of the methods become

closer. In Case 4, the increased temperature gradient at the wall (and consequently the

wall Knudsen number) results in slight deviation between the two methods, although the

maximum difference remains below 10%.
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Figure 3.24: Wall heat flux along the channel under different operating conditions; The
results of case 1 are multiplied by 0.5 to avoid cluttering.

High statistical scattering associated with DSMC results is another reason behind the

discrepancy in predictions of these two methods. This effect is more pronounced in low

velocity flows. The presence of statistical scattering particularly at the channel inlet and

outlet prevents the effective implementation of prescribed boundary values such as species

mass fluxes which causes different simulation results in these regions [106].
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3.3.4 Conclusion

The implemented multicomponent velocity slip boundary condition is in good agreement

with the analytical and molecular simulation results. The velocity slip predictions in an

isothermal channel closely follow the high order analytical predictions in the developed

region of the channel. It has also been shown that the axial temperature gradient at

the edge of the Knudsen layer in the utilized velocity slip boundary condition is of sec-

ondary importance and is only important in the entrance region where the gradients are

the highest. As the velocity and temperature gradients increase (with an increase in the

wall temperature or the inlet mass flux) the slip model simulation results start to deviate

from the DSMC predictions in the channel inlet within a reasonable tolerance. A decrease

in the Knudsen number generally brings the simulation results closer together everywhere

in the channel. The mass fractions of species within the solution field also match closely.

The mass fraction field in the continuum model shows an almost constant offset across the

channel compared to DSMC results. This deviation is mainly due to non–matching inlet

composition calculations which carries over into the solution domain.

The predicted temperature discontinuity at the edge of the Knudsen layer shows a

very good agreement with the molecular simulations as well. The change in the operating

conditions does not seem to affect the accuracy of the temperature jump model as the

results match closely under all operating conditions. The predicted wall heat fluxes show

a slight discrepancy very close to the inlet; however the results from both methods quickly

merge together along the channel. The differences are more apparent at higher Knudsen

numbers.
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Chapter 4

Contribution of homogeneous

reactions to hydrogen oxidation in

catalytic microchannels

4.1 Introduction1

In recent years, there has been intensive research on microfluidic systems for compact re-

actor technologies. Investigations have been conducted to better understand and predict

the flow, heat transfer and mass transfer properties of so–called microreactors. As the

characteristic size decreases, heat and mass transfer at the walls play an important role

in defining the combustion characteristics of such systems [66]. The increased heat and

radical losses at the walls can suppress homogeneous reactions to a great extent. In or-

der to maintain stable combustion in the gas phase useful strategies such as Swiss–Roll

1A brief version of this section including some figures is published as an article in the Combustion and
Flame, 2012, Vol. 159, 784-792.
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and Heat–Recirculating burners [2, 50] have been proposed. Several other studies have

been conducted to sustain homogeneous combustion in sub–millimetre burners. Miesse

et al. [65] showed that by chemically treating the vessel walls, gas–phase combustion of

methane/oxygen is achievable in sub–millimetre sizes. Also, it was shown that the flame

structure is not similar to what is expected in a macro–structured configuration under

similar conditions. Spadaccini et al. [89] reported sustainable propane–air reactions in

catalytically stabilized sub–millimeter conduits.

Along with experimental studies, several numerical simulations have also been per-

formed in order to study the behaviour of different fuels, the role of heat loss and radical

quenching, and wall material on homogeneous combustion [73]. Aghalayam et al. [1] nu-

merically investigated the role of wall quenching of radicals on the extinction behavior of

hydrogen/air mixtures in a stagnation–point geometry. It was proposed that in general,

the radical quenching on the wall hinders the homogeneous reactions; however, the heat

release due to the catalytic surface reactions can reduce this effect. Raimondeau et al. [79]

modeled methane flame propagation inside tubular microchannels. The near entrance heat

and radical quenching were identified as the main factors controlling flame propagation in

these channels which could be controlled by proper insulation and preheating. Maruta

et al. [60] numerically studied the extinction limits of self–sustaining methane/air com-

bustion on Platinum in a cylindrical tube. They showed that when heat losses exist, i.e.

non–adiabatic walls, the extinction limits are due to blow–off at high inlet velocities and

heat–loss–extinction at low inlet velocities similar to ordinary gas phase combustion.

Heat transfer characteristics of premixed stoichiometric hydrogen/air combustion inside

cylindrical chambers of different dimensions were numerically studied by Hua et al. [43].

They concluded that thermal management of micro–chambers can significantly improve

the combustion stability and lead to the design of practical micro–combustors. Leach et
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al. [55] performed a 1D numerical analysis of the effects of heat losses on the reaction

zone thickness in H2 combustors. They also presented an analytic model for the predic-

tion of reaction zone thickness based on the channel size and thermal properties of the

structure. The broadening reaction zone was attributed to the heat exchange between

the reacting mixture and the channel walls with thicker reaction zone in channels of higher

conductivities. Karagiannidis et al. [45] studied the combustion characteristics of fuel–lean

methane/air mixtures in a Pt–coated planar geometry. The presence of catalytic walls is

reported to expand the stability limits of gas phase combustion in micro conduits. The

positive effect of exothermic surface reactions on the stability of gas phase reaction is high-

lighted in their work. Li et al. [57] performed a numerical analysis involving combustor

size, geometry and boundary conditions to study their effects on the flame temperature

of premixed methane/air mixtures. Their findings suggest that a fully–developed inlet

velocity profile stabilizes the flame within the chamber.

As discussed in previous studies, key parameters such as the fuel–air equivalence ratio,

the mixture temperature, the flow rate, heat losses to the wall and wall thermal conductiv-

ity play an important role in defining the interaction between the gas phase and catalytic

reactions. The effects of these parameters can also be very different as the channel size is

reduced. In this chapter, the relative importance of gas phase and surface reactions associ-

ated with hydrogen oxidation at different inlet mass fluxes, equivalence ratios and channel

heights are assessed for lean H2/air mixtures in planar microchannels. Detailed gas phase

and surface reaction mechanisms are employed in order to fully account for the effects of

minor species in determining the homogeneous and heterogeneous reaction pathways.
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4.2 Problem statement

A schematic view of channel geometry and the coordinate system are shown in Fig. 3.11.

The governing mass, momentum, energy, and species continuity equations are described

in section 2.1. Detailed gas phase and surface reaction mechanisms along with a multi–

component species diffusion model are used. These equations were discretized using the

colocated finite volume method. The mixture transport properties as well as the pure

species properties are obtained using the CHEMKIN database [47]. The homogeneous

production rates in the conservation equations are modeled using a detailed gas phase

reaction mechanism due to Maas and Warnatz [59] involving nine gas phase species as

shown in Table 4.1. Also, a detailed surface reaction mechanism proposed by Deutschmann

et al. [23], shown in Table 4.2, with five surface species is adopted in the present work in

order to model hydrogen oxidation on platinum.

Since a large number of variables can change in this type of problem, some parameters

are kept constant in order to make a meaningful comparison between different cases. To

this end, the inlet mass flux of each species is assumed to be constant. This constraint forces

the overall inlet mass flux to remain constant as well. This approach is especially useful

when dealing with low Péclet number (Pek = ReSck, where Sc is the Schmidt number) flows

in which the inlet diffusion mass flux can be significant. In such a case, the inlet mass flux

of each species ~̇mk = ρYkU + Jk can be utilized to determine the relative contribution

of the diffusion and convection mass fluxes. This will be further explained in the results

section. The surface site density is specified to be Γ = 2.7 × 10−5 mole/m2 simulating a

polycrystalline platinum coating on the wall [23]. The inlet gas temperature is assumed

to be 300 K while the wall temperature Tw is maintained at 1450 K. The selected wall

temperature ensures enough gas phase contribution to hydrogen oxidation in the range of
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Table 4.1: Gas phase reaction mechanism of hydrogen-oxygen [59]

Aa b Ea

No. Reaction [mol, sec, cm] - [kJ/mol]

G1 O2 + H −−⇀↽−− OH + O 2.00× 1014 0.0 70.30

G2 H2 + O −−⇀↽−− OH + H 5.06× 104 2.7 26.30

G3 H2 + OH −−⇀↽−− H2O + H 1.00× 108 1.6 13.80

G4 OH + OH −−⇀↽−− H2O + O 1.50× 109 1.1 0.42

G5 H + H + M −−⇀↽−− H2 + Mb 1.80× 1018 -1.0 0.00

G6 O + O + M −−⇀↽−− O2 + M 2.90× 1017 -1.0 0.00

G7 H + OH + M −−⇀↽−− H2O + M 2.20× 1022 -2.0 0.00

G8 H + O2 + M −−⇀↽−− HO2 + M 2.30× 1018 -0.8 0.00

G9 HO2 + H −−⇀↽−− OH + OH 1.50× 1014 0.0 4.20

G10 HO2 + H −−⇀↽−− H2 + O2 2.50× 1013 0.0 2.90

G11 HO2 + H −−⇀↽−− H2O + O 3.00× 1013 0.0 7.20

G12 HO2 + O −−⇀↽−− OH + O2 1.80× 1013 0.0 −1.70

G13 HO2 + OH −−⇀↽−− H2O + O2 6.00× 1013 0.0 0.00

G14 HO2 + HO2
−−⇀↽−− H2O2 + O2 2.50× 1011 0.0 −5.20

G15 OH + OH + M −−⇀↽−− H2O2 + M 3.25× 1022 -2.0 0.00

G16 H2O2 + H −−⇀↽−− H2 + HO2 1.70× 1012 0.0 15.70

G17 H2O2 + H −−⇀↽−− H2O + OH 1.00× 1013 0.0 15.0

G18 H2O2 + O −−⇀↽−− OH + HO2 2.80× 1013 0.0 26.80

G19 H2O2 + OH −−⇀↽−− H2O + HO2 5.40× 1012 0.0 4.20

a Arrhenius parameters for reaction rate constants: kf = AT b exp(−Ea/RT ).
b Third body enhancement factors: ω(H2O) = 6.5, ω(O2) = ω(O2) = 0.4 in reactions 5, 6,

7, 8, 15.
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Table 4.2: Surface reaction mechanism of hydrogen oxidation on platinum [23]

Aa or γ Ea

No. Reaction [mol, sec, cm] [kJ/mol]

S1 H2 + 2 Pt(s) −→ 2 H(s)b,c 0.046 -

S2 H + Pt(s) −→ H(s) 1.0 -

S3 O2 + 2 Pt(s) −→ 2 O(s) 0.07c -

S4 O + Pt(s) −→ O(s) 1.0 -

S5 H2O + Pt(s) −→ H2O(s) 0.75 -

S6 OH + Pt(s) −→ OH(s) 1.0 -

S7 H(s) + O(s) −→ OH(s) + Pt(s) 3.7× 1021 11.5

S8 OH(s) + Pt(s) −→ H(s) + O(s) 3.7× 1021 24.5

S9 H(s) + OH(s) −→ H2O(s) + Pt(s) 3.7× 1021 17.5

S10 H2O(s) + Pt(s) −→ H(s) + OH(s) 3.7× 1021 113.5

S11 OH(s) + OH(s) −→ H2O(s) + O(s) 3.7× 1021 48.2

S12 H2O(s) + O(s) −→ OH(s) + OH(s) 3.7× 1021 131.4

S13 2 H(s) −→ H2 + 2 Pt(s) 3.7× 1021 67.4− 6ZH

S14 2 O(s) −→ O2 + 2 Pt(s) 3.7× 1021 213.2− 60ZO

S15 H2O(s) −→ H2O + Pt(s) 1.0× 1013 40.3

S16 OH(s) −→ OH + Pt(s) 1.0× 1013 192.8

a Arrhenius parameters for reaction rate constants: kf = A exp(−Ea/RT ).
b (s) denotes surface-adsorbed species.
c Hydrogen adsorption reaction is first order with respect to Platinum. The Oxygen

sticking coefficient has a temperature dependence of the form γO2
= 0.07(T0/T ) with

T0 = 300K.
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operating conditions considered here. The equivalence ratio of the mixture is also specified

at the inlet for each case. The flow is mass driven such that the mass flux of each species is

uniform across the channel inlet. The outlet pressure is assumed to be atmospheric. In the

range of channel heights and operating conditions considered in this chapter, slip/jump

effects on the wall are negligible and no–slip boundary conditions are employed on the

channel walls.

For the low Péclet number values used in this study, numerical simulations showed that

a channel length of about 4H is sufficient for for all the variables to develop. In the present

work, a channel length of L = 10H is considered for all simulations. The solution domain

is discretized using an orthogonal non–uniform grid distribution. Grid point density is

higher near the wall and channel inlet since the highest gradients are expected in these

regions. Different mesh sizes were examined in order to test the grid independence of the

results. A mesh size of 140× 24 (with an expansion ratio of 1.02 and 1.025 in the x and y

directions, respectively) yields grid–independent results. Also, since the channel geometry

and boundary conditions are symmetric, only half of the channel is simulated numerically.

4.3 Results and discussion

The effects of channel height, inlet mass flux and mixture equivalence ratio on the gas

phase contribution to hydrogen oxidation are studied in this section. In order to study the

gas phase reaction contribution to hydrogen oxidation under different operating conditions,

two of these parameters are kept constant while the third one is varied.
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4.3.1 Channel height effect

As the channel size decreases, the heat and mass transfer rates generally increase. This,

in turn, can affect the gas phase reaction rate to a great extent. In order to study the

direct effect of channel size on gas phase reactions, the inlet mass flow rate per unit area

(ṁ′′ = 0.355 kg/m2s), the wall temperature (Tw = 1450 K) and the inlet equivalence ratio

(ϕ = 0.45) are kept constant in simulating channels of different heights. The hydrogen

conversion rate, integrated over channel half–height, along channels of different heights is

plotted in Fig. 4.1. The gaseous conversion rates are integrated (not averaged) across the

channel height to have the same dimension (mol/m2s) as their catalytic counterparts when

comparing their relative importance to the overall hydrogen conversion. The gas phase

conversion rate decreases with decreasing channel height. Initially, as the channel height

is reduced from 1000 µm to 600 µm, the gas phase conversion rate gradually decreases,

mainly due to the reduced channel volume. The heterogeneous H2 conversion rate remains

essentially constant in this range of channel heights. However, as the channel size is

further reduced, there is a sheer drop in the gas phase H2 conversion rate. The catalytic

H2 conversion rate also increases for channel heights below 600 µm due to reduced gas

phase conversion rate.

The OH destruction rate at the wall also exhibits an interesting trend as shown in Fig.

4.2. As the channel size is reduced from 1000 µm to 600 µm the OH destruction rate

on the wall remains almost constant despite the reduced OH levels in the gas phase. In

order to assess the impact of wall radical destruction on the gas phase reaction inhibition,

the following reactions (OH adsorption/desorption reactions) are removed from the surface

mechanism:
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Figure 4.1: (a) Gas phase (integrated over channel half-height) and (b) catalytic conversion
rates of H2 at different channel heights.

OH + Pt(s) −→ OH(s) (4.1a)

OH(s) −→ OH + Pt(s) (4.1b)
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Figure 4.2: Streamwise catalytic conversion rate of OH at different channel heights.

where (s) denoted surface–adsorbed species. The results are depicted in Fig. 4.3 where

the gas phase conversion rates are compared to the normal simulations for channel heights

of 400 µm to 1000 µm. The OH radical destruction on the wall considerably inhibits the

gaseous reaction rates. In the case of the 600 µm channel, for instance, the maximum ho-

mogeneous H2 conversion rate increases by about 47% when the OH adsorption/desorption

reactions are excluded from the reaction mechanism. This effect is even more pronounced

for the 400 µm channel. However, as the channel size increases, the wall radical destruction

effect becomes less important. This can be observed in Fig. 4.3 (b) where the homogeneous

hydrogen conversion rates are compared with and without OH adsorption/desorption reac-
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Figure 4.3: Gas phase (integrated over channel half-height) conversion rates of H2 at two
different channel heights; Case I: Normal simulation results; Case II: Lower H2O effect in
gaseous reaction mechanism (artificial H2O third-body enhancement coefficient reduction);
Case III: OH adsorption/desorption surface reactions are removed from surface reaction
mechanism.
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tions on the wall. Due to the inhibiting effect of OH destruction on the wall, the maximum

homogeneous H2 conversion rate increases by about 32% and 30% for the 800 µm and

1000 µm channels, respectively, when the adsorption/desorption reactions are removed.

As observed, the OH adsorption/desorption reactions are mostly important in smaller

channels, and as the channel height increases, this effect gradually diminishes. The axial

location where the maximum gas phase H2 conversion occurs is however not sensitive to

the wall OH adsorption/desorption reactions and is only slightly shifted upstream.

Besides the radical destruction on the wall, the suppression of the hydrogen oxidation

in the gas phase can be further analyzed by observing the inlet mixture composition.

The inlet mass flux of each species, which is held constant, consists of the diffusion mass

flux and the convective mass flux of that species. As the channel size is reduced, the

diffusive mass transfer generally becomes more effective. Since hydrogen is consumed in

the channel, right at the inlet there exists a positive diffusive mass flux of hydrogen into

the channel. In order to keep the total inlet mass flux constant, the inlet mass fraction

of the hydrogen should be adjusted (lowered) accordingly. This way the total inlet mass

flux of hydrogen, ~̇m
′′
H2

= ρYH2U + JH2 remains constant. The same scenario also applies

to the oxygen. However, since hydrogen molecules are much faster than oxygen, this effect

is more pronounced for hydrogen. On the other hand, the H2O produced in the channel

can also diffuse back towards the inlet, which results in a negative diffusive mass flux of

H2O out of the channel. Since the total mass flux of H2O (diffusion + convection) is set

equal to zero in the simulations, this outgoing H2O mass flux should be balanced by the

incoming convective flux of H2O, i.e. ρYH2OU, at the inlet. Therefore a finite amount

of H2O will exist at the channel inlet, despite the fact that the inlet H2O mass flux is

zero. As stated earlier, the diffusion flux becomes stronger as the channel size is reduced,

which intensifies this process. At each iteration, the inlet mass fraction of all species Yk
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Figure 4.4: Inlet (a) H2 and (b) H2O mass fractions for different channel heights.

and the mass–averaged inlet velocity U are calculated using ~̇m
′′

k = ρYkU + Jk = const (Ng

constraints) along with
∑Ng

k=1 Yk = 1. The diffusive fluxes of species Jk are calculated from

the previous iteration.

The inlet mass fractions of H2 and H2O for different channel heights are shown in Fig.

4.4. As the channel height is reduced, the inlet H2 mass fraction generally decreases across

the channel because of stronger diffusive mass flux specially in regions close to the wall

while the average inlet H2O mass fraction increases as a consequence of stronger diffusion

effect at lower heights. However, unlike the monotonic trend observed in the inlet H2 mass

fraction distribution across the channel, the inlet H2O mass fraction in the vicinity of the
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wall is higher in larger channels. This behaviour is due to the relatively smaller diffusion

coefficient of H2O as compared to H2. The diffusive flux is responsible for the removal

of the produced H2O from the wall. In larger channels, the diffusive flux is not strong

enough to wash away the reaction products from the wall, and therefore, a considerable

difference exists between the mid-plane and wall H2O mass fractions right at the channel

inlet. The reduction in channel height enhances the diffusive transfer of wall products to

the gas phase which in turn, as observed, reduces the difference between the gas phase and

wall H2O mass fractions. This increase in the product and decrease in fuel levels at the

inlet alters the reaction rates.

Ghermay et al. [31] and Bui et al. [13] have demonstrated that the presence of water

in the mixture inhibits gaseous combustion. As a chain terminating reaction, H + O2 +

M −−⇀↽−− HO2 + M is an important step in the ignition process as discussed in [98, 13]. As

a third-body species, H2O promotes this reaction where active H atoms react with O2

molecules producing relatively inert HO2 radicals. In order to assess the H2O–induced

suppression effect on the gas phase conversion rate, the H2O enhancement factor ω(H2O)

relative to O2 is reduced from 16.25 to 1 by reducing ω(H2O) from 6.5 to 0.4. The gas

phase H2 conversion rates with and without this artificial adjustment of the enhancement

factor are shown in Fig. 4.3. As observed, the presence of H2O suppresses the gaseous

hydrogen conversion. For instance, in the 600 µm channel, the peak value of the hydrogen

conversion in the gas phase is about 30% greater in the artificially adjusted ω(H2O) case

compared to the normal simulation results. However, at the smallest examined channel

height, the H2O–induced suppression of the gas phase reaction is much smaller than the

wall OH destruction effect.

The mid–plane temperature profiles along the channel at different channel heights are

shown in Fig. 4.5. Due to stronger diffusion effect at smaller channel heights, the mid–
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Figure 4.5: Non–dimensional mid-plane temperature T∗ at different channel heights.

plane temperature increases as the channel height is decreased. Elevated temperatures

promote gas phase conversion since the reaction rates are strong functions of temperature.

However, as observed earlier, the temperature variation due to channel size change does

not seem to have a considerable influence on the the gas phase conversion rate. In other

words, the rise in gas temperature due to smaller channel size is not strong enough to

compete with other suppressing effects.
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4.3.2 Mass flux variation

In order to study the effect of mass flow rate on the gas phase reaction rate, the inlet mass

flux in a H = 700 µm channel is varied while keeping the wall temperature Tw = 1450

K and the inlet equivalence ratio ϕ = 0.45 constant. The change in the inlet mass flux

alters the relative importance of convective and diffusive mass fluxes which can affect the

behaviour of the reactive flow. Figure 4.6 shows the streamwise profile of H2 conversion rate

in the gas phase (integrated over channel half-height) as well as the catalytic H2 conversion

rate on the wall. Starting at a relatively weak level, the gas phase H2 conversion rate

initially increases as the inlet mass flux is increased and then diminishes as the inlet mass

flow rate is further increased.

The catalytic conversion rate, however, increases as the inlet mass flow rate is increased.

The surface site fraction of H(s) and H2O(s) are plotted in Fig. 4.7 along the channel at

different inlet mass fluxes. At higher inlet mass fluxes, more fuel can be delivered to the

wall for catalytic conversion which as expected results in higher levels of H(s) and H2O(s)

surface coverages on the wall. The increased catalytic conversion rate inhibits the gas

phase reaction at higher inlet mass fluxes despite a higher inlet hydrogen supply. This

can be readily observed in Table 4.3 where the relative contribution of the gas phase and

catalytic conversion rates to the overall available hydrogen for oxidation are given. In

all cases, the catalytic conversion dominance in hydrogen conversion is apparent. The

hydrogen supply to the channel increases linearly as the inlet mass flux is increased while

the relative contribution of the gas phase H2 conversion rapidly decreases to negligible

levels. It is, however, interesting to note that the amount of homogeneous H2 conversion

(in kg/s) initially increases as the inlet mass flux is increased to 0.274 kg/m2s and then

decreases again with further increase in the inlet mass flux. Because of highly non–linear
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Figure 4.6: (a) Gas phase (integrated over channel half–height) and (b) catalytic H2 con-
version rates at different inlet mass flow rates along a H = 700 µm channel with Tw = 1450
K.
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Figure 4.7: Surface site fraction of (a) H(s) and (b) H2O(s) along a H = 700 µm channel
with Tw = 1450 K at different inlet mass fluxes.

interactions between the diffusion and convection fluxes, transport properties and gas phase

and wall chemistry, one should not expect a linear behavior in the catalytic conversion rate.

Figure 4.8 depicts the cross–stream hydrogen mass fraction profiles at axial locations

where the homogeneous conversion rate peaks for the above–mentioned inlet mass fluxes.

The trend observed in the available hydrogen for homogeneous reaction in the channel

is consistent with the contribution of homogeneous hydrogen conversion observed in Fig.

96



Table 4.3: Homogeneous and heterogeneous conversion rates at different inlet mass fluxes
along a H = 700 µm channel.

ṁ′′ (kg/m2s) 0.162 0.274 0.406 0.558

ṁH2 inlet (×106 kg/s) 0.736 1.241 1.839 2.528
Gas Conv. (×106 kg/s) 0.077 0.109 0.103 0.080
Cat. Conv. (×106 kg/s) 0.659 1.132 1.735 2.448
% Gas Contribution 10.4 8.7 5.6 3.1
% Catal Contribution 89.5 91.2 94.3 96.8

4.6 and Table 4.3. Initially, as the inlet mass flux is increased from 0.162 kg/m2s to

0.274 kg/m2s, the available hydrogen for gaseous combustion also increases. However,

with further increase in the inlet mass flow rate, the increased catalytic conversion of

hydrogen depletes the available hydrogen in the gas phase which inhibits the gaseous

conversion. As observed, the available hydrogen for homogeneous conversion is the highest

for ṁ′′ = 0.274 kg/m2s at its peak gaseous conversion axial location, whereas the supplied

hydrogen at the inlet is higher for ṁ′′ = 0.558 kg/m2s.

The change in the inlet mass flux also influences the temperature field in the channel

which in turn can inhibit the gas phase conversion rates. The temperature at every axial

location is lower when the inlet mass flux increases, as observed in Fig. 4.9 where the mid–

plane temperatures are shown along the channel. Therefore, as the inlet mass flux increases,

besides the drop in the available hydrogen for gaseous combustion, lower temperature levels

also restrain homogeneous combustion.

Figure 4.10 shows the OH mass fraction contours in the channel at four different inlet

mass fluxes. It is found that the OH mass fraction level drops sharply as the inlet mass

flux is increased above 0.406 kg/m2s or decreased below 0.274 kg/m2s. This behaviour is

consistent with the gas phase reaction levels at different inlet mass fluxes, observed earlier.

97



Figure 4.8: Cross–stream H2 mass fraction at axial locations of maximum gaseous conver-
sion (ref. Fig. 4.6 (a)). Solid line: x/H = 0.66; dotted line: x/H = 0.78; dash–dotted
line: x/H = 1.01; dashed line: x/H = 1.34.

Higher gas phase contribution to H2 conversion produces more OH in the gas phase. The

location of the highest OH concentration slightly shifts downstream as the inlet mass flow

rate is increased, with the gas phase reaction zone stretched along the channel.
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Figure 4.9: Non–dimensional mid-plane temperature T∗ at different inlet mass fluxes.

4.3.3 Equivalence ratio effect

In the previous sections, the fuel–air equivalence ratio of the mixture at the inlet was kept

constant at ϕ = 0.45. However, since the chemical kinetics of the reacting flow is a strong

function of the equivalence ratio, its effect is also studied independently in this section.

To this end, the inlet mixture equivalence ratio is varied keeping the wall temperature

Tw = 1450 K constant. At low equivalence ratios, due to the absence of enough fuel, the

reaction rates are generally lower. This can be confirmed in Fig. 4.11 where the gas phase
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Figure 4.10: OH mass fractions at different inlet mass flow rates, (a) ṁ′′ = 0.162, (b)
ṁ′′ = 0.274, (c) ṁ′′ = 0.406, (d) ṁ′′ = 0.558 kg/m2s along a 700µm channel with Tw = 1450
K.

(integrated over channel half–height) and wall conversion rates of H2 are depicted along a

700 µm channel. In all cases, the inlet mass flux is set equal to ṁ′′ = 0.355kg/m2s. As

expected, the gas phase and wall conversion rates of H2 are higher for relatively richer

mixtures. The increase in the relative gas phase contribution to the overall H2 conversion

can be clearly detected at ϕ = 0.75 by observing the sudden drop in the wall conversion rate

in Fig. 4.11. Leaner fuel/air mixtures exhibit a monotonic decrease in the wall conversion

rate along the channel as the fuel gets depleted mainly through the wall reaction. however,
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Figure 4.11: (a) Gas phase (integrated over channel half–height) and (b) catalytic H2

conversion rates at different inlet equivalence ratios along a 700 µm channel with Tw = 1450
K.
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Figure 4.12: Hydrogen mass fraction across a 700 µm channel at x/H = 0.78; Gas phase
and catalytic reactions (GC) vs. catalytic reactions only (C).

at the inlet equivalence ratio of ϕ = 0.75, as the gas phase reaction initiates, there is a

sudden drop in the catalytic H2 conversion rate at the wall since the gas phase hydrogen

consumption becomes considerable. In order to assess the relative contribution of the

gas phase reactions to hydrogen oxidation at different equivalence ratios, the results of

numerical simulations with and without gas phase reactions are examined. Figure 4.12

depicts H2 mass fraction distribution across the channel with and without considering the

gas phase reactions at x/H = 0.78. As observed, the error associated with neglecting the
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Figure 4.13: Hydrogen consumption along a 700 µm channel with an inlet equivalence
ratio of ϕ = 0.75 and wall temperature Tw = 1450 K.

gas phase reactions is much higher in relatively richer mixtures. This effect can also be

confirmed observing the global behaviour of the channel in H2 conversion. Figure 4.13

shows the hydrogen consumption in a relatively richer mixture along the channel with and

without considering the gas phase reactions. Hydrogen consumption at any axial location

x is defined as:

H2 consumption =

[
ṁin − ṁx

ṁin

]
H2

(4.2)

Close to the channel inlet, since hydrogen is consumed mostly by the wall reactions, the
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two simulations predict almost identical results. However, as the reaction starts in the gas

phase, the difference in hydrogen consumption predictions becomes apparent. The highest

difference in this case is about 3% at x/H = 0.98.

4.4 Conclusions

Combustion of hydrogen in Pt-coated microchannels has been studied numerically in planar

geometry at a constant wall temperature. Gas phase contribution to hydrogen conversion

in lean H2/air mixtures has been investigated under different inlet mass fluxes, fuel–air

equivalence ratios as well as different channel heights.

Reducing the channel height decreases the contribution of homogeneous reactions to

hydrogen conversion. For a wall temperature of Tw = 1450 K and inlet equivalence ratio

of ϕ = 0.45, as the channel height is reduced from 1000 µm to 600 µm, the decline in

homogeneous reaction rates is gradual and is mainly due to the reduced channel volume

and increased OH adsorption on the catalytic wall. The radical destruction on the wall

continues to inhibit the gas phase reaction even further at smaller channel heights. The

heterogeneous hydrogen conversion rate remains essentially constant in this range. The

upstream diffusion of product species from the channel towards the inlet becomes consid-

erable as the channel size is reduced because of the strong diffusive mass flux at smaller

length scales. This leads to the existence of some of the product species, most notably

H2O, at the channel inlet which contributes even further to the decline in the gas phase

conversion rate below the H = 600 µm sizes.

Variation of the inlet mass flux at constant channel height alters the balance between

the convective and diffusive mass fluxes. At low inlet mass fluxes, the presence of product

species suppresses the gas phase reaction rates. As the inlet mass flux of the reacting
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mixture is increased, initially the amount of H2 conversion in the gas phase also increases.

However, after a certain mass flux, this trend reverses and the increased inlet mass flux

leads to lower gas phase conversion. Since the catalytic H2 conversion is diffusion-limited,

it increases steadily as the inlet mass flux is increased mainly due to steeper gradients

at the wall. Since the catalytic reaction is dominant in hydrogen conversion, the relative

contribution of gas phase reaction to the overall conversion declines rapidly as the inlet

mass flux increases.

The fuel-air equivalence ratio of the mixture significantly changes the contribution of

the gas phase reactions to the overall hydrogen conversion. At low equivalence ratios, the

homogeneous and heterogeneous conversion rates are both low compared to richer mixtures.

As the equivalence ratio increases, both gas phase and wall reactions increase, although

the rise in the gas phase conversion rate is more vigorous.
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Chapter 5

Rarefaction effects on catalytic

reactive flows in microchannels1

5.1 Introduction

In the slip flow regime, the continuum equations for mass, momentum and energy conser-

vation can still be employed but proper slip/jump boundary conditions should be specified

to account for non–equilibrium effects in the Knudsen layer. In the case of multi–species

transport, an important effect analogous to temperature–jump should also be taken into

account, i.e., the concentration–jump. There is very limited work on the concentration

jump and its effects on catalytic reactions and the available literature has mainly focused

on the temperature jump and velocity slip effects. In this chapter, the velocity slip, temper-

ature jump and concentration jump effects on two distinct catalytic reactions are examined

in planar microchannels: hydrogen oxidation on platinum; and ammonia decomposition

1A brief version of this section including some figures is published as an article in the Chemical
Engineering Journal, 2012, Vol. 181-182, 643-654.
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on ruthenium. To this end, the slip/jump boundary conditions derived in section 2.2 are

employed. This set of boundary conditions, derived in their most general form, represent

various terms in predicting the slip/jump conditions for reacting multicomponent mixtures.

Unlike the first–order slip/jump boundary conditions where the mixture–averaged proper-

ties are utilized to relate the slip velocity and temperature discontinuity to the field variable

gradients, this set of conditions accounts for individual species separately along with pos-

sible concentration discontinuity at the wall. Due to very small channel sizes considered

in the present study, the homogeneous reactions can be ignored as discussed in detail in

chapter 4. Detailed surface reaction mechanisms are employed in order to fully account for

the effects of surface species in determining the heterogeneous reaction pathways.

5.2 Catalytic oxidation of lean H2/air mixture on Pt

The schematic view of channel geometry and the coordinate system are shown in Fig. 3.11.

The governing mass, momentum, energy, and species continuity equations are described

in section 2.1. Detailed gas phase and surface reaction mechanisms along with a multi–

component species diffusion model are used. These equations were discretized using the

colocated finite volume method. After each step in the solution of gas phase species, the

flux matching boundary condition (2.51) and the surface species production rate (2.52)

equations are solved on every wall element considering the concentration–jump effect, Eq.

(2.47). These equations form a set of non–linear DAEs and are solved using the SUNDIALS

code [40]. The solution to this set of equations yields the surface species site fractions on

the wall and the mass fractions of gas phase species at the edge of the Knudsen layer which

are employed as the proper boundary conditions for the next iteration. This was described

in more detail in section 2.2.2. The mixture transport properties as well as the pure species
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properties are obtained using the CHEMKIN database [47]. The production rate of both

gas and surface species on the wall are modeled using a detailed surface reaction mechanism

proposed by Deutschmann et al. [23] as shown in Table 4.2.

Some parameters are kept constant in order to make a meaningful comparison between

different cases studied in this chapter. To this end, the inlet mass flux of each species is

assumed to be constant in each simulation. This constraint forces the overall inlet mass

flux to remain constant as well. This approach is especially useful when dealing with low

Péclet number (Pek = ReSck, where Sc is the Schmidt number) flows in which the inlet

diffusion mass flux can be significant. At each iteration, the inlet mass fraction of all species

Yk and the mass–averaged inlet velocity U are calculated using ~̇m
′′

k = ρYkU + Jk = const

(Ng constraints) along with
∑Ng

k=1 Yk = 1. The diffusive fluxes of species Jk are calculated

from the previous iteration. This is discussed in more detail in chapter 4.

The surface site density of the catalytic walls is specified to be Γ = 2.7× 10−5mole/m2

simulating a polycrystalline platinum coating [23]. In this study, the inlet gas temperature

is assumed to be Tin = 300 K while the wall temperature Tw is maintained at 1000 K,

unless otherwise specified. The equivalence ratio of the mixture is also specified at the

inlet for each case. The flow is mass driven such that the mass flux of each species is

constant at the channel inlet. The outlet pressure is assumed to be atmospheric. The

accommodation coefficient θ is equal to zero for specular reflection at the wall and equal

to 1 for diffuse reflection [15]. This coefficient decreases for high temperatures and rough

surfaces and typically can range between 0.1 to 1.0. In this chapter, two values of 0.25

and 1.0 are chosen for the surface accommodation coefficient. For the low Péclet number

flows considered here, the numerical simulations show that a channel length of about 4H

is sufficient for all the variables to develop. In this chapter, a channel length of L = 6H is

considered for all simulations.
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Table 5.1: Operating conditions and geometrical specification of different simulation cases
of hydrogen oxidation. In all cases, the surface accommodation coefficient of other species
θk is equal to 1.

H (µm) ṁ′′in(kg/m2s) Tw (K) θH2

Case 1 25 4.0 1000 1.0
Case 2 25 4.0 700 1.0
Case 3 25 4.0 700 0.25
Case 4 25 3.0 1000 1.0
Case 5 25 1.0 1000 1.0
Case 6 50 4.0 1000 1.0
Case 7 10 4.0 1000 1.0

5.2.1 Results and discussion

In this section, the effects of slip/jump boundary conditions on various field variables are

discussed. The previously described velocity slip, temperature jump and concentration

jump boundary conditions are denoted by “VS”, “TJ” and “CJ”, respectively. The inlet

equivalence ratio of the mixture is set constant to φ = 0.5 in all simulations. The inlet

mass flux of species as well as the wall temperature Tw and channel height are specified

for different cases as outlined in Table 5.1.

Flow and temperature fields

A channel with operating conditions of Case 1 is simulated under different boundary condi-

tion combinations and the resulting slip velocity and temperature jump along the channel

are shown in Fig. 5.1 (a) and (b). When only the velocity slip boundary condition is

considered, the temperature at the edge of the Knudsen layer is equal to the wall tempera-

ture, which eliminates the axial temperature gradient. In such a case, the wall shear stress
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τxy governs the slip velocity behavior. Due to the very low Reynolds number (Re ∼ 1),

normal velocity gradients are only significant close to the channel inlet and quickly fade

out further down the channel. Therefore, except for regions close to the inlet, the velocity

slip does not influence the flow field to a great extent. On the other hand, the temperature

discontinuity at the wall significantly affects the slip velocity. The presence of a strong

temperature gradient along the wall in the developing region of the channel increases the

slip velocity. The temperature jump itself is mostly influenced by the temperature gradient

normal to the wall. Again, the highly diffusive nature of the transport processes in these

small channels (Pe ∼ 1) diminishes the gradients within about one channel height into the

channel.

The concentration jump boundary condition, however, does not alter the velocity slip

and temperature jump at the wall and its influence is negligible. Although, as will be

discussed later, the species mass fractions are affected by the concentration jump boundary

condition, their effect on the mixture properties is minimal and hence does not influence

the flow and temperature fields. The above mentioned effects are more evident in Fig. 5.1

(c) and (d) where the velocity and temperature fields are sketched across the channel at

x/H = 0.103 under different boundary condition combinations. Clearly, in this operating

condition, the presence of temperature jump is the most important factor in defining both

the velocity and temperature fields. The minimal effect of concentration jump boundary

condition on the velocity and temperature distributions across the channel is also evident.

The Knudsen number plays an important role in characterizing the heat and mass

transfer properties of slip flows. Based on the kinetic theory of gases, the mean free path

of each species ζk is related to its viscosity as:

ζk =
16

5

µk

ρ
√

2πRkT
(5.1)
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Figure 5.1: Velocity slip (a) and temperature jump (b) at the edge of the Knudsen layer
along the channel under different slip/jump boundary conditions. Cross stream velocity
(c) and temperature (d) distributions at x/H = 0.103 for Case 1.

For comparison purposes, in this chapter, the mixture Knudsen number is defined based

on a mass–averaged mean free path. As can be readily seen in this equation, the Knudsen

number is a function of field variables, and therefore, changes in different cases studied in

the present work. However, under the operating conditions of Case 1, the Knudsen number
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Figure 5.2: The Knudsen number variation along the channel under different operating
conditions.

remains close to 0.012. The typical Knudsen number behavior is shown Fig. 5.2 for various

cases where all slip and jump boundary conditions are in effect.

Mass transfer

Due to the constant mass flux boundary condition imposed at the inlet, the species mass

fractions can be different under different wall boundary condition combinations. The inlet

mass flux of each species ṁ′′k = ρYkU + Jk consists of the diffusion mass flux and the

112



convective mass flux of that species. With different wall boundary conditions the flow field

can change significantly. Therefore, the inlet mass fraction of each species will adjust itself

to keep the mass flux constant. Right at the channel inlet, due to hydrogen consumption in

the channel, there exists a positive diffusive mass flux of hydrogen into the channel. In order

to keep the total hydrogen inlet mass flux constant, the inlet mass fraction of the hydrogen

should be adjusted (lowered) accordingly. On the other hand, the H2O produced in the

channel can diffuse back towards the channel inlet which results in a negative diffusive mass

flux of H2O out of the channel. Since the total H2O mass flux (diffusion + convection)

is set equal to zero in the simulations, this outgoing diffusive H2O mass flux should be

balanced by the incoming convective flux, i.e. ρYH2OU, at the inlet. Therefore a finite

amount of H2O will exist at the channel inlet despite the zero total inlet H2O mass flux.

The inlet mass fraction of H2 is shown in Fig 5.3 (a) under different types of wall

boundary condition combinations for Case 1. Interestingly, the hydrogen mass fraction

profile changes its direction close to the wall. In the entrance region, the thermal diffusion

effect becomes very strong close to the wall and overwhelms the concentration gradient in

Eq. (2.7). Therefore, despite the net hydrogen diffusive mass flux being towards the wall,

the hydrogen concentration gradient is reversed in this region. Neglecting the thermal

diffusion effect in the diffusive mass flux calculations, therefore, can lead to a different

inlet (and consequently within the channel) hydrogen distribution. This can be seen in

Fig. 5.3 (b) where the inlet hydrogen mass fraction is depicted for Case 1 without the

thermal diffusion term in Eq. (2.7). In both figures, it is evident that the velocity slip

boundary condition alone does not affect the inlet composition. However, the presence of

a temperature discontinuity noticeably alters the inlet hydrogen mass fraction especially

in regions close to the wall.

The species mass fractions of H2, O2 and H2O at the edge of the Knudsen layer are
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Figure 5.3: Inlet H2 mass fractions for different types of wall boundary conditions in Case
1; diffusion mass flux calculated (a) with thermal diffusion, (b) without thermal diffusion
in Eq. (2.7).
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Figure 5.4: H2 (a), O2 (b) and H2O (c) mass fractions at the edge of the Knudsen layer of
Case 1 under different types of wall boundary conditions along the channel.
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shown in Fig. 5.4 for Case 1 along the channel. The velocity slip, as observed earlier, only

slightly changes the species inlet composition and temperature and velocity fields. Hence,

its influence on the species mass fractions is also negligible. The noticeable decrease in the

hydrogen and oxygen mass fractions in the “VS+TJ” cases is mainly due to the constant

mass flux treatment of the inlet boundary. With velocity slip and temperature jump at

the wall, the velocity profile begins to resemble plug flow (Fig. 5.1 (c)). The increased

slip velocity close to the wall decreases the inlet hydrogen and oxygen mass fractions in

this region as observed in Fig 5.3. The slight increase in H2O mass fraction at the edge of

the Knudsen layer in “VS+TJ” boundary condition is due to the increased water levels at

the inlet under this particular boundary condition. With the introduction of concentration

jump, the hydrogen and oxygen mass fractions slightly increase at the wall. This is again

related to the altered inlet composition when there is a concentration discontinuity at the

wall.

The species distribution in the channel is influenced by the boundary conditions consid-

ered on the wall as well. The hydrogen mass fraction across the channel is shown in Fig 5.5

at two axial locations of x/H = 0.044 and x/H = 0.103 for Case 1. In regions close to the

wall, the hydrogen mass fraction in the “No Slip” case is over–predicted by about 13% and

10% compared to the “VS+TJ” and “VS+TJ+CJ” cases, respectively, with the difference

diminishing towards the channel center. This over–prediction is partly due to lower inlet

hydrogen mass fractions in the “VS+TJ” and “VS+TJ+CJ” cases (see Fig 5.3 (a)) which

is carried over into the channel. The difference in catalytic hydrogen consumption at the

wall under different wall boundary conditions can also lead to this over–prediction.

In order to investigate slip/jump effects on species transport, the catalytic conversion

rates of H2 for Case 1 under various boundary condition combinations are shown in Fig.

5.6. Due to a very low Reynolds number, the transport of species and energy is generally
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Figure 5.5: Hydrogen mass fraction across the channel at (a) x/H = 0.044 and (b) x/H =
0.103 for Case 1 under different boundary condition combinations.

diffusive and therefore the velocity slip does not alter the flow and temperature fields

significantly, as observed in Fig. 5.1 (c). As such, the velocity slip boundary condition

alone has a very small impact on the hydrogen conversion rate. However, the influence

of the temperature jump boundary condition is noticeable, especially in the developing

region. The axial temperature gradient at the edge of the Knudsen layer substantially

increases the slip velocity, which in turn enhances the convective mass transfer and causes

steeper gradients in the vicinity of the wall. As the temperature jump boundary condition
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Figure 5.6: Catalytic conversion rates of H2 along the channel for Case 1 under different
types of boundary condition combinations.

is introduced, the conversion rate experiences a considerable increase in the developing

region and then merges with the no–slip case result further downstream. The presence of

concentration discontinuity at the wall, on the other hand, counter balances the increase in

hydrogen conversion rate by reducing the species mass fraction gradient normal to the wall.

The decrease in the concentration gradients (and consequently the hydrogen diffusive mass

flux towards the wall) translates into lower hydrogen conversion rates as can be readily

seen in Eq. (2.51).
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Species coverage on the catalytic wall is also influenced by the slip/jump boundary

conditions. The surface coverage of H(s) and O(s) are mainly dictated by the gas phase

concentration of H2 and O2 just above the catalytic wall (in this case, the edge of the

Knudsen layer). It has also been shown that for the fuel lean mixtures, Pt(s) and O(s) are

the dominant surface species [37, 38]. Figure 5.7 shows the surface coverage Zk of different

species at the wall. Low H(s) coverage indicates that the heterogeneous reaction initiation

step (reaction S5 in Table 4.2) is limited by the reactant coverage which is restrained by the

mass diffusion to the wall. The H(s) coverage follows the same trend as H2 mass fraction

at the edge of the Knudsen layer observed in Fig. 5.4 (a). The increase in near–wall

velocity due to velocity slip and temperature jump enhances species transfer which lowers

the H(s) coverage even further. The presence of concentration discontinuity at the wall

slightly decreases the H(s) coverage. This is due to the increased H2 level at the edge of

the Knudsen layer in the presence of the concentration jump boundary condition. With

the introduction of velocity slip and temperature jump, the increase in O(s), as described

earlier, is again due to the abundance of oxidizer in a fuel–lean mixture and increased mass

transfer to the wall. The H2O(s) is influenced the most by the presence of concentration

discontinuity at the wall. The H2O(s) coverage is not affected as the velocity slip and

temperature jump boundary conditions are exercised.

Different factors contribute to the concentration jump of each species as inferred from

Eq. (2.47): the normal stress τ yyk , the surface production rate Jky, the temperature dis-

continuity (Tw/Ts)
(1/2), and finally physical and chemical properties of the surface θk, γk.

As stated earlier, due to very low Reynolds number, the normal stress τ yyk is negligible

compared to local pressure and its effect will not be investigated separately here. In order

to examine the direct effect of the temperature jump term (Tw/Ts)
(1/2) on concentration

jump, Case 1 is simulated with this term artificially set equal to 1. The catalytic hydrogen
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Figure 5.7: Surface species coverage of Pt(s), H(s), O(s) and H2O(s) of Case 1 at the wall
under different types of wall boundary conditions along the channel.
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Figure 5.8: (a) Catalytic hydrogen conversion rates and (b) mass fraction of H2 at the
edge of the Knudsen layer along the channel for Case 1 under different types of boundary
condition combinations.
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production rate and its mass fraction at the edge of the Knudsen layer are shown in Fig.

5.8. As observed, the temperature discontinuity term is clearly the dominant factor in

defining the concentration jump effect. With this artificial adjustment of the (Tw/Ts)
(1/2)

term, concentration jump boundary condition has very little impact on the catalytic hy-

drogen conversion as well as the wall H2 mass fraction. It is also interesting to note that

the absence of the thermal diffusion term in calculating the diffusive mass flux of species

leads to an under prediction of the hydrogen conversion rate and a higher H2 mass fraction

at the edge of the Knudsen layer.

The surface accommodation coefficient directly influences the concentration jump bound-

ary condition. An accommodation coefficient of 1.0 physically implies that all the impinging

molecules come to thermodynamic equilibrium with the wall and are then released back

into the flow field diffusively with a normal velocity distribution [107]. Decreasing the

accommodation coefficient, therefore, shifts this trend towards specular reflection where

some of the incident gas molecules are specularly reflected by the wall without reaching

the equilibrium state. The surface accommodation coefficient, appearing on the right hand

side of the concentration jump boundary condition (Eq. (2.47)), directly influences the

terms involving the normal stress τ yyk and the surface production rate Jky. Lower accom-

modation coefficients magnify the effect of normal diffusive fluxes of species. In order to

study the relative importance of the accommodation coefficient, Cases 2 and 3 with hy-

drogen accommodation coefficients of 1.0 and 0.25, respectively, are considered here. It

should be recalled that in the present work, the momentum and thermal accommodation

coefficients are the same. The catalytic hydrogen conversion rates and the H2 mass frac-

tions at the edge of the Knudsen layer are shown in Fig. 5.9. As observed, the reduction

in the accommodation coefficient does not change the catalytic conversion rate noticeably

and most of the change between the “No Slip” and “VS+TJ+CJ” cases are again due to
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Figure 5.9: (a) Catalytic conversion rates and (b) wall mass fraction of H2 along the channel
for Cases 2 and 3.
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the temperature discontinuity (Tw/Ts)
(1/2) at the edge of the Knudsen layer. The wall H2

mass fraction is only slightly reduced as the accommodation coefficient is reduced.

The inlet mass flux can also change the mass transfer characteristics of such flows

by altering the flow and temperature distributions as well as their gradients within the

field. In order to study these effects, three different inlet mass fluxes of 4.0, 3.0 and 1.0

kg/m2s (Cases 1, 4 and 5) are examined. The catalytic conversion rate of hydrogen and

the surface species coverages of H(s), O(s) and H2O(s) are shown in Fig. 5.10. The surface

catalytic conversion rate noticeably decreases as the inlet mass flux decreases. There are

two main reasons behind this behavior: lower mass transfer to the wall (due to decreased

gradients) and different inlet H2 and H2O compositions. As the inlet mass flux decreases,

the process of mass transfer is mostly carried out by diffusion and the fuel (hydrogen)

mass fraction at the edge of the Knudsen layer drops as observed in Fig. 5.11 (a). This

brings the combustion process closer to the mass transport limited operation state (in an

ideal mass transport limited case, the hydrogen mass fraction at the wall is zero) where

the consumption of hydrogen is limited by the available amount of fuel at the surface.

The inlet H2 and H2O compositions also affect the catalytic hydrogen conversion rate

as the mass flux is reduced. As observed in Fig. 5.11 (b), the inlet H2 mass fraction

is considerably reduced in Case 5 and this effect will be carried over into the domain.

Besides the altered balance between the convective and diffusive terms discussed above,

the reduced hydrogen mass fraction at the inlet is another factor in reducing the hydrogen

mass fraction at the edge of the Knudsen layer. Figure 5.11 (c) shows the inlet H2O mass

fraction in Cases 1, 4 and 5. The increased H2O content at the inlet is due to the increased

effect of diffusive mass transfer as discussed in detail in chapter 4.

The difference between the “No Slip” and “VS+TJ+CJ” predictions of O(s) surface

coverage displays an interesting trend in Fig. 5.10. As observed, at an inlet mass flux of
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Figure 5.10: Catalytic hydrogen conversion rates and surface species coverage of H(s), O(s)
and H2O(s) of Cases 1, 4 and 5 along the channel with different inlet mass fluxes of 4.0,
3.0 and 1.0 kg/m2s, respectively. The legend applies to all subfigures.
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Figure 5.11: Hydrogen mass fraction at the edge of the Knudsen layer (a) and inlet (b) H2

and (c) H2O mass fractions of Cases 1 and 4 under “VS+TJ+CJ” boundary condition.

4.0 kg/m2s, the difference between the predictions of different boundary condition sets are

minimal and the O(s) surface coverage is close to zero at the channel inlet and increases

further downstream. At the lowest studied inlet mass flux (1.0 kg/m2s), both boundary

sets predict the O(s) surface coverage close to 0.5 at the channel inlet and a gradual increase

to about 0.8. However, the case with an inlet mass flux of 3.0 kg/m2s is the most sensitive
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to the “VS+TJ+CJ” boundary condition. The O(s) surface coverage remains close to zero

at the channel inlet in the “No Slip” case while it has a finite value in the “VS+TJ+CJ”

case. This behavior can be explained by observing the thermodynamics of reactions S7–S8,

S9–S10, S11–S12 and S5–S15 from Table 4.2. The equilibrium condition requires:

KS7
c =

ZOHZPt

ZOZH

(5.2a)

KS9
c =

ZH2OZPt

ZOHZH

(5.2b)

KS11
c =

ZH2OZO

(ZOH)2 (5.2c)

KS15
c =

CH2OZPt

ZH2O

(5.2d)

where Kc is the equilibrium constant and CH2O is the wall concentration of H2O [3]. These

equilibrium conditions and ZPt ≈ 1− ZO [37] can be employed to calculate ZO as:

(1− ZO)3

ZO

= KS5
c KS7

c KS13
c

Z2
H

CH2O

(5.3)

Numerical results show that CH2O remains almost constant as the inlet mass flux varies.

Figure 5.12 qualitatively shows O(s) surface coverage as a function of H(s). As observed,

beyond a certain H(s) value (in this case 10−3), the O(s) surface coverage is essentially

zero. Therefore, a slight difference between the H(s) surface coverage predictions of the

“No Slip” and “VS+TJ+CJ” boundary conditions can lead to a considerable change in

O(s) surface coverage.

The effect of channel height on the catalytic hydrogen consumption and the wall mass

fractions of species is shown in Fig. 5.13 for channel heights of 10, 25 and 50 µm. For
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Figure 5.12: O(s) surface coverage as a function of ZH.

Cases 1 and 6, the catalytic hydrogen consumption rates are higher in the “VS+TJ+CJ”

case compared to the “No Slip” simulation results. As previously observed in Fig. 5.6, this

is due to the temperature discontinuity at the wall and the presence of concentration jump

actually suppresses this effect and reduces the catalytic conversion rate. As the channel

height decreases to 10 µm (Case 7), however, the concentration jump effect becomes so

important that the catalytic hydrogen conversion rate drops below the “No Slip” case as

the concentration jump boundary condition is introduced. The noticeable decrease in the

oxygen wall mass fraction of Case 6 observed in Fig. 5.13 is due to the relatively low

diffusion coefficient of oxygen molecules compared to hydrogen. As pointed out by Bui

et al. [13], even when the inlet mixture is fuel lean, the depletion of O2 near the surface
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Figure 5.13: Catalytic hydrogen conversion rates and wall mass fractions of H2, O2 and
H2O of Cases 1, 6 and 7 along the channel with channel heights of 25, 50 and 10 µm,
respectively. The legend applies to all subfigures.
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Figure 5.14: Surface species coverage of Pt, H(s), O(s) and H2O(s) of Cases 6 and 7 with
channel heights of 50 and 10 µm, respectively, at the wall with and without slip/jump
along the channel.
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can occur due to its smaller multicomponent diffusion coefficient. Under the operating

conditions of Case 6, this trend continues up to x/H ≈ 0.5 where the catalytic conversion

rate of H2 (as well as O2) suddenly drops due to the considerable amount of hydrogen

consumed at the wall. From this point on, the diffusion of oxygen from the core of the

channel towards the wall compensates for the lack of oxygen which locally increases the

O2 level close to the wall. This effect is not evident in smaller conduits where the diffusion

of oxygen is sufficient to transport enough oxygen to the wall for consumption, due to a

stronger diffusion effect.

The surface coverage of species is more sensitive to the slip/jump boundary conditions

at smaller channel heights as observed in Fig. 5.14. The surface coverages of Pt(s) and O(s)

remain almost constant as the slip/jump boundary conditions are introduced for the case

with a channel height of 50 µm while the maximum relative change in the surface coverage

of H(s) is about 5%. However, the presence of slip/jump at the wall significantly alters the

surface coverages of species for a 10 µm channel. For instance, the surface coverage of H(s)

is about 45% lower under the “VS+TJ+CJ” boundary condition as compared to the “No

Slip” case. As described earlier, the O(s) surface coverage is very sensitive to the H(s) level

on the catalytic surface and the predictions of O(s) (and consequently Pt(s) ≈ 1.0−O(s))

are noticeably different with the presence of slip/jump at the wall.

5.3 Ammonia decomposition on Ru

The channel geometry, governing equations, the numerical treatment of the catalytic re-

actions and the inlet boundary condition (constant mass flux of species) are similar to

those described in section 5.2. The production rate of gas phase species and the coverage

of surface species on the wall are modeled using a detailed surface reaction mechanism

131



proposed by Deshmukh et al. [21] as shown in Table 5.2.

The forward reaction rate constants for this set of reactions are calculated as:

kads,i =
γi
Γn

√
RT

2πwk
exp

(
−Ei
RT

)
for adsorption (5.4a)

kfi =
Ai

Γn−1
exp

(
−Ei
RT

)
for desorption or surface reaction (5.4b)

where kads,i and γi are the rate constant and sticking coefficient of the adsorption reaction

“i” involving species “k” , n is the reaction order, Ai is the pre–exponential factor and Ei

is the activation energy.

The surface site density of the walls is specified to be Γ = 1.66×10−5 mole/m2 simulat-

ing a polycrystalline ruthenium coating (based on ruthenium density of ρRu = 12.45 g/cm3)

with a surface accommodation coefficient of 1.0. In this section, the inlet gas temperature

is assumed to be Tin = 300 K while the wall temperature Tw is maintained at 1000 K,

unless otherwise specified. The flow is mass driven such that the mass flux of each species

is constant at the channel inlet. The outlet pressure is assumed to be atmospheric. In

all simulations, a channel length of L = 20H is considered. However, due to the low

ammonia decomposition rate, this channel length is not enough for complete ammonia

consumption. Therefore, in order to handle the outlet boundary properly, the last 25%

of the channel is assumed to be inert, allowing the flow, temperature and species fields to

develop completely.
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Table 5.2: Surface reaction mechanism of ammonia decomposition on ruthenium [21]

Sticking coefficient

(unitless) or pre– Ea

No. Reaction exponential factor [sec−1] [kcal/mol]

S1 H2 + 2 Ru(s) −→ 2 H(s) γ = 1.0 1.9

S2 2 H(s) −→ H2 + 2 Ru(s) 1.0× 1013 23.7

S3 N2 + 2 Ru(s) −→ 2 N(s) γ = 1.0 14.1

S4 2 N(s) −→ N2 + 2 Ru(s) 1.0× 1013 37.2

S5 NH(s) + Ru(s) −→ N(s) + H(s) 1.0× 1011 10.4

S6 N(s) + H(s) −→ NH(s) + Ru(s) 1.0× 1011 31.4

S7 NH2(s) + Ru(s) −→ NH(s) + H(s) 1.0× 1011 19.1

S8 NH(s) + H(s) −→ NH2(s) + Ru(s) 1.0× 1011 17.4

S9 NH3(s) + Ru(s) −→ NH2(s) + H(s) 1.0× 1011 17.5

S10 NH2(s) + H(s) −→ NH3(s) + Ru(s) 1.0× 1011 13.2

S11 NH3 + Ru(s) −→ NH3(s) γ = 1.0 0

S12 NH3(s) −→ NH3 + Ru(s) 1.0× 1013 18.2
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5.3.1 Results and discussion

In this section, the effects of slip/jump boundary conditions on various field variables are

discussed. Pure ammonia enters the channel with an inlet mass flux of ṁ′′in = 2 kg/m2s

while the temperature at the walls are kept constant at Tw = 1000 K. Two channel sizes

of H = 15 µm and H = 30 µm are considered here.

Due to the constant mass flux boundary condition imposed at the inlet, the species

mass fractions can be different under different wall boundary condition combinations. The

inlet mass fractions of NH3 and H2 are shown in Fig 5.15 for a H = 15 µm channel under

different types of wall boundary condition combinations. Right at the channel inlet, due

to ammonia consumption in the channel, there exists a positive diffusive mass flux of NH3

into the channel. In order to keep the total ammonia inlet mass flux constant, the inlet

mass fraction of ammonia should be adjusted (lowered) accordingly. On the other hand,

the hydrogen and nitrogen produced in the channel can diffuse back towards the channel

inlet which results in a negative diffusive mass flux of H2 and N2 out of the channel. Since

the total mass flux (diffusion + convection) of the reaction products is set equal to zero

in the simulations, the outgoing diffusive mass flux of H2 and N2 should be balanced by

the incoming convective flux, i.e. ρYH2U and ρYN2U, at the inlet. Therefore a finite

amount of H2 and N2 will exist at the channel inlet despite their zero total inlet mass

flux. It is evident that the velocity slip boundary condition alone does not affect the inlet

composition. However, the presence of a temperature discontinuity noticeably alters the

inlet hydrogen mass fraction especially in regions close to the wall.

The species mass fractions of H2, N2 and NH3 at the edge of the Knudsen layer are

shown in Fig. 5.16 for a H = 15 µm channel. As observed, the influence of velocity slip

on the species mass fractions is minimal. It is due to the fact that the presence of velocity
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Figure 5.15: Inlet NH3 and H2 mass fractions for a H = 15 µm channel under different
types of wall boundary conditions.

slip alone at the wall does not significantly change the velocity and temperature fields,

as discussed in the previous section. The decrease in the hydrogen mass fraction in the

“VS+TJ” cases is mainly due to the decreased hydrogen levels at the inlet. The presence

of strong axial temperature gradient as a result of temperature discontinuity significantly

increases the velocity slip at the edge of the Knudsen layer. The increased slip velocity

close to the wall decreases the inlet hydrogen and oxygen mass fractions in this region as

observed in Fig 5.15. In addition, the increased near–wall velocity alters the velocity and

temperature distributions in the channel. The nitrogen and ammonia mass fractions at

the edge of the Knudsen layer remain intact with the introduction of slip/jump boundary
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Figure 5.16: (a) H2, (b) N2 and (c) NH3 mass fractions at the edge of the Knudsen layer
for a H = 15 µm channel under different types of wall boundary conditions.
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conditions.

In order to investigate slip/jump effects on species transport, the catalytic production

rates of H2 under various boundary condition combinations are shown in Fig. 5.17. Due to

a very low Reynolds number, the transport of species and energy is generally diffusive, and

therefore, the velocity slip does not alter the mass and energy transfer significantly. As

such, the velocity slip boundary condition alone has a very small impact on the hydrogen

production rate. However, the influence of the temperature jump boundary condition is

noticeable, especially in the developing region of the H = 15 µm channel. The increase

in the catalytic hydrogen production due to the presence of temperature discontinuity

diminishes as the channel size increases, as observed in Fig. 5.17 (b). This is in accord

with the decreased Knudsen number (curtailing slip/jump effects in general) in the larger

channel.

The axial temperature gradient at the edge of the Knudsen layer substantially increases

the slip velocity, which in turn enhances the convective mass transfer and causes steeper

gradients in the vicinity of the wall. As can be inferred from Eq. (2.51) steeper nor-

mal gradients (higher diffusion mass flux) increase the species reaction rates ṡk. As the

temperature jump boundary condition is introduced, the conversion rate experiences a

considerable increase in the developing region and then merges with the no–slip case result

further downstream. The presence of concentration discontinuity at the wall, on the other

hand, counter balances the increase in hydrogen production rate by reducing the species

mass fraction gradient normal to the wall. The decrease in the concentration gradients

(and consequently the ammonia diffusive mass flux towards the wall) translates into lower

hydrogen production rates as can be readily seen in Eq. (2.51). Lower hydrogen level at

the inlet in the presence of temperature discontinuity at the wall also contributes to higher

levels of hydrogen production in the case of “TJ”.
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Figure 5.17: Catalytic production rates of H2 along the channel for (a) H = 15 µm and
(b) H = 30 µm under different types of boundary condition combinations.
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Species coverage on the catalytic wall is also influenced by the slip/jump boundary

conditions. Figure 5.18 shows the surface coverage Zk of different species at the wall for a

H = 15 µm channel. Close to the channel inlet, the surface is dominated by free sites and

N(s). As ammonia reacts along the channel, the increased hydrogen in the channel gives

rise to H(s) coverage. Although the nitrogen level in the channel is also increased, the

adsorbed hydrogen coverage starts increasing at the expense of N(s) due to the much lower

activation energy barrier (see Table 5.2). As with other variables before, the velocity slip

alone does not influence the surface species coverages. In the presence of temperature jump

the change in H(s) and N(s) coverages compared to the “No Slip” case follows the same

trend as the mass fractions of H2 and N2 at the edge of the Knudsen layer; i.e. slightly

lower H(s) and slightly higher N(s) coverages. The available free sites Ru(s) and NH3(s)

are influenced the most by the presence of concentration discontinuity at the wall.

5.4 Conclusions

In this chapter, two distinct problems have been investigated to examine the rarefaction

effects on the heat and mass transfer properties of catalytic reactive flows; hydrogen oxi-

dation on platinum and ammonia decomposition on ruthenium.

For both set of reactions, the concentration jump effect on the flow and temperature

fields is found to be negligible since the mass–averaged properties of the mixture do not

vary considerably. In the range of operating conditions considered in this chapter, the tem-

perature jump boundary condition affects the flow and temperature fields the most. The

presence of strong axial temperature gradients at the channel inlet substantially increases

the velocity.

In the case of H2 oxidation on platinum, numerical results show that the thermal
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Figure 5.18: Surface species coverage of Ru(s), H(s), N(s) and NH3(s) for a H = 15 µm
channel at the wall under different types of wall boundary conditions along the channel.

140



diffusion effects cannot be neglected especially in the entrance region where the temperature

gradients are strong. Due to consumption of hydrogen on the wall the overall H2 diffusive

mass flux is towards the wall. However, In this region, the thermal diffusion effect is the

dominant driving force which causes a positive hydrogen concentration gradient towards

the wall. Consequently, the numerical predictions of hydrogen consumption at the wall are

different when the thermal diffusion term is excluded. The velocity slip boundary condition

only slightly influences the species distribution at the edge of the Knudsen layer as well

as inside the channel. The temperature jump, on the other hand, affects the species field

noticeably. As the temperature jump boundary condition is introduced, the H2 and O2

mass fractions at the edge of the Knudsen layer decrease. This is mainly due to reduced

mass fractions of these species at the inlet with the increased near–wall velocity due to the

introduction of the temperature discontinuity at the wall. Catalytic hydrogen consumption

is also affected by the temperature and concentration discontinuity at the wall. Since

the hydrogen consumption at the wall is mass transport limited, in the “VS+TJ” case

where the velocity increases close to the wall, the hydrogen consumption substantially

increases in the entrance region due to increased convective mass transfer. The presence

of a concentration discontinuity, however, decreases the catalytic hydrogen conversion due

to the reduced concentration gradients at the edge of the Knudsen layer. The presence

of a temperature discontinuity at the wall in the form of (Tw/Ts)
1/2 is the main factor in

defining the concentration jump at the edge of the Knudsen layer. Numerical results suggest

a strong dependence of catalytic hydrogen consumption on this term. On the other hand,

the surface accommodation coefficient appears to have a small effect on the prediction of

hydrogen consumption at the wall with slip/jump boundary conditions. As the surface

accommodation coefficient is reduced from 1.0 to 0.25, the hydrogen mass fraction at the

wall slightly increases. Mass transfer characteristics are influenced as the total inlet mass
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flux is altered. Since hydrogen is transported to the wall mostly via diffusion, at lower inlet

mass fluxes the combustion process is brought closer to an ideal mass transport limited

state with lower hydrogen mass fractions at the wall. Due to weaker gradients, however,

the slip/jump effects are diminished as the inlet mass flux is reduced. Detailed numerical

simulations in the current work suggest that for precise modeling of rarefied reactive flows,

the slip/jump boundary conditions should be included since certain surface or gas phase

species concentration values can change with small changes in surface parameters. For

instance, the O(s) surface coverage is practically zero for H(s) surface coverage values above

a certain limit. However, with the slightest decrease in adsorbed hydrogen concentration,

O(s) surface coverage acquires a finite value. The effect of slip/jump boundary conditions

on the gas phase mass fractions, surface species coverages and the catalytic conversion

rates is affected by the channel height as well. At very small channel heights, the decrease

in the catalytic conversion rates due to the presence of concentration jump can eclipse the

positive effect of temperature discontinuity on catalytic conversion rates. The impact of

slip/jump at the wall on the coverage of surface species is also more pronounced in smaller

channel heights.

Ammonia decomposition on ruthenium shows similar behaviour in some aspects. The

presence of temperature discontinuity at the wall increases ammonia decomposition and as

the channel size decreases, this effect becomes more evident. The presence of concentration

discontinuity at the wall, on the other hand, counter balances the increase in hydrogen

production rate by reducing the species mass fraction gradient normal to the wall. As the

temperature jump boundary condition is introduced, the hydrogen mass fraction at the

edge of the Knudsen layer decreases mainly due to the decreased hydrogen levels at the

inlet. With the rise in hydrogen level within the channel due to ammonia decomposition,

the H(s) surface coverage increases along the channel as well. However, since hydrogen
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adsorption has a much lower activation energy barrier, the adsorbed hydrogen coverage

starts increasing at the expense of N(s) despite the fact that nitrogen is also being produced

in the process.
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Chapter 6

Conclusions and future work

6.1 Conclusions

In this thesis a numerical scheme is presented for the simulation of rarefied catalytic reacting

gaseous flows in microreactors. To this end, a complete set of velocity–slip, temperature–

jump and concentration–jump boundary conditions for multi–component reacting gaseous

flows is developed based on the kinetic theory of gases. A numerical colocated finite volume

code for the solution of laminar, steady, reacting gas flows is developed to accommodate

this set of boundary conditions. Detailed gas phase and surface reaction mechanisms along

with a multi–component species diffusion model are used to fully account for the effects of

minor species in determining the homogeneous and heterogeneous reaction pathways.

The increased heat and radical losses at the walls can suppress homogeneous reactions

to a great extent in sub–millimetre channels. In order to assess the importance of gas phase

reactions in these channels, the relative contribution of homogeneous reactions compared to

the surface reactions is studied for H2/air mixtures at different inlet mass fluxes, equivalence
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ratios and channel heights. Reducing the channel height decreases the contribution of

homogeneous reactions to hydrogen conversion. The decline in homogeneous reaction rates

is gradual and is mainly due to the reduced channel volume and increased OH adsorption

on the catalytic walls. The radical destruction on the wall continues to inhibit the gas

phase reaction even further at smaller channel heights. The upstream diffusion of product

species from the channel towards the inlet becomes considerable as the channel size is

reduced because of the strong diffusive mass flux at smaller length scales. This leads to

the existence of some of the product species at the channel inlet which contributes even

further to the decline in the gas phase conversion rate in smaller channels.

Variation of the inlet mass flux at constant channel height alters the balance between

the convective and diffusive mass fluxes. At low inlet mass fluxes, the presence of product

species suppresses the gas phase reaction rates. As the inlet mass flux of the reacting

mixture is increased, initially the amount of H2 conversion in the gas phase also increases.

However, after a certain mass flux, this trend reverses and the increased inlet mass flux

leads to lower gas phase conversion. Since the catalytic H2 conversion is diffusion–limited,

it increases steadily as the inlet mass flux is increased mainly due to steeper gradients

at the wall. Since the catalytic reaction is dominant in hydrogen conversion, the relative

contribution of gas phase reaction to the overall conversion declines rapidly as the inlet mass

flux increases. The fuel–air equivalence ratio of the mixture also changes the contribution of

the gas phase reactions to the overall hydrogen conversion significantly. At low equivalence

ratios, the homogeneous and heterogeneous conversion rates are both low compared to

richer mixtures. As the equivalence ratio increases, both gas phase and wall reactions

increase, although the rise in the gas phase conversion rate is more vigorous.

In this thesis, non–equilibrium slip/jump effects in catalytic oxidation of lean H2/air

and ammonia decomposition are numerically studied in planar microchannels. The con-
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centration jump effect on the velocity and temperature fields is found to be negligible since

the mass–averaged properties of the mixture do not vary considerably, while the temper-

ature jump boundary condition affects the velocity and temperature fields the most. The

presence of strong axial temperature gradients at the channel inlet substantially increases

the slip velocity. Numerical results show that the thermal diffusion effects cannot be ne-

glected especially in the entrance region where the temperature gradients are strong. The

velocity slip boundary condition only slightly influences the species distribution at the

edge of the Knudsen layer as well as inside the channel. The temperature jump, on the

other hand, affects the species field noticeably. Catalytic reaction rates on the wall are

also affected by the temperature and concentration discontinuity at the wall. The hydrogen

consumption and ammonia decomposition substantially increase in the entrance region due

to increased convective mass transfer (high slip velocity close to the wall). The presence

of a concentration discontinuity, however, decreases the catalytic reaction rates due to the

reduced concentration gradients at the edge of the Knudsen layer, counter balancing the

temperature discontinuity effects.

The presence of a temperature discontinuity at the wall in the form of (Tw/Ts)
1/2 is

the main factor in defining the concentration jump at the edge of the Knudsen layer.

Numerical results suggest a strong dependence of catalytic reaction rates on this term. On

the other hand, the surface accommodation coefficient appears to have a small effect on

the prediction of catalytic reaction rates at the wall with slip/jump boundary conditions.

Mass transfer characteristics are influenced as the total inlet mass flux is altered. For

the hydrogen oxidation on platinum, since hydrogen is transported to the wall mostly via

diffusion, at lower inlet mass fluxes the combustion process is brought closer to an ideal

mass transport limited state with lower hydrogen mass fractions at the wall. Due to weaker

gradients, however, the slip/jump effects are diminished as the inlet mass flux is reduced.
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Detailed numerical simulations in the current work suggest that for precise modeling of

rarefied reactive flows, the slip/jump boundary conditions should be included since certain

surface or gas phase species concentration values can change with small changes in surface

parameters. For instance in the hydrogen oxidation case, the O(s) surface coverage is

practically zero for H(s) surface coverage values above a certain limit. However, with the

slightest decrease in adsorbed hydrogen concentration, O(s) surface coverage acquires a

finite value. The effect of slip/jump boundary conditions on the gas phase mass fractions,

surface species coverages and the catalytic conversion rates is affected by the channel

height as well. At very small channel heights, the decrease in the catalytic conversion rates

due to the presence of concentration jump can eclipse the positive effect of temperature

discontinuity on catalytic conversion rates. The impact of slip/jump at the wall on the

coverage of surface species is also more pronounced in smaller channel heights for both

reaction sets.

The present work was focused on the fundamental study of reacting flows in microchan-

nels. The theoretical/numerical methodologies developed in this thesis are applicable to

any reacting/non–reacting multicomponent flow in microchannels involving heat and mass

transfer with variable physical properties.

6.2 Future work

Based on the current work on catalytic reactive flows in microchannels, the following

research is recommended for future study:

• Due to the complex nature of most reactive flows, some of the findings of the present

work cannot be easily generalized and extended to other reactions. The current work
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clearly demonstrates the methodology for the simulation of catalytic reactive flows

in microchannels with slip/jump effects. The rarefaction effects with different cat-

alysts and fuels can be explored subject to availability of reliable chemical kinetics

models. Besides, the catalytic oxidation of hydrogen has been extensively studied

and numerous chemical schemes have been proposed in the past. The elementary

reaction sets utilized in the current work are known to produce the closest theoreti-

cal/numerical results to experimental data. However, other surface reaction schemes

are also recommended to be analyzed to assess the relative importance of slip/jump

effects.

• The numerical code in the present work is validated in different stages. The chemi-

cally reacting flow section of the code has been compared against the experimental

data for catalytic hydrogen oxidation in a 7 mm high channel. Therefore, experi-

ments are recommended to verify the slip/jump effects, although the channel sizes

should be two orders of magnitude smaller. Alternatively, the pressure can be low-

ered about two orders of magnitude below the atmospheric pressure to study the

slip/jump effects which is not a good representative of actual working conditions.

For these reasons, the associated experimental difficulties are very significant at such

scales.

• The effect of geometry can be further explored to study the rarefaction effects in 3D

and more complex configurations. Rectangular channels of different aspect ratios,

due to the corner effects, can exhibit a different behaviour. Since the channel heights

are generally small, the pressure variation along the channel can be significant as the

channel length increases. Therefore, it would be useful to also investigate the effect

of channel length on the catalytic reactive flows in microchannels.
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• The proposed set of slip/jump boundary conditions are limited to Knudsen numbers

below 0.1. For the range of Knudsen numbers beyond 0.1, the Direct Simulation

Monte Carlo DSMC method can be used to predict the heat and mass transfer

characteristics of catalytic reactive flows. The rarefaction effects in non–reacting flows

of multicomponent mixtures were compared to DSMC simulation results. However,

the reactive flows can be further studied in smaller channels using the DSMC method.
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Appendix A

Numerical formulation

The governing equations described in previous sections are conservation of mass, momen-

tum and scalar fields such as enthalpy and species concentration. Generally, they can be

represented in vector form as:

∇ · (ρU) = 0 (A.1)

∇ · (ρUU) = −∇
(
p+

2

3
µ∇ ·U

)
+∇ ·

[
µ
(
∇U +∇UT

)]
(A.2)

∇ · (ρUφ) = ∇ · (Γφ∇φ) + Sφ (A.3)

Here, a general finite volume discretization scheme will be presented for the numerical

solution of the above mentioned set of equations. Two general Cartesian control volumes

sharing an interior face are shown schematically in Fig. A.1. It should be noted that s

is an unsigned quantity denoting the distance, while r is a vector with specific direction

and length. In some cases, the description is general and for the problem in hand, some

simplifications might be possible. However, in this appendix, the formulation is kept as

general as possible.
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Figure A.1: A generic interior face shared by control volumes CV1 and CV2.

A.1 Discretization of the continuity equation

The differential form of the mass continuity equation, in vector notation, can be written

as,

∇ · (ρU) = 0 (A.4)

Integrating this equation over each control volume and employing the Gauss Divergence

Theorem gives the integral form of the continuity equation as,

∫
CV

∇ · (ρU) dV =

∫
CS

ρU · n̂ dA = 0 (A.5)

where n̂ is the unit normal vector to the control volume surface. Assuming that the control

volumes are polygonal, the above integral can be written as the sum of mass flux across

each face as, ∑
faces

Jvol =
∑
faces

ρŨnAf = 0 (A.6)

in which Ũn is the face normal advecting velocity which is considered to carry mass. In this

equation, ρ and Ũn are evaluated at the face and should be properly discretized. In the
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current work, the velocity-pressure coupling is achieved through the formulation proposed

by Rhie and Chow [82] in order to discretize the advecting velocity.

A.1.1 Mass flux across interior faces

Since the pressure does not appear in the continuity equation, the treatment of the coupling

between pressure and velocity needs special attention. In order to avoid the checkerboard

(solution decoupling) problem in the solution of the momentum and mass equations, the

flow across the face is discretized using the Rhie and Chow velocity-pressure interpolation

as [82],

Ũn = Ūn − d̂f

(
∂p

∂n

∣∣∣∣active

face

− ∂p

∂n

∣∣∣∣lagged

face

)
(A.7)

in which Ūn represents the velocity that carries momentum, called the advected velocity.

The advected velocity on the face is discretized using the second order accurate central

differencing scheme between control volumes 1 and 2, sharing the face, as:

Ūn =
1

2
(Un1 + Un2)m +

1

4
(∇Un1 +∇Un2)m−1 . (r1 + r2) (A.8)

In the above relation, indices m− 1 and m represent the previous and current steps in

the iterative solution algorithm, respectively. Pressure dissipation coefficient d̂f is defined

as [82]:

d̂f =
1

2

(
V1

a1

+
V2

a2

)
(A.9)

where and V1 and V2 are volumes and a1 and a2 are the average coefficients of the momen-

tum equation corresponding to control volumes 1 and 2, respectively. The active and lagged

normal pressure gradients are evaluated at the current and previous iteration, respectively,
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as follow
∂p

∂n

∣∣∣∣active

face

=

(
p2 − p1

s

)m
(A.10a)

∂p

∂n

∣∣∣∣lagged

face

=
1

2
(∇p1 +∇p2)m−1 · n̂ (A.10b)

Physical properties of the fluid can also depend on the solution which makes the system

of equations non–linear. Therefore, these properties should be calculated using the solution

of the previous iteration. Density ρ on the face can therefore be evaluated as:

ρf =
1

2
(ρ1 + ρ2)m−1 +

1

4
(∇ρ1 +∇ρ2)m−1 · (r1 + r2) (A.11)

Putting the discretized values back into the definition of mass flux across interior faces

yields,

J int
vol =

ρfAf
2

(U1 + U2)m · n̂ + d̂fρfAf

[
(p1 − p2)m

s
+

1

2
(∇p1 +∇p2)m−1 · n̂

]
ρfAf

4
(∇Un1 +∇Un2)m−1 · (r1 + r2) (A.12)

A.1.2 Boundary faces

The treatment of fluxes across boundaries is somehow different than the interior faces

due to different types of boundary conditions. In the following subsections, fluxes across

different boundary faces will be discussed.
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Figure A.2: Schematic of a generic inflow/wall boundary face.

Inflow and wall boundary conditions

In the case of inflow boundary or prescribed velocity on the wall (slip or no-slip) boundary

conditions, the flow velocity at the boundary face is prescribed. A general inflow/wall

boundary face is shown in Fig. A.2.

In this case, the flux across the boundary face can be written as:

J in
vol = ρinUnAf = ρin (Ub · n̂)Af (A.13)

In the case of no-slip wall, the fluid velocity is equal to that of wall; however, if there

exists a velocity slip on the wall, the fluid velocity should be corrected using the proper

slip boundary condition.

Outflow boundary condition

For the outflow boundary condition, it is assumed that the pressure is prescribed on the

boundary face, and therefore, the velocity should be calculated properly. A general outflow
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Figure A.3: Schematic of a generic outflow boundary face.

boundary face is shown in Fig. A.3. In this case, the advecting velocity can be written as:

Ũn = Um
n1 +∇Um−1

n1 · r1 − d̂f
[
pb − p1

s
− (∇p1 · n̂)m−1

]
(A.14)

which upon substitution into the face flux relation, will result in:

Jout
vol = ρoutAfU

m · n̂ +
d̂fρoutAf

s
(pm1 − pb) +

ρoutAf∇
(
Um−1 · n̂

)
· r1 + d̂fρoutAf (∇p1 · n̂)m−1 (A.15)

Symmetry boundary condition

By definition, the volumetric flux across a symmetry boundary condition is identically

equal to zero,

J sym
vol = 0 (A.16)

156



A.2 Discretization of the momentum equation

The differential form of the momentum equation, in vector notation, can be written as:

∇ · (ρUU) = −∇
(
p+

2

3
µ∇ ·U

)
+∇ ·

[
µ
(
∇U +∇UT

)]
(A.17)

Integrating the above equation over each control volume and applying the Divergence

theorem results in the integral form of the momentum equation as:

∑
faces

∫
face

(ρUU) · n̂ dA +
∑
faces

∫
face

(
p+

2

3
µ∇ ·U

)
n̂ dA

−
∑
faces

∫
face

µ
(
∇U +∇UT

)
· n̂ dA = 0 (A.18)

In order to discretize the above equation, the values of dependent variables u, v and

p and their derivatives should be approximated using the cell values. In the following

sections, the discretized form of the x and y momentum equations will be presented for

interior as well as boundary faces.

A.2.1 Momentum flux across interior faces

Considering a general control volume as shown in Fig. A.1, the x component of the

momentum flux on each face can be written as:

Jx−mom =

∫
face

(
ρŨn

)
u dA+∫

face

(
p+

2

3
µ∇ ·U

)
nx dA−

∫
face

µ

(
∇u+

∂U

∂x

)
· n̂ dA (A.19)
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in which,

u|int
face = umup +∇um−1

up · rup (A.20a)

p|int
face =

1

2
(p1 + p2)m +

1

4
(∇p1 +∇p2)m−1 · (r1 + r2) (A.20b)

∇ ·U|int
face =

1

2

[(
∂u1

∂x
+
∂u2

∂x

)
+

(
∂v1

∂y
+
∂v2

∂y

)]m−1

(A.20c)

∇u · n̂|int
face =

(
u2 − u1

s

)m
(A.20d)

∂U

∂x
· n̂
∣∣∣∣int

face

=
1

2

[(
∂u1

∂x
+
∂u2

∂x

)
nx +

(
∂v1

∂x
+
∂v2

∂x

)
ny

]m−1

(A.20e)

µ|int
face =

1

2
(µ1 + µ2)m−1 +

1

4
(∇µ1 +∇µ2)m−1 · (r1 + r2) (A.20f)

The second order upwind scheme (Linear Deferred Correction) is employed to discretize

the convective terms. The upwind node is denoted by subscript “up” and the gradient from

the previous iteration is used to add a linear correction in approximating the face values.

Therefore, the momentum flux in the x direction can be written in the discretized form as:

J int
x−mom = J int

vol u
m
up +

Afµf
s

(u1 − u2)m +
Afnx

2
(p1 + p2)m +

J int
vol (∇uup · rup)m−1 +

Afnx
4

(∇p1 +∇p2)m−1 · (r1 + r2)−

Afµf
2

[(
∂u1

∂x
+
∂u2

∂x

)
nx +

(
∂v1

∂x
+
∂v2

∂x

)
ny

]m−1

+

Afµfnx
3

[(
∂u1

∂x
+
∂u2

∂x

)
+

(
∂v1

∂y
+
∂v2

∂y

)]m−1

(A.21)

In the same manner, the y component of the momentum flux across an interior face
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can be written as:

Jy−mom =

∫
face

(
ρŨn

)
v dA+∫

face

(
p+

2

3
µ∇ ·U

)
ny dA−

∫
face

µ

(
∇v +

∂U

∂y

)
· n̂ dA (A.22)

Following the same discretization sequence, the final form of the momentum flux in the

y direction reads:

J int
y−mom = J int

vol v
m
up +

Afµf
s

(v1 − v2)m +
Afny

2
(p1 + p2)m +

J int
vol (∇vup · rup)m−1 +

Afny
4

(∇p1 +∇p2)m−1 · (r1 + r2)−

Afµf
2

[(
∂u1

∂y
+
∂u2

∂y

)
nx +

(
∂v1

∂y
+
∂v2

∂y

)
ny

]m−1

+

Afµfny
3

[(
∂u1

∂x
+
∂u2

∂x

)
+

(
∂v1

∂y
+
∂v2

∂y

)]m−1

(A.23)

A.2.2 Momentum flux across boundary faces

The momentum flux across boundary faces should be discretized depending on the type of

boundary condition. In the following subsections, different boundary conditions and their

corresponding momentum flux treatments will be discussed.

Wall boundary condition

The common boundary condition for the wall is the so-called no-slip condition, in which

the fluid velocity is assumed to be equal to that of the wall. However, in the current work,

the velocity slip can exist on the wall. For the sake of generality, the fluid velocity at the
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fluid-wall interface is denoted by Ub which can be prescribed (in the case of no–slip) or

dependent on flow field, composition and temperature distribution. This type of boundary

condition is schematically shown in Fig. A.2.

For the wall boundary condition, it is easier to resolve the momentum flux in the wall–

normal and wall–tangential coordinate system. Recalling the total momentum flux across

an arbitrary face:

Jmom =

∫
face

(
ρŨn

)
U dA+

∫
face

(
p+

2

3
µ∇ ·U

)
n̂ dA−

∫
face

µ
(
∇U +∇UT

)
·n̂ dA (A.24)

the normal component of momentum flux will be:

Jn−mom = Jmom · n̂

=

∫
face

[
ρŨnUn + p+

2

3
µ∇ ·U− µ

(
∇U +∇UT

)
: (n̂⊗ n̂)

]
dA (A.25)

where the operator ⊗ is the dyadic product of two vectors:

a⊗ b =

ax
ay

(bx by

)
=

axbx axby

aybx ayby

 (A.26)

and operator (:) is the Frobenius inner product of two matrices:

A : B =

A11 A12

A21 A22

 :

B11 B12

B21 B22

 = A11B11 + A12B12 + A21B21 + A22B22 (A.27)

Therefore, in the normal/tangential coordinate system, the last term in Eq. (A.25)
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which represent the wall-normal viscous stress can be evaluated as:

(
∇U +∇UT

)
: (n̂⊗ n̂) =

 2
∂Un

∂n

∂Un

∂t
+
∂Ut

∂n

∂Ut

∂n
+
∂Un

∂t
2
∂Ut

∂t

 :

1 0

0 0

 = 2
∂Un
∂n

(A.28)

in which subscripts n and t correspond to the wall–normal and wall–tangential directions,

respectively. The walls in the current study are not porous, and therefore, the wall–normal

component of velocity is zero. Thus, the wall–normal momentum flux can be expressed as:

Jwall
n−mom =

∫
face

[(
p+

2

3
µ∇ ·U

)
− 2µ

∂Un
∂n

]
dA (A.29)

Similarly, the tangential component of the momentum flux can be written as:

Jt−mom = Jmom · t̂ =

∫
face

[
ρŨnUt − µ

(
∇U +∇UT

)
:
(
t̂⊗ n̂

)]
dA (A.30)

The last term in the bracket is the viscous shear stress on the wall which can be

simplified as:

(
∇U +∇UT

)
:
(
t̂⊗ n̂

)
=

 2
∂Un

∂n

∂Un

∂t
+
∂Ut

∂n

∂Ut

∂n
+
∂Un

∂t
2
∂Ut

∂t

 :

0 0

1 0

 =
∂Ut
∂n

+
∂Un
∂t

(A.31)

As stated before, since the wall is not porous, the variation of the wall–normal compo-

nent of velocity along the wall ∂Un/∂t is zero. Therefore, the tangential momentum flux
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on the wall can be expressed as:

Jwall
t−mom =

∫
face

−µ∂Ut
∂n

dA (A.32)

Now the x and y components of the momentum flux can be evaluated using the normal

and tangential components of momentum flux on each face:

Jwall
mom =

∫
face

[(
p+

2

3
µ∇ ·U

)
n̂− 2µ

∂Un
∂n

n̂− µ∂Ut
∂n

t̂

]
dA (A.33)

In order to discretize the momentum equation in the x and y directions, the value of

each term in the above equation should be calculated at the cell face as:

p|wall
face = pm1 +∇pm−1

1 · r1 (A.34a)

∂Un
∂n

∣∣∣∣wall

face

=
∂

∂n
(U · n̂) =

∂

∂n
(unx + vny) = nx

∂u

∂n
+ ny

∂v

∂n
=

(
Ub −Um

1

s

)
· n̂ (A.34b)

∂Ut
∂n

∣∣∣∣wall

face

=
∂

∂n

(
U · t̂

)
=

∂

∂n
(utx + vty) = tx

∂u

∂n
+ ty

∂v

∂n
=

(
Ub −Um

1

s

)
· t̂ (A.34c)

∂Ut
∂t

∣∣∣∣wall

face

= ∇Um−1
1 :

(
t̂⊗ t̂

)
(A.34d)

The x and y components of the momentum flux on the wall can be calculated by

substituting these relations into Eq. (A.33) as:

Jwall
x−mom = nxAfp

m
1 +

4Afµfnx
3s

(Um
1 −Ub) · n̂ +

Afµf tx
s

(Um
1 −Ub) · t̂ +

Afnx∇pm−1
1 · r1 +

2Afµfnx
3

∇Um−1
1 :

(
t̂⊗ t̂

)
(A.35)
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Jwall
y−mom = nyAfp

m
1 +

4Afµfny
3s

(Um
1 −Ub) · n̂ +

Afµf ty
s

(Um
1 −Ub) · t̂ +

Afny∇pm−1
1 · r1 +

2Afµfny
3

∇Um−1
1 :

(
t̂⊗ t̂

)
(A.36)

Inflow boundary condition

Similar to the wall boundary condition, the inlet velocity is also prescribed. The pressure

on the face, however, should be extrapolated using the cell mean value. The x component

of momentum flux is written as:

Jx−mom =

∫
face

(
ρŨn

)
u dA+∫

face

(
p+

2

3
µ∇ ·U

)
nx dA−

∫
face

µ

(
∇u+

∂U

∂x

)
· n̂ dA (A.37)

where at the inflow boundary face, the following relations can be employed:

u|inface = uin (A.38a)

p|inface = pm1 +∇pm−1
1 · r1 (A.38b)

∇ ·U|inface =
uin − um1

s
+

(
∂v

∂y

)m−1

(A.38c)

∇u · n̂|inface =
um1 − uin

s
(A.38d)

∂U

∂x
· n̂
∣∣∣∣in
face

= ∇Um−1
1 :

(
n̂⊗ î

)
(A.38e)
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which upon substitution in Eq. (A.37) will result in the discretized form as:

J in
x−mom = nxAfp

m
1 +

(
Afµf
s

+
2Afµfnx

3s

)
um1 +(

J in
vol −

Afµf
s
− 2Afµfnx

3s

)
uin + Afnx∇pm−1

1 · r1 −

Afµf∇Um−1
1 :

(
n̂⊗ î

)
+

2Afµfnx
3

(
∂v

∂y

)m−1

(A.39)

In the same manner, the discretized form of momentum equation in the y direction for

an inflow face can be expressed as:

J in
y−mom = nyAfp

m
1 +

Afµf
s

vm1 +
2Afµfny

3s
um1 +(

J in
vol −

Afµf
s

)
vin −

2Afµfny
3s

uin + Afny∇pm−1
1 · r1 −

Afµf∇Um−1
1 :

(
n̂⊗ ĵ

)
+

2Afµfny
3

(
∂v

∂y

)m−1

(A.40)

Outflow boundary condition

The treatment of the outflow boundary faces is similar to interior faces. A generic outflow

boundary face is shown schematically in Fig. A.3. It is assumed that the pressure is

prescribed at the outflow boundary as pout. The x component of momentum flux is written

as,

Jx−mom =

∫
face

(
ρŨn

)
u dA+∫

face

(
p+

2

3
µ∇ ·U

)
nx dA−

∫
face

µ

(
∇u+

∂U

∂x

)
· n̂ dA (A.41)
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At the outflow boundary face, the following relations can be employed:

u|out
face = um1 +∇um−1

1 · r1 (A.42a)

p|out
face = pout (A.42b)

∇ ·U|out
face =

[(
∂u

∂x

)
+

(
∂v

∂y

)]m−1

(A.42c)

∇u · n̂|out
face = ∇um−1

1 · n̂ (A.42d)

∂U

∂x
· n̂
∣∣∣∣out

face

= ∇Um−1
1 :

(
n̂⊗ î

)
(A.42e)

which upon substitution in Eq. (A.41) will result in the discretized form as,

Jout
x−mom = Jout

vol u
m
1 + nxAfpout +

2Afµfnx
3

[(
∂u

∂x

)
+

(
∂v

∂y

)]m−1

+

Jout
vol ∇um−1

1 · r1 − Afµf∇um−1
1 · n̂− Afµf∇Um−1

1 :
(
n̂⊗ î

)
(A.43)

In the same manner, the discretized form of momentum equation in the y direction for

an outflow face can be expressed as:

Jout
y−mom = Jout

vol v
m
1 + nyAfpout +

2Afµfny
3

[(
∂u

∂x

)
+

(
∂v

∂y

)]m−1

+

Jout
vol ∇vm−1

1 · r1 − Afµf∇vm−1
1 · n̂− Afµf∇Um−1

1 :
(
n̂⊗ ĵ

)
(A.44)

Symmetry boundary condition

In order to discretize the momentum equation for symmetry boundary faces, the nor-

mal/tangential coordinate system is again invoked. The momentum flux in this coordinate
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system is written as:

Jn−mom =

∫
face

[(
ρŨn

)
Un +

(
p+

2

3
µ∇ ·U

)
− 2µ

∂Un
∂n

]
dA (A.45)

Jt−mom =

∫
face

[(
ρŨn

)
Ut − µ

(
∂Ut
∂n

+
∂Un
∂t

)]
dA (A.46)

The advecting velocity Ũn across the symmetry face is zero. Also, the shear stress at the

symmetry boundary is by definition zero. Therefore, the momentum flux at the symmetry

boundary can be written as,

Jsym
mom = Jn−momn =

∫
face

(
p+

2

3
µ∇ ·U− 2µ

∂Un
∂n

)
n dA (A.47)

in which,

p|sym
face = pm1 +∇pm−1

1 · r1 (A.48a)

∂Un
∂n

∣∣∣∣sym

face

=

(
nx
∂u

∂n
+ ny

∂v

∂n

)
=
usym − um1

s
nx +

vsym − vm1
s

ny (A.48b)

∂Ut
∂t

∣∣∣∣sym

face

= ∇Um−1
1 :

(
t̂⊗ t̂

)
(A.48c)

Although the velocity at the symmetry boundary Usym is not known, however, by

definition it is known that Usym · n̂ = 0. Therefore, the momentum flux on the boundary

face in the x and y directions will read as:

J sym
x−mom = nxAfp

m
1 +

4Afµfnx
3s

Um
1 · n̂ + nxAf∇pm−1

1 · r1 +

2Afµfnx
3

∇Um−1
1 :

(
t̂⊗ t̂

)
(A.49)
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J sym
y−mom = nyAfp

m
1 +

4Afµfny
3s

Um
1 · n̂ + nyAf∇pm−1

1 · r1 +

2Afµfny
3

∇Um−1
1 :

(
t̂⊗ t̂

)
(A.50)

A.3 Discretization of the scalar field transport equa-

tion

Distribution of scalar fields such as temperature, enthalpy and concentration of different

species is governed by general transport equations. The transport of a generic scalar

quantity φ can generally be written as:

∇ · (ρUφ) = ∇ · (Γφ∇φ) + Sφ (A.51)

Integrating the above equation over each control volume and applying the Divergence

theorem results in the integral form of the transport equation as:

∑
faces

∫
face

(ρUφ) · n̂ dA−
∑
faces

∫
face

(Γφ∇φ) · n̂ dA =

∫
vol

Sφ dV (A.52)

In order to discretize the above equation, the value of dependent variable φ and its

derivatives should be approximated using the cell values. In the following sections, the

discretized form of the transport equation will be presented for interior as well as boundary

faces.
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A.3.1 Scalar flux across interior faces

A generic interior face and the associated control volumes are shown in Fig. A.1. The

scalar flux on each face can be written as:

Jscalar =

∫
face

(
ρŨn

)
φ dA−

∫
face

(Γφ∇φ) · n̂ dA (A.53)

in which,

φ|int
face = φmup +∇φm−1

up · rup (A.54a)

Γφ|int
face =

1

2
(Γφ1 + Γφ2)m +

1

4
(∇Γφ1 +∇Γφ2)m−1 · (r1 + r2) (A.54b)

∇φ · n̂|int
face =

(
φ2 − φ1

s

)m
(A.54c)

Therefore, the scalar flux can be written in the discretized form as:

J int
scalar = J int

vol φ
m
up +

AfΓφ,f
s

(φ1 − φ2)m + J int
vol (∇φup · rup)m−1 (A.55)

A.3.2 Scalar flux across boundary faces

The scalar flux across boundary faces should be discretized depending on the type of

boundary condition. In the following subsections, different boundary conditions and their

corresponding scalar flux treatments will be discussed.

Constant scalar value

Constant value of scalar quantities is either specified at the inlet or on the wall. This is

shown schematically in Fig. A.4.
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Figure A.4: Schematic of a generic boundary face with constant prescribed scalar value.

At the inlet, the value of the scalar quantity on the face will be equal to the prescribed

boundary value. On the other hand, depending on the problem in hand, the value of scalar

quantity on the wall boundary face might not be equal to that of physical wall condition

due to jump effect (e.g. temperature jump). However, as far as numerical treatment is

concerned, a prescribed value can be assumed for these faces, whether or not it is equal to

that of the physical wall condition. In this study the prescribed scalar quantity value is

denoted by φconst. The scalar flux on each face can be written as:

Jscalar =

∫
face

(
ρŨn

)
φ dA−

∫
face

(Γφ∇φ) · n̂ dA (A.56)

in which,

φ|const
face = φconst (A.57a)

Γφ|const
face = Γconst

φ (A.57b)

∇φ · n̂|const
face =

φconst − φm1
s

(A.57c)
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Figure A.5: Schematic of a generic face with prescribed scalar flux.

Therefore, the scalar flux can be written in the discretized form as:

Jconst
scalar = Jconst

vol φconst +
AfΓφ,f
s

(φ1 − φconst)
m (A.58)

Prescribed scalar flux

If the flux of scalar quantity is specified on the boundary, the face value can be extrapolated

using the prescribed gradient, as depicted in Fig. A.5.

The scalar flux on each face can be written as,

Jscalar =

∫
face

(
ρŨn

)
φ dA−

∫
face

(Γφ∇φ) · n̂ dA (A.59)

in which,

φ|pres
face = φm1 + s (∇φ · n̂)pres (A.60a)

∇φ · n̂|pres
face = (∇φ · n̂)pres (A.60b)
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Therefore, the scalar flux can be written in the discretized form as:

Jpres
scalar = Jpres

vol φm1 + Jpres
vol s (∇φ · n̂)pres − AfΓ

m−1
φ (∇φ · n̂)pres (A.61)
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[97] Götz Veser. Experimental and theoretical investigation of H2 oxidation in a high–

temperature catalytic microreactor. Chemical Engineering Science, 56(4):1265–1273,

2001.

[98] D. G. Vlachos, L. D. Schmidt, and R. Aris. Ignition and extinction of flames near

surfaces: Combustion of H2 in air. Combustion and Flame, 95(3):313–335, 1993.

[99] Miaomiao Wang, Jianfeng Li, Li Chen, and Yong Lu. Miniature NH3 cracker based

on microfibrous entrapped Ni-CeO2/Al2O3 catalyst monolith for portable fuel cell

power supplies. International Journal of Hydrogen Energy, 34(4):1710–1716, 2009.

[100] W. Wangard, D. S. Dandy, and B. Miller. A numerically stable method for integration

of the multicomponent species diffusion equations. J. of Computational Physics,

174(1):460–472, 2001.

184



[101] J. Warnatz, M. A. Allendorf, R. J. Kee, and M. E. Coltrin. A model of elementary

chemistry and fluid mechanics in the combustion of hydrogen on platinum surfaces.

Combustion and Flame, 96:393–406, 1994.

[102] Bo Xu and Yiguang Ju. Concentration slip and its impact on heterogeneous combus-

tion in a micro-scale chemical reactor. Chemical Engineering Science, 60:3561–3572,

2005.

[103] Bo Xu and Yiguang Ju. Theoretical and numerical studies of non-equilibrium slip

effects on a catalytic surface. Combustion Theory and Modeling, 10(6):961–979, 2006.

[104] S. F. Yin, B. Q. Xu, X. P. Zhou, and C. T. Au. A mini-review on ammonia decompo-

sition catalysts for on-site generation of hydrogen for fuel cell applications. Applied

Catalysis A: General, 277:1–9, 2004.

[105] Shiping Yu and Timothy A. Ameel. Slip-flow heat transfer in rectangular microchan-

nels. International Journal of Heat and Mass Transfer, 44(22):4225–4234, 2001.

[106] Azad Qazi Zade, Amir Ahmadzadegan, and Metin Renksizbulut. A detailed com-

parison between Navier–Stokes and DSMC simulations of multicomponent gaseous

flow in microchannels. International Journal of Heat and Mass Transfer, Accepted.

[107] Azad Qazi Zade, Metin Renksizbulut, and Jacob Friedman. Slip/jump boundary

conditions for rarefied reacting/non-reacting multi-component gaseous flows. Int. J.

of Heat and Mass Transfer, 51(21-22):5063–5071, 2008.

[108] Azad Qazi Zade, Metin Renksizbulut, and Jacob Friedman. Heat transfer charac-

teristics of developing gaseous slip-flow in rectangular microchannels with variable

physical properties. International Journal of Heat and Fluid Flow, 32:117–127, 2011.

185



[109] Azad Qazi Zade, Metin Renksizbulut, and Jacob Friedman. Contribution of homo-

geneous reactions to hydrogen oxidation in catalytic microchannels. Combustion and

Flame, 159(2):784–792, 2012.

[110] Azad Qazi Zade, Metin Renksizbulut, and Jacob Friedman. Rarefaction effects on

the catalytic oxidation of hydrogen in microchannels. Chemical Engineering Journal,

181-182:643–654, 2012.

186


