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Abstract

Electric power distribution systems are gradually adopting new advancements in

communication, control, measurement, and metering technologies to help realize the

evolving concept of Smart Grids. Future distribution systems will facilitate increased and

active participation of customers in Demand Side Management activities, with customer

load profiles being primarily governed by real-time information such as energy price,

emission, and incentive signals from utilities. In such an environment, new mathematical

modeling approaches would allow Local Distribution Companies (LDCs) and customers

the optimal operation of distribution systems and customer’s loads, considering various

relevant objectives and constraints.

This thesis presents a mathematical model for optimal and real-time operation of

distribution systems. Thus, a three-phase Distribution Optimal Power Flow (DOPF)

model is proposed, which incorporates comprehensive and realistic models of relevant

distribution system components. A novel optimization objective, which minimizes the

energy purchased from the external grid while limiting the number of switching

operations of control equipment, is considered. A heuristic method is proposed to solve

the DOPF model, which is based on a quadratic penalty approach to reduce the

computational burden so as to make the solution process suitable for real-time

applications. A Genetic Algorithm based solution method is also implemented to

compare and benchmark the performance of the proposed heuristic solution method. The

results of applying the DOPF model and the solution methods to two distribution

systems, i.e., the IEEE 13-node test feeder and a Hydro One distribution feeder, are

discussed. The results demonstrate that the proposed three-phase DOPF model and the

heuristic solution method may yield some benefits to the LDCs in real-time optimal

operation of distribution systems in the context of Smart Grids.

This work also presents a mathematical model for optimal and real-time control of

customer electricity usage, which can be readily integrated by industrial customers into
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their Energy Hub Management Systems (EHMSs). An Optimal Industrial Load

Management (OILM) model is proposed, which minimizes energy costs and/or demand

charges, considering comprehensive models of industrial processes, process

interdependencies, storage units, process operating constraints, production requirements,

and other relevant constraints. The OILM is integrated with the DOPF model to

incorporate operating constraints required by the LDC system operator, thus combining

voltage optimization with load control for additional benefits. The OILM model is

applied to two industrial customers, i.e., a flour mill and a water pumping facility, and

the results demonstrate the benefits to the industrial customers and LDCs that can be

obtained by deploying the proposed OILM and three-phase DOPF models in EHMSs, in

conjunction with Smart Grid technologies.
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Chapter 1

Introduction

1.1 Research Motivation

The economic growth and development of a country is reflected on its energy consumption

patterns and per capita energy consumption. As reported by the U.S. Energy Information

Administration, the world consumption of marketed energy is expected to increase by 44%

over the period from 2006 to 2030, and the energy consumption from electricity usage is

expected to increase by 77% [8]. Therefore, electric utilities need to meet this growing

demand for electrical energy. In the context of Ontario, it has been determined that the

province’s total generation capacity will double by 2030, considering the retirement of 80%

of its existing generation capacity [9].

The other facet of increased energy consumption is its impact on the environment.

Several industrialized countries have committed themselves to agreements such as the

Kyoto Protocol [10] and the Copenhagen Accord [11] to limit world greenhouse gas

(GHG) emissions. After withdrawing from the Kyoto Protocol, Canada has set a new

target of 17% reduction in GHG emissions from its 2005 levels by 2020, under the

Copenhagen Accord [12].
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Chapter 1. Introduction

In view of the above, there is a need to create new supply capacity in the system in

order to meet the rapid growth in demand and also to reduce GHG emissions, at the same

time. This can be partially achieved through energy conservation, energy management and

deployment of renewable energy resources. In this context, the Green Energy Act (GEA)

was enacted in Ontario in 2009, which has set the following objectives for the Ontario

Energy Board and electric utilities in Ontario [13]:

• Promote investments in renewable energy resources.

• Promote conservation and energy management.

• Facilitate the implementation of Smart Grids.

The GEA has resulted in incentive programs such as the Feed-in-Tariff (FIT) and

micro-FIT to motivate an increased integration of Distributed Energy Resources (DERs)

in Ontario [14]. It is envisaged that the development of renewable energy based

generation options in Ontario will help phase out coal-fired electricity generation by 2014,

and increase the contribution of renewable energy in the total supply mix to 34% by

2025 [15].

Similarly, there are initiatives for energy conservation and management, as Ontario

has set a goal to reduce the system peak demand by 6,300 MW by 2025 through Demand

Side Management (DSM), Demand Response (DR), and demand control programs [15].

Among various customer sectors, the industrial sector has a large potential for peak

demand reduction and other energy management activities, since it is the largest and an

ever growing contributor to the energy demand in developed countries. For example, in

Canada, the industrial sector accounted for 47% of the total energy consumption in 2008

(see Figure 1.1) [1]. To attain the peak demand reduction goals in Ontario, DR programs

(such as DR 1, DR 2, DR 3) has been already enacted, with a target of 214 MW

reduction in the peak demand and 640 GWh per year reduction in energy demand by

2014 from the industrial sector [16].

2
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Residential
14%

Transportation
25%

Commercial and  
Institutional

14%

Industrial
47%

Figure 1.1: Share of energy consumption by sector in Canada in 2008 [1].

In order to help achieve the energy management objective set out by GEA, a pilot

project has been initiated at the University of Waterloo in collaboration with other

partners1, to design and implement Energy Hub Management Systems (EHMSs) for

different customer sectors in Ontario [17]. The EHMS is geared towards real-time

management of energy activities at energy hubs, i.e., physical locations that produce,

conserve, store, and consume energy for various customer sectors: residential, commercial

and institutional, agricultural, and industrial [17, 18]. The EHMS is based on Smart Grid

technologies such as Advanced Metering Infrastructure (AMI), improved communications

and control infrastructure, and real-time information systems, which are gradually being

incorporated in Ontario’s grid [19, 20].

With the evolving concept of Smart Grids, Local Distribution Companies (LDCs) are

gradually integrating advanced technologies in distribution systems. Also, because of

environmental concerns and with incentives from regulators, Smart Grids are expected to

accommodate high levels of DER and Electric Vehicle (EV) penetration. Furthermore,

dynamic pricing schemes are expected to encourage LDCs to integrate into their systems

1Ontario Centres of Excellence (OCE), Hydro One Inc., Energnet Inc., Milton Hydro Distribution Inc.,
and Ontario Power Authority (OPA).
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the customers participating in DSM, DR, and demand control programs, thereby turning

distribution systems into smart networks, where intelligent operation and management of

various resources will result in enhanced benefits to all involved entities [21–28].

The aforementioned developments have motivated the present research to propose and

develop methodologies to optimally operate distribution systems and industrial loads,

based on Smart Grid technologies, both at the LDC system and customer levels.

1.2 Literature Review

This section presents a review of the state-of-art research and developments reported in the

technical literature in the following areas relevant to this work: Smart Grids, Distribution

Automation (DA), distribution system operation, DSM, DR, and EHMS.

1.2.1 Smart Grids

Variations exist within the power industry regarding the definition of Smart Grids, as

Smart Grid is neither a single concept nor a single technology. The U.S. Department of

Energy states: “Think of the Smart Grid as the internet brought to our electric system.

Devices such as wind turbines, plug-in-hybrid vehicles and solar arrays are not part of the

Smart Grid. Rather Smart Grid encompasses the technologies that enables us to

integrate, interface with and intelligently control these innovations and others” [22]. On

the other hand, KEMA defines the Smart Grid as: “The Smart Grid is the networked

application of digital technology to the energy delivery and consumption segments of the

utility industry. More specifically, it incorporates advanced applications and the use of

DERs, communications, information management, and automated control technologies to

modernize, optimize, and transform the electric power infrastructure. The Smart Grid

vision seeks to bring together these technologies to make the grid self-healing, more

4
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reliable, safer, and more efficient, as well as to use intelligent meters and devices to

empower customers to use electricity more efficiently. It also seeks to contribute to a

sustainable future with improvements to national security, economic growth, and climate

change” [29]. Thus, the Smart Grid can be viewed as a combination of various concepts

and technologies, whose interpretations depend on the users [30]. However, the key

functions of Smart Grid technologies are to improve flexibility, security, reliability,

efficiency, and safety in electricity systems [20, 22].

Smart Grid encompasses all sorts of innovations, some of which are still in the

development phase, while others are technologies already in use. Since communication

and control infrastructure is prominently existent in transmission systems, the

development of such infrastructure as well as technology and applications at distribution

and customer levels are critical for the realization of Smart Grids. References [30, 31] list

some of the many technologies of Smart Grids targeted at the customer level, such as

Smart Meters, AMI, smart appliances, Home Area Network (HAN), home/building

automation, process automation, etc. The EHMS pilot project also pertains to the

development of a Smart Grid technology at the customer’s end, which can be deployed

for the benefits of both the customers and the LDC [17]. At the distribution system level,

Smart Grid technologies include DA, technologies for selective load control, micro-grids,

etc.

The province of Ontario has already initiated the integration of Smart Grid technologies

in its distribution systems. For example, Ontario has completed the installation of Smart

Meters in every home and small businesses in the province and a central “Meter Data

Management and Repository” system, which is the first visible step towards a Smart Grid.

LDCs in Ontario are actively participating in various Smart Grid pilot projects related

to DR, self-healing grid, integration of EVs into the grid, and home/building automation

systems. It is anticipated that by 2015, there would be a large-scale integration of energy

management systems and smart appliances, feeder and substation automation technologies,

5



Chapter 1. Introduction

and implementation of projects involving energy storage, DR, and energy management

programs [19]. By the year 2020, technologies for micro-grids and convenient charging of

EVs is expected to be readily available. It is envisioned that the Smart Grid infrastructure

in Ontario will support large penetration of DERs, EVs, and EHMSs, which can be deployed

either at the system level or at the customer level for the optimal operation of distribution

systems or customers’ energy consumption [19, 20].

1.2.2 Distribution Automation (DA)

DA is a key technology for the realization of the benefits from a Smart Grid at the

distribution system level. IEEE defines DA as: “A system that enables an electric utility

to remotely monitor, coordinate and operate distribution components, in a real-time

mode from remote locations” [32].

The concept of DA began in 1970s, when computer and communication technologies

were evolving. Since then, implementation of DA in utilities has been governed by existent

monitoring, control, and communication technologies. Some small pilot projects on DA

were implemented by utilities in the 1970s, and there were several major pilot projects

in 1980s. By the 1990s, the changes in technologies resulted in several large and many

small projects at various utilities [33–35].

In recent years, in response to the growing demand to improve reliability and efficiency

of the power system, more automation is being implemented in the distribution system.

Reference [36] presents a survey of some utilities in U.S. on the present status of DA

implementation and future plans. For instance, Southern California Edison has automated

2,400 distribution switches, 960 remote reclosers, and 7,500 switched capacitor (SC) banks,

and also implemented load interruption programs targeted to large customers. Pacific Gas

& Electric has substation Supervisory Control and Data Acquisition (SCADA) systems,

an extensive capacitor control system, a system to automatically operate reclosers for
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reconfiguration, and other DA technologies. The survey [36] reveals the current status of

DA, some of which can be summarized as follows:

• Most utilities have SCADA systems which provide information and control at the

substation level.

• The next generation of DA systems is expanding automation and reconfiguration of

distribution circuits at the component level such as switches, SCs, and Load Tap

Changers (LTCs). Most utilities have already carried out some demonstration

projects.

• Capacitor automation and coordination with voltage regulators for Volt/var Control

(VVC) are becoming relatively common, mostly based on radio links.

Some of the plans of the surveyed utilities toward the implementation of DA technologies

can be summarized as follows [36]:

• Automation of circuit reconfiguration.

• Implementation of faster communication and continuous advanced monitoring.

• Integration of AMI, which allows integration of customer load control and load

response.

• Automation to facilitate integration of DERs.

1.2.3 Distribution System Operation

Conventional distribution system operation has been treated as a VVC problem over the

years, dealing with regulation of distribution system voltage and reactive power (var).

Distribution transformers are equipped with LTCs for voltage control purposes, while
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SCs and fixed capacitors installed at various locations assist in voltage and reactive

power control. Although, the primary objective of VVC is to regulate the voltage and

reactive power in distribution systems, with availability of additional control equipment,

VVC can add flexibility in distribution system operations to achieve certain optimization

objectives. Traditionally, distribution loss minimization has been the optimization

criterion in most cases [37–41].

The integer control of LTCs and SCs renders the VVC problem a mixed-integer non-

linear programming (MINLP) problem. Extensive work has been carried out regarding the

solution approaches to VVC problems [37–39, 42–44], which can be broadly categorized

as rule-based and network-based methods [45]. In [39], the authors propose a simple rule-

based method for VVC, in which the control problem is decoupled into two sub-problems:

voltage control by LTCs and var control by SCs, on the basis that the coupling is weak as

explained in [46]. The authors propose a solution for the VVC problem for varying level

of communication and measurement capabilities in distribution system.

In the rule-based methods, the operation of LTCs and SCs is based on a set of rules and

operator’s experience, but it does not require distribution network information. Hence, such

methods are common where wide-area measurements are not available and VVC controls

are based on local measurements of electrical quantities [47]. However, it is observed in [42]

that a VVC based on local measurements require frequent revision of controller settings for

seasonal load variations and network configuration changes. Also, the rule-based method

does not yield an optimal solution to the VVC problem.

The network-based solution methods typically comprise a Distribution Load Flow

(DLF) solution and an iterative optimization procedure. Solutions to DLF are usually

obtained using a Newton-Raphson method [48, 49], or a fast-decoupled method adapted

to distribution systems [50]. Special ladder network methods have also been

proposed [51, 52], which employ forward and backward sweeps providing faster

convergence in radial network configurations. In the earlier approaches, enumerative
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techniques were considered to be an effective optimization procedure, as distribution

systems had limited number of LTCs and SCs. However, for a larger system, the

combinatorial solution approaches are computationally costly; thus, heuristic approaches

as proposed in [37, 38, 42] are considered to solve VVC problems. In [37], the authors

propose a relaxed integer programming technique to solve VVC problem, which

substantially reduces computational time. Reference in [42] proposes a combinatorial

method for the VVC problem based on a “fast power flow” technique to reduce the

computational efforts. In [38], the authors combine artificial neural network (ANN) and

fuzzy dynamic programming techniques to reduce computational time in solving VVC

problem. In [41], the authors decouple the VVC problem into voltage and var control

sub-problems, and use dynamic programming techniques to solve them in order to reduce

the computational burden. In [53], the authors propose a heuristic method to solve a var

control problem based on a “simplified network approach”, which reduces the

computational time and is suitable for real-time application. More recently, integrated

optimization models and solution approaches have been proposed [43, 44], in which DLF

model is treated as a constraint in the optimization model and solution. The present

research proposes a distribution optimal power flow (DOPF) model in a similar

integrated manner.

The implementation of real-time information systems, AMI, improved communication

capabilities, more sensors, and improved infrastructure for control systems is envisaged

to transform the conventional distribution system into a Smart Grid [21–28]. This will

bring in flexibility in distribution system operations via centralized control of components

such as LTCs and SCs [30,54]. In this context, in [55], the authors propose a coordinated,

centralized, and real-time voltage control scheme, which is based on the measurement

and communication infrastructure available in Smart Grids. Moreover, the Smart Grid

infrastructure would allow real-time control of distribution system components with various

operational objectives related to economy, efficiency, reliability, environmental concerns,

etc. [56], which is an improvement over predominantly existent VVC schemes based on local

9



Chapter 1. Introduction

measurements. Some of the distribution system operational objectives are discussed in [45],

which include maintaining a unity power factor along the feeder, minimizing the power

drawn from the substation, maximizing the revenue for systems with DERs, and others.

A “conservation biased” voltage control concept is proposed in [57] to reduce the power

demand by reducing distribution system voltage within acceptable ranges. In a centralized

and coordinated control environment in Smart Grids, schedules to control its components

can be obtained similarly to the centralized VVC problems discussed in [37, 38, 42]. The

solution approaches are based on the network topology, real-time measurements and power

flow equations [45]; thus, a DOPF model, such as the one proposed in this research is at

the core of such centralized distribution system operations.

Accurate and comprehensive modeling of components and efficient computational

methods are critical requirements for real-time operation and control of distribution

systems. The large number of nodes, components and measurements encountered in

practical distribution systems require significant data handling and impose a large

computational burden [41], rendering the real-time continuous control of distribution

system components practically impossible [56]. However, real-time analysis in 15 to 30

minute intervals under normal operating conditions are more manageable from a

practical stand-point [56, 58]. In distribution system analyses, computational burden is

typically reduced by assuming the distribution system to be a balanced three-phase

system, and hence considering a single-phase equivalent model [40–44]. However, these

models are not suitable for precise real-time operation and control applications, because

of existence of untransposed three-phase feeders, single-phase laterals, and single-phase

loads. A comprehensive three-phase feeder model with phase specific and voltage

dependent load models need to be considered, as is the case of this research.

In distribution system optimization problems, a DLF [59, 60], and any of the MINLP

solution methods discussed in [61–67], can be readily implemented to solve the

three-phase DOPF problems. The optimal three-phase DLF problem reported in [58] is
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solved in the range of 3-40s for a practical sized distribution system, which makes it

applicable to real-time control. However, in [58], the control variables are modeled as

continuous variables, which renders the problem a Non-linear Programming (NLP)

problem. The computational times reported in [59, 60] for three-phase DLF problems are

also promising for real-time applications. However, the issues pertaining to computational

robustness and burden of MINLP solution methods are the main challenges for solving

the three-phase DOPF for real-time control purposes. Moreover, complexity increases

substantially for a 24-hour horizon because of the increased number of variables and the

presence of inter-temporal constraints. Commercially available solvers (particularly

BARON [68] and DICOPT [69]) are also not viable options, as these solvers are

computationally inefficient to solve three-phase DOPF problems both in terms of

robustness and CPU time [44]. This necessitates development of a heuristic solution

method for the three-phase DOPF problem to reduce the computational burden, so as to

make the solution process suitable for real-time applications in distribution system

operation, as proposed in this work.

1.2.4 Demand Side Management (DSM) and Demand

Response (DR)

DSM refers to the set of activities which result in a modification of the utilities’ load profiles,

bring about a reduction in energy and peak demand, and hence result in reduction of long-

term generation capacity needs. DSM includes all sort of activities which leads to load

shape modification including load control and DR at the utility level, and other activities

behind the meter [70–72]. The IEEE DSM/CDM Techniques Working Group categorized all

the different DSM/CDM alternatives, and developed guidelines for utilities to understand

all the available options. A comprehensive description of the alternatives are presented

in [73], which includes DSM through end-user and utility equipment control. The present

research is based on these two alternatives.
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The earliest DSM activities were carried out by U.S. utilities in the 1960s, and were

directed to control residential costumers’ specific appliances; however, successful large scale

programs were implemented during the 1980s. In the 1990s, several million North American

homes and commercial loads had a control receiver on one or more electrical appliances

[74, 75]. Substantial efforts have been made in direct load control, which are implemented

to achieve peak load reduction in residential, commercial, and industrial customers. These

rely primarily on one-way-communication technologies (radio or power-line carrier) and

receivers installed at the customer’s end [76]. Most of the reported works on DSM are

focused on air conditioning, water heater, and pool pumps in the residential sector [77–80],

while in the commercial and industrial sectors, the activities are mainly focused on the

control of heating, ventilation, air conditioning, and refrigeration systems [81, 82].

DR programs are designed to induce customers to change their energy usage behavior

based on dynamic pricing, such as Time-of-Use (TOU) and Real-time Pricing (RTP), or

other incentive signals from the utilities [75, 83, 84]. The effect of dynamic pricing

combined with energy management approaches on load profiles have been studied for

different customer sectors in [5, 18, 85, 86]. In [85], the authors argue that the use of TOU

pricing and load shifting strategies may bring about 45% reduction in average monthly

costs and 50% reduction in peak demand for residential customers. In [18], it is shown

that energy costs and peak demand may by reduced by 13% and 35% respectively in

residential customers through TOU pricing and an optimal energy management system.

In [18], it is also shown that total costs (energy and demand charges) for a commercial

produce storage and agricultural green house facility can be reduced by 40% through an

optimal energy management system in an RTP regime. In [5], it is shown that for an

industrial customer (flour mill), total costs can be reduced nearly by 7% using load

shifting under a TOU tariff.

Most of the DSM activities in the industrial sector focus on voltage optimization and

load shifting at the aggregated load level [87–91]. Voltage optimization is a way of
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reducing power demand of loads by varying the voltage within limits prescribed by

standards such as American National Standards Institute (ANSI) [92]. A Pacific

Northwest study reveals that operating a distribution system in such a way can bring

about 3% reduction in energy consumption [57]. In a separate study carried out in [88]

for an industrial customer (fiberboard production facility), it is demonstrated that

voltage optimization can yield about 5% reduction in energy consumption. Similarly, load

shifting activities are discussed in [89–91], in the context of aggregated load profiles for

industrial customers, demonstrating the possible reduction of peak demand, energy costs,

and demand charges in the industrial sector through DSM activities.

The benefits that can be achieved from DSM programs mainly rely on customer’s

willingness for controlling its loads, and the availability of communication and control

infrastructure. Because of the lack of two-way communication between a customer and

the LDC control centre, and the lack of necessary infrastructure at the cutomer’s premise

for automated, optimal, and coordinated control of various loads, the DSM activities

have been limited to a single objective, i.e., peak reduction, and to a few loads, but

ignored the end user’s preferences [77–82, 87–91]. With the advent of two-way

communications (possible through Smart Meters and AMI) and home automation

systems in Smart Grids, the realization of advanced DSM programs, such as the EHMS

proposed in [18], becomes possible. Such DSM programs in Smart Grids can optimize the

energy consumption based on a variety of objectives, fully accounting for the end user’s

preferences and comfort, and also the requirements of the LDC system operator. The

present work tries to address some of these issues.

1.2.5 Energy Hub Management Systems (EHMSs)

Energy hub can be defined as a node in an electric power system through which the

exchanges of energy and information with energy sources, loads, and the external system

occur [93–95]. Thus, EHMS is another novel concept in Smart Grids which manages such
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hubs for real-time management of energy activities such as production, consumption,

storage, and conservation at the customer level for the benefit of both customers and

utilities [17, 18].

The energy hub can range from aggregation of loads and energy sources at customer

level to the aggregation of cluster of customers and DERs. In [18], four customer types:

residential, commercial and institutional, agricultural, and industrial, are identified. In

such EHMSs, the objectives of the customers and the utilities are different, thus a two-tier

hierarchical scheme to distinguish between the different objectives of the customers and

the utilities is used. At the lower level (referred to as micro-hub), the energy activities are

optimized according to the customer’s preferences. At the higher level (referred as macro-

hub), on the other hand, the energy activities of a group of micro-hubs are optimized for

the benefit of both the customers and utilities.

Some examples of possible objectives identified in [18] for micro-hub optimization are

minimization of customers’ energy cost, minimization of CO2 emissions, or maximizing

comfort level of the customers. Energy prices, system emission profile, and weather forecasts

are examples of external information that the micro-hubs require as inputs (Figure 1.2).

Among the objectives that utilities are interested in EHMS are load-shape modification

and peak reduction, which are identified as possible objectives at the macro-hub level. The

energy activities and the different objectives functions set at the micro-hubs in the EHMS

would lead to load shape modifications which are responsive to price signals, weather,

system emission profiles, customers’ comfort, and incentive signals from utilities.

In [18], mathematical models required for the EHMSs for residential, commercial and

agricultural customers are proposed, which yield optimal operational decisions on

scheduling their major loads to achieve desired objectives related to energy cost,

emissions, and comfort. In [96–98], mathematical models of various residential loads and

energy sources are proposed in a similar context. This research proposes a similar general

approach as [18] with an emphasis on mathematical models required for industrial
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Figure 1.2: EHMS at micro-hub level.

EHMSs.

Mathematical models developed in [89–91] for DSM activities for industrial customers

consider aggregated loads, ignoring the behavior of individual industrial processes and

their interdependencies. Such models do not serve the main requirements of EHMSs, i.e.,

end-user preferences, and hence are not suitable for industrial EHMSs. On the other

hand, the multi-objective optimization model for operational scheduling of water

pumps [7], considers modeling of five independent centrifugal pumps. In [5], process

dependencies in the modeling of a flour mill are presented, which, if generalized, can be

applied to any process industry. In [99], the idea is extended to a petrochemical industry

for optimal operation of a co-generation system considering the models of individual

industrial processes. However, the mathematical models in [5, 7, 99] are very specific to

the particular industry being modeled, where the industrial processes are simply

represented by fixed active power loads independent of applied voltage and material flow
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rates, ignoring interaction with the distribution system operation and other process

variables. The proposed research focus on developing mathematical models required by

industrial EHMS to achieve DSM benefits through load control and voltage optimization

approaches. Consideration of customer behaviors and load interdependencies is an

essential feature of the proposed EHMS modeling.

1.3 Research Overview and Objectives

The implementation of real-time information systems, AMI, improved communication

capabilities, and improved infrastructure for control systems is envisaged to transform

the existing distribution systems into Smart Grids [22]. These Smart Grids, because of

environmental concerns and incentives from regulators, are expected to accommodate

high levels of penetration of DERs and EVs [23]. Furthermore, dynamic pricing schemes

and increasing environmental awareness is expected to encourage customers to

participate in energy and demand management programs [23–25]. Similarly, at the

customers’ end, technologies such as smart meters, home/building automation, and

industrial process automation render the electrical loads more manageable, controllable,

and responsive to external signals [21–28]. Such Smart Grid technologies facilitate

realization of customer’s participation on utility’s DSM, DR, and demand control

programs at system and customer levels, and transform distribution systems into smart

grids, where intelligent operation and management of various resources will result in

enhanced benefits to customers and LDCs [14, 15].

This research proposes new features for Smart Grids relevant to LDC system

operators and industrial customers, based on the optimal operation of distribution

systems and industrial EHMSs.
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1.3.1 Optimal Operation of Distribution Systems

In a Smart Grid environment, LDC system operators need to consider various operational

objectives related to economy, efficiency, reliability, environmental concerns, etc. [56].

This research proposes a general mathematical framework from the perspective of LDCs,

which incorporates various objectives and constraints related to optimal distribution

system operation. Figure 1.3 presents a schematic of the proposed framework depicting

control and information exchange among the distribution system, the LDC control

centre, EHMS, and other external entities.

The optimization engine, shown in Figure 1.3, consists of a mathematical model along

with an appropriate solution method suitable for real-time applications. Observe that

real-time information systems will allow customers access to information such as energy

price, emissions, incentives signals and weather; these data are essential components of

the customer’s EHMS. The optimization engine can readily gather information on

distribution system status and customers’ load profiles, possibly optimized by EHMSs,

through Smart Meters and AMI technologies. This information becomes then an essential

part for the mathematical model, which yields optimal schedules for the control of

distribution system equipment. The infrastructure in Smart Grids would allow the LDC

system operator to send the optimal schedules in real-time, in a coordinated and

centralized manner, to dispatch the control equipment.

It is important to mention here that the proposed research is not focused on the

development of distribution system optimization models considering the devices and

customers’ particular interests; it rather focuses on the development of models to

optimize the operation of distribution systems as viewed by the LDC system operator.

However, the behavior of customers with EHMSs is considered here to reflect their effect

on distribution system operation.
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Figure 1.3: Schematic of the proposed distribution system operation in Smart Grid.

1.3.2 Optimal Operation of Industrial EHMSs

Figure 1.4 presents the proposed schematic of an industrial customer’s EHMS and its

integration with the transmission system and the distribution grid as part of a Smart
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Figure 1.4: Schematic of the industrial EHMS and external system.

Grids. The proposed EHMS configuration consists of two main components: a central hub

controller and an optimization engine. Real-time information systems and communication

infrastructure in Smart Grids allow the central hub controller access to information such
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as energy price, emissions, and incentive signals related to DR from the market operator.

The central hub controller also receives information on the industrial processes and their

operating preferences from an industrial process operator, and exchanges information on

aggregated load profiles with an LDC system operator for proper coordination with the

corresponding distribution feeder operation and control of LTCs and SCs.

The optimization engine, shown in Figure 1.4, consists of an industrial load management

model and a solution method suitable for real-time applications. The information gathered

by the central hub controller is communicated to the optimization engine, which includes

the system parameters and models required for load management. The optimization engine

yields optimal schedules for the industrial processes, which are then communicated to the

processes by the central hub controller to dispatch them.

1.3.3 Research Objectives

In light of the literature review and discussions presented in the previous sections, the main

novel objectives of the present research can be formulated as follows:

• Develop a mathematical framework for the optimal operation of distribution

systems considering comprehensive models of unbalanced three-phase distribution

system components and voltage dependent loads. The novel modeling framework,

referred to as three-phase DOPF model, will have the possibility to consider various

operational objectives in distribution systems, such as the proposed objective of

minimizing the energy purchased from the external grid and the number of

switching operations of LTCs and SCs.

• The proposed three-phase DOPF model will be an MINPL problem, because of the

presence of integer variables associated with the discrete nature of LTCs and SCs.

Therefore, with the aim of obtaining a practical and useful solution for real-time

applications, a heuristic method will be developed to solve the three-phase DOPF
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model based on the “Quadratic Penalty” used in [43, 44]. The proposed solution

technique will be benchmarked against a Genetic Algorithm (GA) based method to

compare its performance in terms of computational burden and solution optimality.

• Develop a generic Optimal Industrial Load Management (OILM) model that can be

readily incorporated into the EHMSs for industrial customers for real-time automated

and optimal scheduling of their processes. The OILM model will seek to minimize

the total energy costs and/or demand charges for industrial customers, including a

set of equality and inequality constraints to represent the industrial process, storage

units, operator’s requirements, and other relevant constraints. The OILM model will

then be integrated with the DOPF model by using the available distribution system

information and control expected in Smart Grids so that maximum savings can be

obtained by optimally managing the loads and distribution system voltage control

components such as LTCs and SCs.

1.4 Thesis Outline

The remainder of the thesis is organized as follows: Chapter 2 briefly discusses the main

background topics and tools pertaining to the proposed research. Thus, a background to

distribution system components and operations is presented first, followed by a discussion

on smart distribution grid infrastructure. The chapter also presents the basics of

mathematical programming models, modeling tools, and curve fitting technique that are

relevant to the present research.

Chapter 3 presents distribution system components modeling and a novel three-phase

DOPF. The proposed heuristic and GA-based solution methods for the three-phase

DOPF model are discussed next. The chapter also demonstrates the applicability of the

proposed three-phase DOPF model and solution methods through case studies
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considering two different realistic distribution feeders. Comparative studies of the two

solution methods in terms of optimality and computational burden are presented as well.

Chapter 4 presents the proposed OILM model for industrial EHMSs. The estimation

of model parameters and results of case studies considering two industrial customers and

their distribution feeders are also presented, demonstrating the applicability of the

proposed OILM and DOPF models.

Chapter 5 presents the main conclusions and contributions of the research, and some

directions for the future work. Finally, the Appendix provides relevant data required for

the simulation case studies presented in Chapter 4.
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Background

2.1 Introduction

This chapter presents a background review of the main concepts and tools pertaining to the

research presented in this thesis. First, some aspects of distribution system components,

infrastructure, and operations are discussed in Section 2.2. This is followed, in Section 2.3,

by an overview of mathematical programming, solution methods, and available tools that

are closely related to the present research. Finally, in Section 2.4 the basics of curve fitting

technique relevant to this work are discussed.

2.2 Distribution Systems

Distribution system refers to the section of an electric power system between the sub-

transmission system and the customer’s end. Distribution systems are generally considered

to be electricity supply network operating at voltage levels of 132 kV and below; the typical

distribution voltages in North America are 4.16 kV, 7.2 kV, 12.47 kV, 13.2 kV, 14.4 kV,

23.9 kV, 34.5 kV, and others [2].
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2.2.1 Distribution System Components

A schematic diagram depicting various components of a distribution system are shown in

Figure 2.1 [2, 3]; these components are:

• Feeders: These are the main three-phase wires which originate from the substation

transformers to supply energy to the load centers. The feeders often branch out

to three-phase, two-phase and single-phase laterals. The wires could be overhead

conductors or underground cables.

• Transformers: These step down the voltage to a distribution system voltage level.

Three-phase as well as single-phase transformers are found in distribution systems.

The three-phase transformer connections could be a wye grounded-wye grounded,

delta-wye grounded, open delta-wye grounded, and others.

• Control and Protection Devices: Distribution systems have control devices such as

voltage regulators, SCs, switches, etc. Voltage regulating elements such as LTCs

may be available in some transformers to regulate the customer end voltage. SCs

are used for reactive power supply. Devices such as circuit breakers, reclosers,

sectionalizers and fuses are used for the system and equipment protection. Switches

and sectionalizers are often used to reconfigure the distribution system feeders.

• Other Components: These include the customer loads, fixed capacitors, and DERs

connected at various nodes. Distribution systems are also equipped with metering

equipment at substation and feeder levels. Present day distribution systems are also

equipped with a communication infrastructure and the various components that make

up the AMI.
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Figure 2.1: A typical distribution system and its components [2, 3].
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2.2.2 Distribution System Infrastructure

The electric power transmission system has experienced significant infrastructure

development over the past years. Communication and control technologies, wide-area

measurements, integrated control, SCADA, open access information systems have been or

are being integrated into the transmission systems. On the other hand, no significant

developments have occurred in the distribution system infrastructure over the years [36].

The distribution system, for the most part, has remained a non-intelligent system still

functioning with traditional technologies, operating practices, and relying on operator

experience. Some of the critical limitations of existing distribution systems are: limited

communication capability; local control, instead of central control; not enough sensors for

measurements; and no wide-area measurement provisions.

Conventional distribution systems are equipped with local controllers, as shown in

Figure 2.2, which operate the distribution system components based on some

measurements and settings. As communication infrastructure is limited and exists at

substation levels only, the required measurements are obtained from sensors placed near

the devices which measures electrical (e.g. voltage, current) or non-electrical (e.g.

temperature) quantities [47]. For the controllers, which operate based on local

measurements, there are three required settings [100]:

• Set Point: The reference point to calculate the deviation of measured signals.

• Bandwidth Limit: The maximum allowed deviation, after which the controller starts

to operate.

• Time Delay: This is required to prevent frequent operation of the equipment and also

to properly coordinate the equipment which respond to the same input quantities.

Lack of infrastructure in communication, control and measurement technologies are

barriers to flexible and optimal operation of distribution systems. A major change in
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distribution system infrastructure is required to realize a Smart Grid; thus, it is envisaged

that the systems will gradually adopt advanced communication, control and

measurement technologies at both customer and system levels.

Figure 2.3 depicts an evolving communication infrastructure at customers’ premises,

exchanging information and control signals among the major appliances, the utility’s

smart meter, and other internal and external entities through a central controller; this is

referred as a HAN. The central controller in a HAN receives measurement data through

various sensors (such as temperature sensor, occupancy sensor, etc.) and sends control

signals to smart plugs which can turn ON/OFF the switches or rotate the “knobs” to

control power consumption of the appliances. The controller may receive exogenous

information such as weather, energy prices typically via the internet, and send

measurement data (such as power, voltage, etc.) to the LDC control centre through the

smart meter and AMI on the utility’s Wide Area Network (WAN). The smart meters of

neighboring customers may communicate with each other forming a Neighborhood Area

Network (NAN), as shown in Figure 2.3. The HAN or a similar network at the customers’
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Figure 2.3: A typical communication infrastructure at customer’s premise.

premises facilitates realization of various energy management concepts and technologies

such as Home-to-Grid, industrial/commercial Building-to-Grid [101], and the proposed

EHMS. Communication protocols such as Z-Wave, ZigBee, Wi-Fi, BACnet, and ModBus

are common in HANs [102–105].

Figure 2.4 depicts the evolving communication and control infrastructure at distribution

system level in a Smart Grid. The LDC control centre receives measurements from each

customers via HAN, NAN, and signal “relaying units” installed at various places along the

distribution system. These components are the parts of the AMI, which in turn is part of

the utility’s WAN. The relaying unit also communicates the control signals generated by the

LDC control centre to the local controllers to dispatch the distribution system components

located at various places along the feeder. However, as proposed in [45], the LDC control

centre may bypass the local controllers completely, with the latter operating as back up.
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Figure 2.4: A typical communication infrastructure for distribution system operation
and control.

As reported in [106–108], communication technologies such as private-radio, public cellular

networks, or power-line carrier communication are some of the feasible options for WANs

in distribution systems. Also, protocols such as Modbus, IEC 60870-5-101, DNP3, IEC

61850 are commonly used for the WAN communications in distribution systems [106–108].
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2.3 Voltage Regulation (VR) and Reactive Power

Control

2.3.1 Overview

Voltage regulation (VR) and reactive power control are the primary operational

objectives in distribution systems [109]. VR refers to the means of regulating the

distribution system voltage so that every customers’ voltage remains within an acceptable

limit. VR is important because unregulated voltages can have adverse impacts on system

components and on customers’ appliances. For example, large voltage fluctuations affect

the performance and life of electrical equipment; low voltages cause low illumination, slow

heating, etc.; and high voltages may cause premature device failure and reduced device

life [100]. The ANSI standard C84.1 defines the acceptable voltage ranges for distribution

systems [92]; for example, for residential services with nominal voltage of 120V, voltage

variations in the range of 114-126V are acceptable under normal operating conditions.

Similarly, reactive power flows in distribution circuits are undesirable as they cause large

voltage drops, increased losses and reduced power delivery capability [57]. The problem of

VR and reactive power control has been dealt together and is referred as VVC.

For VR purposes, distribution transformers are equipped with LTCs. Fixed capacitors

and SCs are also used for VVC. Usually, fixed capacitor banks are used to offset the

minimum reactive power requirements, while SCs are added as the load changes.

In addition to the primary objective of VVC to regulate the distribution voltages and

the reactive power drawn from the transmission system, it can bring additional advantages

to distribution system operations. However, the benefits that can be achieved through VVC

depend on the existing communication, measurement and control infrastructure. A VVC

based on local controllers may not have the same advantages as a centralized VVC, but

both must perform the primary objective of VR and reactive power control [45].
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2.3.2 Centralized Volt/Var Control (VVC)

A general VVC optimization problem structure is as follows [37, 38, 42, 110, 111]:

Minimize : J =
∑

f(Ibr, Vi, Tapbr, Capi) (2.1a)

Subjected to :

Power flow equations : Pgi − Pdi =
N∑
j=1

|Vi| · |Vj| · |Yij| · cos(θij + δj − δi) (2.1b)

Qgi −Qdi = −
N∑
j=1

|Vi| · |Vj| · |Yij| · sin(θij + δj − δi) (2.1c)

Node voltage limits : |V min
i | ≤ |Vi| ≤ |V max

i | (2.1d)

Branch current limits : |Ibr| ≤ |Imaxbr | (2.1e)

LTC tap limits : Tapminbr ≤ Tapbr ≤ Tapmaxbr (2.1f)

Capacitor limits : Capmini ≤ Capi ≤ Capmaxi (2.1g)

where index br represents the branches; indices i and j represent the nodes; N represents

the total number of nodes; Ibr is the current in the branch br; Vi is the voltage at node i;

Yij is the admittance of the line ij; θij is the angle of the admittance of line ij; δi and δj

are the voltage phase angles at node i and j, respectively; Tapbr is the LTC tap position in

branch br; Capi is the number of capacitors switched at the node i; Pgi and Pdi represent

active power generation and demand at node i respectively; and Qgi and Qdi represent

reactive power generation and demand at node i respectively. Typical objective functions

are the minimization of losses [37–41], optimal dispatch of LTC and SCs [111], and the

maximization of power factor at the substation [45].
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The VVC problem (2.1a)-(2.1g) is an MINLP optimization problem, where the non-

linearity is introduced by the objective function and the power flow equations, and the

integer variables correspond to the discrete LTC and SC controls. Extensive research has

been carried out in the past examining solution approaches to this class of problem; a

review of this problem is presented next.

2.4 Mathematical Programming

Mathematical programming refers to the formulation of an optimization problem and the

suitable solution technique to solve it. An optimization problem refers to finding a set of

values for the variables that yield the minimum or maximum of a given objective function,

subject to a set of constraints. In general, minimization of the objective function is the

same as maximization of negative of this function. The set of values of the variables yielding

the minimum (or maximum) of the objective function is the optimal solution. Depending

on the nature of the problem and the solution technique adopted, optimization problems

may arrive at either local and/or global optimum solutions [112].

The general structure of the optimization problem comprises an objective function,

and a set of equality and inequality constraints as follows:

Minimize : f(x)

Subjected to : gk(x) = 0; k = 1, 2, ..., p (2.2)

hj(x) ≤ 0; j = 1, 2, ...,m

where x is the set of n decision variables, f(x) is the objective function, and gk(x) and

hj(x) are the sets of equality and inequality constraints, respectively. Depending on the

nature of the objective function and the constraints, the optimization problems can be
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categorized as linear or non-linear. Similarly, depending on the nature of decision variables

the problem could be a continuous or an integer problem.

2.4.1 Linear Programming (LP) and Mixed Integer LP (MILP)

Linear programming (LP) is a form of mathematical programming, which is characterized

by a linear objective function and a set of linear equality and inequality constraints. Thus,

LP problems have the following general form:

Minimize : cT x

Subjected to : Ax ≤ b (2.3)

where x represents the vector of variables to be determined, A is coefficient matrix, b is a

vector of known values, and c is a coefficient vector of the objective function.

The LP problems can be categorized as Mixed Integer LP (MILP) problems when at

least one of the decision variables is an integer. The general mathematical structure of

an MILP problem is as follows:

Minimize : cT x+ dT y

Subjected to : Ax+B y ≤ b (2.4)

where x represents the vector of integer variables, and y represents the vector of

continuous variables.

In LP problems, the inequalities define a polyhedron of feasible solutions, and the

optimal solution is typically at one of the vertices. The most popular solution methods

for LP problems are the Simplex and Interior-point methods. The Simplex method is a

systematic procedure for generating and testing the vertices of the polyhedron. It begins at
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an arbitrary vertex as a candidate solution and at each iteration the candidate solution is

moved to a new vertex in a direction which yields the largest improvement in the objective

function [112]. On the other hand, in the Interior-point method, the candidate solution

traverses through the interior of the polyhedron to arrive at the optimal solution. For large

LP problems, the number of iterations in the Simplex method are significant; in such cases,

the Interior-point method is a better option in terms of reduced computational costs [113].

MILP problems are challenging because of the presence of integer variables. Methods

such as complete enumeration can yield a global optimal solution, but are not suitable

for problems where the number of integer variables is high [112]. Other common methods

to solve the MILP problem are Cutting Plane and Branch and Bound (B&B) methods.

The idea behind the Cutting Plane technique is to add constraints to the MILP problem

until the vertices of the feasible space are integers. These additional constraints are called

“cuts”, which remove the non-integer portion of the feasible space, while the integer points

are preserved. There are two ways to generate cuts: the first, called Gomory cuts, generates

cuts from any LP tableau; this has the advantage of solving any MILP problem, but the

method can be very slow. The second approach is to use the structure of the problem to

generate “good” cuts; this approach is problem dependent but can be very efficient [114].

The B&B methods, on the other hand, are based on an intelligent enumeration of candidate

solutions with large subsets of useless candidates being discarded by using upper and lower

estimated bounds of the optimization problem [112].

2.4.2 Non-linear Programming (NLP) and Mixed Integer NLP

(MINLP)

When the objective function or at least one of the constraints in (2.2) is a non-linear

function of its decision variables, then the problem is referred to as an NLP problem. NLP

problems could be MINLP if there exists at least one integer variable.

34



Chapter 2. Background

The solution methods for NLP problems are problem specific. The most common

solution methods are the Gradient methods, Newton-based methods and Interior-point

methods [112]. Gradient methods use information about the slope of the function to

determine the search direction where the optimal solution is expected to lie. These

methods are very general and can solve NLP problems of any size, but they perform

poorly in the neighborhood of the optimal solution, may only yield a local optimal

solution, and/or may zigzag before reaching the optimal solution [115]. The

Newton-based methods are also Gradient methods, but use second order gradient

(Hessian) information; in this case, the objective function is approximately expressed by

the second-order Taylor series, and in each iteration the solution is moved towards a new

point which yields zero gradient. The advantage of the Newton-based methods is their

fast convergence, but these methods require computation of the Hessian matrix and its

inverse, which leads to increased computational burden [115]. The Interior-point methods

traverse through the interior of the feasible space and uses some barrier functions to

arrive at the optimal solution; the logarithmic barrier function method and the

primal-dual interior-point method are popular for solving NLP problems [113].

MINLP problems are rather challenging problems because of the presence of

non-linear functions and integer variables. Combinatorial optimization methods, which

examine all possible candidate solutions can yield a global optimal solution to MINLP

problems. The solution methods proposed in [42, 116] for the VVC problem use this

Combinatorial approach, but these are not suitable for large problems where the number

of integer variables are high [112]. The popular Branch-and-Cut, and B&B methods have

been explored extensively for the solution of MINLP problems. The solution method for a

distribution system feeder reconfiguration problem proposed in [117] is based on the B&B

method, yielding a global optimal solution at a high computational cost. Heuristic

methods are also popular solution methods for the MINLP problems. Various problem

specific heuristic methods have been proposed in the literature specific to the VVC

problem [38, 111, 118], and feeder reconfiguration problem [119–122].
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More recently, Evolutionary Algorithms (EA) such as GA and Particle Swarm

Optimization (PSO) methods have been used to solve the NLP and MINLP problems, as

these methods have non-zero probability of providing global optimum solutions [123], and

are relatively easy to implement, but they are computationally costly [112, 115, 124]. In

GA-based methods, an optimal solution is reached from a population of solutions called

“chromosomes” that are iteratively improved using “cross-over” and “mutation”

operations. This algorithm uses multi-path searches in parallel, so as to reduce the local

minimum trapping; it only examines the fitness of each solution instead of the objective

function to guide its search, and explores the search area where the probability of finding

the optimal solution is high [115]. GA-based methods have been applied in [63] to an

optimal feeder reconfiguration problem, to an optimal capacitor planning problem [64],

and to distribution planning problems [65, 66].

In the PSO method, the system is initialized with a population of random solutions

and the method searches for the optima by updating generations. However, unlike the

GA, PSO has no evolution operators such as crossover or mutation. In PSO, the potential

solutions, called particles, fly through the problem space by following the current optimum

particles. Compared to the GA, the advantages of PSO are that it is easy to implement

and there are only a few parameters to adjust. However, compared to the GA, convergence

of PSO is more sensitive to its parameters. The PSO method has been applied to the

feeder reconfiguration problem in [62]. Other methods such as Ant Colony [125], Tabu

Search [126], and Simulated Annealing [127] are also reported in the literature for solving

MINLP and NLP problems related to distribution system planning.

A reactive power and voltage control optimization problem is solved in [43, 44] by

relaxing the MINLP problem so that it becomes an NLP problem, using a quadratic

penalty function approach. Such methods reduce the computational burden but do not

guarantee a global or local optimum of the original MINLP problem, thus providing a

sub-optimal solution.
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2.4.3 Tools and Solvers

There are many commercial modeling tools and solvers for LP and NLP problems. The

General Algebraic Modeling Systems (GAMS) is a popular commercially available

mathematical modeling platform, and is used in this research [128]. Various solvers are

also available commercially to solve the optimization models developed in GAMS. In this

research the MINOS [129] and KNITRO [130] solvers are used to solve the NLP and

MINLP problems, respectively. Other solvers, such as BARON [68] and DICOPT [69],

were also examined for solving MINLP problems.

In MINOS, NLP problems are solved using a method that iteratively solves subproblems

with linearized constraints and an augmented Lagrangian objective function [129]. BARON

is capable of solving NLP and MINLP problems and yielding the global optima, and is

based on a Branch and Reduce technique [68]. DICOPT is a framework for solving MINLP

problems using other standard MILP and NLP solvers to solve the associated MILP and

NLP subproblems generated by the algorithm; thus, some standard MILP solvers (e.g.

CPLEX [131]) and NLP solvers (e.g. MINOS) are required for solving MINLP problems

using DICOPT [69]. KNITRO is a specialized solver for nonlinear optimization (NLP and

MINLP), but it can also be used to solve LP and MILP problems [130]; this solver uses

three different optimization algorithms for solving optimization problems: two algorithms

are of the Interior-point type, and one is of the Active-set type.

2.5 Curve Fitting

Curve fitting, also known as regression analysis, is a mathematical modeling approach

where the system being modeled is represented by a “best fit” curve or mathematical

function obtained from a series of data points. The data points represent the set of

dependent and independent variables that describe the system [132, 133].
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Curve fitting requires a set of data points, a pre-defined mathematical function, and

at least one statistical index to measure the fitness. Curve fitting may yield a linear or

polynomial curve depending on the degree of the mathematical function used to describe

the system. Based on the measure of fitness, the most common curve fitting methods use

the “least square error” criterion, which yields a curve that is minimally deviated from

all the data points considered [133].

The least square error method is explained next, which is relevant to the present

research. The following polynomial function of degree M , in two variables x and y, is

considered here:

z = f(x, y) =
M∑
m=0

M−m∑
p=0

am,p x
m yp (2.5)

To estimate the coefficients am,p, a set of data points (x1, y1, z1), (x2, y2, z2), ....

(xN , yN , zN) are required, where N represents the total number of data points. For an M

degree polynomial in two variables, the following relation gives the minimal data set

required:

N ≥ M (M + 1)

2
(2.6)

The best fit curve f(x, y) has the least square error Π, which is given as:

Π =
N∑
i=1

[
zi −

M∑
m=0

M−m∑
p=0

am,p x
m
i y

p
i

]2

(2.7)

Here, coefficients am,p are unknown while all xi, yi, and zi are known. To obtain the least
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square error, the unknown coefficients am,p must yield zero first derivatives, i.e.,

∂Π

∂am,p
= 2

N∑
i=1

xmi y
p
i

[
zi −

M∑
m=0

M−m∑
p=0

am,p x
m
i y

p
i

]
= 0

∀m = {0, ...,M} ∧ p = {0, ...,M −m} (2.8)

The unknown coefficients am,p can be obtained by solving the M (M+1)
2

number of linear

equations (2.8).

2.6 Summary

In this chapter, a review of distribution system components and infrastructure was first

presented. The VVC problem, which is an essential distribution system operational

objective relevant to this research, was briefly discussed along with its basic

mathematical model. A brief review of mathematical programming methods, which are

used in this research, were also presented. The mathematical programming solvers and

tools that are used in the present research work were briefly discussed as well. Finally, a

brief overview of the least square method for curve fitting and its solution process used

here was discussed.
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Optimal Energy Management of

Distribution Systems

3.1 Introduction

This chapter presents a generic and comprehensive DOPF model that can be used by

LDCs to facilitate the integration of their distribution system feeders into a Smart Grid.

The proposed three-phase DOPF framework incorporates detailed modeling of

distribution system components and allows use of various operational objectives. Phase

specific models would allow LDC to determine realistic operating strategies that can

improve the overall feeder efficiency.

The realistic distribution system operational objectives proposed in this work

minimize the energy drawn from the substation and the number of switching operations

of LTCs and SCs. A heuristic method for solving the three-phase DOPF model by

transforming the MINLP problem into an NLP problem is proposed, which reduces the

computational burden and facilitates its real-time implementation. A GA-based method

is also used to determine the “global” optimal solution to the three-phase DOPF
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problem, to evaluate the proposed heuristic solution in terms of both optimality and

computational burden. Two distribution feeders namely, the IEEE 13-node test feeder

and a practical feeder from Hydro One are considered to test and demonstrate the

features of the proposed models and solution methods.

The remainder of the chapter is structured as follows: Section 3.2 presents the

nomenclature of all the parameters, indices, and variables used in the modeling of the

three-phase DOPF. Modeling details of distribution system components, network

equations and operating limits are presented in Sections 3.3, 3.4, and 3.5, respectively.

Sections 3.6 and Section 3.7 describe the mathematical model of the three-phase DOPF

and the solution methods utilized, respectively. The developed DOPF model is validated

using two standard test feeders, i.e., the IEEE-4 node and the IEEE 13-node test feeders,

in Section 3.8. The performance of the mathematical model and the solution methods is

evaluated based on various case studies for two distribution feeders, i.e, the IEEE

13-node test feeder and an actual Hydro One distribution feeder, in Section 3.9. Finally,

Section 3.10 summarizes the chapter.

3.2 Nomenclature

Parameters

α, β, γ Scalar weights of the objective function components.

A,B,C,D Three-phase ABCD parameter matrices; A unitless, B in Ω, C in f, D unitless.

CR Cross-over rate.

CX Chromosomes.

∆H Time interval in hour.

∆Q Size of each capacitor block in capacitor banks in Var.

∆S Percentage voltage change for each LTC tap.

G Number of generations in Genetic Algorithm.
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H Total number of time intervals.

Imax Maximum current limits of conductors and cables in A.

Isp Load current at specified power and nominal voltage in A.

K A constant multiplier.

M A 3× 3 constant vector marix.

MR Mutation rate.

Ncmax Total number of capacitor blocks available in capacitor banks.

Nt Transformer turn ratio.

P Specified active power of load in W.

Q Specified reactive power of load/capacitor banks in Var.

S Population size.

θ Specified load power factor angle in rad.

Tapmax Maximum tap changer position.

Tapmin Minimum tap changer position.

U3 The 3× 3 identity matrix.

V max Maximum voltage limit as per standards in V.

V min Minimum voltage limit as per standards in V.

V sp Specified nominal voltage in V.

X Reactance of capacitor in Ω.

Y c Phase admittance matrix of conductors and cables in f.

Z Load impedance at specified power and nominal voltage in Ω.

Zc Phase impedance matrix of conductors and cables in Ω.

Zc012 Sequence impedance matrix of conductors and cables in Ω.

Zt Phase impedance matrix of transformers refereed to the secondary side in Ω.

Indices

a, b, c Phases.

C1 Wye-connected fixed capacitors.
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C2 Wye-connected controllable capacitor banks.

C3 Delta-connected fixed capacitors.

C4 Delta-connected controllable capacitor banks.

cd Conductors and cables, cd ∈ l.
d Row of candidate solution matrix.

h Number of intervals, h = 1, 2..., H.

l Series elements.

L1 Wye-connected constant power loads.

L2 Wye-connected constant impedance loads.

L3 Wye-connected constant current loads.

L4 Delta-connected constant power loads.

L5 Delta-connected constant impedance loads.

L6 Delta-connected constant current loads.

L∆ Delta-connected loads and capacitors, L∆ = L4, L5, L6, C3, C4.

LY Wye-connected loads and capacitors, LY = L1, L2, L3, C1, C2.

l1n Series elements whose receiving ends are connected to node n, l1n ∈ l.
l2n Series elements whose sending ends are connected to node n, l2n ∈ l.
ls Series elements which is connected to substation node ns, ls ∈ l.
n Nodes.

n∆ Nodes where delta-connected loads are connected, n∆ ∈ n.

nY Nodes where single phase loads or wye-connected loads are connected, nY ∈ n.

ni Integer variables.

ns Substation node, ns ∈ n.

p Phases, p = a, b, c.

pp Phase to phase, pp = ab, bc, ca.

r Receiving-end.

s Sending-end.

sw Switches, sw ∈ l.
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t1 Delta-wye grounded step down transformers, t1 ∈ l.
t2 wye grounded-wye grounded transformers, t2 ∈ l.
t3 Three-phase group controlled tap changers, t3 ∈ tc.
tc Controllable tap changers, tc ∈ l.

Variables

cap Number of capacitor blocks switched in capacitor banks.

Ess Energy drawn from substation.

F Fitness function.

i Current phasor in A.

J, J
′

Objective functions.

tap Tap position.

v Voltage phasor in V.

w Continuous variables.

xo Initial solution set.

x1, x2, ..., xni Elements of xo.

x Set of upper bound integers close to xo.

x1, x2, ..., xni Elements of x.

x Set of lower bound integers close to xo.

x1, x2, ..., xni Elements of x.

X1, X2 Optimal solutions obtained from the local search technique.

XB Candidate solution matrix.

XBd dth row of XB.

XF Feasible solution matrix.

XFh hth row of XF .
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3.3 Component Models

Commonly found distribution system components, i.e., conductors/cables, transformers,

LTCs, switches, capacitors and loads are modeled in the present work to develop the

proposed DOPF framework. These models are explained in detail next.

3.3.1 Series Components

For each series component, a set of equations are developed using their ABCD

parameters that relate the three-phase voltages and currents of the sending-end and

receiving-end, as follows:

vs,a,l,h

vs,b,l,h

vs,c,l,h

is,a,l,h

is,b,l,h

is,c,l,h


=

[
Al Bl

Cl Dl

]


vr,a,l,h

vr,b,l,h

vr,c,l,h

ir,a,l,h

ir,b,l,h

ir,c,l,h


∀ l,∀h (3.1)

where Al, Bl, Cl, and Dl are 3× 3 matrices. The ABCD parameters of the series elements

modeled here are discussed next; more details of which can be found in [2]. All variables,

parameters, and indices in (3.1) and other equations in this chapter are defined in Section

3.2.
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Conductors/Cables

Conductors and cables are modeled as π-equivalent circuits, and their general ABCD

parameters are:

Acd = Dcd = U3 +
1

2
Zccd Y ccd ∀ cd (3.2a)

Bcd = Zccd ∀ cd (3.2b)

Ccd = Y ccd +
1

4
Y ccd Zccd Y ccd ∀ cd (3.2c)

where Zccd and Y ccd are 3 × 3 matrices in which the diagonal elements represent the self

impedance and shunt admittance of each phase, and the off-diagonal elements represent

the mutual impedance and shunt admittance between two phases. If the values of self and

mutual impedances and/or admittances are not known, these can be readily calculated

from conductors’ configuration using the modified Carson’s equations [2].

Conductors and cables could be single-phase, two-phase, four wire three-phase or three

wire three-phase. In the case of single-phase and two-phase conductors and cables, the

corresponding self and mutual impedances and admittances become zero in Zccd and Y ccd.

Four wire three-phase conductors and cables can be represented by 3 × 3 impedance and

admittance matrices using Kron’s reduction [2].

Instead of self and mutual impedances and shunt admittances in the phase frame,

sometimes the parameters are expressed in the sequence frame. In this case, the following

equations relate the sequence components to phase components, and similar equations can
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be used for the shunt admittance matrix:

Zc012 = M−1 Zc M (3.3a)

M =


1 1 1

1 e−j
2
3
π ej

2
3
π

1 ej
2
3
π e−j

2
3
π

 (3.3b)

where for an unbalanced system, all elements of Zc012 are non-zero. In the case where only

diagonal elements of Zc012 are known, i.e., zero sequence and positive sequence components

of the conductors, the three diagonal elements in Zc are identical and all of the off-diagonal

elements are also identical; such Zc represents conductors with transposed phases.

Switches

Switches are modeled as zero impedance series elements. The ABCD parameters in this

case are:

Asw = Dsw = U3 ∀ sw (3.4a)

Bsw = Csw = 0 ∀ sw (3.4b)

Transformers

The ABCD parameters of transformers depend on the connection, i.e., wye or delta. The

ABCD parameters for a delta-wye grounded step-down transformer (with American
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Standard Connection of 30 ◦ negative angular displacement) are:

At1 =
−Nt

3


0 2 1

1 0 2

2 1 0

 ∀ t1 (3.5a)

Bt1 = At1 Zt ∀ t1 (3.5b)

Ct1 = 0 ∀ t1 (3.5c)

Dt1 =
1

Nt


1 −1 0

0 1 −1

−1 0 1

 ∀ t1 (3.5d)

where Zt is a 3 × 3 diagonal matrix in which diagonal elements represent the impedance

of each phase referred to the secondary side.

For a wye grounded-wye grounded connection:

At2 = Nt U3 ∀ t2 (3.6a)

Bt2 = Nt Zt ∀ t2 (3.6b)

Ct2 = 0 ∀ t2 (3.6c)

Dt2 =
1

Nt
U3 ∀ t2 (3.6d)

Single phase transformers can be represented by (3.6a)-(3.6d), where A, B and D consist

of only one element corresponding to the phase in which the transformer is connected.
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Load Tap Changers (LTCs)

Voltage regulating transformers in distribution systems are equipped with LTCs. The

ABCD parameters in LTCs are not constant, as these depend on the setting of tap

positions during operation. The following additional set of equations is needed to

represent the ABCD parameters for each LTC:

Atc,h =


1 + ∆Stc tapa,tc,h 0 0

0 1 + ∆Stc tapb,tc,h 0

0 0 1 + ∆Stc tapc,tc,h

 ∀ tc,∀h (3.7a)

Btc,h = Ctc,h = 0 ∀ tc,∀h (3.7b)

Dtc,h = A−1
tc,h

∀ tc,∀h (3.7c)

where the variables tapa,tc,h, tapb,tc,h, and tapc,tc,h take only integer values from Tapminp,tc,h
to

Tapmaxp,tc,h
(e.g., -16 to +16 for a 32-step LTC). Equations (3.7a)-(3.7c) are for a tap changer

with per-phase tap controls. For a three-phase group controlled tap changer, the following

additional equation is used to make sure that all tap operations are identical:

tapa,t3,h = tapb,t3,h = tapc,t3,h ∀ t3,∀h (3.8)

3.3.2 Shunt Components

Shunt components (loads and capacitors) are modeled for individual phases separately to

represent unbalanced three-phase loads, since single-phase loads and single phase

capacitors are common in distribution feeders. A polynomial load model is adopted,

where each load is modeled as a mix of constant impedance, constant current, and

constant power components. Capacitors are modeled as constant impedance loads.

Capacitor banks are modeled as multiple capacitor blocks with switching options.
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Wye-connected and delta-connected loads and capacitors are both represented.

Wye-connected Loads and Capacitors

The next set of equations is used to represent each type of wye-connected load and

capacitors on a per-phase basis; thus, for constant power loads:

vn,p,h i
∗
L1,n,p,h

= PL1,n,p,h + j QL1,n,p,h ∀n,∀ p, ∀h (3.9)

For constant impedance loads:

ZL2,n,p,h =
V sp
n,p

2

PL2,n,p,h + j QL2,n,p,h

∀n,∀ p,∀h (3.10a)

vn,p,h = ZL2,n,p,h iL2,n,p,h ∀n,∀ p,∀h (3.10b)

For constant current loads:

∣∣IspL3,n,p,h

∣∣ =

∣∣∣∣ V sp
n,p

PL3,n,p,h + j QL3,n,p,h

∣∣∣∣ ∀n,∀ p,∀h (3.11a)

θL3,n,p,h = tan−1

(
QL3,n,p,h

PL3,n,p,h

)
∀n,∀ p,∀h (3.11b)

|iL3,n,p,h| e
j (∠vn,p,h−∠iL3,n,p,h) =

∣∣IspL3,n,p,h

∣∣ ej θL3,n,p,h ∀n,∀ p,∀h (3.11c)

For fixed capacitors:

XC1,n,p,h =
−j V sp

n,p
2

QC1,n,p,h

∀n,∀ p,∀h (3.12a)

vn,p,h = XC1,n,p,h iC1,n,p,h ∀n,∀ p,∀h (3.12b)
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For capacitor banks with SCs:

XC2,n,p,h =
−j V sp

n,p
2

capC2,n,p,h ∆QC2,n,p,h

∀n,∀ p,∀h (3.13a)

vn,p,h = XC2,n,p,h iC2,n,p,h ∀n,∀ p,∀h (3.13b)

where the variables capC2,n,p,h take only positive integer values in the range 0 to NcmaxC2,n,p,h
.

Delta-connected Loads and Capacitors

For delta-connected loads and capacitors banks, line-to-line voltages and currents are

needed. Thus, the following equations are required to properly relate the line-to-line

variables to line variables:
vn,ab,h

vn,bc,h

vn,ca,h

 =


1 −1 0

0 1 −1

−1 0 1



vn,a,h

vn,b,h

vn,c,h

 ∀n,∀h (3.14a)


iL∆,n,a,h

iL∆,n,b,h

iL∆,n,c,h

 =


−1 1 0

0 −1 1

1 0 −1



iL∆,n,ca,h

iL∆,n,ab,h

iL∆,n,bc,h

 ∀L∆, ∀n,∀h (3.14b)

Equations similar to (3.9)-(3.13b) can be used to represent delta-connected loads and

capacitors banks by replacing the line variables with the line-to-line variables calculated

in (3.14a) and (3.14b). Thus, for constant power loads:

vn,pp,h i
∗
L4,n,pp,h

= PL4,n,pp,h + j QL4,n,pp,h ∀n,∀ pp, ∀h (3.15)
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For constant impedance loads:

ZL5,n,pp,h =
V sp
n,pp

2

PL5,n,pp,h + j QL5,n,pp,h

∀n,∀ pp,∀h (3.16a)

vn,pp,h = ZL5,n,pp,h iL5,n,pp,h ∀n,∀ pp,∀h (3.16b)

For constant current loads:

∣∣IspL6,n,pp,h

∣∣ =

∣∣∣∣ V sp
n,pp

PL6,n,pp,h + j QL6,n,pp,h

∣∣∣∣ ∀n,∀ pp, ∀h (3.17a)

θL6,n,pp,h = tan−1

(
QL6,n,pp,h

PL6,n,pp,h

)
∀n,∀ pp, ∀h (3.17b)

|iL6,n,pp,h| e
j (∠vn,pp,h−∠iL6,n,pp,h) =

∣∣IspL6,n,pp,h

∣∣ ej θL6,n,pp,h ∀n,∀ pp, ∀h (3.17c)

For fixed capacitors:

XC3,n,pp,h =
−j V sp

n,pp
2

QC3,n,pp,h

∀n,∀ pp, ∀h (3.18a)

vn,pp,h = XC3,n,pp,h iC3,n,pp,h ∀n,∀ pp, ∀h (3.18b)

For capacitor banks with SCs:

XC4,n,pp,h =
−j V sp

n,pp
2

capC4,n,pp,h ∆QC4,n,pp,h

∀n,∀ pp, ∀h (3.19a)

vn,pp,h = XC4,n,pp,h iC4,n,pp,h ∀n,∀ pp, ∀h (3.19b)

where the variables capC4,n,pp,h take only positive integer values in the range 0 to NcmaxC4,n,pp,h
.
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3.4 Network Equations

The following equation corresponds to the line current balance at each node and phase:

∑
ln1

ir,p,l,h =
∑
ln2

is,p,l,h +
∑
LY

iLY ,n,p,h +
∑
L∆

iL∆,n,p,h ∀n,∀ p,∀h (3.20)

Also, at each node and phase, the voltages of the elements connected to that node are

equal to the corresponding nodal voltage:

vr,p,ln1,h = vs,p,ln2,h = vn,p,h ∀ l,∀n,∀ p,∀h (3.21)

3.5 Operating Limits

Distribution system operating limits, such as voltage limits, feeder current limits, etc., need

to be modeled. Thus, distribution voltages at the point of load connection are required

to be maintained within a limit prescribed by standards such as ANSI, which can be

mathematically represented as:

V min
n,p ≤ vn,p,h ≤ V max

n,p ∀nY ,∀ p, ∀h (3.22a)

V min
n,pp ≤ vn,pp,h ≤ V max

n,pp ∀n∆,∀ pp, ∀h (3.22b)

Similarly, feeder current limits can be represented as:

ir,p,l,h ≤ Imaxp,l ∀ p, ∀ cd,∀h (3.23a)

is,p,l,h ≤ Imaxp,l ∀ p, ∀ cd,∀h (3.23b)
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Limits on transformer capacity, number of switching operations of LTCs and SCs, and

others can also be readily represented explicitly.

3.6 Three-phase Distribution Optimal Power Flow

(DOPF) Model

A three-phase DOPF model is developed based on the component models, network

equations, and operating limits described earlier. The developed model is a generic

optimization framework where any objective function can be selected for distribution

system operations.

Electrical loads in a distribution system are voltage dependent. By operating the

distribution system within acceptable voltage limits, the total energy consumption and

system peak demand can be reduced [57, 87]. The available LTCs and capacitor banks

can be employed to maintain the distribution system voltage within the acceptable limits

prescribed by standards [92]. Hence, as demand changes over a day, the LTCs and

capacitors are required to switch frequently to maintain the voltages within the limits.

However, since switching of these devices is associated with maintenance costs, frequent

switching operations are not desirable.

As per the above discussions, a novel objective function is defined here to minimize the

energy drawn from the substation as well as the number of switching operations of LTCs
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and capacitors. This function can be defined as follows:

J = α

Energy drawn from Substation︷ ︸︸ ︷∑
h

∆H
∑
p

Real
(
vns,p,h i

∗
s,p,ls,h

)

+ β

Number of LTC switching operations︷ ︸︸ ︷
H∑
h=2

∑
p

∑
tc

|tapp,tc,h − tapp,tc,h−1|

+ γ

Number of SC switching operations︷ ︸︸ ︷
H∑
h=2

∑
n

(∑
p

|capC2,n,p,h − capC2,n,p,h−1|+
∑
pp

|capC4,n,pp,h − capC4,n,pp,h−1|

)
(3.24)

where the parameters α, β and γ are the weights attached to the respective components:

energy drawn from the substation, LTC switchings, and capacitor switchings. The

selection of these weights depends on the priority given to energy cost and control effort

by the distribution system operators. Therefore, equation (3.24) represents the objective

function, whereas equations (3.1)-(3.23b) define the equality and inequality constraints of

the proposed three-phase DOPF model.

The objective function (3.24) is in line with the past and recent practices of

Conservation Voltage Regulation (CVR) to reduce power and energy consumption by

controlling voltages in utilities’ feeders. Although some utilities have deployed CVR pilot

projects to evaluate possible savings, some utilities have been reluctant to implement

full-scale CVR because of the resulting revenue reductions [134, 135]. It seems

counter-intuitive that some electric utilities are making efforts to reduce energy

consumption by encouraging their customers to participate in energy management and

energy efficiency activities. However, this is true for utilities whose profits are regulated,

which is the case in most places, wherein profits are ensured by regulators if the utilities

help achieve system cost savings by reducing electricity demand. In the context of
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Ontario, regulations have been enacted pursuant to the GEA [13] to implement energy

management and conservation programs at the utilities’ feeder level. Recently, the

Independent Electricity System Operator (IESO) in coordination with Ontario’s LDCs

initiated system-wide voltage reduction exercise to demonstrate its effect on power

demand [136]. As reported in [135], regulators are realizing the benefits of CVR and thus

“enticing” LDCs to implement such energy management programs.

The objective function proposed in this research helps utilities to achieve their goal

of reducing energy consumption at the system level. In addition, by minimizing energy

consumption, the peak demand and emissions are reduced, which are also of interests to

utilities as it leads to deferral of capacity expansions and also showcases their corporate

commitment to sustainability [137]. Large customers who operate their own feeders (such as

industries and universities) may also benefit by implementing the proposed DOPF model.

3.7 DOPF Solution Methods

3.7.1 Heuristic Method

In the three-phase DOPF model, LTC and capacitor switching actions are discrete

operations, which essentially render the proposed model an MINLP problem. The

number of continuous and integer variables increase with the size of the distribution

system. The number of variables also increases significantly when distribution system

operation decisions are optimized over a 24-hour timeframe.

Commercially available solvers for MINLP problems, in particular BARON [68] and

DICOPT [69], did not perform well when used to solve the proposed problem, in terms

of solution time and convergence characteristics. Therefore, a method proposed in [43, 44]

is adopted in this work that avoids the use of integer variables and transforms the three-

phase DOPF into an NLP problem. Hence, a quadratic penalty term is augmented to the
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objective function (3.24), resulting in the following modified objective function:

J ′ = J +
∑
ni

Kni

(
wni − round(wni)

)2

(3.25)

where wni represents the tap and cap variables used in (3.24). The quadratic term adds a

high penalty value to the objective function at non-integer solutions, and thus drives wni to

its closest integer value round(wni). By employing the above method, the MINLP problem

is converted into an NLP problem. The parameter Kni needs to be carefully selected, as

discussed in [43, 44], to obtain an optimal integer solution to the NLP problem (3.25).

Commercially available NLP solvers (e.g. MINOS [129]), do not guarantee reaching a

feasible solution of the three-phase DOPF problem with NLP approximation, because of

the presence of the discontinuous quadratic penalty term in (3.25). In Figure 3.1, Scenario 1

depicts a case when the optimal integer solution X1 is obtained using the quadratic penalty

function. To obtain an optimal integer solution, both ωni and round(ωni) must lie inside

the feasible region of the optimization problem. However, it is possible that round(ωni)

may lie outside the feasible region, as depicted in Scenario 2 in Figure 3.1, in particular

when ωni is close to the boundary of the feasible region. To address this problem, a local

search technique is proposed to ensure that an integer solution X2 is in the feasible region

of the optimization problem, as depicted in Figure 3.2.

The proposed three-phase DOPF, with the NLP approximation and local search

procedure, is still computationally intensive because of the size of the search space. For

example, for a 24-hour timeframe analysis (i.e., H = 24) with an interval of one hour

(i.e., ∆H = 1), the search combination becomes 224ni when the search is restricted to the

two integers nearest to round(ωni). To reduce such a large search space, an hourly local

search approach is implemented as explained in Figure 3.2; thereby, the search

combination is substantially reduced to 2ni × 24. In this process, mathematical precision

is somewhat compromised at the cost of reducing the computational burden. However, in

practical applications, this is a reasonable sub-optimal approach that allows for the
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Feasible Region

ωni
X1

X2

Scenario 1
Scenario 2

Penalty Function

Local Search Boundary

round(ωni)

ωni

round(ωni)

Feasible Boundary

Local Search

Figure 3.1: Optimal and infeasible cases encountered in the solution process based on
a quadratic penalty function method.

implementation of the proposed technique in real-time.

3.7.2 Genetic Algorithm (GA) based Method

A GA-based method, similar to the one discussed in [63], is implemented to solve the

three-phase DOPF, so that comparisons of the optimal solutions and associated CPU

times can be made with respect to the proposed heuristic method. A brief overview of

the generic GA-based solution method is presented in Section 2.4, details of which can be

found in [124]. Figure 3.3 depicts a pseudo-code of the GA-based solution method for the

three-phase DOPF problem, whose parameters are:

• Generations (G): The proposed GA-based method is set for 100 generations.

• Chromosome (CX): The controllable variables tap and cap associated with LTCs

and SCs in the three-phase DOPF model are integer variables, each represented by

a chromosome, which is a 6-bit binary number.
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Initialize h=1
Proposed Local 

Search

Form a candidate solution matrix  based on 
upper and lower bounds of x0

XB =

x1   x2   ...   xni-1   xni 

x1   x2   ...   xni-1   xni 
...   ...    ...    ...       ... 
x1   x2   ...   xni-1   xni 

x1   x2   ...   xni-1   xni 

     2ni×ni

which contains all possible solution bounds

Obtain nearest integer upper and lower bounds of x0

x = x1, x2, ..., xni

x = x1, x2, ..., xni

Solve DOPF to check feasibility with candidate 
solution vector XBd (dth row of XB) 

d=d+1

Initialize d=1

Feasible?

No

Yes

No

Yes

Define feasible solution set XFh=XBd

Calculate energy drawn from substation Ess for XFh

Save  XFh with minimum Ess

d=2ni ?

h=H ?

Output solution XF          

Calculate number of switching operations

Stop

h=h+1

Yes

No

1

Set up three-phase DOPF model as MINLP problem

Augment objective function (3.24) of DOPF using 
a quadratic penalty term to transform MINLP 

problem to NLP problem (3.25)

Solve 24-hour, three-phase DOPF and obtain 
initial solution set (x0 = x1, x2, ..., xni) for each 

interval (h = 1, 2, ..., H)

Start

1

Figure 3.2: Flowchart of the proposed DOPF solution procedure with local search
restricted to the two nearest integers.
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• Population Size (S): A population size of 25 individuals is considered, where

individuals mean binary values assigned to the chromosomes represent all tap and

cap variables for H intervals. To start, 25 individuals that satisfy the equality and

inequality constraints (3.1)-(3.23b) of the three-phase DOPF are chosen arbitrarily.

• Fitness Function (F ): The objective function in (3.24) is used to evaluate the fitness

of the initial population and offspring. To avoid infeasible cases, any offspring that

does not satisfy the equality and inequality constraints (3.1)-(3.23b) is assigned a

very high value of F and considered unfit.

• Cross-over and Mutation: A cross-over rate (CR) of 80% and a mutation rate (MR)

of 1% are used. A two-point cross over (after 2nd and 4th bits) is employed.

Note that in Figure 3.3, the three-phase DLF model is represented by the equality and

inequality constraints (3.1)-(3.23b).

The performance of the GA-based method considerably depends on the selection of its

parameters. Note that the GA parameters chosen here are not optimally tuned. Optimal

parameter tuning of GA require exhaustive heuristic searches and are problem

specific [138], and is therefore beyond the scope of this thesis. Furthermore, there is no

reported standard or optimal method of GA-parameter settings in the literature for the

kind of problem solved in this thesis.

3.8 Model Validation

The proposed three-phase DOPF model is developed in GAMS [128], a high-level

optimization modeling tool. The constraints of the three-phase DOPF, which represent a

DLF model, are solved using the MINOS solver [129]. The developed models are

validated using the IEEE 4-node and 13-node test feeders; the network diagrams of these
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begin

choose individuals of S

choose G, S, CR, MR  

define CX, F

rank individuals of S based on F

repeat

create a pool of individuals, based on CR,  for mating 

choose parents based on two random numbers 

apply cross-over operator to reproduce offspring

repeat

evaluate F for offspring

discard unfit offspring

until 

S number of offspring are reproduced

choose best S fit individuals among parents and offspring

generation G is reached

apply mutation operator to offspring based on MR 

solve three-phase DLF for individuals in S

evaluate F for individuals in S

solve three-phase DLF for offspring

until

end

Figure 3.3: Pseudo-code illustrating the GA-based solution method for the three-phase
DOPF.

feeders are shown in Figure 3.4 and 3.5 respectively (the number of phases in the feeders

are depicted with cross bars). Details of the system parameters can be found in [4].

Simulations are carried out to obtain the base DLF solutions and compared them

with the results in [4]. Table 3.1 shows a comparison of the results for the IEEE 4-node

system with unbalanced loading and delta-wye grounded step down transformer connection

(with American Standard Connection of 30 ◦ negative angular displacement), showing a

maximum error of 1.25% in the voltage angle on phase a at node 3. Table 3.2 shows a

comparison of the results for the IEEE 13-node test feeder (only node voltages are shown),

obtaining a maximum error of 0.3% in the voltage angle on phase a at node 634. Observe
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1 2 3 4

Sub-transmission
System

Figure 3.4: IEEE 4-node test feeder [4].

646 645

632

633 634

650

692 675611 684
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671

680

RG60

Sub-transmission
system

Figure 3.5: IEEE 13-node test feeder [4].

that the results obtained from the DLF solution closely matches the results provided in [4].

The base case DLF solutions thus obtained, verify and validate the developed component

models and network equations used to represent a distribution system.

3.9 Case Studies

In addition to the three-phase DOPF model, the heuristic method and the GA-based

method were also implemented in GAMS [128]. Both the heuristic and GA-based methods

require solutions to the three-phase DLF, which is an NLP problem; for this purpose,
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Table 3.1: Results comparison for IEEE 4-node test feeder.

Node Phase
GAMS Model IEEE Report [4]

Voltage, V Angle, ◦ Voltage, V Angle, ◦

1

a 12470.00 30.00 12470.00 30.00

b 12470.00 -90.00 12470.00 -90.00

c 12470.00 -150.00 12470.00 -150.00

2

a 12350.28 29.60 12350.00 29.60

b 12313.89 -90.39 12314.00 -90.40

c 12332.73 149.75 12333.00 149.80

3

a 2291.21 -32.39 2290.00 -32.80

b 2261.31 -153.79 2261.00 -153.80

c 2213.89 85.16 2214.00 85.20

4

a 2157.77 -34.23 2157.00 -34.20

b 1935.88 -157.01 1936.00 -157.00

c 1849.30 73.38 1849.00 73.40

Current, A Angle, ◦ Current, A Angle, ◦

1-2

a 285.60 -27.58 285.70 -27.60

b 402.76 -149.59 402.70 -149.60

c 349.06 74.33 349.10 74.40

3-4

a 695.15 -66.02 695.50 -66.00

b 1033.11 177.14 1033.00 177.10

c 1351.85 55.18 1352.00 55.20

the MINOS solver was used [129].

3.9.1 IEEE 13-node Test Feeder

To demonstrate and test the proposed three-phase DOPF, an optimal solution is obtained

by considering the loss minimization objective on the IEEE 13-node test feeder for a given

hour, allowing the LTC positions to vary, while keeping the capacitor banks fixed. As

expected, the simulation result shows that losses can be reduced to 107.79 kW from a value
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Table 3.2: Results comparison for IEEE 13-node test feeder.

Node Phase
GAMS Model IEEE Report [4]

Voltage, p.u. Angle, ◦ Voltage, p.u. Angle, ◦

650
a 1.0000 0.00 1.0000 0.00
b 1.0000 -120.00 1.0000 -120.00
c 1.0000 120.00 1.0000 120.00

RG60
a 1.0625 0.00 1.0625 0.00
b 1.0500 -120.00 1.0500 -120.00
c 1.0687 120.00 1.0687 120.00

632
a 1.0210 -2.49 1.0210 -2.49
b 1.0420 -121.72 1.0420 -121.72
c 1.0174 117.83 1.0174 117.83

633
a 1.0179 -2.56 1.0180 -2.56
b 1.0401 -121.77 1.0401 -121.77
c 1.0148 117.82 1.0148 117.82

634
a 0.9932 -3.24 0.9940 -3.23
b 1.0210 -122.22 1.0218 -122.22
c 0.9952 117.34 0.9960 117.34

645
b 1.0328 -121.90 1.0329 -121.90
c 1.0154 117.85 1.0155 117.86

645
b 1.0311 -121.98 1.0311 -121.98
c 1.0134 117.90 1.0134 117.90

671
a 0.9899 -5.30 0.9900 -5.30
b 1.0529 -122.35 1.0529 -122.34
c 0.9778 116.02 0.9778 116.02

680
a 0.9899 -5.30 0.9900 -5.30
b 1.0529 -122.35 1.0529 -122.34
c 0.9778 116.02 0.9778 116.02

684
a 0.9879 -5.33 0.9881 -5.32
c 0.9758 115.92 0.9758 115.92

611 c 0.9738 115.77 0.9738 115.78

652 a 0.9824 -5.25 0.9825 -5.25

692
a 0.9899 -5.30 0.9900 -5.31
b 1.0529 -122.35 1.0529 -122.34
c 0.9778 116.02 0.9777 116.02

675
a 0.9834 -5.55 0.9835 -5.56
b 1.0553 -122.52 1.0553 -122.52
c 0.9759 116.03 0.9758 116.03
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of 111.06 kW obtained from the base DLF solution provided in [4]. The LTC positions for

each tap obtained in this case are 16, -1, and 16, respectively. The node voltages obtained

from the three-phase DOPF model are compared with the base DLF solutions, in Figure 3.6.

Observe that in the base DLF solution, the phase b voltage at node 675 is above the upper

limit of 1.05 p.u.; this can be attributed to the conventional voltage control procedures used

in distribution systems, where LTCs are switched to control the voltage at a fictitious load

center rather than maintaining voltages at all load nodes. In contrast, the load voltages

obtained from the three-phase DOPF model are all within the range of 0.95-1.05 p.u.

To demonstrate the application of the proposed three-phase DOPF model in a 24-

hour timeframe in the context of Smart Grids, the load behavior is assumed to respond

to external inputs and hence it is different at each node, which is not typically the case

in “standard” distribution system studies; thus, twenty-four, hourly, randomly generated

load profiles at each node are considered. Each bus load representation comprises constant

impedance, constant current, and constant power load models as per [4]. The load data

provided in [4] are assumed to correspond peak loads, and the load profile reported in [139]

is used. The random load scenarios are generated using a typical load profile and a normal

distribution function; at each hour, a random number is generated to scale the load profiles

below or above the nominal value using a normal distribution function (µ=1, σ=0.1). To

shift the load profiles in time, discrete random numbers that take integer values from -2

to +2 using a uniform distribution function are used; the load is then shifted forward or

backward on the time axis, where the integer number represents the number of hours to

be shifted. This yields random changes in magnitude and time in the load profiles; some

of the load profiles are depicted in Figure 3.7.

The capacitors available in the IEEE-13 node test feeders are single units with fixed

values. To demonstrate the applicability of the proposed method considering SCs, the

given capacitor data are modified assuming that five blocks of 100 kVar capacitors are

connected at node 675 in each phase, and five blocks of 50 kVar capacitors are connected
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Figure 3.6: Three-phase load voltage profiles for IEEE 13-node test feeder: (a) phase
a, (b) phase b, and (c) phase c.

at node 611 in phase c. The LTC and the two assumed capacitor banks are considered to

be controllable. In the proposed objective function (3.24), equal weights are attached to

the switching operations of LTC and capacitors, and these are considered complementary
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Figure 3.7: Load profiles for IEEE 13-node test feeder: (a) three-phase at node 634, (b)
one-phase at node 646, (c) one-phase at node 652, and (d) three-phase at node 675.

to the weight attached to the energy drawn from substation, i.e.,

β = γ = 1− α (3.26)

Table 3.3 presents the results from the simulation cases considering different values of α.

In this table, Case 1 corresponds to a base DLF solution, so that appropriate comparisons

can be made. Case 2 represents the minimization of energy drawn from the substation; in

this case, the energy drawn from the substation is reduced by 7.09% compared to the base
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case, while the number of switching operations is reduced only by 6.25%. Case 4 represents

the minimization of switching operations, thus resulting in a total of 12 switching operations

of LTC and capacitors; in this case, the load voltages are not maintained near the lower

limit of 0.95 p.u., thus the energy drawn from the substation is increased to 67.73 MWh.

Compared to the base case, Case 4 requires 62.5% less switching operations while there

is a 0.07% increase in the energy drawn from the substation, which is to be expected

given the DOPF objective used. Case 3 represents a mixed minimization of the energy

drawn from the substation and the total number of switching operations. This case is a

compromise solution between Case 2 and Case 4 based on the weight α provided, and

thus, as expected, yields a higher energy than Case 2 and more switching operations than

Case 4. The choice of α depends on the distribution system operator’s preference, based

on the energy price and maintenance cost of LTC and capacitor switching mechanisms,

so that the overall operating cost can be optimized.

It is important to mention that given the practical solution procedure used to deal with

the integer variables, one cannot guarantee that the obtained solution is the local optimum.

There might be better solutions in terms of both energy and number of operations as α

changes; this is the trade-off between mathematical precision and computational effort.

However, at least for α = 1 and α = 0, no better solutions than the minimum energy and

minimum number of switching operations, respectively, can be found.

Figure 3.8 shows the comparison of load voltages at peak load for two cases α = 1 and

α = 0. Observe that, for α = 1, when the distribution system operator is minimizing the

energy drawn from the substation, the voltages are close to 0.95 p.u.; this is because of

the frequent LTC and capacitor switchings carried out to maintain the voltage close to

the lower acceptable boundary to reduce power demand. For α = 0, the operator seeks

to minimize the number of switching operations, resulting in the voltage profile no longer

remaining at the lower bounds, which thereby leads to increased system loading.

68



Chapter 3. Optimal Energy Management of Distribution Systems

Table 3.3: Simulation results for IEEE 13-node test feeder using heuristic algorithm.

Case α

Number of Energy Energy % Reduction % Reduction

Switching from Loss in Energy in Number

Operations Substation from of Switching

tap1 cap1 cap2 Total (MWh) (MWh) Substation Operations

1 — 10 8 14 32 67.684 2.129 — —

2 1.0 8 16 6 30 62.886 1.986 7.09 6.25

3 0.2 16 2 2 20 67.081 2.125 0.89 37.5

4 0.0 12 0 0 12 67.730 2.138 -0.07 62.5

3.9.2 Hydro One Distribution Feeder

Simulations are also carried out considering a practical distribution feeder. For this purpose,

an unbalanced distribution feeder, which is a part of the distribution network of Hydro

One Inc., is used [139]. The system configuration is shown in Figure 3.9.

The provided load data are considered to be peak loads, and 24-hour load profiles at

each node are defined using the same random procedure used in the previous test feeder.

In this case, a constant impedance load model is considered, directly calculated from the

active and reactive powers at nominal voltage.

The system has three three-phase transformers and a single phase transformer. It is

assumed then that all three-phase transformers are equipped with LTCs, and that these

are the only controllable devices in the network.

Similar to Section 3.9.1, equal weights are attached to the switching operations of

LTCs and are assumed to be complementary to the weight attached to the energy drawn

from the substation as follows:

β = 1− α (3.27)
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Figure 3.8: Comparison of load voltages at peak load for cases α = 1 and α = 0: (a)
phase a, (b) phase b, and (c) phase c.

Table 3.4 presents the results from the simulation cases considering different values of

α. In this table, Case 1 corresponds to a non-optimized base case. Case 2 represents the

minimization of energy drawn from the substation resulting, as expected, in the

maximum reduction of energy compared to the base case. Case 4 represents minimization

of switching operations only, leading to the maximum reduction in the number of
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Figure 3.9: Hydro One distribution feeder.

switching operations compared to the base case. Finally, Case 3 is a compromise solution

between Case 2 and Case 4.

It should be highlighted from the analysis of the results for the two test feeders that

the energy losses in the distribution network are minimum when the operator’s objective

is to minimize the energy drawn from the substation (Case 2). On the other hand, Case 4

seeks to minimize the LTC and capacitor operations, and hence the losses increase.

3.9.3 Optimality versus Computational Burden

For the simulation cases for the IEEE 13-node test feeder and Hydro One Distribution

feeder discussed in the previous sections, the performance of the heuristic and the GA-

based solution methods are compared here based on the optimal solutions and associated

computational burden obtained when solving the three-phase DOPF model.
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Table 3.4: Simulation results for Hydro One distribution feeder using heuristic
algorithm.

Case α

Number of Energy Energy % Reduction % Reduction

Switching from Loss in Energy in Number

Operations Substation from of Switching

tap1 tap2 tap3 Total (MWh) (MWh) Substation Operations

1 — 12 14 50 76 291.619 6.090 — —

2 1 28 6 12 46 286.976 6.058 1.59 39.47

3 0.6 10 12 20 42 293.793 6.264 -0.75 44.73

4 0 4 14 14 32 293.987 6.265 -0.81 57.89

Table 3.5: Variables and search space associated with the two distribution feeders.

System IEEE 13-node Hydro One

Test Feeder Distribution Feeder

NLP Continuous Variables 9960 27000

MINLP
Continuous Variables 9792 26784

Integer Variables 168 216

Search Space
24-Hour 4.72× 1021 4.72× 1021

Hourly 192 192

The GA-based solution method, which uses the complete MINLP model of the IEEE-13

node test feeder in a 24-hour timeframe, involves 9,792 continuous and 168 controllable

integer variables, as shown in Table 3.5; the NLP model used in the heuristic method

requires a solution of 9,960 continuous variables. In the heuristic solution method, the

hourly search technique narrows down the search space to 192 combinations from 4.72 ×
1021, which would have otherwise been required in case of a 24-hour search.

For α=1, similar to the case studies discussed in Section 3.9.1, the optimal energy

drawn from the substation obtained using the heuristic method is 62.89 MWh, while for
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Table 3.6: Results comparison for IEEE 13-node test feeder using the heuristic and the
GA-based solution methods.

Case α
Solution Generations Energy No. of Objective Solution % Difference in

Method (MWh) Switchings Function Time Objective Function

Compared to

Heuristic Method

1 1 Heuristic — 62.89 30 62.89 4m 46s —

GA 1 68.88 24 68.88 3m 52s 9.53

25 62.20 35 62.20 53m 47s -1.09

50 61.81 47 61.81 1h 47m 32s -1.71

100 61.23 88 61.23 3h 44m 51s -2.63

2 0.2 Heuristic — 67.08 20 29.42 3m 39s —

GA 1 62.55 73 70.91 3m 46s 141.06

25 65.09 42 46.62 53m 14s 58.48

50 67.86 26 34.37 1h 46m 58s 16.85

100 68.18 18 28.04 3h 28m 36s -4.69

3 0 Heuristic — 67.73 12 12.00 3m 11s —

GA 1 62.93 76 76.00 3m 44s 533.33

25 63.75 51 51.00 54m 19s 325.00

50 66.81 28 28.00 1h 46m 32s 133.33

100 67.85 12 12.00 3h 28m 39s 0.00

the GA-based method improved solutions are obtained over the generations, starting

from 68.88 MWh after the 1st generation to 61.23 MWh at the end of the 100th

generation. Observe in Figure 3.10 that the GA-based method starts to yield better

solutions after the 16th generation compared to the heuristic method, but requires

39m 17s to complete these 16 generations, which is not a suitable timeframe for real-time

applications. Over the subsequent generations, the GA-based method yields better

solutions as compared to the heuristic method but at rather large computational cost.
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Figure 3.10: Comparison of the heuristic and GA-based solution methods for the IEEE
13-node test feeder for α = 1.

For example, after the 50th generation, the optimal solution is improved by 1.71%, as

compared to the heuristic method, but requires 1h 47m 32s to arrive at this solution. On

the contrary, the heuristic method yields a reasonable solution in 4m 46s, which is

suitable for real-time applications, and the solution is close to that obtained from the

GA-based method, since the difference in optimality is only 2.63%.

Table 3.6 summarizes the results from the simulation cases considering different

values of α. Thus, for α = 0.2, which represents a weighted sum of energy and switching

operations, the GA-based method requires 3h 28m 36s to arrive at the best solution but

the difference in optimal value is only 4.69%, compared to the heuristic solution. For

α = 0, which represents the minimization of switching operations, the GA-based method

does not yield any solution better than the one obtained from the heuristic method.

These results show that the solutions are obtained in much less time using the heuristic

method (not more than 5m), and the solutions are reasonably close to the GA-based

method, since the differences in optimality are not more than 4.69%. It is to be noted

that the performance of the GA-based method depends on various factors such as the
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Table 3.7: Results comparison for Hydro One distribution feeder using the heuristic
and the GA-based solution methods.

Case α
Solution Generations Energy No. of Objective Solution % Difference in

Method (MWh) Switchings Function Time Objective Function

Compared to

Heuristic Method

1 1 Heuristic — 286.98 46 286.98 10m 5s —

GA 1 293.80 123 293.80 5m 7s 2.38

25 291.26 164 291.26 1h 8m 54s 1.49

50 291.03 147 291.03 2h 37m 51s 1.41

100 283.63 139 283.63 5h 17m 29s -1.17

2 0.6 Heuristic — 293.79 42 193.08 9m 4s —

GA 1 292.39 136 229.83 5m 38s 19.04

25 292.39 136 229.83 1h 21m 50s 19.04

50 292.03 114 220.82 2h 42m 22s 14.37

100 292.19 42 192.11 5h 34m 14s -0.50

3 0 Heuristic — 293.99 32 32.00 7m 9s —

GA 1 292.39 136 136.00 5m 50s 325.00

25 293.39 128 128.00 1h 27m 41s 300.00

50 292.84 57 57.00 2h 46m 10s 78.13

100 295.67 30 30.00 5h 55m 57s -6.25

selection of the initial pool of population, cross-over rate, mutation rate, stopping

criteria, etc.; however, in general, even though the GA-based method yields a superior

optimal solution, the large computational effort involved makes it impractical,

particularly for real-time operational and control purposes.

Simulations are also carried out for the Hydro One distribution feeder [139]. The

complete MINLP model of the Hydro One feeder in a 24-hour timeframe involves 26,784

continuous and 216 controllable integer variables in the GA-based method, while the
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NLP model used for the heuristic method involves 27,000 continuous variables (see Table

3.5). By applying the hourly search technique in the heuristic method, the search space is

narrowed down to 192 combinations from the 4.72× 1021 required in the case of a 24-hour

search.

Table 3.7 presents the results from the simulation cases considering different values of

α. The heuristic method requires larger computational times to arrive at the optimal

solution as compared to the IEEE 13-node test feeder; however, the maximum

computational time required is about 10m, which is significantly less compared to the

GA-based method and within a reasonable timeframe for real-time applications. Also, the

optimal solutions obtained using both the solution methods are reasonably close, with

the differences in optimal values being no more than 6.25%.

The reported results of the proposed algorithm for a real Hydro One distribution feeder

demonstrates the practicality of the method; thus, it can be seen that in all cases, the

computational time required to solve the problem is such that the real-time application of

the proposed methodology is feasible, considering that non-optimized, “over-the-counter”

software tools are used. Also, despite yielding sub-optimal solutions, the results are such

that it would certainly improve feeder operation.

The simulation results presented in Tables 3.6 and 3.7 are based on an Intel machine

with eight 2.83 GHz, 32-bit, virtual processors, and 3 GB memory, running Windows

Server 2003.

3.10 Summary

In this chapter, a generic three-phase DOPF model was proposed and tested for

unbalanced distribution systems. The novel three-phase DOPF model incorporates

single-phase, two-phase and three-phase representations for feeder, transformers, switches

and LTCs within an optimization framework. Customer loads are realistically modeled as
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voltage dependent loads, so that the energy consumption profile can be suitably

modulated by optimal control actions. The integer decision variables present in the

optimization model are treated as continuous variables using an appropriate solution

methodology that transforms the original MINLP problem into an NLP, which is solvable

using commercially available solvers. The application of the proposed procedure to two

realistic distribution feeders demonstrated that the desired objectives of minimizing the

energy drawn from the substation as well as limiting the number of switching operations

of the control devices can be feasibly achieved.

This chapter also presented a GA-based solution method to determine the optimal

solutions of the three-phase DOPF problem. The proposed heuristic method was compared

with respect to the GA results, in terms of both optimality and computational burden, for

the two test distribution feeders. A comparison of the two approaches showed that the GA-

based method yields superior solutions in terms of optimality, but at a large computational

cost. The heuristic method was shown to yield solutions quite close to the global optima

at a significantly reduced computational burden. Despite these sub-optimal solutions, the

results obtained using the heuristic methods are such that it would certainly improve feeder

operation in Smart Grids, with solution times that are suitable for real-time applications.

The mathematical model and solution method presented in this chapter, in conjunction

with Smart Grid technologies at the LDC system level, would be beneficial to LDC system

operators for real-time, centralized, optimal control of practical distribution feeders.
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Chapter 4

Optimal Operation of Industrial

Energy Hubs

4.1 Introduction

This chapter presents the development of a generic OILM model that can be readily

incorporated into an EHMS for industrial customers, in coordination with the LDCs, for

automated and optimal scheduling of their processes. The mathematical models comprise

an objective function that minimizes the total energy costs and/or demand charges, and

a set of equality and inequality constraints to represent the industrial process, storage

units, distribution system components, operator’s requirements, and others. The

effectiveness of the proposed OILM model is demonstrated in two industrial customers: a

flour mill and a water pumping facility.

The rest of the chapter is organized as follows: Section 4.2 presents the nomenclature

of all the parameters, indices, variables, and functions used in the mathematical modeling,

Section 4.3 presents the details of the proposed OILM model, Section 4.4 discusses the

estimation of the model parameters, and Section 4.5 presents the results of the case studies
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carried out for two industrial customers to demonstrate the application of the proposed

model. A summary of the chapter is presented in Section 4.6.

4.2 Nomenclature

Parameters:

a0 − a11 Coefficients of function f
(
·
)
.

∆T Duration of an interval in hour.

DN Down-time of industrial process in hour.

DP Process inter-dependency matrix.

E Total number of measurements.

F Fixed up-time processes (1 fixed, 0 variable).

GP Gaps between processes in hour.

Imax Maximum material inflow rate per hour.

Imin Minimum material inflow rate per hour.

IN Total number of input variables.

λ Peak demand charge in $/kW/month prorated per day.

L0 Initial storage level.

Lcap Storage capacity.

Lmin Minimum allowed storage level.

Lreq Required storage level.

NC Total number of storage units.

NJ Total number of industrial processes.

Omax Maximum material outflow rate per hour.

Omin Minimum material outflow rate per hour.

OT Total number of output variables.

Pmax Peak demand requirement set by an LDC.

Q̃r Measured water discharge rate of the pumps in m3/h.
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ρ Energy price in $/kWh.

R Process I/O matrix.

T Total number of intervals.

T1 First interval of scheduling window.

T2 Last interval of scheduling window.

UP Up-time of industrial processes in hour.

Ṽ Measured voltage applied to processes or storage units in kV.

Vmax Maximum voltage limit as per standard in kV.

Vmin Minimum voltage limit as per standard in kV.

Ymax Maximum limits on non-electrical variables.

Ymin Minimum limits on non-electrical variables.

Indices:

cf Storage unit number in which final products are stored, cf ∈ nc.
e Number of measurement 1, 2, ..., E.

in Input variable number 1, 2, ..., IN .

j, k Industrial process number 1, 2, ..., NJ .

nc Storage unit number 1, 2, ..., NC.

ot Output variable number 1, 2, ..., OT .

τ, t Time interval 1, 2, ..., T .

tf Time interval for which the requirements of final products are set, tf ∈ t.

Variables:

ir Input flow rates per hour.

nr Auxiliary variable to calculate total number of ON decisions for a process.

nw Auxiliary variable.

or Output flow rates per hour.

Ppeak Auxiliary variable to model peak demand.
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Pd Active power demand of processes or storage units in kW.

P̃ d Measured active power demand of processes or storage units in kW.

P̂ d Estimated active power demand of processes or storage units in kW.

Pt Total power consumption of processes and storage units in kW.

Qd Reactive power demand of processes or storage units in kVAr.

Qr Water discharge rate of the pumps in m3/h.

Q̂r Estimated water discharge rate of the pumps in m3/h.

Qt Total reactive power consumption of processes and storage units in kVAr.

sl Storage level.

st Process ON/OFF status (1 ON, 0 OFF).

ud Decision to turn ON a process (1 ON).

V vector of three phase voltages applied to processes or storage units in kV.

Vav Average of three phase voltages applied to processes or storage units in kV.

vd Decision to turn OFF a process (1 OFF).

y Vector of non-electrical variables required to model processes or storage units.

Jobj Objective function.

Functions:

f
(
·
)

Load estimation polynomial function to estimate active power demand.

g
(
·
)

Load estimation polynomial function to estimate reactive power demand.

4.3 Mathematical Modeling

This section describes the objective function and the set of equality/inequality constraints

representing the industrial processes, storage units, distribution system components,

operating limits, and other relevant components that make up the proposed OILM model.
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4.3.1 Industrial Processes

Material Inflow/Outflow

Industrial loads can be modeled as processes, comprising one or multiple devices operating

together, and can be considered as a multi-input, multi-output, multi-interval system, as

shown in Figure 4.1, where the input and output variables represent the rate of inflow

and outflow of material, respectively. For each industrial process j, a matrix Rj (referred

here as process I/O matrix), relating the material inflow and outflow rates in each time

interval, can be defined as follows:
or1,j,t

or2,j,t

:

orOT,j,t

 =
[
Rj

]


ir1,j,t

ir2,j,t

:

irIN,j,t

 ∀j,∀t (4.1a)

[
Rj

]
=


R1,1,j R1,2,j .. R1,IN,j

R2,1,j R2,2,j .. R2,IN,j

: : .. :

ROT,1,j ROT,2,j .. ROT,IN,j

 ∀j (4.1b)

All variables, parameters, and indices in these and other equations in this chapter are

defined in Section 4.2. Here, Rj is a matrix of numbers and its size depends on the

number of input/output variables required to model the process. The Rj matrix for an

individual process can be determined from historical measurements and the knowledge of

the process, as explained in Section 4.4.
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ir1,j,1

Process: j

ir2,j,1

irIN,j,1

or1,j,t

or2,j,t
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ΔT

t=1 t

:
:

:
:

Figure 4.1: Generic input/output model of a process.

Process Interdependencies

The status (ON/OFF) of one process may or may not be dependent on the status of

another process; hence, a process interdependency model is developed to represent

various scenarios. Such interdependencies can broadly be categorized into independent

and dependent processes [5], as explained next.

Independent Processes: The status of such processes is independent of other processes

and can be scheduled at any time interval within a scheduling window (T1,j to T2,j). The

following equations define an independent process j:

udj,t +

t+UPj−1∑
τ=t+1

vdj,τ ≤ 1 ∀j, T1,j ≤ t ≤ T2,j − UPj + 1 (4.2a)

vdj,t +

t+DNj−1∑
τ=t+1

udj,τ ≤ 1 ∀j, T1,j ≤ t ≤ T2,j −DNj + 1 (4.2b)

udj,t + vdj,t ≤ 1 ∀j, T1,j ≤ t ≤ T2,j (4.2c)

udj,t − vdj,t = stj,t − stj,t−1 ∀j, T1,j ≤ t ≤ T2,j (4.2d)

nrj =
∑
t

udj,t ∀j (4.2e)
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Equations (4.2a)-(4.2d) enforce the minimum up-time and down-time requirements, while

(4.2e) calculates the total number of time intervals the process is ON in the given

optimization horizon. Some independent processes have fixed up-time operation

requirements, and are distinguished from others by assigning a proper value to a

corresponding element of a parameter vector F . Thus, the following equation, in addition

to (4.2a)-(4.2e), is required to model such processes:

∑
t

stj,t = nrj UPj ∀j : Fj = 1 (4.3)

where Fj = 1 means that the process j has a fixed time UPj.

Dependent Processes: The decision to change the status of dependent processes can be

moved along a scheduling window, but their flexibility is limited by the status of other

processes. For dependent processes, a parameter matrix DP is defined, and proper values

are assigned to its elements to distinguish among various kinds of dependencies. In this

work, three dependent processes are modeled, as follows:

• Sequential Processes (DPj,k = 1 or 2): Two processes j and k are said to be sequential

when the operation of k starts only after the operation of j is complete, and the

sequence of operation is predefined, i.e., k follows j. The following equations are

required to model two sequential processes j and k:

nwj,t =
t∑

τ=1

udj,τ ∀j,∀t (4.4a)

nwk,t ≤ nwj,t ∀j,∀k : DPj,k = 1 ∨ 2, ∀t (4.4b)

stj,t + stk,t ≤ 1 ∀j,∀k : DPj,k = 1 ∨ 2, ∀t (4.4c)

Equations (4.4a)-(4.4c) do not require processes j and k to operate for the same
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number of time intervals in the optimization horizon. Such sequential processes are

distinguished from others by DPj,k = 2, and modeled using the following additional

equation:

nrj = nrk ∀j,∀k : DPj,k = 2 (4.5)

• Interlocked Processes (DPj,k = 3): These processes are special cases of sequential

processes in which there is a fixed time gap between the turning ON of the processes

j and k. For interlocked processes, a parameter matrix GP is defined which contains

the required time gaps. The following equation is required to model two interlocked

processes j and k:

udk,t = udj,t−GPj,k
∀j,∀k : DPj,k = 3, ∀t (4.6a)

nrj = nrk ∀j,∀k : DPj,k = 3 (4.6b)

• Parallel Processes (DPj,k = 4): These processes are similar to the interlocked

processes, but with no time gap between the turning ON of the processes j and k.

The following equation is required to model two parallel processes j and k:

udj,t = udk,t ∀j,∀k : DPj,k = 4,∀t (4.7)

4.3.2 Storage Units

Storage units are modeled as multi-input, multi-output systems as shown in Figure 4.2.

The following mathematical equations model a storage unit nc:
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Storage unit: nc

ir1,nc,t

ir2,nc,t

irIN,nc,t

or1,nc,t

or2,nc,t

orOT,nc,t

slnc,t

:
:

:
:

Figure 4.2: A generic model of a storage unit.

L0,nc +
∑
in

irin,nc,t −
∑
ot

orot,nc,t = slnc,t ∀nc, t = 1 (4.8a)

slnc,t−1 +
∑
in

irin,nc,t −
∑
ot

orot,nc,t = slnc,t ∀nc, t ≥ 2 (4.8b)

Equation (4.8a) calculates the storage level for the first time interval in the optimization

horizon based on the initial storage level, whereas (4.8b) calculates the storage level for

subsequent time intervals.

4.3.3 Distribution System Components

A detailed mathematical model of the distribution system components are presented and

discussed in Chapter 3, and is referred here as three-phase DOPF model. Note that the

load control approach considered in the OILM model does not require integration of the

three-phase DOPF model into it; however, integration of the two models is necessary

when a voltage optimization approach is considered, as explained in more detail in the

example discussed in Section 4.5.2.
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4.3.4 Power Demand

For the OILM model considering both load control and voltage optimization, power demand

corresponds to the electrical active and reactive power consumed by the processes and

storage units. Power demand of processes can be expressed in terms of input or output

material flow rates, voltage, and other non-electrical control variables as follows:

Pdj,t = fj
(
orot,j,t, Vav,t, yj,t

)
∀j,∀t (4.9a)

Qdj,t = gj
(
orot,j,t, Vav,t, yj,t

)
∀j,∀t (4.9b)

Note that the voltages used in (4.9a) and (4.9b) are averages of the three phase voltages.

A storage unit may or may not have a power demand, depending on the type of material

it contains. If required, active and reactive power demands can be expressed in terms of

storage level, voltage and other non-electrical control variables as follows:

Pdnc,t = fnc
(
slnc,t, Vav,t, ync,t

)
∀nc,∀t (4.10a)

Qdnc,t = gnc
(
slnc,t, Vav,t, ync,t

)
∀nc,∀t (4.10b)

The polynomial functions f
(
·
)

and g
(
·
)

in (4.9a)-(4.10b), referred here as load

estimation polynomial functions, can be determined from the knowledge of the

processes/storage units and historical measurements. A detailed explanation on the

estimation of these functions is presented in Section 4.4.

The total active and reactive power demands of the industrial load at each time

interval can be represented as the sum of the power demands of the processes and storage
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units; thus:

Ptt =
∑
j

Pdj,t +
∑
nc

Pdnc,t ∀t (4.11a)

Qtt =
∑
j

Qdj,t +
∑
nc

Qdnc,t ∀t (4.11b)

For an OILM model considering a load control approach only, the power demand can

still be represented by (4.11a) with the voltage fixed at its nominal value.

4.3.5 Peak Demand

Industrial customers are also charged for peak demand since this is an important

consideration for LDCs. Hence, there is a need to reflect their interests within the model,

representing their interaction with customers in the context of a Smart Grid. Modeling of

peak demand requires finding the maximum value of Ptt (∀t), thus rendering the

optimization problem discontinuous. To avoid this, an auxiliary variable Ppeak is

minimized in the objective function, and is used to constraint the peak demand as

follows:

λPtt ≤ λPpeak ∀t (4.12a)

λPpeak ≤ λPmax (4.12b)

These equations ensure that the demand in each interval is always less than or equal to

the value of the auxiliary variable, which in turn should be less than a peak power demand

Pmax predefined by the LDC as part of a DR program, if applicable.
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4.3.6 Limits on Process/Storage Variables

Each process can have limits on the input and output material flow rates and on the other

non-electrical variables associated with it, which are modeled as follows:

Imin,in stj,t ≤ irin,j,t ≤ Imax,in stj,t ∀in,∀j,∀t (4.13a)

Omin,ot stj,t ≤ orot,j,t ≤ Omax,ot stj,t ∀ot,∀j,∀t (4.13b)

Ymin,j stj,t ≤ yj,t ≤ Ymax,j stj,t ∀j,∀t (4.13c)

When a process is ON (stj,t = 1), the flows and all other electrical/non-electrical variables

associated with it must be in a range defined by the minimum and maximum limits, and

when the process is OFF (stj,t = 0), all of them must be zero.

Similarly, limits on storage level and non-electrical variables associated with storage

units can be represented as:

Lmin,nc ≤ slnc,t ≤ Lcap,nc ∀nc,∀t (4.14a)

Ymin,nc ≤ ync,t ≤ Ymax,nc ∀nc,∀t (4.14b)

4.3.7 Distribution System Operating Limits

When voltage optimization is considered in the OILM model, the voltage applied to the

industrial loads would be required to be maintained within limits prescribed by standards

such as ANSI [92], as follows:

Vmin ≤ Vt ≤ Vmax ∀t (4.15)
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In this case, limits on other variables associated with distribution system operations, such

as feeder current limits and limits on transformer capacities and tap operation of LTCs,

may also be considered in the modeling.

4.3.8 Production Requirements

Production requirements are enforced in terms of cumulative levels of one or more storage

units of final products, at one or more time intervals in the optimization horizon. This

can be represented as follows:

∑
cf

slcf,tf ≥ Lreq,tf ∀tf (4.16)

4.3.9 Optimization Objective

Given the importance of cost reduction to industrial customers, the minimization of the

customer’s energy costs and peak demand charges is considered as the optimization

objective. This can be represented as follows:

Jobj =

Energy costs︷ ︸︸ ︷
∆T

∑
t

ρt Ptt +

Peak demand charges︷ ︸︸ ︷
λPpeak (4.17)

This objective function can also be used for an industrial customer that chooses to minimize

its energy costs only or peak demand charges only, by setting λ = 0 or ρt = 0, respectively.

Equality and inequality constraints (4.1)-(4.16) along with (4.17) form the OILM model.

Depending on the order of the load estimation polynomial function in (4.9a)-(4.10b), the

OILM model can be either an MILP or an MINLP problem, as demonstrated in the case

studies discussed in Section 4.5.
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4.4 Model Parameter Estimations

This section explains the estimation of process I/O matrices discussed in (4.1a) and (4.1b),

and the load estimation polynomial functions in (4.9a)-(4.10b). Other model parameters

used in (4.1)-(4.17) are straightforward to obtain and are provided in the Appendix for

the case studies discussed in Section 4.5.

4.4.1 Process I/O Matrix

As explained in Section 4.3, the process I/O matrices relate the material inflow and

outflow rates in each time interval. Thus, consider the wheat bran removing machine in

Figure 4.3, which is one of the processes used in the flour mill example discussed in

Section 4.5. The input to the process is inflow rate of wheat, while the outputs are the

outflow rates of bran and skinless wheat. From one set of measurements, the relation

between inflow and outflow rates can be determined; for example, if a certain amount of

input wheat yields 80% of skinless wheat and 20% bran, the process I/O matrix for the

bran removing machine would be:

[
R
]

=

[
0.8

0.2

]
(4.18)

and the input/output relation for the bran removing machine would be:[
or1,t

or2,t

]
=

[
0.8

0.2

] [
ir1,t

]
∀t (4.19)
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Skinless wheat Bran

Wheat

Bran removing 
machine

or1,t or2,t

ir1,t

Figure 4.3: A bran removing machine illustrating input and output material flows.

4.4.2 Load Estimation Polynomial Functions

The load estimation polynomial functions model the relationship between the electrical

active and reactive power demands with the electrical and non-electrical control variables

associated with the processes. The estimation can be carried out either from knowledge

of the process or using a least square error estimation of historical measurement data;

the latter is explained in detail next.

Consider the water pump in Figure 4.4, which is similar to one of the pumps used in

the water pumping facility example described in Section 4.5. In this case, the electrical

variable (voltage) and non-electrical variable (water discharge) are considered as input

control variables, and the active and reactive power demands (outputs) are estimated

using (4.9a)-(4.9b). The estimation of the polynomial f
(
·
)

can be carried out based on

available measurement data as explained next.

Assume e number of measurements are available for active power demand ˜Pde, voltage

Ṽe, and discharge Q̃re. Assume as well, that polynomial f
(
·
)

is a quadratic function in
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active power 

Electrical 
reactive power

Water 
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Figure 4.4: A water pump illustrating control and estimated variables.

Ṽe and Q̃re, which properly fits the available data based on a statistical analysis of the

root mean square error; this analysis may yield higher degree polynomial depending on

the process [132, 133]. The estimated value of ˜Pde, given by ˆPde, can be obtained from

the measurements of Ṽe and Q̃re as follows:

ˆPde = f(Q̃re, Ṽe) = a0 + a01 Ṽe + a10 Q̃re + a02 Ṽe
2

+ a20 Q̃re
2

+ a11 Ṽe Q̃re ∀e (4.20)

Based on (4.20) and ˜Pde, the parameters a0 to a11 of the polynomial f
(
·
)

are estimated

using a least square error method as explained in Section 2.5, which can be modeled as

an optimization problem as follows:

Min.

√
1

E

∑
e

(
ˆPde − ˜Pde

)2

s.t. ˆPde = f(Q̃re, Ṽe) = a0 + a01 Ṽe + a10 Q̃re + a02 Ṽ
2
e + a20 Q̃re

2
+ a11 Ṽe Q̃re ∀e (4.21)

A similar procedure can be applied to estimate the parameters of the reactive power

demand polynomial g
(
·
)
.
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4.5 Case Studies

In this section, the OILM model proposed in Section 4.3 is applied to two industrial

customers: flour mill and water pumping facility. The proposed models are developed in

GAMS [128], and solved using the KNITRO solver [130].

4.5.1 Flour Mill Load Control

The flour mill depicted in Figure 4.5 is considered here [5]. It consists of 5 processes and 4

storage units. Process 1 is a pump to elevate water from a source to a storage tank. Process 2

and 3 represent washing and drying of raw material (wheat). Process 4 involves removal

of bran from wheat, and Process 5 is a grinding machine to produce flour. Information on

the electrical distribution system supplying power to the flour mill is not available, and

hence the OILM corresponds to the load control approach only.

The only controllable variables in the flour mill facility are material outflow rates; the

power demands of the processes are expressed in these terms. The processes are modeled

as active power loads; hence, only estimations for f
(
·
)

are needed, which are carried

out from the knowledge of the processes. In the estimation process it is assumed that

the rated electrical power of the 5 processes are 8 kW, 22 kW, 12.75 kW, 36.5 kW, and

78 kW, respectively [5]. Since no detailed information is available regarding the processes,

the active power consumed by each process is arbitrarily and without loss of generality

assumed here to vary linearly with the outflow rate, and the process efficiency is assumed

not to vary with the change in outflow rates; these relationships can be established from

actual/simulated input and output measurements of the processes, as demonstrated for the

water pumping facility in Section 4.5.2. The coefficients for the linear polynomial f
(
·
)
,

thus obtained, are listed in the Appendix.

For the simulation studies, the Hourly Ontario Electricity Price (HOEP) for October 12,

2011 is used as the energy price (Figure 4.6) [6], as per the RTP used for industrial loads in
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Figure 4.5: Schematic diagram of a flour mill showing its processes and storage units [5].

Ontario, and a demand charge of $7/kW/month is considered, which is the demand charge

in Ontario during Fall [140]. It should be noted that the existing “Global Adjustment”

mechanism in Ontario is not considered here in the cost calculations [141]. The production

requirement is considered to be 25 tons of flour per day. The minimum outflow rates for

each process, when the process is ON, are assumed to be 50% of the outflow rates at
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Figure 4.6: HOEP on October 12, 2011 [6].

rated power. The various other parameters required for the modeling of the processes and

storage units are provided in the Appendix.

Simulations are carried out for three different cases and the results are summarized in

Table 4.1. Case 0 is the base case, which corresponds to a non-optimized energy

consumption profile of an industrial customer, which is basically a feasible solution of the

OILM model, and is used for comparison purposes. Case 1 corresponds to the

minimization of energy costs, and Case 2 corresponds to the minimization of both energy

costs and demand charges. Observe in Table 4.1 that the developed OILM model yields a

∼5% reduction in energy costs and a ∼2.8% reduction in total costs (highlighted in the

table). However, these figures depend on various factors such as limits on the material

flows, variation of process efficiencies with the out-flow rates, initial storage levels,

flexibility in scheduling of the processes, energy prices, and demand charges.

The 24-hour power consumption profiles of the three cases are shown in Figure 4.7.

Case 1 results in minimum energy cost, and is 5.3% less compared to Case 0. Note that

the power consumption profile for Case 1 comply with the HOEP, i.e., when the electricity

price is low at hours 3, 6, 16, and 24, an increased power consumption is observed. As

a consequence, the peak demand is increased by 43.8% compared to Case 0 (this shifted

96



Chapter 4. Optimal Operation of Industrial Energy Hubs

Table 4.1: Performance of OILM for a Flour Mill

Case 0 Case 1 Case 2

Energy Costs [$/day] 80.81 76.50 79.76

Demand Charges† [$/day] 23.28 33.48 21.42

Total Costs [$/day] 104.09 109.98 101.18

Energy [kWh/day] 2164.70 2149.42 2149.42

Peak Demand [kW] 99.76 143.48 91.80

Energy Costs — -5.33 -1.30

% Difference Demand Charges — 43.82 -7.98

w.r.t. Total Costs — 5.66 -2.79

Case 0 Energy — -0.71 -0.71

Peak Demand — 43.82 -7.98

† Monthly charges prorated per day.
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Figure 4.7: Optimal operation of a flour mill.

peak demand increase has been observed in [18] as well). In Case 2, both energy costs

and demand charges are less as compared to Case 0; the reduction in demand charges

is 7.9%, while the reduction in energy costs is 1.3%. The resulting flat load profile in

97



Chapter 4. Optimal Operation of Industrial Energy Hubs

Case 2 is because of the maximum flexibility allowed (of 24 hours) in the scheduling of the

processes. The difference in the energy required in the base case and the optimized cases

can be attributed to the difference in storage levels at the end of the optimization horizon.

4.5.2 Water Pumping Facility Load Control and Voltage

Optimization

The water pumping facility considered here is depicted in Figure 4.8 [7], and consists of 5

processes and 2 storage units. Processes 1 through 5 are centrifugal pumps which elevate

water from a source to a reservoir. The rated electrical power of Processes 1, 2 and 3

are 595 kW, 445 kW, and 260 kW, respectively; Process 5 is identical to Process 1 and

Process 4 is identical to Process 2. The water pumping facility is assumed to be connected

to the end of the IEEE 4-node test feeder [4], as depicted in Figure 4.8, to demonstrate the

combined effect of load control and voltage optimization in the OILM model. The voltage

in the IEEE 4-node test feeder is controlled by an LTC equipped transformer. Hence, the

control variables are the voltages applied to the pumps and their water discharge rates.

Because of the lack of historical measurement data in this case, data are generated

using PSCAD simulations [142]. The pumps are assumed to be connected to a three-phase

voltage source with nominal voltage of 4.16 kV, and multiple simulations are carried out

by varying the voltage from 0.95 p.u. to 1.05 p.u., and the speed from 0.97 p.u. to 0.999

p.u. The recorded data from the simulations and pump performance curves are then used

to estimate the quadratic polynomials f
(
·
)

and g
(
·
)
, as discussed in the Section 4.4.2;

the coefficients thus obtained are given in the Appendix.

Similar to the previous studies, the HOEP for October 12, 2011 is considered as the

energy price (Figure 4.6) [6], and $7/kW/month is used as the demand charge [140]. The

production requirement is the 24-hour water demand profile shown in Figure 4.9, and the

total water required for the city in 24 hours is 54,788 m3 [7]. The minimum outflow rates
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Figure 4.8: Schematic diagram of a water pumping facility with processes and storage
units [7], connected to the IEEE 4-node test feeder [4].

for each process, when the process is ON, are assumed to be 50% of the outflow rates at

the rated power. The various other parameters required for the modeling of the processes

and storage units are given in the Appendix.

Simulations are carried out for three different cases and the results are summarized in

Table 4.2; the 24-hour power consumption profiles obtained for the three cases are shown in

Figure 4.10. Similar to the previous studies, Case 0 corresponds to a non-optimized, feasible

base case; Case 1 corresponds to minimization of energy costs; and Case 2 corresponds

to minimization of both energy costs and demand charges. Case 1 results in a 38.1%

reduction in energy costs as compared to Case 0 as highlighted in the table, but in a 73.7%
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Figure 4.9: City water demand profile for 24-hours [7].

Table 4.2: Performance of OILM for a Water Pumping Facility Connected to the IEEE
4-node Test Feeder.

Case 0 Case 1 Case 2

Energy Costs [$/day] 266.65 165.08 200.08

Demand Charges† [$/day] 137.91 239.52 50.26

Total Costs [$/day] 404.56 404.61 250.34

Energy [kWh/day] 7085.61 5454.60 5325.89

Peak Demand [kW] 591.05 1026.55 215.42

Energy Costs — -38.09 -24.96

% Difference Demand Charges — 73.68 -63.55

w.r.t. Total Costs — 0.01 -38.12

Case 0 Energy — -23.02 -24.84

Peak Demand — 73.68 -63.55

† Monthly charges prorated per day.

increase in peak demand, which is consistent with the results obtained for the flour mill.

In Case 2, both the energy costs and demand charges are less as compared to Case 0, with

reductions of 25.0% and 63.6%, respectively, and results in 38.1% savings in total costs as
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Figure 4.10: Optimal operation of a water pumping facility connected to the IEEE
4-node test feeder (load control and voltage optimization).

highlighted in the table. Note that these figures depend on various factors such as limits

on the material flows, variation of process efficiencies with out-flow rates, initial storage

levels, flexibility in scheduling of the processes, energy prices, and demand charges. The

resulting flat load profile in Case 2 is because of the maximum flexibility (of 24 hours)

allowed in the scheduling of the processes. The difference in energy required for the three

cases can be attributed to the difference in the optimal storage level profiles, and change

in efficiencies of the processes as the water discharge rate and voltage changes.

Another set of case studies are carried out considering only load control, to compare

the savings with that obtained with voltage optimization. In this case, only an estimation

of the polynomial f
(
·
)

is required, which is readily obtained by fixing the voltage at

its nominal value of 4.16 kV in the machine equations provided in the Appendix. Thus,

the only controllable variables in the system are the water discharge rates of the pumps.

In these studies, a base case, i.e., Case 0, is not relevant, since the objective here is to

determine the possible savings accrued by means of the voltage optimization approach.

The results of these case studies are summarized in Table 4.3, along with a

comparison with respect to the corresponding cases with voltage optimization presented
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Table 4.3: Comparison of Load Control and Voltage Optimization for Water Pumping
Facility.

Case 1 Case 2

Energy Costs [$/day] 186.86 200.51

Demand Charges† [$/day] 239.36 53.98

Total Costs [$/day] 426.22 254.49

Energy [kWh/day] 5477.36 5337.26

Peak Demand [kW] 1025.83 231.35

Energy Costs 13.19 0.21

% Difference Demand Charges -0.07 7.39

w.r.t. Total Costs 5.34 1.66

cases Energy 0.42 0.21

in Table 4.2 Peak Demand -0.07 7.39

† Monthly charges prorated per day.

in Table 4.2; the 24-hour power consumption profiles obtained for the three cases are

shown in Figure 4.11. Observe that the energy costs increase by 13.2% in Case 1, and

total cost increase by 1.7% in Case 2, as highlighted in the table. These figures

demonstrate that the voltage optimization approach may yield additional savings for

industrial customers, which are consistent with the savings reported in [87] and [88].

4.6 Summary

This chapter presented and discussed an OILM model, which can be readily integrated into

EHMSs for the benefit of industrial customers and LDC system operators. The developed

OILM model incorporates the modeling of processes, process interdependencies, storage

units, distribution system components, and various other operating requirements set by

the distribution system and industrial process operators. The OILM model is generic and
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Figure 4.11: Optimal operation of a water pumping facility connected to the IEEE
4-node test feeder (load control only).

applicable to any industrial process, and its effectiveness was demonstrated through case

studies carried out on two industrial processes, i.e., a flour mill and a water pumping facility.

The results obtained from the case studies show that the OILM model may yield significant

savings to the industrial customers in energy costs and demand charges, and may also help

LDC system operators to reduce peak demand. Therefore, the proposed mathematical

models, in conjunction with Smart Grid technologies at the customer and LDC levels,

have the potential to benefit both customers and LDCs. The models are currently being

implemented and tested at various industrial facilities in Southern Ontario, Canada.
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Conclusions

5.1 Summary

The research presented in this thesis focuses on the optimal operation of distribution

systems and industrial energy hubs in the context of Smart Grids. The main content and

conclusions drawn from the thesis can be summarized as follows:

• Chapter 1 presented the main motivations for the research, outlining the concerns on

capacity expansion and environmental emissions, potential benefits from distribution

system optimization and EHMSs to LDCs and customers, and the evolving Smart

Grid technologies at both the system and customer levels. A literature review of

related works, particularly on Smart Grids, DA, distribution system operation, DSM,

DR, and EHMSs, was presented. This chapter also presented an overview of the

research and the expected contributions.

• Chapter 2 presented the background topics relevant to the present research. Thus,

distribution system components such as feeders, transformers, control equipment,

metering equipment, etc., were discussed briefly. Some salient features of

104



Chapter 5. Conclusions

communication and control infrastructure in conventional and evolving smart

distribution grids were also discussed. This chapter also presented a brief review of

VR, reactive power control, and the mathematical model of a generic VVC

optimization problem. An overview of mathematical programming, solution

methods, tools, and solvers used in this research were discussed as well. A curve

fitting technique based on the least square error method and its solution process

were also presented.

• Chapter 3 presented the modeling, solution, and results of the proposed three-phase

DOPF, which can be readily deployed by an LDC system operator for real-time

optimal operation of distribution feeders in Smart Grids. The DOPF incorporates

comprehensive modeling of three-phase components, distribution system operating

limits, and a novel operational objective of minimizing the electrical energy purchased

from the external grid, while limiting the number of switching operations of LTCs and

SCs. This chapter also presented a heuristic method to solve the three-phase DOPF,

which adopts a quadratic penalty approach to reduce the computational burden so

as to make the solution process suitable for real-time applications. In this chapter,

a GA-based method for solving the three-phase DOPF model was discussed as well,

and the results of applying this method were compared with those obtained from the

heuristic method in order to benchmark its performance.

The results of applying the three-phase DOPF model and the solution methods

in two distribution systems, i.e., the IEEE 13-node test feeder and a Hydro One

distribution feeder, were discussed. It was shown that the energy purchased from

the grid can be reduced by 7% and the number of switching operations by 63%,

depending on the objective function. A comparison of the results obtained using the

two solution methods showed that the maximum solution time taken by the heuristic

method is about 10 minutes, while the GA-based method always required more than

3 hours to arrive at the optimal solutions. These results demonstrate the benefits that
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can be obtained by deploying the proposed DOPF model and the heuristic solution

method in real-time distribution system operations.

• Chapter 4 presented the modeling, analysis, and results of the proposed OILM, which

can be readily deployed by industrial customer into EHMSs for real-time optimal

operation and control of industrial loads in Smart Grids. The OILM model is based on

a load control approach, and includes comprehensive modeling of industrial processes,

process interdependencies, storage units, process operating constraints, production

requirements, and an objective function to minimize the energy costs and/or demand

charges. This chapter also presented the integration of the OILM model with the

DOPF model, incorporating operating constraints of the LDC system operator and

combining a voltage optimization approach with load control for additional benefits.

The results of applying the OILM model on two industrial customers, i.e., a flour

mill and a water pumping facility, were also discussed. The load control approach

for the flour mill showed that the customer’s energy costs and demand charges can

be reduced by 5% and 7%, respectively, under an RTP scheme, depending on the

objective function. Similarly, from the case studies of a water pumping facility, it

was found that the energy costs and demand charges can be reduced by 38% and

63%, respectively. It was also shown that additional 13% and 7% savings can be

achieved on energy costs and demand charges, respectively, if voltage optimization

is considered in the OILM model. The results demonstrate the benefits to industrial

customers and LDCs that can be obtained by deploying OILM and DOPF models in

EHMSs.

5.2 Contributions

The main contributions of the research presented in this thesis are as follows:
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1. A generic three-phase DOPF model has been developed, considering comprehensive

models of distribution system series/shunt components and voltage dependent

loads. The developed DOPF model may be used to achieve various distribution

system operational objectives desired by LDC system operator. Thus, a novel

operational objective is proposed that minimizes the energy purchased from the

grid while limiting the number of switching operations of LTCs and SCs.

2. A novel heuristic method has been proposed to solve the three-phase DOPF model,

which yields an adequate sub-optimal solution in a time frame suitable for real-time

applications. A GA-based method has been applied to solve the three-phase DOPF

model in order to benchmark the performance of the heuristic method in terms of

optimality and computational burden.

3. An novel OILM model has been developed, based on a load control approach

considering comprehensive models of industrial processes, process

interdependencies, storage units, process operating constraints, production

requirements, and an objective function that minimizes the energy costs and/or

demand charges. The OILM model may be combined with the three-phase DOPF

model in order to consider voltage optimization. The proposed OILM model is

generic and applicable to various kinds of process industries. The model is being

implemented on some industrial pilots in Southern Ontario, Canada.

The main contents and contributions of Chapter 3 are published in the IEEE

Transactions on Industrial Electronics [143] and an IEEE conference proceedings [144].

The contents and contributions of Chapter 4 will be submitted to the IEEE Transactions

on Smart Grids shortly, based on [145].
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5.3 Future Work

The followings are the some possible future directions for the present research:

1. Based on the monitoring and implementation phases of the pilot sites where the

OILM model will be applied, some adjustments on mathematical modeling will likely

be required.

2. In Chapter 3, the three-phase DOPF model is applied to optimize the distribution

system operations assuming some modulated load profiles in Smart Grids. However,

such load profiles and the operational objective desired by LDC would be different,

especially in the case of high DER and EV penetrations, as these make the operational

problem stochastic in nature. The proposed three-phase DOPF and heuristic solution

method could be extended to carry out stochastic analyses of distribution system

operations where DERs and EVs are significant in the system.

3. The OILM and DOPF models are combined in Chapter 4 and used to optimize the

electricity requirements of industrial customers that are being supplied by dedicated

feeders. However, in practice, multiple industrial EHMSs may be connected to a single

feeder. Thus, a study on optimal operation of multiple industrial EHMSs and their

coordination would be necessary from a practical stand point.

4. The OILM and DOPF models are combined in Chapter 4 and used to optimize energy

requirement from the customer point of view. Even though the optimization process

ensures that the interests of LDC system operators are considered, it may not yield

an optimal solution for the LDC. In this case, a mechanism is required that considers

a trade-off between the optimal solutions desired by the LDC system operator and

the customer, and satisfies the operational requirements set by both.

108



APPENDICES

Only non-zero parameters used in the case studies of flour mill and water pumping

facility are listed here.

A.1 Flour Mill Parameters

∆T = 1; T = 24; T1 = 1; T2 = 24

NC = 4; J = 5

R1 = [1]; R2 =

[
1 0

0 1

]
; R3 = [0.8]; R4 = [1]

UP ′ =
[

1 1 1 1 1
]

; DP =



0 0 0 0 0

0 0 1 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0


Pd1,t = f1,t

(
or1,1,t

)
= 0.133 or1,1,t
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Pd2,t = f2,t

(
or2,1,t

)
= 11.043 or2,1,t

Pd3,t = f3,t

(
or3,1,t

)
= 11.090 or3,1,t

Pd4,t = f4,t

(
or4,1,t

)
= 36.650 or4,1,t

Pd5,t = f5,t

(
or5,1,t

)
= 48.148 or5,1,t

Omax =



60.000 kl/h

2.330 tons/h

1.330 tons/h

1.660 tons/h

2.000 tons/h


; Omin =



30.000 kl/h

1.170 tons/h

0.665 tons/h

0.830 tons/h

1.000 tons/h



Lcap =


∞

180 kl

0

6 tons



A.2 Water Pumping Facility parameters

∆T = 1; T = 24; T1 = 1; T2 = 24

NC = 2; J = 5

R1 = R2 = R3 = R4 = R5 = [1]

Vmax = 1.05× 4.16 kV; Vmin = 0.95× 4.16 kV
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Omax =



1800 m3/h

1440 m3/h

828 m3/h

828 m3/h

1800 m3/h


; Omin =



900 m3/h

720 m3/h

414 m3/h

414 m3/h

900 m3/h



L0 =

[
∞

7800 m3

]
; Lmin =

[
∞

2600 m3

]

Lcap =

[
∞

18200 m3

]
; UP ′ =

[
1 1 1 1 1

]

Pd1,t = f1,t

(
Vav,t, Qr1,t

)
= −476.633 + 0.527Qr1,t + 8.670Vav,t

− 1.454× 10−4Qr2
1,t − 8.827V 2

av,t + 1.257× 10−5Qr1,t Vav,t

Pd2,t = f2,t

(
Vav,t, Qr2,t

)
= −356.480 + 0.492Qr2,t + 6.485Vav,t

− 1.699× 10−4Qr2
2,t − 6.602V 2

av,t + 1.175× 10−5Qr2,t Vav,t

Pd3,t = f3,t

(
Vav,t, Qr3,t

)
= −59.448 + 0.140Qr3,t + 2.271Vav,t

− 8.237× 10−5Qr2
3,t − 2.307V 2

av,t + 5.817× 10−6Qr3,t Vav,t

Pd4,t = f4,t

(
Vav,t, Qr4,t

)
= −59.448 + 0.140Qr4,t + 2.271Vav,t

− 8.237× 10−5Qr2
4,t − 2.307V 2

av,t + 5.817× 10−6Qr4,t Vav,t

111



Appendices

Pd5,t = f5,t

(
Vav,t, Qr5,t

)
= −476.633 + 0.527Qr5,t + 8.6703Vav,t

− 1.454× 10−4Qr2
5,t − 8.827V 2

av,t + 1.257× 10−5Qr5,t Vav,t

Qd1,t = g1,t

(
Vav,t, Qr1,t

)
= 139.975− 0.165Qr1,t + 6.741Vav,t

+ 4.873× 10−5Qr2
1,t − 6.876V 2

av,t + 9.259× 10−6Qr1,t Vav,t

Qd2,t = g2,t

(
Vav,t, Qr2,t

)
= 104.691− 0.155Qr2,t + 5.042Vav,t

+ 5.695× 10−5Qr2
2,t − 5.143V 2

av,t + 8.655× 10−6Qr2,t Vav,t

Qd3,t = g3,t

(
Vav,t, Qr3,t

)
= 47.771− 0.119Qr3,t + 0.819Vav,t

+ 7.421× 10−5Qr2
3,t − 0.849V 2

av,t + 5.986× 10−6Qr3,t Vav,t

Qd4,t = g4,t

(
Vav,t, Qr4,t

)
= 47.771− 0.119Qr4,t + 0.819Vav,t

+ 7.420× 10−5Qr4,t − 0.849V 2
av,t + 5.986× 10−6Qr4,t Vav,t

Qd5,t = g5,t

(
Vav,t, Qr5,t

)
= 139.975− 0.165Qr5,t + 6.741Vav,t

+ 4.873× 10−5Qr2
5,t − 6.876V 2

av,t + 9.259× 10−6Qr5,t Vav,t
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[144] S. Paudyal, C. A. Cañizares, and K. Bhattacharya, “Three-phase Distribution OPF in

Smart Grids: Optimality versus Computational Burden,” in Proc. Innovative Smart

Grid Technologies (ISGT Europe), Dec. 2011, pp. 1–7.
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