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ABSTRACT

Output images from the sensors more likely are not optimal results for display or further
processing mainly because of noise, blurriness and poor contrast. In order to prevent these
problems, image processors typically accompany the image sensors as a part of the whole
camera system. Typically, two separated chips for sensing and processing are integrated onto
the same printed circuit board connected by printed wires. The integration of image sensors
and processing circuits on a single monolithic chip, called smart sensing, is done to obtain
better performance from sensors and make the sensing and processing system more compact.
It has become a popular idea. The integration of image acquisition and processing on the
same focal plane has potential advantages through low fabrication cost, low power, compact
size, and fast processing frequency. Noise and cross-talk can also be reduced through
monolithic connections instead of off-chip wires, which are the only transfer medium

between two separated chips.

In this thesis, we propose system-level architectures and design methodology for integrating
image processing with CMOS active pixel sensors on a single chip. Conventional approaches
to the integration categorized by circuit density of processing elements are not sufficient to
achieve optimal design with power, speed, cost, and processing frequency. This thesis
observes the nature of image processing algorithms and categorizes them in order to find out
adequate design architecture for real time smart sensing. The algorithms can be divided in
terms of signal type, operational domain, and regions of operation. We narrow these down
into analog/low bit digital operation in spatial domain, and then subdivide the algorithms into
point, local, and global operational regions. For each region of operation, we look at
examples of processing algorithms and then subdivide them again according to on-chip
implementation methodology. Here, we propose system-level architecture and on-chip design

methodology for these categorized algorithms.

Four prototype chips, in this thesis, were designed and fabricated for the demonstration of
smart sensing: One is a multi-camera system which is the inspiration for the smart sensing
research, and the other three are demonstration imagers for each region of operation: point,
local and global. These prototype chips are 64x64 photodiode arrays with on-chip image
processing fabricated in standard 0.35 um CMOS technology with 3.3V power supply. Each

iv



chip contains different functional processing and operates at different performances. We have
successfully tested the chips with different testing performances and characteristics.

This thesis reports implementation architectures and design methodologies of on-chip
processing with image sensors, its analysis along with operational performance and
experimental results. These implementations demonstrate the advantages of the single chip
solution and contribute as a milestone so designers and researchers can have a better

understanding of smart sensing.
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Chapter |

1. Introduction

There are many kinds of electronic camera available on today’s market with various
applications such as document and film scanning, video imaging, still-image capture,
machine vision, infrared and x-ray imaging, astronomy and microscopy. Despite the wide
variety of applications, all digital cameras have the same basic functional components, which
consist of optical collection of photons (e.g. a lens), wavelength discrimination of photons
(e.g. filters), detector (e.g. solid state sensors), timing, control and drive electronics for the
sensors, signal processing electronics for correlated double sampling, colour processing,

analog-to-digital conversion and interface electronics [1].

A core component of an electronic camera is the solid-state image sensor that converts light
into electrical form and, further may process and convert it into an appropriate signal (e.g.
digital signal). For many years, silicon based image sensors have been extensively
investigated since silicon has a good light absorption characteristics over the visible spectrum
and has a mature technology in its processes and VLSI circuits. Over the visible spectral
range, there are two main silicon-based image sensor technologies, Charge Coupled Devices
(CCDs) and CMOS Image Sensors (CISs). Although these technologies use the same silicon
as substrate, they are quite distinct in their photo-characteristics and functional operation.

CCDs have been the dominant technology for electronic image sensors for several decades
due to their low dark current, high photosensitivity, low fixed pattern noise, small pixel size

and structure. However, in the last decade, CMOS image sensors have gained attention from
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many researchers and industries due to their low power, low fabrication cost, compatibility
with VLSI integration, and radiation hardness. Many researchers are attracted by its low
power, low weight and radiation hardness for deep-space applications. Custom markets are
interested in CISs for their low fabrication cost and the compatibility of VLSI circuits with

image sensors.

This thesis focuses on the VLSI compatibility of CISs and more particularly, on integration
of image processing algorithms on the same focal plane with CISs, so called smart sensors or
vision chips. This thesis discusses why the integration of the smart sensors is advantageous
and what should exist on the smart sensors, and how to integrate image processing
algorithms with CISs (i.e. how to implement the smart sensors). The thesis includes
recommendations on system-level architectures, applications and limitations of the
implementation of smart sensors, which are categorized by the nature of image processing
algorithms.

The main contributions and objectives of this thesis are summarized as follows: (i) to give
milestones of designs for integration of image processors with CMOS image sensors, where
designers and engineers can start their initial implementations, and to give a better
understanding of the integration to give designers and researchers guidance to improve the
implementation techniques for smart sensors, (ii) to determine the feasibility of the
integration of image processors with image sensors in standard CMOS 0.35 um technology,
(iii) to demonstrate scalability of design with technology, (iv) to forecast possible design and
implementation issues of the integration in advance, and lastly (v) to suggest future research

directions, for smart sensor implementations.

In Chapter 2, a brief description and applications of solid-state image sensor is outlined and
the history of developments in CCD and CIS is reported. The advantages and disadvantages
in functional operation and processes of CCD and CIS are compared. Then, the basic
operation of CIS is discussed along with their basic functional components and structural
layout. The future expectations and applications of CIS are also included.

In Chapter 3, a concept of MOSAIC (Matrix of Semi-Autonomous Imaging Cameras) is
proposed for large field of view. The definition and applications of the MOSAIC system are
also discussed in this chapter. A simple MOSAIC chip with CIS array and bus interface was
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designed and fabricated for a demonstration of the multi-camera concept. The detailed
designs of the MOSAIC chip and its test results are explained. The conclusions and
suggestions for the MOSAIC concept are also discussed at the end of the chapter.

Based on the conclusions of the MOSAIC chapter, the main focus of the rest of the research
is on effective integration architectures for image processing algorithms with CIS. In Chapter
4, the background of image processing integration with CIS is outlined, including why, what
and how to employ smart sensors with CIS. This includes previous implementations of
processing integration with CIS and their relations to this thesis. It explains the sequence of
image processing analysis and its relation with smart sensors by discussing the structural
implementation of focal plane integration with CIS. For effective integration architectures,
we categorize the types of image processing algorithms in terms of signals, domains and

spatial regions of operation.

In Chapter 5, the advantages and disadvantages of integration architecture of image
processing algorithms for point operations are investigated. The definition of a point
operation is discussed along with examples of this operation. The merits and drawbacks of
point operation in different implementation structures of pixel, column, chip and frame
memory processing are compared. The optimal architectures for the integration are also
proposed according to general characteristics of sensor applications. A CIS chip with in-pixel
contrast stretching, also known as an intensity mapping function, was designed and
fabricated as a demonstration of point operation at the pixel level. This chapter includes the

detailed design and fabrication of the chip and its test results.

Chapter 6 investigates the architecture of image processing integration for local operation.
The definitions of local operation are discussed along with advantages and disadvantages of
this technique. Local operational image processing algorithms are divided into 3x3, and
larger spatial mask implementations according to size of the local mask. Local operation in
pixel, column, chip and frame memory processing are compared for implementing smart
sensors, leading to the optimal system-level architectures according to the size of the local
mask. A CIS chip with on-chip binary image processing was designed and fabricated as a
demonstration of 3x3 local operation at the column level. The detailed designs of the local
operation chip and its test results are also included.
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In Chapter 7, the architecture of image processing integration for global operations is
investigated in terms of operational domain, namely frequency and spatial domains. A
definition of global operation is discussed with examples of such operations. In this chapter,
global operation at pixel, chip and frame memory processing levels are compared listing their
merits and drawbacks and, thereby, possible implementations are proposed according to the
operational domain. A CIS chip with an object positioning system was designed and
fabricated as a demonstration of global operation. The detailed designs of this chip and its

test results are included, along with the discussion of its optimization.

Chapter 8 summarizes the work of the research and presents the conclusions derived from

this research along with directions for further work.

Appendix A contains design and test results of a chip with inverted logarithmic pixel sensors.
An inverted logarithmic pixel sensor is a modified pixel structure that has advantages of low
pattern noise and continuous current readout over conventional logarithmic sensors. This
chapter also discusses the potential advantages and disadvantages of current mode operations,
and their applications. The detailed concept and design of the pixel sensor are discussed and

sample images of the sensor array are demonstrated with their advantages and disadvantages.

Appendix B discusses the basic procedure for image acquisition in the image sensor test. It

describes how to test the image acquisition of the image sensor chip for the first time.

Appendix C explains image sensor characteristics in the image sensor test. It discusses basic
measurement methods, calculations of optical characteristics and makes comparisons with

commercial sensors.
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2. Basic Operation and Structure of CMOS
Image Sensors

2.1. Solid-State Image Sensors

Solid-state image sensors are integrated circuits (usually silicon-based) that contain a number
of photosensitive sensors in typically a 2-dimensional or 1-dimensional array for the purpose
of converting an optical image projected onto the device to an electrical output (usually a
voltage or current). Compared to conventional camera films, the solid-state image sensors are
computer friendly where films need a scanner in order to input images to computers. In
addition, solid-state image sensors can save time because they do not require developing time

that film inevitably requires, which makes real time operation possible.

As seen in Figure 2.1, there are many kinds of solid-state image sensors (not only silicon-

based devices) with very different characteristics over a wide spectral range. Devices
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Figure 2.1. Solid-state image sensors over a wide spectral range [86].
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may have sensitivity to wavelengths from the y-ray spectrum to radio frequency spectrum.
Yet, a great interest of commercial electronic image sensors resides in the visible spectral
range simply because most of applications are for the visible spectrum. This thesis focuses on

visible imaging.
2.2. History of Image Sensors at Visible Spectrum

For visible spectral range, charge-coupled devices (CCDs) and complementary metal oxide
semiconductor (CMOS) active pixel sensors (APSs) are currently dominant technologies for
image sensors. A brief history of the solid-state image sensors for CCDs and CISs (Figure

2.2) is well described by Fossum [1] and can be summarized as follows.

At the beginning stage of solid-state image sensor development, there was a form of MOS
image sensors before CMOS APS and before CCD. In the 1960’s there were numerous
groups working on solid-state image sensors with varying degrees of success using NMOS,
PMOS, and bipolar processes. In 1963, Morrison reported a structure of computational
sensor that allowed determination of a light spot’s position using the photoconductivity effect

1967
) 1992
Photon flux integration )
Low noise APS
mode by Weckler
1985 by JPL

1964 1970 MOS+CCD by
Scanistor by CCD invented Hitachi CMOS image
sensors are
IBM CCDs dominate revived

- s a G - ——— @

1963 1968

Computational First MOS active PPS with integrated Digital camera-
Sensor by pixel sensor by time by NHK on-a-chip
Morrison 1966 Noble 1990

Array of phototransistors Integrated PPS by
by Westinghouse VVL

Figure 2.2. History of MOS, CCD and CMOS image sensors.
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[2]. In 1964, IBM reported the scanistor that used an array of n-p-n junctions addressed
through a resistive network to produce an output pulse proportional to the local incident light
intensity [3]. In 1966, Westinghouse reported a 50x50 element monolithic array of
phototransistors [4]. Since none of these sensors performed any intentional integration of the
optical signal, their sensitivity was low and thereby, often they required some form of signal
amplification. In 1967, Weckler from Fairchild suggested operating p-n junctions in a photon
flux-integrating mode [5]. A 100x100 element array of photodiodes was reported in 1968 [6].
Weckler later called the device a reticon and formed Reticon to commercialize the sensor. In
1968, Noble reported the first MOS active pixel sensor [7]. Noble discussed a charge
integration amplifier for readout, similar to that used later by others. Here, the first use of a

MOS source-follower transistor in the pixel for readout buffering was reported.

In 1970, when the CCD was first reported [8], its relatively low Fixed Pattern Noise (FPN:
pattern noise in dark room) was one of the major reasons for its adoption over the many other
forms of solid-state image sensors. The smaller pixel size afforded by the simplicity of the
CCD pixel also contributed to its embrace by industry and it continued until MOS image
sensors were resurrected in the late 1980s. While a large effort was made for the
development of the CCD in the 1970s and 1980s, MOS image sensors were only periodically
investigated and compared unfavorably to CCDs with respect to the above performance

criteria [9].

In the late 1970s and early 1980s Hitachi and Matsushita continued the development of MOS
image sensors [10], [11] for camcorder-type applications where high-speed operation with
relatively low resolutions were focused on. In 1982, NHK successfully integrated timing
control with passive pixel sensors. Temporal noise in MOS sensors started to lag behind the
noise achieved in CCDs. By 1985, Hitachi combined the MOS sensor with a CCD horizontal
shift register [12]. However, perhaps due to residual temporal noise, especially important in
low light conditions, Hitachi later abandoned its MOS approach to sensors.

In the early 1990’s, the University of Edinburgh (later forming VLSI Vision Ltd.) created
highly functional single-chip imaging systems where low cost was the main factor. In 1990,
the VVL reported an integrated Passive Pixel Sensor (PPS) array [13]. However, due to large

capacitive column bus loads, the use of PPS was limited to small to medium array sizes and
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slow to medium readout speed. By comparison with CCDs, noise and mismatch effects
limited the quality. However, low power operation and integration demonstrated viability of
single chip cameras and integrated sensor-processors. Although, in 1968, Noble
demonstrated the first MOS buffer amplifier in a pixel, relatively little active pixel sensor
(APS) research was carried out for another 10 years, and it took 20 years for major interest to
be renewed when NASA JPL group began research on low noise APS in 1992 [14]. CMOS
based image sensors offer the potential to integrate a significant amount of VLSI electronics
on-chip and reduce component and packaging cost. Around 1995, after a successful
demonstration of low noise CMOS APS, CMOS image sensors took off due to their easy
integration with VLSI circuits, low power consumption, low fabrication cost, and radiation
hardness. Recently, commercial products using CMOS image sensors have become available

and increasingly popular, including PC camera, cellular phone cameras, PDA, toys, etc.
2.3. CCD and CIS for Smart Sensors

Through the 1970s and 1980s, CCD technology was strong and it still survives in digital
camera and camcorder markets, simply because it outperforms any other solid-state image
sensors in the visible spectrum. The good image quality of CCD is based mainly on low
noise and low dark current. CCD has low noise level, typically less than 50 noise electrons.
FPN (Fixed Pattern Noise) of the CCD is less than 1% Vpp of its saturation level with a good
PRNU (Photo-Response Non-Uniformity) of 1 ~ 10% Vpp. In addition, very low dark
current, typically less than 10 pA/cm?, is achieved by this technology. The CCD process
itself is optimized for optical detection and therefore, the optical absorption and quantum
efficiency outperforms CIS. Since CCDs can share the same area for optical detection and
charge transfer, it does not require any special transistors to transfer photon-generated
charges, resulting in a high fill factor. However, due to detection and transfer mechanism,
CCD is limited to serial scanning with complicated driving and interfacing. CCD is also a
specialized technology that is relatively expensive and therefore, many companies cannot
afford their own fabrication laboratory. Besides, because CCD is not easily compatible with
logic, so on-chip ADC and other on-chip processing circuitry seldom exist on a focal plane

with image sensors, but rather exist in separate chips.
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For the main theme of this thesis (integration of smart sensors), integration feasibility of
technologies is of interest. Here, focusing on smart sensors, CCD and CIS are compared.
With aspects of smart sensor implementations, the comparisons of CCD and CIS are very
well described and summarized in “Vision Chips” [15] by Alireza Moini. The following
comparisons are adapted from this reference, emphasizing CMOS compatibility for smart
sensors. Although CCD has good image quality, CCD is rarely used for smart sensors,
mainly due to VLSI incompatibility with logic and memory. Other major drawbacks of CCD
with respect to CMOS are as the follows:

° Input Control Clock: A large number of clocks are required in order to trigger all
pixels in imager array. At least two clock phases (or more) are required to read out all

the pixels.

¢ VLSI integration: CCD is optimized for charge transfer (deep diffusions, thick gate
oxide, etc) and it is therefore difficult to develop logic and memory with the
technology. CCD is hard to integrate CMOS. The Table 1 shows major differences in
their processes. From the table, it is quite obvious why these two technologies are

rarely integrated together. Even if they were to be integrated, the integration cost

would be very high.

Parameters CCD CMOS
Gate Oxide Thickness 800 A S0A

Well depth P-well depth > 2.5 um Well depth ~ 0.5 um

Channel Stop Depth ~ 1 um
Channel Depth ~0.8 um
Source/Drain Implants ~0.1 pm
Operating Voltage 210V <33V
Poly Several poly-Si and inter- Digital process has 1 poly,
poly dielectrics needed analog has 2 polys

Table 1. Major differences in process between CCDs and CISs.

° Fabrication cost: Since CCD technology requires a specialized process, its
fabrication cost is very high, compared to very standardized CMOS technology.

° Power consumption: CCD typically requires high voltage supply to clock the large

capacitive gates of CCD array. Therefore, CCD consumes a large power.
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There have been attempts to integrate CCD and CMOS logic [21]. However, due to
incompatibility of the two technologies, these attempts were not generally successful. Even if
these two technologies are successfully integrated, they never achieve both CCD-like image
quality and CMOS-like flexible logic. In fact, the optimization for one degrades the
performance of the other. Besides, the integration of CCD and CMOS often requires over 30

masks, which is not cost effective.

In order to effectively implement processing components with the image sensors, designers
need a technology beyond CCD, in order to increase functionalities of the smart sensor even
if this means sacrificing image quality of the image sensors. Although CMOS technology has
been and remains the dominant technology in almost all VLSI design areas, CMOS image
sensors did not take off in imaging device fields until the mid 1990s. After a demonstration
of the active pixel sensors of CMOS image sensors, they gained attention from researchers

and industries because the CMOS technology offers the following advantages [15].

° Mature technology: CMOS processes have been available for long period of time.
CMOS processes are well developed and well established. Many engineers and
researchers have characterized and optimized the technology.

° Design resources: Many design libraries for circuit and logic are supported by
various research groups and industries. A large number of circuits and layouts are

already built in. Designers can save time and effort in simulation and custom layouts.

° Accessibility: There are many fabrication facilities around the world, which are
willing to fabricate prototype designs at low prices. Engineers and researchers are

now able to fabricate their designs without having their own fabrication.

° Fabrication cost: Because CMOS process is standardized, the fabrication of CMOS

designs is very cheap, compared to other process technologies.

° Power consumption: As CMOS technology scales down, the downscaling of the
power supply follows a similar trend, resulting in lower power consumption. In fact,

CMOS technology is optimized for low power.

° Compatibility with VLSI circuits: Since CMOS technology is already optimized for

logic and memory, it is easy to integrate VLSI circuits with CMOS image sensors.
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Radiation hardness: CMOS image sensor technology is more hardened against the
radiation defects than CCD technology. Therefore, the CMOS technology is often

used for aerospace applications.

For smart sensors, CMOS becomes a good candidate for the image sensing and intes-ation of

processing logic. However, there are a number of disadvantages when CMOS technology is

implemented, particularly for CMOS active pixel sensors. According to [15], the major

disadvantages for implementing smart sensors are as follows:

Analog circuit: CMOS technology is typically developed for digital logic and
memory. They are not well characterized and not optimized for analog circuits.
However, some leading edge technology like RF CMOS brings people’s attention to

this analog characterization.

Photodetectors: Because image-sensing field is relatively a new era for CMOS
standard process technology, the photodetector structures are not well characterized.
Even in recent years, although many companies optimized their fabrication
processing or sometimes modify the processes from the standard ones for CMOS
image sensors, still characteristics of photodetectors need to be assured by the
designers. It is the designers’ responsibility to assure that the photodetectors function

as desired.

Second order effects: In CMOS process technology, especially for logic and memory,
some second order device characteristics, such as subthreshold operation, are usually
ignored or paid less attention. However, sometimes these second order effects play
critical roles such as conversion gain, pattern noise, etc, in image sensing designs.
Therefore, CMOS technology is sometimes difficult to optimize these image sensing

behaviours.

Vt and Lithographic Mismatches: Mismatch in CMOS devices is relatively high,
which jeopardizes the image quality in CMOS active pixel sensors. Mismatch in
CMOS devices often leads a poor quality of spatial noise or pattern noise in CMOS
active pixel sensors, which becomes one of main challenges in CMOS image sensor

array design.
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CIS suffers from relatively poor image quality compared to CCD. However, as the CMOS
technology becomes mature, as well as its optical characteristics in specialized process, its
attraction and quality expectation get higher. For smart sensors, where proper balance
between image quality and processing circuitry is important, CMOS will be the most suitable
technology in the future. As the image quality of the CMOS active pixel sensors improve, it
will be exciting to see what smart sensors (beyond only image sensors) become in the next

few decades.
2.4. Fundamentals of CMOS Image Sensors
2.4.1. Optical Absorption and Photo-Generation

Photon detection happens through the excitation of a bound electron to an unbound state. The
energy of a photon can be transferred to an electron in the valence band of a semiconductor.
Then, if the photon energy is larger than the bandgap energy E,, the electron in the valence
band is brought to the conduction band. This is how the photon is absorbed in a
semiconductor material and how an electron-hole pair is generated. Photons with energy
smaller than E;, however, cannot be absorbed and thus, the semiconductor is transparent for
light with wavelengths longer than A. = hcy/Eg (where A, is cut-off frequency, h is Planck’s
constant and ¢y is the velocity of light in vacuum). For example, for Si, E; = 1.12 eV and A,
is 1.11 um whereas for Ge E; = 0.66 eV and the corresponding A. = 1.87 pm.

Absorption co:fﬁcient (cm™) Penetrati:n depth (um)
10° 10?
10* 10'
10° 10°
10 10"
0.4 0.5 06 0.7 0.8 0.9
Wavelength (um)

Figure 2.3. Absorption coefficient and penetration depth of silicon
at different wavelengths of incidental light.



CHAPTER 2 13

The optical absorption coefficient a plays an important role in photodetectors. The
absorption coefficient, a, indicates what fraction of light a given material absorbs at a given
wavelength. Therefore, the absorption of photons in a photodetector, to produce electron-hole
pairs and thus a photocurrent, depends on the absorption coefficient o for the given
wavelength of the light in the semiconductor. The absorption coefficient also determines the
penetration depth (1/a) of the light in the semiconductor material according to Lambert-
Beer’s law:

I(y) =Toe™” Equation 2.4.1

Here, Iy is the light intensity at the surface and y is the depth under the surface. The
penetration depth of the light is at the location where the light intensity becomes 1/e (63%) of
the surface light intensity, Iy, whose relation with the absorption coefficient is shown in
Figure 2.3. Absorption coefficients strongly depend on the wavelength of the light. The slope
of the onset of absorption depends on the type of band-band transition. Therefore, this slope
is large for direct band-band transition as found in GaAs, InP, Ge and Ing 53Gap 47As because
these materials have higher probability for electrons to transfer from valence band to
conduction band with less energy, compared to indirect transition materials [85]. For Si, Ge
and wide bandgap material 6H-SiC with indirect band-band transition, the slope of the onset
of absorption is relatively small. However, silicon detectors are appropriate for the visible
and near infrared spectral range. The absorption coefficient of Si is one to two orders of
magnitude lower than that of the direct semiconductors in the visible spectral range.
Therefore, a much thicker absorption zone is needed than for the direct semiconductors. This
is a reason why amorphous silicon can have much thinner films for sensing than silicon
materials. However, silicon is economically the most important semiconductor and thus
silicon-based imaging devices and integrated circuits are popular in spite of the non-optimum
optical absorption.

2.4.2. Photon Collection (Quantum Efficiency)

We have seen how the photons penetrate through materials and how these materials absorb

the incoming photons according to its bandgap energy. Here we will look how these
penetrated and absorbed photons are collected and transferred in the silicon-based materials.
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All carriers that are photo-generated (generated by absorbed photons) in drift regions (also
called depletion regions or space-charge regions) contribute to the photocurrent. In other
words, all electron-hole pairs generated in depletion regions are collected by its internal
electric field (recombination can be neglected due to the fast drift speed). All the carriers
photogenerated outside of the depletion region are collected by diffusion rather than the drift
mechanism. In the highly doped region (1) of Figure 2.4 and Figure 2.5, the carrier lifetime is
reduced significantly due to the high doping density, resulting in a high recombination rate.
This considerably reduces the ratio of collected electrons to incident photons, also known as
quantum efficiency (QE), for short wavelengths, because a large portion of the short
wavelength light is absorbed in region (1).

Light with long wavelengths penetrates deep into the silicon and diffuses in all directions, not
only towards the depletion region; overall QE is reduced due to this lower collection
efficiency. Since minority carrier diffusion in conventional semiconductor materials is much
slower than the carrier drift, collection of photogenerated carriers in region (2) is much
slower than that in the depletion region. Therefore, the recombination of photogenerated
carriers in N+ (region 1) and P (region 2), due to the relative slow diffusion speed, reduces
the quantum efficiency. In the high dynamic case, carriers being photogenerated in region (1)
and especially in region (2) may not have enough time to diffuse to the depletion or drift
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Figure g 4. Photo-generation and collection of photon-generated electron-hole pairs
inan n p photodiode.
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region before the light intensity is reduced again. The dynamical quantum efficiency,
therefore, depends on the frequency or data rate. The higher both of these are, the smaller the
dynamical quantum efficiency becomes [85].

In addition, the recombination of photogenerated carriers in region (2) can still reduce the
quantum efficiency. The recombination of photogenerated carriers in region (1), however, is
not so important for long wavelengths due to the large penetration depth and the relatively

small portion of photogenerated carriers absorbed in region (1).

2.4.3. CMOS Photodetectors

Based on the fundamental mechanisms in the absorption and collection of photogenerated
electron-hole pairs, we continue our investigation on different forms of CMOS
photodetectors. The detailed descriptions and comparisons of major CMOS photodetectors
are well arranged in Fossum’s paper [1]. The following comparisons are adapted from the
Fossum’s paper, with the addition of another significant photodetector structure, the pinned
photodiode. Figure 2.6 shows main photodetector types of CMOS image sensors. These can
be divided mainly into two types: passive pixel sensors (PPS) and active pixel sensors (APS).
The PPS consists of a photodiode and a select transistor. A charge integration amplifier
(CIA) readout circuit is located at the bottom of the column bus to keep the voltage on the
column bus constant. With a given pixel size, it has the highest design fill factor because it
has only one transistor for the readout. QE (quantum efficiency) can be quite high due to the
large fill factor and absence of an overlying layer of polysilicon as found in CCDs. The
passive pixel structure has the major problems of their readout speed and noise level due to
large capacitive load. Since the large bus is directly connected to each pixel while it is read
out, the RC time constant is very high and therefore, the readout speed is slow. In addition,
due to the large capacitive load, a passive pixel’s readout noise is typically high, with the
order of 250 electrons rms, compared to commercial CCDs with less than 10 electrons rms of
read noise. Therefore, the passive pixel does not scale well to larger array sizes or faster pixel

readout rates.

When the passive pixel sensor was introduced by Weckler in 1967 {5], the problems of the
passive pixel were quickly realized and a sensor with an active amplifier within each pixel,

called an active pixel sensor, was proposed. The CMOS APS trades pixel fill factor for
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CMOS Passive Pixel Sensor (PPS)
Maximized fill factor
Smaller pixel size as technology scales
1 transistor, 2 lines
High yield due to its simplicity
High QE due to few overlaying device
Slow readout and high noise due to high bus
capacitance

Photodiode CMOS APS
Pixel consists of a floating reverse biased p-n
junction
3 transistors, 4 lines per pixel
Sense node and integration node are same
Noise and full-well trade against each other
Moderately high Quantum Efficiency (QE)

Photogate CMOS APS
Pixel consists of a MOS capacitor coupled to a
floating reverse biased p-n junction
S transistors, 6 lines per pixel
Sense node and integration node are separate
Low noise, small full-well
Low QE
Difficult to implement in advanced sub-micron
process

Pinned Photodiode CMOS APS
Pixel consists of pinned diode (p*-n-p)
4 transistors, S lines per pixel
Sense node and integration node are separate
Low noise, very small full-well
QE lower than that of PD
Difficult to implement in advanced sub-micron
process

Figure 2.6. CMOS photodetectors.
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improved performance compared to passive pixels by using the voltage buffer (source
follower) within a pixel. Typically, the pixels have a fill factor of 20~30% [1]. Due to the
loss in fill factor, the photon-generated signal is reduced. However, the reduced capacitance
in each pixel leads to lower read noise level of the array, and therefore the dynamic range and
SNR increases. Main types of the active pixel sensors can be subdivided further into

photodiode, photogate and pinned photodiode (see Figure 2.6).

Photodiode APS: Pixel array has on—chip timing, control, correlated double sampling and
fixed pattern noise (FPN) suppression circuitry. It has three transistors in each pixel with a
typical pixel pitch of 15x minimum size of the technology [1]. The photodiode APS has
higher QE than the photogate pixels (Figure 2.6) because there is no overlying polysilicon
which is required for photogate. The output photodiode signal is supposedly independent of
detector size because a decrease in detector size is compensated by an increase in conversion
gain with less pixel capacitance. However, peripheral capacitances from the perimeters of the
detector increase the total capacitance of the sensing node and thus, decrease the conversion
gain. Despite of the reduction of the capacitance in the pixels, read noise is limited by the
reset noise on the photodiode since correlated double sampling is not truly correlated without
frame memory. As the pixel size scales down, photosensitivity decreases and the reset noise
scales as C'2, where C is the photodiode capacitance. Therefore, the tradeoff can be made in
designing pixel fill factor (photodiode area), dynamic range, Signal-to-Noise Ratio (SNR)

and conversion gain (uV/e’).

Photogate APS: The basic idea of photogate pixel comes from CCD. While photon-
generated charge is integrated under a photogate with high potential well, the output floating
node is reset and the corresponding voltage is read out to one of S/H in CDS. When the
integration is done, the charge is transferred to the output floating node by pulsing signal on
the photogate. Then the corresponding voltage from the integrated charge is read by the
source follower to the second S/H of the CDS. The CDS outputs the difference between the
reset voltage level and the photo-voltage level. The correlated double sampling can suppress
reset noise, 1/f noise, and FPN due to V, and lithographic variations in the array. Therefore,
the main noise of the photogate is photon shot noise that cannot be suppressed by any means.
The photogate has a pixel pitch typically equal to 20x the minimum size of the technology
due to five transistors in each pixel. The floating diffusion capacitance is typically made with
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a small capacitance of the order of 10 fF yielding a conversion gain of 10-20 uV/e  and 2 €
reset noise. However, due to the overlaying polysilicon, there is a reduction in quantum
efficiency, particularly in the blue. However, the reduction of noise level increases the total

dynamic range and SNR.

Pinned photodiode APS: The pixel consists of pinned diode (p'-n-p), where photon
collection area is dragged away from the surface in order to reduce surface defect noise such
as dark current. Photon-generated charge is integrated under a pinned diode and transferred
to the output floating diffusion for the readout. Similar to the photogate, sense node and
integration node are separated so as to optimize the noise. However, the main difference from
the photogate is that the potential well for the charge collection is generated by buried
intrinsic layer (or n type layer) instead of pulsed gate voltage in the photogate. Each pixel has
four transistors and five control lines, resulting in fill factor, which is higher than photogate,
but lower than photodiode. In addition, due to a small photon collection area of pinned diode,
it has a very small full well for photon-generated charge collection with lower QE, compared
to the photodiode.

2.4.4. Active Buffer in Pixel

A definite difference between active pixel sensors and passive pixel sensors is the inclusion

of an active buffer into the pixel. The passive pixel sensors suffer from low data rate and high
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Figure 2.7. Active pixel sensor with photodiode and active buffer.
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Figure 2.8. Active buffers in CMOS APS with photodiode: (a) NMOS source
follower (b) Unity gain amplifier.

readout noise due to the large capacitive loads that are directly connected to photodetection
area. In each active pixel, an active buffer is placed, connecting it to the column bus line, as
seen in Figure 2.7. By adding the buffer, the charge integration area of the pixel is isolated
from the column bus, and instead connected to the gate of the active buffer, whose
capacitance is much smaller than that of the bus line. The smaller capacitance of the
integration and conversion node of the pixel allows a faster data rate and a lower readout
noise. Types of active buffers are source follower, unity gain amplifier and others, as shown

in Figure 2.8.

Source Follower: Source follower, typically a NMOS source follower, is a common choice
for APS arrays because of its simplicity and small number of transistors. Source followers,
however, suffer from lithographical mismatches and V, deviations, resulting in significant

pattern noise in the image sensor array.

Unity Gain Amplifier (UGA): It has a feedback between input and output, remaining at a
steady gain of 1 despite of the lithographical and V., mismatches. However, due to
complexity of circuits and a relatively large number of transistors for the OPAMP, the UGA
cannot find a practical fit in a pixel. Instead, the UGA is located per column where the
implementation area is flexible in the vertical direction. Photon Vision Systems Inc.
produced a clever way to implement UGA per column with CMOS image sensors, so called
Active Column Sensor (ACS), claiming reduced FPN of less than 0.1 % [16].
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Others: There are many different kinds of active buffers implemented with CMOS image
sensors, such as adaptive pixel sensors, pixels with feedback for low FPN and pixels with
current amplifier. These pixels are for special uses with various applications, different from
those of standard voltage buffers. In addition, the complexity of the circuit and the number of
transistors are often so large that they cannot be easily implemented in pixels for practical

applications.

2.4.5. Operation of Active Pixel Sensor with Photodiode

We have come to understand basic structures of active pixel sensors and their operation. Here,
a more detailed mathematical analysis of these operations, particularly for the photodiode, is
illustrated. There are three stages of the operation in photodiode with integration mode: (1)
photocurrent generation, (2) photocurrent integration and conversion and (3) photo-voltage

readout [87]. The mathematical analysis is based on these stages of the operation.

First, photocurrent generation in a vertical n-p photodiode consists of drift current and

diffusion current. This is written in Equation 2.4.2.

Jiot = Jdrift + Jaifr Equation 2.4.2

Under the assumptions that the n-layer (Figure 2.9) is thin enough to cause negligible
absorption and that thermal generation (dark current) can be ignored and all the incoming
light is absorbed (n=1, 100% of quantum efficiency), optical generation rate can be written

as

G (x) = Ioatexp (-ax) Equation 2.4.3

here Iy is the light intensity at the surface and a is the absorption coefficient. The drift current

is therefore,

w Equation 2.4.4
=-q [G@)dx = a1 - exp(-uW) ]
L

here W is the width of the depletion layer and x is the depth from the surface. For x > W in
the p-type, a diffusion equation can be written as
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Figure 2.9. Cross sectional view of the photodiode.

Dn il":r _ mt—nt +G() =0 Equation 2.4.5

here D, is the diffusion coefficient for electrons, 1, is the minority carrier lifetime, and pyo is
the equilibrium minority carrier concentration. With the boundary conditions for the above

equation of
Pa=Puwo @ x =0 Equation 2.4.6
Pn=Pno @ x=0

equation 2.4.5 can be solved as

N, =N, |V, +C, expl—ax)fexpl# — x), 4+, expl—ax) Equation 2.4.7
where
La=+Data

and
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(Io o La*
C= —_—
D 1—(1 I.n‘

Therefore, the current density of diffusion is given by Equation 2.4.8

e aeL,
- _— ) — w
Juet = —qD-( l v exp( o )+qN'°

and so the total current density of the photocurrent is

Egquation 2.4.9

D

Jtot =qL J1-2PCW | N D

"I‘[ 1+xL, W T

Therefore, the total current density of photocurrent is linearly proportional to incident light

density, as shown in equation 2.4.9.

The second stage of the APS photodiode is the charge integration mode. After the photodiode
is reset, the capacitor (Figure 2.10) is discharged by the photocurrent. Therefore, the output
voltage of the photodiode is a function of time after the photodiode has been reset. Since the
photodiode is isolated, the current in the capacitor must be equal and opposite to the
photocurrent (ignoring leakage currents). Hence, the photocurrent can be expressed as

dVv (t) i Equation 2.4.10

c¥)

For an n*p photodiode, the capacitance is

Al 25N, & Equation 2.4.11
CJ(V) = —1\—7
2 V(2)

where A is the diode area, & is dielectric constant of silicon and Na is the acceptor

concentration in the substrate.

When equations 2.4.10 and 2.4.11 are solved, we find

‘;1(1455 N, )%[2,\[_ (W Equation 2.4.12

s = “ppowt
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Figure 2.10. Schematic view of photodiode pixel sensor with associated capacitance.

where V, is the diode built in voltage, and Ve« is the reset reverse bias.

Thus,

Vv =|vt — § ook Equation 2.4.13

Interestingly, this expression includes a term of A, the photodiode area. However, this is
cancelled out because ipnoo & IpA where Io is the incident flux of photons. Therefore, the
collected voltage is independent of the diode area for a given photon flux. In reality, due to
the peripheral capacitance of the photodiode and other sources of capacitance not
proportional to area, the diode area does have some degree of impact on the total capacitance
and thus the output voltage. If we calculate V(t) as a function of time with practical

parameters, the voltage drop is almost linear for short times, which is the linearity we want.

The last stage of the APS photodiode is the integrated voltage readout through the active
buffer. Provided that Vo > Viias — V11, L (Figure 2.11) is in saturation and can be idealized
by a current source, I. Then the source follower in the active buffer can be restructured. For

transistor M,

I =K [Vcs — VM)’ = K[Vaiode - Vout — VM)’ Equation 2.4.14

where K = 1/2uCox(W/L).
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Figure 2.11. Configuration of a source follower as a gate buffer and current source.

Rearranging gives

Ve = Vs — [Vm + g ] Equation 2.4.15

Where I is the current through the current source. The maximum possible Vo = Vgiode - VM

or including the reset voltage,

Vout < Vbp — (Vim + VTR) Egquation 2.4.16

Therefore, the maximum practical output swing is

Vhias - VTL < Vout < VDD — (VTM + VTR) Equatiau 2.4.17

2.4.6. Readout Control

In addition to active pixel structure, another essential component of CMOS APS array is the
readout control circuits, controlling the image readout sequence of the array. Two main
structures of the readout control circuit are a decoder and a shift register (SR). The decoder
can be used for true random access readout controls because the sequence of the outputs can
be selected by the input of the decoders. With RAM, the sequence of the inputs (therefore,

outputs) can be programmed in advance.

In contrast, shift registers cannot be programmed for random access readouts because the
shift registers produce only sequential outputs from the first element to the last one. Shift
registers (SRs) are relatively easier to implement and use fewer transistors than decoders, and
SR is easier to expand. This thesis uses two designs of SR: flip-flop structure (FF SR) and
two-inverter structure (INV SR). The flip-flop shift register consists of flip-flops (FFs) in
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series connected from a flip-flops output to the input of the next one (Figure 2.12). The FF
SR transfers its content to the next one by input clock pulse. Since the layout of various FFs
can be found easily in design libraries of design packages, the design and implementation of
the FF SR is relatively simple. However, because the pre-built FFs have fixed dimensions (~
23 um in our case), it becomes harder to fit the design into a narrower column width, as the
pixel size gets smaller. Therefore, a custom design of an FF is required eventually. Another
SR structure consists of two inverters in each processing element (Figure 2.13), which holds
the input pulse and transfers through control clocks. The INV SR needs two control clocks
and thus, its input control becomes harder than for the FF SR. However, due to this small
number of transistors, this INV SR can fit into a column width easily. With 0.35 um CMOS
technology, we were able to design an INV SR with a 7 um pitch.

Out1 Out2 Out3 Out4

Pulse —) _I_.

Clock —D | D D > |

Figure 2.12. Shift register, using flip-flops.

Clock 2

Clock 1 J_ J_ _J_ J_

e DDA

Out1 Out2 Out3

Figure 2.13. Shift register with two inverters in each processing element.
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2.4.6. Sample and Hold (S/H)

At some point, unless the array outputs the data in parallel with a same number of channels
as columns, an imager array transfers its images to a serial output. Typically whole rows are
dumped into storage buffers and then transferred one by one in series to the output. Hence,
the array needs storage for the analog image data until all the data of one row are transmitted
out. The storage is referred to as a sample and hold (S/H). A standard S/H is shown in Figure
2.14. S/H for CMOS APS typically uses a PMOS source follower (PMOS SF) (as shown in
Figure 2.15), as an active buffer because the PMOS SF can compensate for the V, drop from
the NMOS SF in CMOS APS.

Although V., of NMOS is different from that of PMOS, PMOS SF does the level shifting,

positioning output voltage to approximately the same voltage as the photon-sensing node.

Vin A Vout

Capacitor

Figure 2.14. Typical sample and hold circuit.

Sample Vbiafol
L . Vout

Vin — | 1 —
CapacitorT

1||l

Figure 2.15. Sample and hold with PMOS source follower, used in a
typical CMOS APS array.
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Figure 2.16. An advanced sample and hold.

An advanced S/H is illustrated here in Figure 2.16, with an anti-feedthrough dummy switch
and unity gain amplifier. Capacitive feedthrough of the clock happens due to the presence of
a capacitive voltage divider between the gate-drain (source) and the load capacitance when
the original switch is off. By placing a dummy switch after the switch, half the channel
charge is injected toward the dummy switch, matching with charge that would be in
capacitive voltage divider. However, it is significant only when a capacitor in S/H is
relatively small and becomes comparable to the gate-drain oxide parasitic capacitance. In
addition to a dummy switch, a unity gain amplifier can be used. The UGA does not do level
shifting like the PMOS SF. With a constant unity gain, it can reduce column pattern noise

caused by V, and lithographical mismatches in the column circuits.

2.4.7. Basic Structure of CIS APS array

We have seen basic components of the CMOS APS. In order to construct a complete CMOS
APS array, we need to put them in proper order and in their proper locations. Here, a simple
photodiode APS of integration mode is taken as an example (Figure 2.17). Each pixel
consists of a photodiode, a reset transistor, a row select transistor and a source follower
without bias transistor. The rest of the circuits are located in column. Since the reset
transistor and the row select transistor use a NMOS switch, an active high shift register is
used for reset and row readout controller. Since PMOS switch is used for a buffer in S/H, an

active low shift register is used for column readout controlier.

First, the sense/integration (or floating diffusion) node is reset to Vpp-Vr and after an

integration time (upto one frame readout time), the row select is turned on, dumping the
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Figure 2.17. Schematic of CMOS APS, including photodiode, active buffer, S/H

and output buffer.
image voltage to the S/H. Since the row select is turned on while the reset for the pixel is
turned off and the reset for another pixel may be turned on, two separate SRs should run
concurrently with different input pulsed, but the same clocks. Once the S/H stores concurrent
row images, the column select is turned on one by one until all the columns are read out, as
shown in the simplified timing control of Figure 2.18. The sample switch is typically needed
because while the column images are read out, row select is still on, dumping image voltages

to the S/H continuously.

Therefore, because of the readout time difference between the first column and the last one,
the column images will not be concurrent values, potentially causing artifacts. In order to
prevent this artifact, the sample switch is activated after the row select is on. Once one row is
read out, the next row follows the same procedure and this procedure is repeated until all the
values of the array are read out. In order to use the operational time effectively, the reset
switch is typically turned on for a short period of time right after the row select is turned off.
By doing so, the photodiodes in the row are in integration mode, discharging the floating
diffusion by photocurrent while the rest of the rows in the array are read out. Figure 2.19
shows the core structure of CMOS APS array. The reset and row select shift registers are

located in both sides of the sensor array. The column select shift register is located at the
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Figure 2.18. A simplified timing control of the photodiode array with integration
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Figure 2.19. Overall structure of CMOS APS array.
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bottom of the array, connected to the output buffers in the S/H. The bias transistors are
placed away from the pixels for high fill factor, in the columns, so this bias transistor bank is
located right below the sensor array and the S/H with output buffer is placed below. The

timing and control can be on the same focal plane with the sensor array or off the chip.
2.5. Future Research Focuses of CMOS Image Sensor

Using standard CMOS technology, various image sensor arrays have already been
demonstrated by numerous research groups including NASA’s Jet Propulsion Laboratory,
Lucent technology, IMEC, VLSI vision Ltd., IBM, Hyundai and many other companies, as

shown in Table 2.
Company Pixel Format Responsivity Power Frame Dark rate Output

Size

rate

Hyundai 8 Um 800x600 35Vis 63 mW 30 FPS 20 pA/cm?2 10 bits
Conexant 5.6 hm 1280x1024 350 mw 27 FPS 10 bits
Photobit 7.9um | 640x480 1.6 Vs 300 mwW 40 FPS 8 bits
Photobit 10um | 1024x1024 0.5Vis 400 mW 500 FPS 8 bits
Toshiba 56um | 640x480 100 mW 30 FPS 50 pA/cm?
Motorola 7.8 um 640x480 3.0Vis 400 mW 25 FPS 2 nAlcm? 10 bits
Omnivisio | 7.6sm | 640x480 120 mw 60 FPS 8 bits
n
Agilent 9 um 640x480 2Vis 200 mW 30 FPS 3 nAlcm? 9 bits
Fill- 7 Bm 1280x1024 1VAs 300 mW 8 FPS 0.25 nA/cm?
factory
STM/VVL | 7.5um | 640x480 80 mw 30 FPS 10 bits

Table 2. Present status of CMOS image sensors from several companies [86].
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The next generation of CMOS imaging technology is expected to develop in two directions.
The first effort is for highly miniaturized, low-power, high quality imaging systems. Such
imaging systems are driven by performance, not cost. This effort is led by the U.S. Jet
Propulsion Laboratory (JPL) for next-generation deep-space exploration. CMOS image
sensor is a suitable technology because of its relative radiation hardness for space
applications. In addition, because CMOS consumes low power, the weight of the battery can
be drastically reduced. However, since CMOS APS still suffers from high dark current and
noise, leading to relatively poor image quality, this high performance research typically
focuses on low noise, high image quality, low power, high speed and high resolution.

The second effort is to create highly functional single-chip imaging systems where low cost,
and not performance is the driving factor. Although CCD technology is highly optimized for
image sensing applications, its cost will probably not be significantly reduced in the future
and applications will require multiple chip systems. For many researchers, the advantage in
developing CMOS imaging technology is the complete integration of image sensor with low
cost, analog-to-digital converters, driving and control circuitry, and sophisticated interfaces -
all convenient to addressing the technical challenges posed by digital imaging applications.
In addition, the integration of image processors with CMOS image sensors remains as an
attractive opportunity, with recent great successes in various applications, such as digital still
camera, video cellphones, surveillance, medicine and dentistry, aerospace, machine vision

and automobile industry.

In CMOS image sensor technology, these two research directions are not win-or-lose
situations, rather they are two distinct future research fields. Despite the aggressive
developments of CMOS image sensor performance, there are debates whether CCDs will
defend their position as the dominant image sensor technology in the future and never give
up its mainstream market to the CMOS counterpart. However, CMOS image sensors will
find their places for imaging systems and applications, for example, for space applications
and for portable devices like videophone and PDA. In the long term, the ability to integrate
complete CMOS imaging systems on a single chip will be one of the driving focuses in

developing the next generation of multimedia imaging systems.
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3. MOSAIC Multi-Camera Imager System with
CMOS Image Sensors

3.1. Introduction

As a part of the future expectations of CMOS image sensors, a method of achieving high
resolution over a wide field of view is investigated. An integrated smart sensor, MOSAIC
(Matrix of Semi-Autonomous Imaging Cameras), for large field of view is proposed in this

thesis.
A MOSAIC imager design is described for a distributed sensor consisting of 10* — 10°

identical detection modules linked by a serial bus to a central controller, seen in Figure 3.1.
Since smaller single chips are used in the MOSAIC imager, relatively high yield,

Common Bus

Figure 3.1. MOSAIC multi-camera system with a central controller.

33
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high resolution and low cost can be achieved. The MOSAIC concept can be applied to
various applications such as airborne remote sensing, the filling of the focal plane of a large
telescope, monitoring of the sky for meteors, monitoring of ships at sea, inter-satellite data

sharing, and perimeter surveillance.

One of the focuses of the present MOSAIC system is the development of an efficient
communication mechanism, achieved by integrating the CMOS image sensor and bus
interface module on the same chip. The integrated bus interface module increases
performance of the bus connections by a zero-wait state design that does not require
operation time for address over-head. MOSAIC imagers increase the field of view and
fabrication cost effectively, by connecting single-chip cameras in a coordinated manner
equivalent to a large array of sensors. Components that would have conventionally been in
separate chips can be integrated on the same focal plane by using CMOS image sensors. Here,
a MOSAIC imaging system is constructed using CIS connected through a bus line (called the
image-bus) which shares common input controls and output(s), and enables additional
cameras to be inserted with little system modification. The MOSAIC system consumes
relatively low power by employing intelligent power control techniques. However, the
" bandwidth of the bus is still expected to limit the number of camera modules that can be
connected in the MOSAIC array. Hence, signal-processing components, such as data
reduction and encoding, will be needed on-chip in order to achieve high readout speeds
(these will be addressed in Chapters 5, 6, 7). Basic modules for a single-chip camera are

proposed for efficient data transfer and power control in MOSAIC imager.

In this thesis, the MOSAIC smart image chip, corresponding to the scheme described above,
is implemented using a CMOS 0.35 um double poly technology with 3.3 V power supply.
The implementation demonstrates the advantages of the single chip solution for the MOSAIC
imager in terms of area, power, speed, and fabrication cost. The thesis describes the design
and performance results of the chip, along with their background algorithms. I[n addition, the
design of the intelligent bus interface and the architecture of the system are addressed.

3.2. Single Chip verse Multi-chip Systems

Large-format and MOSAIC imagers for astronomical, surveillance and other applications

require high spatial resolution, coverage of a large area, effective cost and efficient image



CHAPTER 3 35

update rate. One solution for large format applications is a single monolithic chip, made with
either a large array of pixels or an array of large-sized pixels. A large pixel (optical) area,
Figure 3.2 (a), leads to low resolution that is often not desirable, while increasing the number
of pixels in the array, Figure 3.2 (b), leads to a high complexity of circuits and consequently
a high noise floor. In addition, large single chips have relatively low yield, resulting in a high
fabrication cost. Another solution for the large-format image sensor applications is a

MOSAIC system containing many individual sensor chips, as shown in Figure 3.2 (c).
3.3. Previous MOSAIC Implementations

There have been several attempts to implement the MOSAIC concept into image acquisition
applications. This thesis takes three examples where the MOSAIC concept has been applied:
machine vision [17], astronomical telescope {18] and medical tele-pathology {19].

There are several previous designs for machine vision such as the DRIFT bus and Improved
Integrated Smart Sensor (I2S%) bus [17]. These are efficient, high performance bus structures
in machine vision. The buses are used for communication between image processors and
memory modules or other peripheral modules, not as direct connections between image
sensor modules. These bus structures focus more on communications between image sensors
and peripheral devices, compared to our MOSAIC system where communication among
image sensor chips is emphasized. Also, because the bus connection and its handling

modules are separately located from the image acquisition modules, the system fabrication

EE

(a) Array of large- (b) Array of large (c) Array of Chipxels
sized pixels number of pixels (MOSAIC)

cost will be relatively high.

-

.
I!

i

Figure 3.2 Single chip and multi-chip system for MOSAIC system.
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Secondly, there is an example of MOSAIC concepts used in astronomy telescope, called
NOAO Mosaic Data Handling System [18]. The system takes data from a mosaic of CCDs
and decodes, records, archives, displays, and processes the data. The NANO Mosaic CCD
Camera consists of 8 CCDs producing an 8K x 8K format. Unlike CMOS cameras, CCD
cameras do not contain significant combinational logic, hence communication between the
components is handled through a software intensive facility, called a message bus. Also, the
use of multiple CCDs requires that data be read out simultaneously from all CCDs, hence the
raw data is interleaved as it arrives from the detector and must be “unscrambled” before
being written to disk or displayed. Therefore, a powerful computer system and efficient

software are required to be able to handle such large formats in the data handling system.

Telemedicine and tele-pathology delivering medical diagnoses and health care to distant
patients is another MOSAIC concept implementation [19]. This technology covers the entire
view of the patient site with several frames of images, and automatically composes a wide
field of view and high-resolution image of patient from these frames by using the computer
techniques for generating digital image mosaics. The patient image capturing equipment
consists of several high-resolution video cameras, and their connections are made through
ISDN network or communication satellites. Therefore, the system may require a higher
communication cost because of the greater amount of transmitted information,
communication network and computer power. It also emphasizes image interpolation in

software, rather than an efficient data transfer mechanism in hardware.

The previous implementations of the MOSAIC concept are shown above to be rather
complicated and require intensive integration of expensive software. Often, post-processing
mechanisms are required to produce a suitable image quality. These works also need several
different functional modules in physicaiiy separated forms: camera, processing components,
interface modules and bus connections. Therefore, the manufacturing cost is relatively high.
In addition, the previous systems focus on problems of software-based image alignment
rather than implementation of connection in their image acquisition system because the
cameras are not perfectly aligned and have gaps between the cameras, requiring interpolation,

image combination and dithering.
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A simple and cost effective implementation is suggested in this thesis. A single chip solution
of MOSAIC system integrated with low-level hardware pre-processing units is proposed to
improve its communication, cost, speed and computing power. The suggested
implementation of integrated bus interface, called a “chipxel (chip + pixel)”, is more focused
on the low-level hardware design with effective fabrication cost and simple systematic
connections. Consequently, the chipxel emphasizes the method of connecting the multi-
cameras efficiently, rather than how to interpolate the images from the ordinary cameras in
software. The chipxel is unique, compared to the previous works, implementing MOSAIC
concept as a single chip solution. Since the optimization of image sensor connections is
emphasized in the single bus line, the integrated image camera with processing and bus
interface units is proposed here for MOSAIC applications, with considerations for speed,

fabrication cost and complexity of the design.

3.4. Design of MOSAIC
3.4.1. Integrated Bus Interface with CMOS Image Sensor

The systematic connections of MOSAIC imager systems can be divided into three different
categories as shown in Figure 3.3: multiple inputs to the controller with one output from each
camera, one input to the controller through a hub connecting multiple cameras, and one input
to the controller connecting multiple cameras through a bus line. In a controller with the
multiple inputs, Figure 3.3 (a), the output of each camera is connected to a controller and the
controller arbitrates the incoming outputs of the cameras and multiplexes/encodes into one
data stream. This connection potentially suffers from high fabrication cost and slow frame
rate because the controller needs multiplexer/encoder to combine the multiple streams of data
into one stream for further processing. In addition, as the number of cameras in the system
increases, the complexity of the controller will increase. When more cameras are added into
the system, the controller has to be redesigned to create more channels for the additional
cameras and the multiplexer/encoder should be implemented with the new channels.

Therefore, the system is less flexible to the inclusion of additional cameras.

In the second architecture, Figure 3.3 (b), the multiplexer/encoder which exists in the
controller of the first system is now separated from the controller and replaced with a hub,

connecting multiple cameras and streaming one output to the controller. However,
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Figure 3.3. Systematic connection of mosaic imager can be categorized into (a)
multiple outputs from cameras to controller, (b) multiple outputs from cameras and
single input through hub to the controller and (c) single input to the controller with
integrated bus interface in cameras.

because there are a limited number of channels from cameras that a hub can take, the
fabrication cost and complexity are again relatively high. Whenever additional cameras are
connected to the system, extra hubs are required. Now, intelligent cameras of chipxel, each
unit with an integrated bus interface, are proposed here. The multiplexer/encoder is taken
away from the controller and integrated into each camera. The output data from the
distributed cameras are streamed into the controller by the integrated bus interface through a
common bus line, as shown in Figure 3.3 (c). Therefore, it is easy to integrate additional
cameras into the system with little modification to the central controller or to the connections.
In addition, when the MOSAIC system needs independent processing such as event detection,
a bus interface is a complementary component in each camera because each camera should
be capable of indicating when it detects events and when it needs the bus line. The integrated
bus interface therefore significantly increases the flexibility of the system; it requires neither
many communication lines nor an expensive hub. In addition, because the signal does not go
through many units, the noise level is relatively low and the communication speed is
relatively high. In summary, the integrated bus interface in each camera has the advantages

of low fabrication cost and high flexibility over the other systems.
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3.4.2. Circuits and Layouts

A standard CMOS image sensor array was implemented with the chipxe! to demonstrate
continuous data transfer in the MOSAIC imager system. A MOSAIC chipxel, whose photo is
shown in Figure 3.4, was designed and fabricated with 0.35 um double poly technology with
3.3 V power supply. The structure in Figure 3.5 includes an image sensor array with pixel
readout circuitry, shift registers, sample/hold and bus interface. All the components except
for the bus interface are used widely in CMOS image sensor designs. Here, a bus interface

was integrated with CMOS image sensor array for the MOSAIC imager connections.
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Figure 3.4. Chip photo of MOSAIC chip.
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Figure 3.5. Array structure of ideal MOSAIC image sensor with an integrated bus
interface.

Each pixel in the CMOS image sensor array consists of a photodetector and readout circuitry,
seen in Figure 3.6. The photodetector uses an n+p photodiode, one of the simplest sensor
structures in CMOS image sensor technology. A simple source-follower is used for the
readout circuitry of the pixel, which blocks capacitor loading from column line of the array.
The maximum output voltage of the array, due to the voltage drop of the source follower, is
Vt lower than the actual photo-generated voltage, unless further processing occurs (where Vt
is the threshold voltage of the source-follower transistor). The second part of the system is
for the generation of input control signals. The generation of readout input signals in general
can be performed by a shift register, taking less area with a simple design structure, for reset,

row and column readout controls in this design. In addition, because the size of shift register
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can easily be aligned with each column of the array, the shift register is more suitable for
column structure based implementation than the decoder (see Figure 2.4.6). The shift register
in the chipxel uses two inverters and two switches with two control clock signals, shown in
Figure 3.8.

The sample/hold (S/H) is a storage place for image to be transferred to the outside. Since Vit
is lost by the source follower in the pixel readout, the sample/hold uses a PMOS source
follower, shown in Figure 3.7, so that the lost Vt voltage can be recovered by Vt rise of the
PMOS. Because the source follower in the sample/hold is the off-chip driver, where a large
loading exists, the sample/hold should use a large MOSEFT in its source follower. As the
size of the driver increases, the driving power of the driver increases, thus speeding up the
signal readout on the large external loading. However, the large size also causes larger power
consumption. Therefore, an appropriate size of the driver is determined in a given design
specification for both speed and power consumption such that the product of the speed and

power is at minimum.

There are two mainstream bus interface schemes available for the chipxel chip: independent
request and grant (RG) and daisy chain methods. The independent RG sends a bus request
signal to the controller whenever it needs to transfer data using its own designated control
lines, which is similar to the star configuration in network theory. Therefore, it needs many
control lines and the complexity of the design will be high. In contrast, the daisy chain
method enables the chip to send its image to the controller whenever it receives the bus grant
signal through the daisy chain connection. Hence, the daisy-chain method is relatively slow,

but the design is simple and the overall fabrication cost is low.
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Figure 3.6. Active Pixel Sensor with
photodiode and active buffer in
integration mode.

Figure 3.7. Schematic of S/H. A
simple S/H is implemented with
PMOS source follower for the
analog buffer.
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Figure 3.8. Shift register is implemented for readout circuitry, using two
inverters and switches.
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Figure 3.9. Readout circuitry is integrated with switches enabled by Bus Grant
signal. The integrated bus interface passes the grant signal, gated by AND
function to the sample-and hold switches.

In addition, the daisy chain does not use any time for address and over-header, which we call
the “zero-wait state”, because the images captured by each camera are displayed in sequence.
Therefore, the daisy-chain method is chosen for the prototype of the MOSAIC chip.
Whenever the Bus Grant (BG) signal comes to a chip, the chip holds the BG signal, enabling
the column shift registers and sending out the image, like Figure 3.9. After the chip transfers
its frame of image, the BG signal is released to the next chip. The BG signal is once
generated by the controller and circulated through the daisy chain until all the images of the
system are transferred.

3.4.3. Demonstration and Tests

The first test was to capture an image of the best quality possibly with the chip, verifying test
board connections, control input patterns, image display software setup and, most

importantly, the design of the chip. The basic procedures of the test for capturing images are
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discussed in Appendix B. Figure 3.10 shows the testing setup for the single chip; the testing
board contains the chip, lens, lens mount, wire connections for power supplies and biases,
and ribbon cables for control input patterns. The input patterns are generated by a software
called “GageBit” from Gage Applied Inc. Pulse waveforms are manually drawn in the
software and with a appropriate clock rate, it outputs sequence of control patterns. Also, a
digital oscilloscope, called “CompuScope” from the same company is used for the data
acquisition and image display. With Labview interface, the CompuScope can be
programmed to display the image signal into an intensity graph where the signals are
displayed as pictures in real time.

Input
Patterns

Power Supply
for Vpp and bias

Camera
under test

Data
Acquisition

Figure 3.10. Test board with MOSAIC chip and lens mounted. Power supplies and
bias voltage lines are shown in the left side of the board. The ribbon cable for control
input patterns are connected to the right side of the board.
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Technology 0.35 um CMOS, double poly
Vb 33V
Chip size 191 mm x 1.91 mm
Array size 64 x 64
Pixel size 10 um x 10 um
Fill factor 46 %
Max. Frame rate 24 frames/sec.
Nominal power 1.46 mW at 5 frames/sec.
Photosensitivity 0.57547 V/lux*sec
(with 1 W/m? ~ 70 lux)
. ) . 33 mV/(uW/cm®)
Figure 3.11. Above: A raw image
of Audrey Hepburn, captured by a gpgmﬁ }62[1\1,‘/ rms (1.3 % of sat.)
single image-bus chip. Right: Da o si on 0'3 v/
Characteristics of single image ar 51g}1al ’ sec
sensor-. Conv-ersmn 1.05 uV/e
Efficiency

The characteristics of the single chip, including image sensors, are summarized in Figure
3.11, along with an example of an individual raw image. The characteristics of the chip can
be measured and calculated, based on the measurements. According to these measurements,
the technology for this chip was not optimal for image sensors. Commercially available CIS
chips typically achieve 5~10 uV/e for their conversion efficiency. However, our chip has as
estimated conversion efficiency of 1.05 uV/e’, which is a relatively low result. This estimated
conversion gain is calculated from the measurements of the image sensor chip. The detailed
calculations and measurements are discussed in the Appendix C. Such a low photosensitivity
leads to long integration times and high dark signal, thus degrading image quality. Since the
technology is optimized for logic and memory, but not for image sensors, the chip is not

expected to display a high performance.

To briefly talk about the tests for characterization of the chip, there are three essential
measurements: (1) Measure and save image files at a fixed wavelength and at a fixed frame
rate (sampling rate) while changing the illumination (light power or intensity) from 0 to until
the output voltage is saturated or an equivalent test by changing the integration time. In
addition, the wavelength and frame rate can be varied. This measurement can be directly
used for extraction of photosensitivity, PRNU and saturation level. Also, it can be used for
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Photosensitivity (Sampling Rate = 50 KHz)
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Figure 3.12. Photosensitivity of single chip of MOSAIC. Saturation level of 1.2
V is shown in this diagram at 50 KHz (12 frames/sec).
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Figure 3.13. Dark current measurement in single chip of MOSAIC.
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calculation of conversion efficiency. Figure 3.12 shows the photosensitivity of the MOSAIC
chip. From the slope of the graph, the photosensitivity is calculated to be about 0.57547
V/lux*second which is slightly lower than commercial CIS chips. (2) Measure and save
image files at fixed illumination (light power) and a fixed frame rate as changing wavelength
of the incident light. The illumination and frame rate can be varied. This measurement can be
used for spectral response. (3) Measure and save image files in a dark room while changing
integration time (sampling rate). This measurement can be used directly for FPN and dark
current. Figure 3.13 shows the dark current measurement of the MOSAIC chip. With this
chip, there are three variables controlled by users: Vbiasp, Vbiasn (see Figure 2.17) and
sampling rate (control patterns’ clock rate). Vbiasp and Vbiasn are bias voltages that do not
have direct effects on the output images, but only shift saturation level of output voltages.
However, when Vbiasp and Vbiasn are out of operational range, the top level of the
saturation range hits the Vpp of 3.3V, and then the output images are degraded. Figure 3.14
and Figure 3.15 illustrate this phenomenon. The output image of Audrey Hepburn is not
affected much between Vbiasn = 0.4 V and 0.6 V. However, when Vbaisn becomes around
0.65 V in Figure 3.14, the output image shows some degradation. Similarly Figure 3.15 also
shows no effects on the images between Vbiasp = 2.45 V and 2.70 V. However, when

Vbiasp becomes 2.75 V, some degradation appears on the image.

The sampling rate or data rate is directly related to input control patterns’ clock rate and to
the sensor integration time. It is also related to power consumption and output voitage swing
of the chip. Due to the direct relation between sampling rate and integration time, sampling
rate affects the quality of the output images. As sampling rate increases, the integration time
decreases because the faster sampling rate reduces readout time of one image frame
(typically, the maximum integration time of the image sensors is the readout time of one
image frame), and thus photon integrating time of the image sensors gets smaller. As seen in
Figure 3.16, as sampling rate gets higher, some degradation appears on the output image.
When the sampling rate is over 100 KHz, the output image is hardly recognizable. The main
limitation of such a low sampling rate is due to the poor photosensitivity of the image
sensors; longer integration time is needed to produce a good image quality with a poor

photosensitivity.
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Vbiasn =0.4 V Vbiasn =045V

Vbiasn=0.55V

Vbiasn =0.65 V

Vbiasn = 0.7 V

Figure 3.14. Images with different Vbiasn: They should be same unless it
reaches its saturation level. These sample images are captured under same

setups of Vbiasp = 2.55 V and Sampling rate = 20 KHz, but at different
Vbiasn.
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Vbiasp=2.45V Vbiasp =2.50 V

Vbiasp =2.60 V Vbiasp=2.70 V

Vbiasp=2.75V Vbiasp =2.77V

Figure 3.15. Images with different S/H Vbiasp: They should be same unless it
reaches its saturation level. These sample images are captured under same
setups of Vbiasn = 0.5 V and Sampling rate = 20 KHz, but at different
Vbiasp.
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Sampling Rate = 20 KHz Sampling Rate = 50 KHz

Sampling Rate = 100 KHz Sampling Rate = 200 KHz

Figure 3.16. Images with different sampling rate. These sample images are
captured under same setups of Vbiasp = 2.55 V and Vbiasn = 0.5 V, but at
different sampling rate or data rate.
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Figure 3.17. Testing setup for three MOSAIC chips’ connection. The three
independent cameras are connected together through a common bus line.

For demonstrating multiple image capture, three independent cameras are connected together
through a common bus line, as illustrated in Figure 3.17. Each camera captures its input
image and transfers its image signals to the controller in sequence through the daisy chain.
After the signals are transmitted to the controller, the frame grabber and display module are
programmed to capture and display three different images into one panorama, as shown in
Figure 3.18. The integrated bus interface operates successfully for multiple images in real
time mode.

As the number of chips in the system increases (up to four cameras in our experiments),
power consumption and time delay are carefully measured. The power is measured in the
dark, rather than under illumination because the power consumption can be affected by the
images that the chips capture. For the single chip operation, the chip consumes | mW
nominally. Interestingly, as the number of chips in the system increases, the power
consumption does not increment by the power consumed by the single chip. Rather, for each
additional chip, the power increases by about 20% of the single chip power, as shown in
Figure 3.19(a). When a chip does not have the bus grant signal, its bus interface disables the
shift registers, preventing current from flowing through the PMOS transistors in the S/H.
Since a large portion of the power is consumed by the PMOS transistors in the S/H, about
70~80% of the total power [20], the disabling mechanism saves power of the system as a
power control method. The overall power consumption of the system can be saved by such

power control methods, especially when a large number of chips are connected.
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Figure 3.18. Panorama images captured by the MOSAIC system. Three single chip
cameras of the mosaic imager are linked together through a common bus line. This is
a still image, a part of video images captured in real time mode. These sensors do not
include pattern noise correction.
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Figure 3.19. Test results of mosaic imager. As the number of chips increases in the
mosaic system, the power and time delay are measured.

In order to measure the relative time delays with different numbers of chips, the minimum
charging/discharging time of a fixed pixel is consistently measured with the same
background image. As the number of chips on the bus line increases, the minimum time
delay of charging/discharging also increases, as shown in Figure 3.19 (b). Similar to the
power consumption, the RC time delays for the additional chips do not increase by the time
delay of the single chip system. When the time delay of the single chip system is normalized,
an additional chip to the system experiences only about 7.5% increment. Since the loading of
the bus line is mainly caused by the bus line, probe contacts and external connections, the
extra loading of the additional chips is relatively small. However, it is evident that as the
number of chips to the MOSAIC system increases, the output loading to the system increases,
thus slowing down the image transfer speed. Especially for a large field of view, when a
large number of chips are connected, the inevitable heavy loading to the MOSAIC imager

will be a primary implementation issue.

In order to enhance the frame update rate in the MOSAIC system, six different methods can
be proposed. Firstly, multiple output channels will increase the frame update rate. Instead of
one output channel, the output data can be transmitted through several different channels in
parallel. One shift register (or decoder) can be placed per output channel, dividing the array
into blocks by column. Secondly, large drivers increase the frame update rate. The output
driving power in our CMOS photodiode array is generated from the source follower in the
S/H, where a PMOS source follower is used. The larger the transistor size of the driver is, the
more current (driving power) the driver has. Thirdly, a shorter RC charging/discharging
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range could be used for output transmission similar to that used in random access memory.
Since the voltage swing is small, the time for charging/discharging is reduced, allowing a
faster update rate. However, such a small voltage swing potentially suffers from high noise,
especially from off-chip connections. Therefore, digital signal transmission is proposed for
noise immunity. Even with small voltage swing, the digital transmission of output is
relatively immune to noise compared to its analog counterpart. The digital transmission does
not necessarily increase the frame update rate, instead it protects the output transmission
from noise sources. In addition, efficient bus arbitration algorithm (bus interface that
arbitrates the bus ownership so that at a given time, only one module which is connected to
the bus has the control of the bus) can enhance the frame update rate. There are many
different bus arbitration methods, each suitable for particular applications and systems, so
choosing a proper bus arbitration can increase the speed. Lastly, data reduction strategies are
of great importance for high speed. Since large volumes of output data slow down the frame
rate, a reduction of the data transmitted from on-chip to off-chip will increase the frame
speed. The data or image could be compressed after the acquisition of the image.
Alternatively, objects or events of interest in the image can be extracted and encoded. Either
data compression or data extraction will reduce the amount of output data, thus increasing
frame update rate.

3.5. Conclusions for MOSAIC: Single Chip Camera Modules

The integrated bus interface module increases the performance of the bus connections by
providing proper structure and arbitration methods. In this thesis, the integrated bus interface
demonstrates its effectiveness in terms of fabrication cost and flexibility of operation. Since a
common bus line is used for an image transfer to the controller, the number of connection
lines is reduced. Also the bus arbitration is managed in each camera, so the system is very
flexible for additional cameras. Moreover, by an intelligent power control method of the
system, low power operation can be achieved. However, even with efficient on-chip bus
interface, large data flow and slow frame update rates are still potential design issues for
systems with large numbers of camera modules, due to the output loading to the bus line.
Therefore, it is concluded that the implementation of the high frame update rate is necessary
for further implementations of MOSAIC system. A smart sensor with on-chip processing is
of great importance as an additional technique to increase the frame rate of the MOSAIC.
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4. Spatial Image Processing Integrated with
CMOS Image Sensor

4.1. Introduction

Solid-state image sensor technology is based on the inherent photoconversion properties of
semiconductors with the advanced silicon processing technology driven by the VLSI industry
to achieve high performance and reasonable cost. As mentioned previously, the focus of
future CMOS image sensor technology is expected to be in two research eras: cost and
performance. The performance refers to the good image quality produced by image sensors
with low temporal and spatial noises, low dark current and high dynamic range. The cost
rather refers to processing component integration with image sensors for automated controls
and enhanced functionality. The integration of processing circuits on the same focal plane
with CMOS image sensors will reduce overall fabrication cost, mainly saving wafer area for
pads and power supplies. The cost can also be saved from packages, circuit boards, wire

connections and assembly.

The main reason for high integration of CMOS image sensors is its compatibility of
processes between circuits and image sensors. While CMOS technology requires relatively
thin gate oxide thickness, shallow well depths and low power supplies, CCD requires
relatively thick gate oxide thickness, deep well, deep channel depth, and high power supplies.
Obviously, it is difficult to integrate the two technologies due to these significant differences
in their process steps. Essentially, a full-featured combination would require almost all the

54
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stages from both processes, which means probably over 30 masks processing steps.

There have been some efforts to combine good image quality of CCD and logic of CMOS
technology. The reduced yield and increased costs has not made a combined CMOS/CCD
process viable. The combined process is neither standard CMOS nor standard CCD, and so
requires high development expense, and the frequent result is that neither part will work
particularly well. Several processes have been reported which claim to preserve the quality of
each technology [21][91][92]. However, despite the demonstrated feasibility of CMOS/CCD
hybrids, the idea has not yet taken off possibly because few places have access to both sets of

fabrication facilities and the design experience [1].

CMOS image sensors use the same technology of CMOS logic/memory processes, and
therefore, expensive extra process steps are not needed. Also, the process for CMOS image
sensors can be enhanced, mainly by increasing the depth of the epitaxial layer, which is
predetermined wafer selection rather than process steps. Therefore, the fabrication of CMOS
image sensors with processing circuits such as on-chip ADC, logic, memory, and even

processing elements is relatively simple and cheap, without much loss in optical performance.

In this thesis, the interest in integrating image processing with a CMOS image sensor was
initiated by the MOSAIC system for large field of view, particularly with reference to data
reduction mechanisms. Therefore, the remainder of the thesis is based on system-level

architecture and design methodology issues, trying to answer the following questions:

° Why we want to integrate vision algorithms (image processing algorithms) with

image sensors (CMOS image sensors in this thesis)?

o What algorithms and processing components should we put with the sensors?
° How we will integrate these processing algorithms?
o What structures are the best for what image processing algorithms?

The first two questions are answered in this chapter and the last two questions are answered

in next few chapters, leading to the basis of the main concept of the thesis.
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4.2. Smart Sensors (Vision Chips): Why Smart Sensors?

Here, we are trying to answer why we want to integrate image processing (vision) algorithms
with image sensors, or to implement smart sensors. Comparisons between smart sensors and

camera plus processors are investigated to determine their advantages and disadvantages.

The integration of image sensors and processing circuits on a single chip, for obtaining better
performance from sensors and processors, or for making the sensing and processing system
more compact, is not a new idea. There are various reports on on-chip signal processing
elements with CMOS image sensors, such as correlated double sampling (CDS), delta-
difference sampling (DDS), programmable amplification, multiresolution imaging, dynamic
range enhancement, and on-chip clock generation. These processing circuits are signal
processing to improve the performance of the CMOS image sensors, but not to increase

functionality of the imager chip.

A smart sensor is well defined in “Vision Chips”’ by Moini [15]. Moini quotes that “the smart
sensors refer to those devices in which the sensors and circuits co-exist, and their relationship
with each other and with higher-level processing layers goes beyond the meaning of
transmission. Smart sensors are information sensors, not transducers and signal processing
elements”. In this thesis, the meaning of smart sensor is further narrowed down to the devices
in which image sensors and image processing circuits (beyond signal processing) co-exist,

and they interact with each other in order to increase functionality of the imager chip.

Traditional photodetectors often require further signal and image processing after the image
acquisition to increase quality of imaging in terms of noise, resolution and speed. In contrast,
in smart sensors the main interest is the functionality of processing or quality of processing.
The important qualities of processing in the smart sensors are the contents of outputs from
the smart sensors, algorithms integrated with the sensors, and applications the smart sensors
are targeted for. Sometimes, some imaging characteristics, such as resolution, frame rate and

power, could be sacrificed to enhance the functionality of processing.

When compared to a vision processing system consisting of a camera and a digital/analog
processor, a smart sensor provides many advantages. Although the main advantages are to

reduce bandwidth and subsequent stages of computations, there are many other advantages,
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well described in [15]. These are the major reasons why smart sensors are better than a

combination of a camera and a processor in separate chips.

Processing speed: The processing speed of smart sensors is faster than that of
combination of image sensor and processor. In the image sensor and processor
combination, the information transfer occurs in a series between the image sensors
and the processors, while in smart sensor data between different layers of processing

can be processed and transferred in parallel.

Single chip integration: A single chip implementation of smart sensors contains
image acquisition, low and high-level analog/digital image processing circuits on a
same focal plane. For example, a tiny sized chip can do the equivalent work as a

camera-processor system.

Adaptation: In many smart sensors, photocircuits can be located up front with the
photodetectors for local and global adaptation capabilities that further enhance their
dynamic range. Conventional cameras at best have global automatic gain control with

offset at the end of the output data channel in the chip.

Power dissipation: Smart sensors often use analog circuits that operate in sub-
threshold region. In addition, a large portion of the total power spent in image sensors
is due to output drivers to heavy output loadings of bonding wires, pads at high
frequency and off-chip interconnections. By placing image sensors and processors
without a separate packaging, the design of the large drivers is avoidable, which

reduce the power consumption in operation.

Size and Cost: Single chip implementation of image sensors and a processor can
reduce a system size dramatically, mainly saving wafer area for pads and power
supplies. The compact size of the chip is directly related to the fabrication cost.
Therefore, the integration of processing circuits on the same focal plane with the

image sensors will reduce overall fabrication cost.

Although designing single-chip smart sensors is an attractive idea, it faces several limitations

and disadvantages:
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° Processing reliability: Processing circuits of smart sensors often use unconventional
analog circuits which are not well characterized and understood in many technologies.
Therefore, the processing circuits have low precision on their operation, which is
affected by many uncontrollable factors. As a result, if the smart sensor does not

account for these inaccuracies, the processing reliability is severely affected.

° Custom designs: Unconventional analog circuits are often used in implementation of
smart sensors. Therefore, circuits from design libraries cannot be used, but many new
analog circuits have to be developed from a scratch. Therefore, smart sensors are

always full custom designed, which is known to be time consuming and error-prone.

° Programmability: Many smart sensors are not general-purpose devices, and are
typically not programmable to perform different vision tasks. They are rather
application specific designs. This lack of programmability is undesirable especially
during the development of a vision system when various simulations are required.
However, it is not necessarily a serious drawback of smart sensors because many

applications of the smart sensors are for particular tasks with limited programmability.

Even with these disadvantages of the integration, smart sensors are still attractive mainly
because of its effective cost, size and speed with various on-chip functionalities. Simply there
are the benefits when a camera and a computer system are converted into a thumbnail sized

camera chip.
4.3. On-chip Early Image Processing: What on Smart Sensors?

The basis of the smart sensor concept is that analog VLSI systems with low precision are
sufficient for implementing many low-level vision (image processing) algorithms, often for
application-specific tasks. Conventionally, smart sensors are not general-purpose devices, but
everything in a smart sensor is specifically designed for the application targeted. Yet, in this
thesis, we do not wish to limit implementations to application-specific tasks, but to allow for
general-purpose applications such as DSP-like image processors with programmability. The
idea is based on the fact that some of early level image processing in the general-purpose
chips are commonly shared with many image processors, which do not require
programmability on their operation. As shown in Figure 4.1, human eyes, not associated with

the brain, perform basic image operation in a human such as image filtering, brightness
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High Level Processing:
Object Recognition
Pattern Segmentation
Object Interpretation
Image Representation

‘l"Byes

Low Level Processing
(Early Vision):
Adaptive Sensing
Filtering

Edge Detection

Data Reduction

Figure 4.1. Optical image system in human: low level processing such as brightness
adaptation and image filtering can be done at eye level, without much interaction with brain.

adaptation, edge extraction and motion detection [22]. These early level image processing
algorithms, from the point of views of on-chip implementation, are rather pre-determined and
fixed, where their low precision can be compensated later by back-end processing. Here, we
will investigate what early image processing algorithms can be integrated on smart sensors as
a part of early vision sequences and we will discuss their merits and the issues that designers

should consider in advance.

General image processing consists of several image analysis processing steps as shown in
Figure 4.2: image acquisition, preprocessing, segmentation, representation and description,
and recognition and interpretation. The order of this image analysis can vary for different
applications, and stages of the processes can be omitted. In image processing, the image
acquisition is used to capture raw images from its input scene, through the use of video

camera, scanners and, in the case of smart sensors, the solid-state arrays.

Preprocessing stage is used to perform initial processing that makes the primary task of the
image analysis easier. Preprocessing is a stage where the requirements are typically obvious

and straightforward, such as removing artifacts from images or eliminating image
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Figure 4.2. General machine vision/image processing operational stages

of image analysis.
information unnecessary for the application. It includes basic algebraic operation such as
image averaging and subtraction, feature enhancements, contrast stretching, bit slicing, and
data reduction of image information. It is mainly subdivided into three different operations:
image enhancement, image restoration and image compression. The image enhancement
processes an image so that the result is more suitable for a specific application. For example,
image smoothing and sharpening filters improve image quality of input raw images. Image
restoration is a process that attempts to reconstruct or recover a degraded image with a prior
knowledge of the degradation phenomenon. Image restoration is quite similar to image
enhancement, but one big difference is the prior knowledge of the degradation. Due to the
prior knowledge of the degradation, the recovery of damaged images is relatively easier.
Lastly, image compression is another form of data reduction between raw input images and
encoded output images. Image compression is a highly recommended preprocessing

operation, particularly for high volume communications like multimedia applications.

At the third stage of the image processing, image segmentation is important in many
computer vision and image processing applications. The goal of image segmentation is to
find regions that represent objects or meaningful parts of objects. The segmentation
subdivides an image into its constituent parts or objects. It should stop when the objects of
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interest in an application have been isolated [74]. Image segmentation generally follows two
methods of detection: detection of discontinuity and detection of similarity. In the first
category, the approach is to partition an image by abrupt changes in gray level. The principal
areas of interest within this category are the detection of isolated points and the detection of
lines and edges in an image. The approaches in the second category, which is detection of

similarity, are based on thresholding, region growing, and region splitting and merging.

At the next level of the processing, the resultant data of segmented pixels usually are
represented and described in a form suitable for further computer processing. Representation
and description is an image processing operation that follows the image segmentation.
Basically, representing a region involves two choices: representation of regions in terms of
its external characteristics (its boundary), and representation in terms of its internal
characteristics (the pixels comprising the region). Therefore, this stage of the processing

refines images or image information more adequate for high-level image processing.

At the last stage of image processing, recognition and interpretation is a process of the
understanding patterns. This is a stage where understanding patterns that are related to the
image processing takes a place. Therefore, it requires large computational power as well as

large memory.

We have seen general process stages of image processing and image analysis, popularly used
in machine vision. These stages are not necessary operation for all the image analysis. It is
rather dependent on the applications that it is used for. The order of the stages can be
changed and some of the stages can be omitted for particular applications. For instance, edge
detection with CMOS image sensor uses images captured by CMOS image sensor and

performs image segmentation on the image, skipping image enhancement or filtering.

Based on the processing stages of the image analysis, on-chip image processing with CMOS
image sensors is focused on here. Ideally, on-chip image processing contains all the
processing stages of image analysis. However, it is not possible or necessary to design and
integrate all the processing circuits of the operation on a single chip. In order to understand
clearly what image processing operation are needed and how much image processing task is
necessary for the smart sensors, understanding and classification of these image analysis

stages are highly recommended. After all, choosing an appropriate algorithm for less power,
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less area and faster speed is essentially important for the integration of the CMOS image

sensor.

Although few, if any, of the vision chips are general-purpose [93] and many vision chips are
not programmable to perform different vision tasks, there are primary image processing tasks
needed for many applications. For example, image processing beyond image enhancement
and some of segmentations require large computational power and memory to store the data.
Also they are applications oriented processing. However, image enhancement and filtering
are essential for many other image processing operation. Therefore, image enhancement and
filtering implementation should be included in the early level image processing commonly

shared by general-purpose image processors.

In summary, on-chip image processing with CMOS image sensors is expected to follow in
these two implementation directions: application specific operation, and primary tasks for
general-purpose processing such as image enhancement and filtering. Image enhancement,
filtering, and sometimes image segmentation, can also be applied to performance
improvements of image sensors, which are commonly shared by general-purpose image
processors. However, application-specific on-chip image processing is likely to be the
dominant use for CMOS image sensors, because of the wide variety of applications and the

large number of different design choices for the integration.

4.4. Architectures for On-chip Processing Integration: How to Implement Smart

Sensors?

Now, we will investigate efficient architectures for implementing on-chip image processing
with CMOS image sensors. In the next few sections, we will first look into the structures
available for any signal processing integration on a single chip with image sensors. Then, we
explore the nature of image processing algorithms in terms of image signals, processing

domain and operational region.

We have seen vision algorithms of on-chip image processing with CMOS image sensors such
as image enhancement, segmentation, feature extraction and pattern classification. These
algorithms are frequently used in software-based operation, where structural implementation
in hardware is not considered. Here, the main research interest focuses on how to integrate

image processing (vision) algorithms with CIS or how to implement smart sensors in



CHAPTER 4 63

hardware, in terms of its system-level architectures and design methodologies. Here, we will
first look at previous designs and implementations, focusing on their design structures and

methodologies.

4.4.1. Previous Work

There have been many reports involving the sensing and image processing on a single silicon
chip, such as smoothing, edge detection, stereo processing, contrast enhancement, motion
detection, video compression, discrete cosine transform and neural networks. These works
are great efforts and fine works, some of which include revolutionary ideas. Because these
works are application-specific designs, the architectural and circuit level designs are often

application oriented, and they do not have general applicability.

Some researchers report papers on the implementation of image processing and image
sensors. The first successful attempt to perform a low-level image algorithm, convolution by
Gaussian filter, on a chip was carried out at Lincoln Laboratory in 1984, based on the control
of the charge transferring mechanism [24]. Soon after this, updated and more powerful
versions of this algorithm and circuit were presented [25] [26]. After the initial attempts, the
detailed design and implementation of a CCD-based image processor, performing two-
dimensional filtering operation with programmable 8-bit digital spatial filters, occured [27].
This system represents a hybrid analog-digital architecture. Derived from the original
implementations, a more effective parallel-pipelined architecture of on-chip processing is
described in 1991 [28]. It was implemented for an edge detection algorithm and a boundary-
preserving image filter. A radial geometry, called log retina, was introduced in early 1980s.
This retina, based on the logarithmic mapping between the retina and cortex in mammals,
consists of concentric circles with each circle having image sensors, with the pixel size of the
imager increasing linearly with eccentricity. The central part of the imager has a constant
resolution. Such imager architecture has a number of advantages, such as emphasizing the
central part of the image and certain invariance for pattern recognition and motion processing.
Other examples of image processing demonstrated in CMOS image sensors include motion

detection, spatial local filters, multiresolution, video compression, and neuronMOSFETs.

These on-chip image processing implementations are systematically designed for specific

applications, but do not provide an overview description of their limitations and
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implementation boundaries. The overview article by Fossum in 1989 [29] provides a
comprehensive treatment of solid-state imagers using analog CCD circuitry. Low, medium,
and high density detector arrays are discussed in terms of their implementation architectures,
and a pipeline-vector-pixel processor is described. Also, the potential of on-chip read/write
analog frame memory for image transformation and frame-to-frame processing is addressed.
However, the architectural implementation by circuit density (number of transistors per unit
area for a processing element) is not sufficient to provide the detailed and general partition
because the circuit density is not the only design specification the designers should account

for.

Here, in this thesis, more generalized partitions for architectural implementation of on-chip
image processing with CMOS image sensors are proposed. The partition includes not only
the circuit density, but also the nature of image processing algorithms and the applications
for its focal plane integration with the sensors. We will look into the existing architectures of
focal plane integrations and its feasibility with CMOS image sensors. We will also explore
the nature of image processing algorithms, including operation of the algorithms and their

feasibility with imager focal plane implementation.

4.4.2. Types of Hardware Implementation

General architectures for signal processing, not necessarily image processing, on a single
chip with the image sensors are examined. It should be noted that this is a general
implementation structure of any signal processing for image sensors, such as on-chip ADC,
CDS and amplification. The basic components of CMOS imager array, such as photodiodes,
shift registers, S/H and output buffers, are assumed to be independent of implementation
structures. Architectures of focal plane integration are mainly divided into four different
processing structures: pixel, column, chip and memory frame processing. Location of the
signal-processing unit, as known as a Processing Element (PE), becomes the dividing factor

of these implementation structures, as shown in Figure 4.3.

The pixel processing consists of one processing element (PE) per image sensor pixel, shown
in Figure 4.3 (a). Each pixel typically consists of a photodetector, an active buffer and a
signal-processing element. The pixel-level processing promises many significant advantages,
including high SNR, low power, as well as the ability to adapt image capture and processing
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to different environments with processing during light integration. However, the popular use
of the design has been blocked by the severe limitations on pixel size, low fill factor and

restricted number of transistors in PE.

In the column-level processing, shown in Figure 4.3 (b), a PE is located at every column of
the imager array. Since images of the array are read row by row, the whole row is dumped
into S/H concurrently and then transferred to the output in series pixel by pixel. With this
typical readout mechanism of CMOS image sensor array, the column processing offers
advantages of parallel processing that permits low frequency processing and thus low power
consumption. Compared to pixel processing, the pixel suffers less from low fill factor
because the PE is taken out to the column, which increases the photosensitivity of the sensor.
Although there is restriction on implementation area, particularly column width, the
implementation is relatively flexible because of the freedom in vertical direction of the
columns. Still, due to the narrow column width, particularly as the pixel size shrinks,

designers cannot have full flexibility of processing circuits area.

The chip-level processing is one of the obvious integration methods due to its conceptual
simplicity and flexibility of design area. Each PE is located at the serial output channel at the
end of the chip, shown in Figure 4.3 (c). There are fewer restrictions on the implementation
area of the PE, leading to a high fill factor of the pixel and a more flexible design. However,
the bottleneck of the processing speed of the chip becomes the operational speed of the PE,
and therefore, a fast PE is essentially required. The fast speed of the PE results potentially in
high complexity of design and the high power consumption of the chip. Therefore, many
designers try to avoid using this structure unless the chip requires high complexity of design.

Another structure of the implementation is frame memory processing. As shown in Figure
4.3 (d), a memory array with the same number of elements as the sensor is located below the
imager array. Typically, the image memory is analog frame memory that requires less
complexity of design, area, and processing time [30]. However, this structure consumes a
large area, large power and high fabrication cost. In addition, the processed images have
latency of a frame to the output. Structures other than frame memory face difficulty in
implementing temporal storage. The frame memory is the most adequate structure that

permits iterative operation and frame operation, critical for some image processing
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Figure 4.3. Structures of focal plane implementations with image sensors: pixel,
column, chip and frame memory processing.
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Advantages Disadvantages

Pixel Processing Parallel processing Low fill factor
Processing during Restricted size of PE
integration Limited number of transistors
High SNR in PE

Slow processing, thus low
power

Low processing frequency

Easy implementation of
global and local adaptation

Minimized parasitic effects

Limited programmability and
precision

Poor uniformity of PE

Dark current and cross-talk

Column Processing

Flexible implementation in
vertical directions
Semi-parallel processing

Low processing frequency
thus low power

High fill factor

Less non-uniformity than
pixel level implementation

Restricted area of column width

Limited size of mask (3x3)

Higher mismatch than chip
structure

Higher power than pixel
structure

Low uniformity of PE’s in
columns

Chip Processing Small chip area Fast PE (High speed) is
No limitations on PE design required
area High complexity of PE
High fill factor High power
High uniformity No parallel processing
Chip speed dependency
g::?;:sg;mry Flexible operation Large chip area
High fill factor Latency of a frame

Image storage

Medium power
High fabrication cost
Signal degradation in memory

Table 3. General descriptions and comparisons on hardware implementation structures,
with their advantages and disadvantages.
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algorithms. As a summary, Table 3 illustrates the general descriptions and comparisons of

the hardware on-chip implementations with their advantages and disadvantages.
4.4.3. Design Issues of Hardware Implementation

A particular implementation structure cannot be optimal for every implementation, but
instead will be application-dependent, where there is one optimal structure for a given
application and specification. Here, we suggest specifications and design issues that should
be accounted for when we approach a decision of on-chip hardware implementation structure
for a given image processing application. These design issues include fill factor, processing

time, power, design area, speed, uniformity, dark current and cross-talk.

o Fill Factor: Since, in the column, chip and frame memory level structures,
processing elements are separated from pixels in the array, circuit density is not a
limiting factor. However, circuit density plays an important role in pixel level
structures because it is inversely proportional to the fill factor that is closely related to
the photosensitivity of the image sensors. Therefore, it is important to choose a
simple processing element with reasonable precision in the pixel processing structures.
However, as technology scales down, the number of transistors that can be

implemented in a pixel increases rapidly, according to the estimation of Figure 4.4.

Transistors per pixel vs. Technology

No. of Transistors

0.35 0.25 0.18 0.15 0.13 0.1 0.07 0.05
Technology (um)

Figure 4.4. Number of transistors per pixel as a function of process technology. These
estimates are based on [33]. This figure plots the estimated number of transistors per
pixel with minimum transistor size (typically for digital) as technology scales, assuming
a 5 um pixel with a constant fill factor of 30%.
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Fill Factor (%)

Fill Factor vs Number of Transistors
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Figure 4.5. Fill factor for different number of transistors in a pixel with different
process technologies. The plot is estimated from Figure 4.4.

Figure 4.5 shows the relation between the fill factor and the number of transistors in a
pixel, which predicts the number of transistors with a reasonable fill factor for a given
process technology. As technology scales down, there is more space available for

processing circuitry in a pixel, which encourages the pixel level implementation.

Processing Time: Each implementation structure has a different processing time
requirement for processing element, from integration time to data sampling rate. The
processing time is directly related to the power consumption of the components and
typically associated with the design complexity. As longer processing time is allowed
for a processing element, the compiexity of the element decreases because the circuit
has looser speed requirement. When MxN array is operating at S frames/second, each
structure has different maximum processing time allowed. With chip level structures,
the processing element should run at or less than the sampling (data) rate, which here
is equal to 1/(S*M*N) seconds. In the column level structures, the maximum
processing time is equal to 1/(S*M) seconds that is N times longer than the chip level
structure. Meanwhile, the pixel level structures have 1/S seconds of the maximum

processing time. The frame memory level structures can have the same
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Max. Processing Power Consumption | Total Power
Time (second) per Processing Consumption (W)
Element (W)
Chip-based 1/(S*M*N) « (S*M*N)? C? x 1*(S*M*N)> C2
[33n] 9x10" C? [9x10" C?)
Column-based 1/(S*M) o« (S*M)* C? o N*(S*M)> C?
[33 u] [9x10° C?] 9x10'' C?]
Pixel and Frame 1/S x §2C? o« M*N*S? C?
Memory [33 m] [9x10% CY) 9x10% C?

Table 4. Numerical comparisons of hardware implementation structures for MxN array
with S frames/second. [ | are values, based on a 1000x1000 array operating at 30

frames/second and a is assumed to be 2 for the worst case.

Max Processing Time vs Array Size

100

10 - -

1 -

0.1 —
0.01 -
0.001 — -
0.0001 - " Chip Leval
0.00001 - = me - = e

Max. Processing Time (ms)

Figure 4.6. Maximum processing time available for the processing element for different
sizes of array, assuming 30 frames/second frame rate for the image sensor arrays.
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maximum processing time as pixel level processing, yet with a necessary latency of
one image frame. An example of the comparisons for MxN array with S
frames/second is shown in Table 4. Also, Figure 4.6 shows maximum processing time
of a processing element for different sizes of array. As the size of the array increases,
the difference in the processing time for different processing levels are clearly
illustrated in the Figure 4.6; the maximum processing time for pixel level and frame
memory implementation remains constant, but those for column and chip level
structures decrease rapidly. No matter what size the array format has, the pixel level
implementation always give a constant and relatively long processing time while the
time requirements for the column and chip levels get tighter with the increase of the

array size.

° Power: The power consumption of the processing elements is directly related to the
maximum processing frequency. Unlike their digital cousins where typical power
consumption is linearly proportional to its operating frequency, analog circuits

follow:
Power o« (Capacitance*frequency)”
Where a is around 1.5 ~2

With chip level structures, the power consumption for each processing element is
proportional to (C*S*M*N)". With column level structures, it is proportional to
(C*S*M)a. (C*S)a is for pixel level and the frame memory level structures. With
counts of the number of the processing elements in the chip, the total power
consumption will be a product of the power at each element and the total number of
the elements in the chip. Therefore, the total power consumption of the pixel level
and the frame memory structure is proportional to (C*S) *M*N. It should be noted
that the calculation is based only on the processing element, not including image
acquisition. Typically the power consumption of image acquisition is proportional to
the product of (number of pixels)ul and (number of columns)a, as shown in Figure 4.7.
Therefore, as the array size increases the total power consumption of the chip
increases drastically due to the processing elements and image acquisition. The power

of the column level processing structure is (C*S*M)G*N. The chip level
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Power Consumption of Image Acquisition

Bias Current (mA)

0 500 1000 1500 2000
Format (k-pixels)

Figure 4.7. Power consumption (excluding processing element) of the different array
size. This power consumption is only for image acquisition.

Power Consumption vs. Processing Level
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Figure 4.8. Power consumption (excluding image acquisition) of the different array size
for different processing levels, assuming 30 frames/second frame rate for the image
sensor arrays.
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structure has the same total power as that of one processing element because it has
only one processing element in the chip. Figure 4.8 shows the total power of the
system (not including image acquisition) with the different sizes of the array, for the
different processing levels. As the size of the array increases, the total power
consumption increases drastically because of the non-linear relationship with the
array size. It is clear that the pixel and column level implementations save power

consumption as the array size increases, compared to the chip level implementation.

] Design Area: Total design area of the chip becomes an important issue because it is
closely related to the fabrication cost. The frame memory consumes the largest design
area because of the separated storage for a frame of image in the chip, where the chip
level structure typically consumes the least area by one relatively big and complex
processing element. Below the imager array, the column level structure has the same
number of long narrow processing elements per column of the array, with only a
slight increase on the chip size. The pixel level structure, under the assumption that
same size of processing element is used for all other structures, has the second largest
area consumption following the frame memory structure. Yet, because the processing
elements in the pixel level structure are relatively small due to the long processing
time, and unless the element is small, the photosensitive area of the pixel is
drastically reduced. The typical size of the processing element in the pixel level

structure is small, resulting in relatively small increase in the chip size.

° Speed dependency: The speed of the imager chip is determined by the slowest
component in the data path (bottleneck of the output channel). In most cases, the
output amplifiers are the bottleneck in the output data path because of the heavy
output loads. Because, in the pixel, column and frame memory level structures, the
processing elements have relatively a longer processing time than the data output rate,
the output amplifiers are more likely to be the bottleneck of the chip speed. In
contrast, because the processing element in the chip level structure should have the
same processing speed as the output data rate, the output amplifier might not be the
bottleneck of the chip speed. Instead, the processing element becomes the bottleneck.
Therefore, a design of high-speed processing elements with reasonable power

consumption becomes critical in the chip level structures.
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° Uniformity: As processing elements are spread all over the image sensor array,
uniformity of the processing elements becomes important design issue, especially for
pixel level and frame memory implementations. As FPN is a critical design factor for
the regular image sensor arrays, the uniformity will be an important factor for smart
sensors. Even for column level implementations, the uniformity cannot be neglected
because of the non-uniformity through the columns. However, chip level structure
will not suffer from the non-uniformity of processing elements. As technology scales

down, uniformity is expected to increase due to the reduction of body effect

coefficient (y) [86].

. Dark Current and Crosstalk: Similar to the uniformity, dark current and crosstalk
will be greater for pixel and frame memory than column and chip level
implementations. However, these can be reduced by careful circuit designs such as
guard ring and separate power supplies, and advanced process technology with low

dark current.

4.4.4. Types of Image processing Algorithms

Conventional approaches to hardware implementation of on-chip image processing are
accomplished by the density of the circuit [29]. In addition to circuit density, designers
should consider the nature of the image processing (vision) algorithms for the on-chip
implementations. Often, for on-chip image processing (smart sensors), the nature of the
vision (image processing) algorithms is overwhelmed by the circuit density, mainly due to
the reduction of fill factor and reduction of photosensitivity and resolution. However, it is
sometimes necessary and reasonable to sacrifice fill factor to gain operational performance
for given vision algorithms. After all, both the circuit density and the nature of the processing
algorithm should be considered for integrating smart sensors. Here, we will investigate and
discuss the nature of image processing (vision) algorithms which can be integrated on the
smart sensors. The nature of image processing algorithms can be categorized in terms of

signal type, processing domain and operational regions.

A. Signal Types: Analog vs. Digital Processing Elements

Broadly, any signals can be divided into analog and digital, including the image signals. The

smart sensors focus on analog VLSI implementations even though hardware implementation
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° Programmability (Flexibility): The analog circuits are designed to perform very
specific tasks, unlike digital computers (and DSPs) that can be programmed to
perform any logical or numerical operation. On the other hand, for many applications
where only specific tasks are of interest, the excessive and expensive digital
computers (and DSPs) with good programmability are not needed. Even for high-
level processing, a combination of a smart sensor without high programmability, and
DSP is recommended because the smart sensors can reduce many stages of (time and
power-consuming) computations in the algorithm processing, which would have
otherwise been computed by the digital computers. Besides, digital computers and
DSPs are preferable for developing and evaluating new image processing (vision)
algorithms.

° Precision: Analog circuits often suffer from fabrication inhomogeneties, offset
currents, lithographic mismatches and other factors that lower the precision.
Therefore, the analog smart sensors will have lower precision than the digital cousins.
Typically analog circuits have only 7 ~ 8 bits precision where digital counterparts are
12 ~ 16 bit. However, biological systems such as human vision system, only process
data with at most 100 levels of gray level, which can be covered with less than 7 bits.

Yet with such low accuracy, human can obtain amazing performance.

B. Operational Domain: Frequency vs. Spatial Domain

Often, image processing algorithms transfer the processing domain of the input image from
spatial to frequency for easier manipulation and calculations. The foundation of frequency
domain techniques is the convolution theorem. Many image processing algorithms,
especially localized image processing operation, use convolution in the spatial domain, and
are later transferred to multiplication in the frequency domain by Fourier transform, where
the multiplication is relatively easier to manipulate and implement than convolution.
Operations in the frequency domain are more effective and easier to understand. However,
image processing in the frequency domain definitely requires Fourier transform elements that
are typically complex circuit designs. Particularly, on-chip image processing in frequency
domain should contain ADC, Fourier transform and digital processor with CMOS image

sensors, resulting in a large area and high complexity of designs. It is one of the reasons why
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general-purpose on-chip digital image processing chip plus image sensors rarely exist yet.
Rather, the processing domain of on-chip image processing is restricted to the spatial domain
because of its relative ease of implementation and no use of expensive Fourier transform. In
this thesis, therefore the focus of the implementation rests on analog on-chip image

processing in the spatial domain.

C. Operational Region: Point, Local and Global Operation

Now, the image processing algorithms are separated in terms of neighboring pixels’
interconnectivity. The interconnectivity (regions of operation) in the spatial domain plays an
important role for implementation of on-chip image processing because the connection
routing to the neighboring pixels is sometimes more crucial than the circuit density of the
processing element. Therefore, the implementation of smart sensors should consider the

neighbors’ connectivity.

The type of image processing techniques, by connectivity to the neighboring pixels, can
again be separated into point operation, local operation and global operation, as shown in
Figure 4.9. Point operation is an image processing method that is based only on the intensity
of single pixels. It modifies the gray level of a pixel independently of the nature of its
neighbors; each pixel is modified according to a particular equation that is not dependent on
other pixel values. In local operation, each pixel is modified according to the values of the
pixel’s neighbors (typically using convolution masks). Spatial filters typically use local
operation of convolution masks. Global operation is a type of image processing where all the

pixel values in the image are taken into consideration for the determination of the final value.

Spatial domain processing methods include all three types, but all the frequency domain
operations, by nature of the frequency (and sequence) transforms, are global operations. Of
course, frequency domain operation can become local operation, based only on a local
neighborhood, by performing transform on small image blocks instead of the entire image.
However, this is a special case since the frequency domain operation needs Fourier transform

that is already considered as global operation.

In the following chapters, the natures of the image processing algorithms are investigated in
terms of their interconnectivity to neighboring pixels, and corresponding structures for
implementing the algorithms are proposed. Effective architectures of on-chip image
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~m Q

(a) Point operation (b) Local operation (c) Global operation

Figure 4.9. Image operation divided by regions of operation: point operation,
local operation and global operation.

processing with CMOS image sensors will be studied, particularly analog image processing
in spatial domain. Furthermore, the nature of on-chip image processing and architectural
implementations will be investigated in terms of the operational regions (interconnectivity)
described above. The vision algorithms under the same interconnectivity are subdivided by
implementation design and functional operation. Thus, an effective architecture is proposed
for each subdivided algorithm. Now, the characteristics of image processing operation and
their adequate architectural implementations for the image processing integration will be

investigated in detail into in terms of interconnectivity.
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5. Point Operation

5.1. Introduction

Among the simplest of all image enhancement techniques some fairly straightforward, yet
powerful, processing approaches can be formulated with light intensity (gray level)
transformations alone. Because enhancement at any point in an image depends only on the
gray level at that point, the techniques in this category are often referred to as point
operations. The final output value is spatially independent of other pixel values, but only
dependent on that pixel value, typically the gray level, at that point.

In aspects of on-chip integration with image sensors, point operations can give a number of
advantages, such as parallel processing during integration, real time operation, slow
processing elements, low power consumption, simplicity of design, and small silicon area. In
addition, because the point operation is feasible for pixel-level implementations, high SNR,
low power and concurrent adaptive processing can be easily achieved with the pixel level
implementation. However, there is a limitation on the number of transistors inside the pixel
due to a restricted size of pixel with a reasonable fill factor (see Figure 4.5). Point operations
are still low-level image processing, and thus it is assumed that further signal and image

processing stages can acquire the image output and process it.

In order to understand the nature of the point operation and to find relationship between
algorithms and system-level architecture, we will look into major algorithms of point
operation and divide these operations by similarity of the functional processing. These point

operations are categorized by their operational nature into three major groups: concurrent

80
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pixel processing (intensity transformation), histogram processing, and inter-frame
processing. Examples of the point operation algorithms will be described shortly. These
examples include major algorithms for each operation, but do not contain all the possible
algorithms in the category.

A. Concurrent Pixel Processing

Concurrent processing is an image-processing algorithm, which operates on only a particular
pixel value, independent of any other pixels. Not only is it spatially independent of other
pixel values, it is also temporally independent of its own pixel value, which means the
present value of a pixel is not affected by the previous or the future values of the pixel.
Because all the processing in these operations modifies/transfers light intensity of the input
image, keeping a constant relationship between inputs and outputs for the whole array, this
process is also called intensity transformation. The output value of a pixel is determined by
the input value of the pixel, according to the intensity transfer (response) function, S =T (¥).
The operation may be processed concurrently during its light integration. Examples of the
point operation algorithm, well described in [74][75], include:

Image negatives: The technique is to reverse the order of light intensity values so that the

intensity of the output image increases as the intensity of the input decreases, shown in

Figure 5.1.
=}
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(a) Intensity Transfer (b) Original image (c) Image negatives,
(response) Function simulated with LviewPro

Figure 5.1. Image processing of image negative is to reverse the order from black to
white. Intensity response and software (Lview Pro) simulated sample images are
illustrated.
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Contrast Stretching: Poor illumination environment and settings often cause low contrast
images. The resulting narrowly distributed pixel values of low-contrast images can be
expanded into wide intensity distribution, increasing the dynamic range and thus the contrast
of the images. One example of typical contrast stretching transformation is shown in Figure
5.2. By increasing the slope of the intensity transfer function, where a large portion of the

pixel value distribution is located, the contrast of the input image can be increased.
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(a) Intensity Transfer (b) Original image (c) Contrast stretching,
(response) Function simulated with LviewPro

Figure 5.2. Contrast stretching technique stretches intensity response line so that
the slope of response line in region of interest gets steeper and appearance of
interest in an image is emphasized with a higher contrast.

Compression of dynamic range: With a given range of output pixel values, a transfer
function can increase range of input pixel values, thus increasing the dynamic range of the

light intensity. An effective way to compress the dynamic range of pixel values is to

21
=
g
=3
jad
X S ="T()
<
s
&
>
Input Pixel Value
(a) Intensity Transfer (b) Original image (c) Image compression,
(response) Function simulated with LviewPro

Figure 5.3. With a given range of output pixel values, output values can have wider
range of input pixel values by compression of the pixel values.
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perform the logarithmic intensity transformation with the following transfer function:

S =clog (1+ |r]),
where c is a scaling constant.
Gray level slicing: This is often used to highlight a specific range of light intensity in an
image. One technique is to put a high value for all gray levels in the range of interest and a
low value or unity value for all other gray levels, as shown in Figure 5.4.
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Figure 5.4. Gray level slicing is a technique highlighting a specific range of gray
levels in an image by displaying high values for region of interest and low values for
all other gray levels.

Bit-plane slicing: Instead of highlighting intensity ranges, the highlighting specific bits
might be desired in order to discriminate contribution of individual bits to total image
appearance. In 8 bit images, only the five highest order bits contain visually significant data.
The other bit planes contribute to more subtle details in the image [74]. Depending on what
data is emphasized, the individual bit can be selected and highlighted with bit-plane slicing.

B. Histogram Processing

The second type of point operation is histogram processing. Histogram processing techniques
are based on modifying the output images by modifying the histogram of its gray levels
through the transformation function. The gray-level histogram of an image is the distribution
of the gray levels in an image. In general, a histogram with a small spread has low contrast,
and a histogram with a wide spread has high contrast, whereas an image with its histogram
clustered at the low end of the range is dark, while a histogram with values clustered at the
high end of the range corresponds to a bright image [75]. Histogram processing can vary
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from simple mapping functions, which can stretch, shrink (compress), or slide the histogram,
to more complicated algorithms that require detailed analysis of its probability density
functions such as histogram equalization and histogram specification.

Histogram equalization (linearization): Histogram equalization is a popular technique for
improving the appearance of a poor image. It is similar to a histogram stretch but it generates
more effective outputs of an input image. This technique is based on obtaining a uniform
histogram where the histogram of the resultant image is as flat as possible. The theoretical
basis for histogram equalization involves probability theory, where the histogram is treated
as the probability distribution of the gray levels [74].

Histogram specification: Since histogram equalization is capable of generating only one
result (an approximation to a uniform histogram), it is not an interactive image enhancement
application. The histogram specification is to specify particular histogram shapes,
highlighting certain gray-level ranges in an image. Because it has a flexibility of selecting a
certain gray-level ranges, it can generate more visually appealing appearance of an image and

become superior to histogram equalization.
C. Inter-frame Processing

The third type of point operation is inter-frame processing where the intensity level of a pixel
is modified independently in space, but not in time. In order to calculate the final values of
the pixels, the processing needs multiple frames of images, with at least two frames of input

images, containing time dependency. The examples of the processing include:

Image subtraction: The difference between two images is computed as the difference
between all pairs of corresponding pixels from the two images. This image subtraction is

often used in motion detection, radiography, feature extraction and background subtraction.

Image averaging (multi-image averaging): Under assumptions that the noise is
uncorrelated and has zero average value, averaging multiple images reduces the noise of the
image, by sqart(N), where N is number of frames. By storing pixel values of previous images
in a frame memory, the average values of several images can be computed with lower noise

level.



CHAPTER 5 85

5.2. Comparisons between On-chip Implementations for Point Operation

We have divided point operations into three different types in terms of their processing
characteristics: concurrent pixel processing (intensity transformation), histogram processing
and inter-frame processing. When these point operations are integrated with CMOS image
sensors on a single chip, these characteristics of the processing should be taken into
consideration for system-level architecture and circuit designs of on-chip processing
integration. Here, we study on-chip implementations of the point operation. The three types
of point operation are investigated at different implementation levels of on-chip processing:
pixel, column, chip and frame memory. General system-level architectures are discussed and

different integration methodologies for each type are compared.
Concurrent Pixel Processing;

Concurrent processing (intensity transformation) can comprise an intensity transformer
(linear/non-linear amplifier) with controllability in pixel, column, chip and frame memory
processing. The concurrent processing, compared to histogram processing and inter-frame
processing, has a wide choice of implementations. Although the concept of the design seems
to be simple, the actual design of an amplifier with good controllability, or programmability

is not straightforward.

Concurrent processing, integrated at pixel level, provides a number of advantages: parallel
processing, processing during integration, high SNR, low frequency processing, low power,
and adaptation of image signals and processing. Its main attraction is parallel processing
during integration. Parallel processing during integration gives great flexibility of operation
as well as local and global adaptation. Parallel processing permits more time for processing
because typically integration time for input image (light) is much longer than the processing
time. This slow processing frequency results in low power consumption, particularly for
analog-intensive designs, because the power in analog processing is typically proportional to
capacitance and the operational frequency squared. However, because a pixel requires a
reasonable fill factor for good photosensitivity, only a small portion of the pixel area is
preserved for processing circuits. Therefore, implementations at pixel level have severe

limitations on pixel size and the number of transistors that can be practically used in a pixel.
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Concurrent processing at the column level has more freedom on design area than at pixel
level. Still, column level implementations have restrictions on column width, but typically
not in the vertical direction. Therefore, more flexible circuit designs can be implemented and
more programmability can be added. Column level implementation maintain parallel
processing, thus resulting in low processing frequency and low power consumption (but

higher than pixel level implementations).

Concurrent processing at the chip level, where an intensity transformer is located at the final
serial output channel, consumes the smallest area and has the highest flexibility in circuit
design and control. However, this requires a fast processing speed with a high bandwidth,

and often results in high power consumption.

Concurrent processing with frame memory (typically analog memory) locates all the
processing circuits apart from the image sensor array (to below the image sensor array) and
results in higher fill factor. However, because the concurrent processing is independent of
spatial and temporal differences in the pixels (e.g. it does not need multiple frames of
images), analog memory becomes an unpractical implementation, often causing large power,
large area, and high fabrication cost. Therefore, analog memory implementation for

concurrent processing is not recommended unless special applications are needed.

From the above comparisons, pixel and column level implementations are recommended for
system-level architectures and circuit designs in concurrent processing. Particularly because
the point operation does not have any interconnections to the neighboring pixels, pixel level
implementation is strongly recommended if a small number of transistors can embrace the
necessary operation. Pixel and column level implementations, with the benefit of parallel

processing, can save power and have flexible designs in processing circuits.
Histogram Processing;

The implementation of histogram processing consists of a histogram generator at chip level
and intensity transformers with pixel, column, chip or analog memory implementations.
Because the intensity transfer function of histogram processing is generated according to the
histograms of input images, the histogram generator becomes an important component,
located at a common output channel to collect all the pixel values. Therefore, histogram

generation is perhaps strictly a global operation, but closely related to point operation. The
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histogram generator in the histogram processing constitutes a major difference from simple
concurrent processing where intensity is transformed in concurrent processing,
predetermined or manually programmed. Histogram processing uses a data-derived
programmed intensity transformer from a histogram generator. Histogram processing has
many similarities to concurrent processing due to its intensity transformer that can be
implemented at pixel, column, chip or frame memory levels. Therefore, histogram processing

has the same architectural design benefits and drawbacks as concurrent processing.
Inter-frame Processing;

The last type of point operation, inter-frame processing, needs present pixel values and the
pixel values of the previous frame at the same time. This processing has independency in
area, but not in time. The inter-frame processing, by the nature of the operation, has
correlations with pixel values in time. Therefore, it requires storage (typically analog storage)
of pixel values for at least one frame interval. During the integration of a frame of image, the
previous frame of image should be stored until the present image is captured and necessary
operation are completed on these frames of the images. Because design of frame memory at
column and chip level faces severe difficulty in its implementation, pixel level and analog
frame memory structures are recommended for the inter-frame processing. However, for
pixel processing, the storage (typically capacitance for analog memory) easily takes a large
portion of the pixel area, reducing its fill factor and thus, the photodetector photosensitivity.
Analog memory structure has a large storage area without affecting the fill factor of the
photosensitive pixels. However, this structure may have high power consumption, high
fabrication cost and more likely high complexity of design. Therefore, the choice for the
implementation for inter-frame processing depends on the applications and user-defined
specifications. If the specifications focus is on low power and low fabrication cost, the pixel
level implementation is recommended. If functionality and programmability of the chip is to
be more emphasized, the analog memory structure is proposed for the basis of the
implementations. As a summary, the general descriptions and comparisons of point operation

implementations are summarized in Table 5.
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Concurrent Histogram Inter-frame
Operation Operation Operation

Pixel Processing Good performance Each pixel should
(high SNR, low have its own

power, adaptation,
etc), but limited by
pixel size

memory in pixel,
thus limited by pixel
size

Column Processing

Slow processing
Low power

Flexible design in
vertical directions,
but still limited by
column width

Chip Processing

High flexibility on
design area and
functionality of PE,
but high speed
requirement, high
power. No parallel
processing

Since information is
extracted from all
pixels, each pixel
passes through a
global processing
element unit
eventually

Not feasible because
each pixel should be
allocated with its
own memory
(storage) area

Frame Memory

Iterative operation,
but sacrificed with
area, power, speed

Because of
concurrent image
capture, a frame is
stored outside, not
limited by pixel size

Table 5. General descriptions and comparisons of point operation implementations, for
different types of the point operation.

5.3. Design of In-pixel Contrast Stretching

5.3.1. Introduction

Low-contrast images can result from poor illumination, lack of dynamic range in the imaging

sensors, or even the wrong setting of a lens aperture during image acquisition. Since contrast
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plays a critical role in overall quality of images, it is necessary to assure that the output image
contains the appropriate contrast. In this thesis, as a part of image enhancement methods,
especially for portable devices such as video cellphones, PDA and toys, a simple, but
effective design of image contrast enhancement is investigated and designed. Since this smart
sensor is intended to be embedded with portable devices, low power and low weight battery

operation are focused as well as the effective operation of contrast enhancement.

The idea behind contrast enhancement is to increase the dynamic range of the gray levels in
the image being processed and to obtain widely spread distribution of image histogram. The
contrast enhancement techniques have a wide variety of processing methods from a simple
contrast stretching to complex histogram equalization. Contrast stretching is a simple, yet
powerful contrast enhancement technique, which will be dealt with in this thesis. This
technique is used to produce an image of higher contrast than the original with a transfer
function like one in Figure 5.5. The output ranges of r below an input of m, shown in Figure
5.5, are compressed, making this output range smaller than the original. The output ranges
around m are stretched, which makes the output ranges larger than the original. The output
ranges above m are compressed like the ranges below m. Interestingly, in an extreme case of

contrast stretching, the transformation function produces a two-level (binary) image.

>

S = T(r)

() a8ew] ndinp

Input Image (r)

Figure 5.5. Gray-level intensity transformation function for contrast
enhancement.
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Histogram equalization is a more complex and powerful contrast enhancement technique
than the contrast stretching. The histogram equalization modifies the histogram of an image
to make the histogram as flat as possible, by multiplying all the pixels with the probability
density function of the image. In terms of contrast enhancement, this technique increases the
dynamic range of the image, which has a considerable effect in the appearance of the image.
The histogram equalization needs two main computations: cumulative density calculation

and transformation function generation.

A common component of these contrast enhancement techniques is the transfer function.
Indeed, the transformation function is a common processing component in almost every point
operation. The transformation function, also called the gray-level mapping function, is
typically linear (nonlinear equations can be modeled by piecewise linear models) and maps
the original gray-level values to other specified values. Now, we will study how we can use

this intensity mapping functions for contrast enhancement operation.

5.3.2. Intensity Transformation Function

In the previous section, we have briefly discussed the operation of intensity transfer functions.
The detailed operation of the function will be discussed in this section. Image processing

functions in the spatial domain may be expressed as
g(x,y)=T[f(x,y)] Equation 5.3.1

where f(x, y) is the input image, g (X, y) is the processed image, and T is an operation on f. In
the intensity computation, the transformation function takes the simplest form of
s=T(r) Equation 5.3.2

where, for simplicity in notation, r and s are variables denoting the gray level of f(x, y) and
g(x, y) at any point (x, y). This simple transformation function becomes a basis of point
operation in image processing. The mapping function represents not only the relation
between input and output images, but also has a considerable effect in the appearance of an
image by three main operations: contrast adjustment, brightness adjustment and gamma
adjustment. Here, the operation of the intensity transformer along with its simulations on

appearance of images will be discussed.
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The contrast of an image is adjusted by changing the slope of the mapping function. Figure
5.7 illustrates how the slope of the mapping function affects the appearance of an image as
well as its histogram. The original image has a linear relation of unity between the input
intensity and output intensity, as shown in Figure 5.6. As the slope of the mapping function
gets steeper, the contrast of the image gets higher as shown in Figure 5.7. After all, when the
slope becomes significantly high, the appearance of the image becomes more like a binary
image, shown in Figure 5.7 (c). As the slope gets steeper, the histogram of the image gains
more spread in its distribution, which indicates higher contrast. It is a global description that
the histogram with a narrow shape indicates little dynamic range and thus corresponds to an
image having low contrast. The histogram with a significant spread corresponds to an image

with high contrast.

The brightness of an image can also be adjusted by the minimum or maximum value of the
output intensity in the transformation function. For example, in Figure 5.8, the minimum
value of the outputs in the mapping function increases, the appearance of the image gets
brighter, becoming an almost white image in Figure 5.8 (c). The obvious observation from
this histogram is that the minimum value of the histogram distribution increases as the

minimum value of mapping function increases.

The last operation of the mapping function is to adjust the gamma function of an image,
shown in Figure 5.9. The gamma adjustment is for non-linear behavior of many of its

elements in the image-transmission chain. The relationship of the gamma correction can be

Figure 5.6. Original image for Matlab simulations on intensity transformer
showing histogram and intensity transformation function.
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(a) Contrast 1

Figure 5.7. Matlab simulations on intensity transformer (mapping function)
showing contrast stretching technique. As the slope of the liner line gets steeper,
distribution of the histogram spreads out, gaining higher contrast.
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(a) Contrast 3 and Vrefl

Figure 5.8. Matlab simulations on intensity transformer (mapping function)
showing brighness adjustment technique. As the minimum values of the
transformation response, the minimum value of the histogram increases, gaining
higher brightness.
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expressed in the form:

s=cr® in s =T, Equation 5.3.3

where ¢ and a are constants and the exponent a (referred to the gamma of the device) takes a
value between 0.5 and 3. To make sure that the perceived gray scale in the displayed images
i1s correct (to compensate non-linearity of the components in processing), it is usually
necessary to insert a gamma correction. The figure obtained by multiplying all the device
gammas from the camera through to the display (but not including the eye) is known as the
system gamma. If the conditions of viewing at the scene and at the dispiay are the same (they

often are not), the system gamma needs to be unity.

The design of an intensity transformer with contrast, brightness and gamma adjustment,
requires a good programmability and a reasonable precision. Particularly, for contrast
enhancement applications, because the dynamic range plays an important role in contrast, a
design of the intensity transformer with high dynamic range is an essential design
requirement. Also, it requires a high precision design that is frequently a drawback of analog
circuits.

Often, the intensity transformer can be easily realized with a global gain amplifier with an
offset, of which circuit designs are already well established. However, these designs are
typically manipulated for high precision and high speed with large size. Therefore, these are

not suitable for low power operation in the portable devices.

Therefore, this thesis proposes the implementation of an intensity transformer at pixel level,
typically consuming lower power. Yet, for the pixel level implementations, the designs of
processing elements require high fill factor for its photosensitive area, and thus they need to
have a small number of transistors, which is one of the main design challenges in this thesis.
In addition, good programmability is often important for the design of an intensity
transformer, which is very difficult to achieve with in-pixel implementation. Therefore, in
this thesis, the design focuses on an in-pixel intensity mapping function with a small number
of transistors, and with reasonable programmability, and with low power for portable devices

of interest here.



95

CHAPTER §

(a) Gamma=0.5

=2

(c) Gamma

Figure 5.9. Matlab simulations on intensity transformer (mapping function)

showing gamma correction technique.
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5.3.3. Previous Work on Pixel Level Processing

Many researchers are attracted by potentially outstanding performance of in-pixel processing
operation. The general performance and applications of pixel level processing are described
with structural implementations of ADC on CMOS image sensors, in [31] focusing on pixel-
level and in [32] column-level. Another relevant work concerns the size limitation of the

pixel: how small the pixel should be in image sensors [33].

One of the well known works on pixel level processing is a floating point pixel-level ADC
implemented by the Stanford ISL group [34]. Using the same design concept and circuit
designs, the work also demonstrates a new way to increase dynamic range of the image
sensors. Another research project on pixel processing is on-sensor image compression [35].
This proposes a novel integration of image compression and sensing on the same focal plane.
The proposed image compression technique uses a conditional replenishment, which detects
and encodes only moving areas. While the overall architecture and circuit designs are not
directly related to pixel processing designs, the conditional replenishment implementation in
analog at the pixel-level is interesting research. Other examples of pixel-level processing
demonstrated include motion detection [36], individual pixel reset [37], pattern matching
[38], and fingerprint detection [41]. Continuous improvement in pixel processing
performance and functionality is expected. However, these are application-specific designs.
An interesting in-pixel processing for general-purpose applications can be found in [93].
Here, we will investigate generalized system-level architecture and design methods for point

operation, by demonstrating design and manipulation of on-chip light intensity transformer.

5.3.4. Designs of CMOS Active Pixel Sensor with In-pixel Intensity Transformer

We have designed and fabricated a prototype chip comprising a 64 x 64 array of in-pixel
intensity transformer circuits with photodiode pixels, in standard 0.35 um CMOS technology
with 3.3V power supply. A die photograph is shown in Figure 5.10. Each pixel is 30 um
square including the in-pixel light intensity transformation circuit and it has a fill factor of
66%. The main objectives of this chip are (i) to demonstrate the feasibility of point operation
with CMOS image sensors, (ii) to demonstrate the scalability of in-pixel processing
integration with 0.35 um technology, (iii) to achieve in-pixel processing with low power and
real-time operation, and (iv) to address limitations and future directions of in-pixel
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64x64 CMOS Image
Sensor Array with In-pixel
Mapping Function

Three sets of S/H with Output Buffers

Figure 5.10. Die photograph of the prototype contrast stretching chip. The total
area is 16 mm>.
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Figure 5.11. Schematic of common source follower consisting of
a transformer with enhanced-mode NMOS active load.

processing with CMOS image sensors. The main challenges of this chip are to design a
simple circuit with a small number of transistors in restricted pixel area, and to achieve

reasonable precision of the circuit.

The main component of the chip is the pixel based intensity transformer, whose circuit
schematic is shown in Figure 5.11. The basis of the circuit is a CMOS common-source
amplifier with the source connected to input control voltage instead of ground, and an active
load instead of a passive load. The transfer function of the common source amplifier is
shown in Figure 5.12. The transfer characteristic displays three well-defined regions. In
region I of Figure 5.12, the driving transistor M1 is off, since Vin < Vref + Vt. Nevertheless,
M2 is in the saturation region and is conducting a negligible current, thus the voltage across
M2 is equal to Vp, and hence the output voltage is Vpp — V. In region II, M1 is conducting
and is operating in saturation, and the transfer curve in region II is linear, which is useful for
the amplifier operation. Finally, in region III, M1 leaves the saturation region and enters the

triode region and the curve flattens out.

The analytical derivation of equation describing the transfer curve will be shown below. The
derivation is done under the assumption that both devices (M1 and M2) have infinite output
resistance (that is, horizontal characteristic lines) in saturation. Furthermore, the two devices
will be assumed to have equal threshold voltages, Vt, but different values of K (K1 and K2).

When M1 is in saturation we have
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Figure 5.12. Voltage response of a common source amplifier

with enhanced mode NMOS active load.
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Figure 5.13. Response of a common source amplifier with voltage

output of photodiode as its input.
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Ip; =KV, - V)’ Equation 5.3.4

Since Ip = Ip1 = Ipz and Vgs1 = Vin - Vier, this equation can be rewritten

Ip;=K(Viy=Vog— V. ‘)2 Equation 5.3.5

The operation of M2 is described by

Equation 5.3.6
Ip; = KoVss: - V)’
Since Vgs2 = Vpp — Vou, the equation can be rewritten
Equation 5.3.7
Ip: = KoVop—Veu— V)’

Combining Egs. (5.3.5) and (5.3.7) and with some simple manipulation we obtain

Vew = (Vop = Vs + SGrUK YKoV o+ sqrifKy/KofV) - SqrefK /K o]V
Equation 5.3.8

which is a linear equation between V,, and V. This is the equation of the straight-line
portion of the transfer characteristic (region II) of Figure 5.12. This particular design of in-
pixel intensity transformer has controllability on two operations: contrast and brightness.
Gamma adjustment cannot be achieved with this design without making the design of the
transformer more complex, taking too much area in pixel. In addition, because gamma
correction is typically located at the end of processing stages in order to compensate the non-

linearity of the components, it loses its value if it is placed at the front stage of image capture.

In Figure 5.13, the relationship between the photodiode input and the transformer is shown.
The floating diffusion of the photodiode is placed at the input to the transformer. After a reset
time, Treser, when a pixel is reset to Vpp — V,, the voltage at the floating diffusion
(photodiode node) decrements due to the photo-generated leakage current, and the
transformer is off until the photodiode voltage becomes comparable to Vref + Vt (Vgp = Vref
+ Vt). When the photodiode voltage becomes larger than Vref + Vt, the transformer is in the
linear region with a gain of sqrt(K1/K2) until the driving transistor gets into triode region
around Vpp. In this analysis, the slope of the response function that is equivalent to the
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contrast of the image can be changed by the resistance of the active load. Also, the minimum
voltage value that is equivalent to the brightness can be changed by Vref (control voltage
connected to the source). With this given property of the common source amplifier, we are

able to design a simple intensity transformer with a small number of transistors.

In this particular design of intensity transformer at the pixel level, shown in Figure 5.14, a
PMOS active load is used instead of an enhanced mode active load for programmability and
output swing. For contrast adjustment, the slope of the transformer should be controllable by
an input signal. The enhancement mode NMOS load cannot be programmed, always having a
fixed slope determined by the physical dimensions of the transistors. Using a PMOS active
load with its gate controlled by input bias voltage allows different slopes according to the
bias voltages. In addition, the enhancement mode load has an output voltage range from Vref
to Vpp -V, because Vs should be greater than Vt in order for the transistor, M2, to stay on.
The PMOS active load has an output range from Vref to Vpp, gaining Vt from that of the
NMOS load. HSPICE simulations on the transformer with PMOS load are shown in Figure
5.15. The simulation results demonstrate good behavioral performance and good
controllability: Vbias for contrast adjustment and Vref for brightness adjustment.

A standard source follower is placed right beside the transformer for normal mode image
capturing (see Figure 5.17), so the prototype chip has three different outputs; normal, contrast
stretched and binary mode. Thus, the array has three different sets of S/H’s for each output

M2 P_Vbias
Contrast
Stretched

Binary

Reset_| - col. Select
M1
BN
Vref

Figure 5.14. Schematic of intensity transformer implemented in design of the chip.
The transformer consists of a common source amplifier with PMOS active load.
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with (a) different biasing voltages (Vbiasp) and (b) different reference voltages (Vref).
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channels, shown in the overall structure of the array in Figure 5.16. This structure is similar
to the standard structure of CMOS image sensor array: image sensors, shift registers, bias
bank and S/H’s. Figure 5.16 shows 64x64 image sensors, reset and row shift registers,

readout components for normal, contrast and binary mode at the bottom of the array.

Schematics of the major components are shown in Figure 5.17. CMOS image sensors use a
photodiode with n* diffusion structure for its simplicity in layout. For image capture in
normal mode, a standard active buffer with source follower is used in every pixel. S/Hs for
the normal mode also use double poly capacitors with PMOS output buffers for the level
shifting, as explained in Chapter 2. Different from standard CMOS image sensor techniques,
contrast stretched mode and binary mode use common source amplifier structure for the
intensity transfer function. In addition, S/Hs for these modes use NMOS output drivers
instead of PMOS, because the intensity transformer does not have any voltage drops, unlike
Vt drop in the source follower of normal mode, and therefore, the output driver does not need
to compensate for any voltage drops. The output swing range of the transformer is from Vref
to Vpp, and when PMOS output buffers are used, the output of the driver goes from Vref +
Vt to Vpp with a range of Vpp — Vref -Vt. When NMOS output buffers are used, the output
goes from Vref —Vt to Vpp — Vt with a range of Vpp - Vref. Therefore, the NMOS output
drivers have an output range larger, by Vt, compared to the PMOS drivers. However, the use
of NMOS and PMOS drivers does not matter in binary mode because of Vt loss in both
drivers. Therefore, the reset and row selects are generated by active high shift registers with

two inverters. The column selects are generated by active low shift registers.
5.3.5. Tests and Performances

The testing the prototype chip consists both of individual pixel test structures and the whole
image sensor array. The tests on the individual pixel test structure are to verify performance
of the intensity transformer with photodiodes, and the tests on the image sensor array are to

demonstrate the effects of the transformer on the appearance of images.

Signal Responses of Individual Intensity Transformer

The first test is based on the signal response of individual pixel test structures with
photodiodes. There are three variables affecting the response of the transformer: light
intensity, biasing voltage (Vbiasp) and reference voltage (Vref). The light intensity is the
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Figure 5.16. Overall structure of the chip, consisting of CMOS image sensors
array and readout control circuits. The chip has three different output modes:
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Figure 5.17. Schematics of main components in intensity transformer chip. It

contains readout buffers and S/H'’s for three output modes.
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actual input to the transformer. The different light intensities affect the slope of the
decrement at the photodiode node, and thus change the slope of the linear region of the
transformer as well as the intercept of the off region and linear region. Figure 5.18 (a)-II
shows the output of the binary mode (output of the inverter) and Figure 5.18 (a)-I shows the
output response of the contrast stretched mode. As the light intensity increases at a fixed
Vbiasp and Vref, the slope of the contrast mode response, Figure 5.18 (a)-1, gets steeper. The
intercept of the off region and linear region also starts earlier. The early starting of the linear
region with faster slope switches binary response faster. The highest intensity has the fastest

switch-to-high, shown in Figure 5.18 (a)-IL

With different Vbiasp, we observe the changes in the slope of the linear region; the more
current (the smaller Vbiasp) goes through the PMOS transistor, the steeper the slope becomes,
shown in Figure 5.18 (b)-I. As discussed in the HSPICE simulations of the previous section,
the Vbiasp changes the slope of the transformer, thus changing the contrast appearance of an
image. The steeper slope of the linear region (the faster response) typically generates an
image with a higher contrast, which will be demonstrated in the next sections. The steeper
slope of the response also leads to the faster switching of the outputs of the binary mode,
shown in Figure 5.18 (b)-II.

As Vref increases, the minimum output voltage of the response increases, shown in Figure
5.18 (c)-I, because the minimum value is theoretically equal to the Vref. The changes of the
minimum voltage directly affect the brightness of the image. Since the higher Vref turns the
driving transistor to the linear region faster, the output of the binary mode switches faster
with the higher Vref in Figure 5.18 (c)-II.

The variations in the photoresponse of an individual pixel with light intensity, biasing
voltages, and reference voltages have been tested and well demonstrated for circuit operation.
These test results demonstrate that the response of the pixel to different light intensities and
control voltages allows good control of intensity transformation. The tests on the individual
pixel test structures verify operational performance for individual intensity transformers with
a photoreceptor, which are analytically understood with the HSPICE simulations. These tests

are well matched to the simulations and encourage further tests of their effects on images.



CHAPTER 5 107

(a) Varying Light Intensity
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Figure 5.18. Photoresponse from the “stretch” output (top row) and inverter output
(bottom row) of a pixel with in-pixel contrast stretch at various light intensities, bias
voltages and reference voltages.
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Image Capture in Normal Mode with Characteristics of Image Sensors

The first and the most important test of the image sensor array is to capture an image in real
time mode. Here, we are able to demonstrate operation of image capture successfully. Some
sample images are illustrated in Figure 5.19. As expected, the quality of images captured by
the chip is not high, due to the fact that the chip process technology we used is not optimized
for image sensors, but instead for logic and memory. However, the subtraction of a white
background image enhances the quality of the captured images by reducing fixed pattern
noise. Figure 5.20 (a) is a raw image and Figure 5.20 (b) is a fixed pattern noise subtracted
image. There are some noticeable differences in their image quality; the processed image is

cleaner and has a higher contrast.

The characteristics of the single chip, including image sensors, are summarized in Table 6.
The conversion efficiency of the chip is only 0.1 uV/e™ (refer to Appendix C), which is very
small, compared to commercially available CIS chips (typically 5~10 uV/e" for their
conversion efficiency). Some of this unexpectedly poor performance may be because of the
cross-talk between normal mode operation and contrast/binary mode operation, and the
increased capacitance of the photodiode node. The global photoresponse of the prototype
array in each of the three modes is presented in Figure 5.21 (a) for uniform illumination at
wavelength of 540 nm. In a uniform dark room, the dark current is measured with varying
integration time (sampling rate), as shown in Figure 5.21 (b). The characteristics of the chip
are measured and calculated, based on the measurements and many other tests. The
characteristics chart of the chips shows photoresponses including photosensitivity, spatial
pattern noise, temporal noise, SNR and dark current. The physical parameters, including

pixel size, fill factors and chip size are also included.

The chip consumes power of 14.85 mW, (typical power consumption of commercial CMOS
image sensors is around 50 ~ 100 mW for VGA format). It includes concurrent operation of
normal, contrast stretched and binary mode in real time operation at 24 frames/second. When
contrast and binary modes are turned off and power with only normal mode on is measured,

the power consumption is around 6 mW,
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(a) Raw image (b) Processed image

Figure 5.20. Pattern noise can be reduced by subtracting white background
image form the raw image.
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Quantity | Normal [ Contrast Stretching | Binary
Technology 0.35 um CMOS technology with double poly and 3 metal layers
Chip Size 4 x 4 mm°
Pixel Size 30 x 30 um”
Format of Array 64 x 64
Fill Factor 66.01 %
vdd 33V
Output format 2 analog outputs and 1 digital output
Frame Rate or 5 frames/sec 5 frames/sec 5 frames/sec
Integration Time
Power 3.3x1.84 =6.072 3.3 x(4.5-1.84)=8.778 mW
mW at 24 frame
rate
Light Lux 150 ~ 200 lux
Photo-sensitivity | 2.094 mV / 11.34I mV / (uW/cm®)
(uW/cm?) for range of 5 t0 6.5
uW/cm
Gain 5.42
(Avconlrast/ A\,normal) in
the ran%e of 5t0 6.5
uW/em
Conversion 0.1uV'/e
Efficiency
Saturation Range | 1.38V 204V
Fixed Pattern SO0mV (3.6% of |210mV
Noise saturation level)
Temporal Noise |23 mV 30mV
N)
Signal to Noise 35.56 dB 36.65dB
Ratio
Dark Signal 0.03 V/sec

Table 6. Single chip characteristics in normal mode and contrast mode.
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Normal Mode Contrast Stretched Mode Binary Mode
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Figure 5.22. Sample images and histograms of three output modes.
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which leads to the calculation that power consumption in contrast and binary modes is about
8 mW. This higher power is due to the large capacitance loads of PMOS, connected to the
column lines. However, by extracting the active load transistors out of the array and inserting
row transistors between, the processing power could be reduced because the CS amplifier is

only on when the pixels are read out.

Intensity Transformer in Contrast Stretched Mode and Binary Mode

Images captured by the prototype sensor in the three operational modes are compared in
Figure 5.22, along with calculated histograms showing the distribution of pixel values in the
image. A normal mode image with poor contrast is shown with its narrowly distributed
histogram. With an appropriate values for Vbiasp and Vref, the contrast stretched mode
shows enhancement of the contrast by spreading out the histogram distribution. The binary
mode converts the grayscale image to one bit binary image and therefore the histogram

contains only two values of black and white. Two sets of three output modes are shown in

Figure 5.23. Original images captured in normal mode with different illumination
(approximately, (a) is under 170 lux and (b) under 130 lux. The image of (a) is captured
under a brighter illumination than the image of (b), showing overall distribution of the
histogram shifts to the right (brighter grayscale).
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Figure 5.22. The first set of images has a better contrast in terms of histogram distribution
than the second set. With different combinations of Vbiasp and Vref applied to each of the
images, the contrast stretched modes of these images have approximately the same histogram
distributions, and thus same contrast. The binary modes of the images always have the two
values of grayscale, with different number of black and white pixels.

The contrast stretched mode enables the modulation of the contrast of the image. As shown
in Figure 5.24, biasing voltage (Vbiasp) changes the distribution of the histogram of the
original image in Figure 5.23, retaining the original maximum and minimum values of the

histogram. As Vbiasp decreases, the distribution of the histogram is spread flat.

The decrement of Vbiasp to the PMOS transistor allows more current to flow through the
driving transistor of the transformer and thus, the slope of the linear region response becomes
steeper. However, because the original image of Figure 5.23 has a wide spread distribution of
the histogram, the effects of Vbiasp on the appearance of the image are not well
demonstrated. Instead, observations on the distribution of the histogram give a good
illustration on the effects of the biasing voltage to the contrast of the image. The contrast
stretched mode enables modulation of not only the contrast of the image, but also its
brightness. The Vbiasp changes the distribution of the histogram, retaining the original
maximum and minimum values of the histogram. In contrast, Vref does not change the basic
distribution of the histogram, but modulates the minimum value, thereby changing the
brightness. Figure 5.25 shows different image captured with different reference voltages. As
the Vref increases, the minimum pixel value of the array increases, and thus the minimum
value in the distribution of the histogram increases. The noticeable changes in the brightness
of the image are shown, along with different Vref. In addition, the increment of the minimum

value of the histogram is observed with the brighter images with a higher Vref.

Mismatches in In-pixel Intensity Transformers

One of the reasons for the degraded appearance in the contrast stretched mode and binary
mode is the Vt and lithographical mismatch in the transistors of the transformer. Under the
same input voltages of Vbiasp and Vref, the physical sizes of the transistors determine the
output voltage of the transformer. Particularly, when the driving transistor in the intensity

transformer is in linear region, the mismatch affects the output most, due to different gains of
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Vbiasp=3.054 V Vbiasp=2952V

Vbiasp =2.900 V Vbiasp=2.847V Vbiasp=2.800 V

Vbiasp =2.751 V

Figure5.24. Effects of biasing voltage (Vbiasp).
Vbiasp increases the contrast of images: while
maximum and minimum of the histogram remains

same, the distribution spreads out.
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Vref=135V Vref=140V Vref=145V

Vref=150V Vref=155V Vref=1.60V

Figure5.25. Effects of reference voltage (Vref). Vref increases the brightness of image;
while distribution of histogram remains same, the minimum value increases as Vref

increases.
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the transformer in the linear region. The pattern noise, due to the mismatch, is amplified by
the gain with which the image signals are amplified. Figure 5.26 shows the tested

measurements of the image sensors array in the prototype chip.

As light power (light intensity) increases, the pattern noise of outputs in the normal mode
increases slightly. Different from the normal mode, the pattern noises of contrast stretched
mode and binary mode remain at roughly constant values until the light power becomes
around SpW/cm?, where the driving transistor of the transformer goes into saturation region.
In the linear region of the transformer, due to the gain, the mismatch (pattern noise) gets
higher. As the light power increases, Vgs of the driving transistor increases, hence the gain

increases along with the pattern noise.

When the light power becomes around 6 uW/cm?, the pattern noises of contrast stretched
mode and binary mode reach their peak values of 0.93V and 1.508 V respectively. This is
when the driving transistor goes into its triode region. As Vgs increases further, the transistor
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Figure 5.26. Mismatches in three output modes. Due to the lithographical mismatches,
appearances of images in contrast stretched mode and binary mode are affected by

pattern noise.
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goes deeper into the triode region, and the amplification gets smaller. The pattern noise
decreases with the decreased amplification. Thus, it is concluded that the effects of V; and
lithographic mismatches on contrast-stretched and binary mode images become more

significant than for normal mode operation.

5.3.6. Summary and Conclusions

In summary, this chapter describes the design of an in-pixel intensity transformer and its
analysis, along with operational performance and experimental results. A simple intensity
transformer is designed with controllability (programmability) of contrast and brightness.
Each pixel for the in-pixel mapping function is designed with 3 transistors and demonstrated
successfully. The intensity transformer, with common source amplifier structure, is so simple
that pixel-level processing implementation is possible and feasible for on-chip integration
with CMOS image sensors. Also, the design with a small number of transistors encourages

the in-pixel integration.

Full dynamic range of the allowed voltage swing between Vpp and ground is still not used in
the transformer, due to the necessary Vt difference for switching the driving transistor.
During testing, we experienced some degradation of images in normal mode when all the
three output modes (normal, contrast and binary mode) are turned on concurrently. This is
attributed to cross-talk due to the short physical distance between the source follower and the
transformer in the same pixel. In addition, switching in binary mode causes spikes in the
contrast stretched mode for a short period of time. However, the effects on the appearance of
the image are rarely noticed. Also, the effects of V; and lithographic mismatches become
important, especially for contrast stretched and binary mode images. Thus, it becomes
necessary to have an on-chip pattern noise reduction mechanism (e.g. using a feedback
system). Also the precision of our analog intensity transformer is questionable. There should
be much more effort to improve the precision of this analog implementation (or to design a

new implementation of higher precision) in order to use it practicalily.

Although the intensity transformer has reasonable controllability by altering the biasing
voltage and the reference voltage, it does not have DSP-like full programmability for contrast
and brightness adjustments. However, with tradeoffs in programmability and precision, the

in-pixel intensity transformer is able to achieve low power and real time operation with pixel



CHAPTER 5 119

processing, which is perfectly suitable for portable and wearable devices. Therefore, this
design of the intensity transformer is for low-level image processing applications where low
power and pixel level programmability, for further automated contrast optimization, are

emphasized.

With design and fabrication of the in-pixel intensity transformer chip, the main purposes of
this study, to explore the feasibility of on-chip in-pixel integration, and to gain a better
understanding of the design issues needed for high quality contrast enhancement and
automated contrast optimization, are successfully achieved. The main issues of designing in-
pixel processing with CMOS APS are circuit density of processing elements (that easily
erodes photosensitive area and thus reduces fill factor) and massive interconnections between
neighboring pixels. In point operation where the massive interconnections are not required,
and in-pixel processing is the best design methodology as long as the circuit density of the
processing element does not take too much space in the pixel. In this particular design of in-
pixel light intensity transformer with 0.35 um technology, the performance of the chip was
not optimal, due to poor photosensitivity and low precision of the processing circuit. As the
technology scales down, retaining the same minimum size of pixel (4~5 um), the space of in-
pixel processing circuit will get higher (see Figure 4.5) and thus higher precision of the
circuit will be achievable. Therefore, point operation in pixel processing is a promising

research area for the near future.
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6. Local Operation

6.1. Introduction

Local operation is also called mask operation where each pixel is modified according to the
values of the pixel’s neighbors (typically using convolution masks). Local operation is
spatially dependent on other pixels around the processed pixel: the final value of the
processed pixel is affected by its neighboring pixels in the finite sized masks. The basic
approach of the operation, convolution, is to sum products of the mask coefficients and the
intensities of the pixels under the mask, at a specific location in the image. Denoting the gray
levels of pixels under the mask (3 x 3 mask in this example) at any location by z,, z,, . . ., 2,

the response of a linear mask is

Z, 2, Z5

Zi Zs Z¢
R=wiz; +wizo+ ...+ WoZo Z; Zg Zo

The gray level of the pixel located at (x, y) is replaced by R if the center of the mask is at
location (x, y) in the image. This computation is repeated as the mask is moved to the next
pixel location in the image until all the pixels in the array are covered. Linear spatial filters
are defined such that the final pixel value, R, can be computed as a weighted sum of
convolution mask (non-linear filters cannot be implemented in this way). In the above case,

3x3 local mask was taken as an example for the convolution mask. However, the size of
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convolution mask is not restricted to 3x3, but can be expanded to 5x5, 7x7, 9x9, and larger,
depending on what precision the final value is required to have.

In aspects of on-chip integration with image sensors, local operations provide advantages of
real time operation in image acquisition and processing, such as implementations of many
practical linear spatial image filters and image enhancement algorithms. In addition, because
the local operation is feasible for column structure implementations, low frequency
processing is enabled and thus low power consumption is expected. However, since the local
operations are based on a technique where local memory stores pixel values of the
neighbours and processes them concurrently, implementation of the operation must contain
some type of storage, potentially requiring a large design area. Applications of local
operation typically use an iterative technique for advanced image enhancement algorithms,
which cannot practically be implemented on-chip. Nevertheless, in the case of column
structure implementations, local operation still has a limitation on design area because of the
restricted column width, even with flexible design area in the vertical direction. Therefore,
in order to overcome these limitations, careful designs and system plans are required for the

on-chip implementations.

In order to understand the nature of local operation and to find a relationship between
algorithms and architectural on-chip implementations, we will look into the main local
operation algorithms, grouped according to similarity of functional processing. With many
different local operations in image processing algorithms, these local operations are
categorized into three major groups: smoothing filters, sharpening filters and edge detection
filters. Examples of the local operation algorithms are described in [74], [75], [76], and

summarized as follows.

6.1.1. Smoothing Filters

Smoothing filters (Figure 6.1) are used for blurring and noise reduction. Blurring removes
small details from an image and bridges small gaps and holes in lines or curves, often used in
preprocessing stages prior to object extraction and segmentation. In addition, blurring can
reduce spatial noise by smearing pattern noise in an image. Noise reduction can be
accomplished by blurring with a linear filter and also by nonlinear filtering. Smoothing filters

consist of four main types, namely order filters, mean filters, order/mean filters and adaptive
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(b) Average (Arithmetic Mean) Filter

R

- o }»,.b‘
(c) Median Filter (d) Adaptive Filter

Figure 6.1. Matlab simulations on smoothing filters. The image of the flower is
added and degraded with Guassian noise. The size of local mask is 3 x 3.

filters. Each type of filter has its own characteristics and applications. The detailed

description of each filter is omitted since it is out of this thesis’ scope.
6.1.2. Sharpening Filters

The second type of local operation is sharpening filter. Image sharpening deals with
enhancing detail information in an image, as shown in Figure 6.2. Because the high spatial
frequency components of the image typically contain the detail information of the image, the
sharpening filters should have some form of high-pass filtering. The detail information
includes edges and boundaries of objects, which corresponds to image features that are
spatially small. This information is visually important because it outlines object and feature,
thus increasing the contrast of the image. The sharpening filters are again subdivided into
two groups: high pass and high boost filters.



CHAPTER 6 123

A highpass (sharpening) spatial filter contains positive coefficients near its centered pixel,
and negative coefficients in the outer peripheral pixels of the local mask. However, because
negative coefficients in the mask remains strongly in the final image output, this high-pass
filtering for image enhancement typically requires an extra step of post-processing, such as
histogram equalization, to display an acceptable image. High boost filters are more advanced
than the highpass filters. With the highpass filtering, edges and high spatial frequency
variances in the image will get enhanced, but a large portion of the visual information of the
image is lost because the filter attenuates low spatial frequency components even though they
are important for the appearance of the final image. The high boost filter solves this problem
by adding low frequency offset to the filter function.

X b )

(a) Original image (b) Sharpened image
before the sharpening

.‘ (c) Spatial coeﬁ‘icient ( Frequency response |

response

Figure 6.2. Matlab simulations on sharpenng filters. The size of local mask is
3x3.
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6.1.3. Derivative Filters (edge detection)

Opposite to integration that is analogous to averaging or smoothing, differentiation can be
expected to sharpen an image extremely, leaving only boundary lines and edges of the
objects. This is an extreme case of high pass filters. The most common methods of
differentiation in image processing applications are first difference, gradient and laplacian
operator whose Matlab software simulated images are shown in Figure 6.3. The difference
filter is the simplest form of the differentiation with subtracting adjacent pixels from the
centered pixel in different directions. The gradient filters represent the gradients of the
neighboring pixels (image differentiation) in forms of matrices. Such gradient approaches
and their mask implementations are represented with various methods: Roberts, Previtt,
Sobel, Kirsch and Robinson. Laplacian is another differentiation method for edge detection.
The Laplacian of an image is a second-order derivative of 2D function, which enhances

abrupt changes and edges in the image.
6.2. Proposed Structure for Local Operation

In the previous section, local operations are categorized by processing characteristic, into
three different types: smoothing filters, sharpening filters and edge detection filters. The
operation of these processes is based on a local (typically convolution) mask. The difference
between these local filters is the different coefficient values used for the mask and the
different sizes of the mask. Depending on the coefficients of the convolution mask, the
operation can be smoothing filters, sharpening filters or even edge detection filters. Therefore,
in terms of on-chip implementation architecture, it is convenient to divide the local operation
by the size of the local masks: 3x3 local mask (the smallest mask size and the simplest for

on-chip implementation) and bigger than 3x3 mask.

First, it is better to have a good understanding of the types of local mask in terms of size and
connectivity. The local masks can have different sizes such as 3x3, 5x5, 7x7 and so on, of
which the center pixel is the processed pixel being affected by the neighbors in the mask.
Because the processed pixel is at the center of the mask, the size of the mask goes with odd
numbers. The masks do not have to be square, but they are typically squares because of the
simplicity of the design and the operation. Figure 6.4 shows different sizes of the local mask
with shaded pixel at the center. Typically, as the size of the mask increases, the effect of the
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(a) Origial image

(b) Roberts (c) Sobel
(d) Prewitt (e) Laplacian

Figure 6.3. Matlab simulations on edge detection filters. The different edge
detection algorithm vectors produce different effects on appearance of an image.
The size of local mask is 3x3.
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(a) 3x3

(c) 7x7

@) 9x9

L (b) 5x5

. |

Figure 6.4. Local masks with different sizes.

(a) 8-connectivity

(b) 4-connectivity in cross

(c) 4-connectivity in diagonal

Figure 6.5. Local masks with different connectivity.
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processing on the image is more apparent. As a matter of fact, the image quality becomes
better with the larger masks under a given operation. However, due to the limited design area,
long processing time and complexity of the design, the implementation of the large masks is

often impractical.

Connectivity of the local mask refers to the way in which the central pixel is connected to its
neighboring pixels. The centered pixel, in a 3x3 mask, has eight possible neighbors: two
horizontal neighbors, two vertical neighbors, and four diagonal neighbors. As shown in
Figure 6.5, we can define three different connectivity: (1) 8 connectivity, (2) 4 connectivity-
cross and (3) 4-connectivity-diagonal. Similar to the size of the mask, as the connectivity in
the mask increases, the effect of the processing becomes more apparent and the image quality

becomes improved.

When these local operations are integrated with CMOS image sensors on a single chip, these
characteristics of the processing mask (size of the mask and interconnectivity) should be
taken into consideration for system-level architecture and circuit designs because these
characteristics are directly related to design complexity and chip area. Here, we study on-
chip implementations for the local operation. The implementations of different sized local
masks (3x3 masks and larger masks) are investigated at different implementation levels of
on-chip processing: pixel, column, chip and frame memory levels. General structural
implementations are discussed and different architectural integrations for each operational

type are compared with its merits and drawbacks.

6.2.1. Implementations of 3x3 Local Mask Filters

The implementation of 3x3 local masks can be performed at the pixel, column, chip and
frame memory levels. Because 3x3 local operations are the smallest possible masks, their
implementation is relatively easy and there is a relatively large choice of architectural
implementations. However, due to interconnections between neighboring pixels and to
complexity of processing elements, there are many challenges and difficulties in design and
implementation of even such a simple mask. Here, it is assumed that these local masks have

full connectivity to every neighboring pixel, giving 8-connectivity in a 3x3 mask.
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Image Sensor Array

Figure 6.6. Pixel processing for 3x3 local mask operation.

First, implementation of a 3x3 local mask with in-pixel processing structures is an attractive
design where each pixel has a photodetector and a processing element, connected to its
neighboring pixels in the array, shown in Figure 6.6. The connections to the neighboring
pixels are defined by the local mask. In a case of 8 connected neighbors, a photodetector has
eight outputs to the processing elements of its neighboring pixels. In addition, a processing
element of a pixel has eight inputs from photodetectors of its neighboring pixels. Therefore,
an obvious disadvantage of pixel level implementation of local mask is the heavy
connections among pixels and processing elements. Due to the interconnections, the pixel
loses its fill factor. Not only the interconnections, but also the processing element and the
storage take area in a pixel, thus the photosensitive area is further reduced (but microlens can
overcome loss of fill factor). In cases when the storage is an analog memory, the leakage
(charge retention time) of the memory should be considered carefully to assure that there is
not much voltage drop in the memory. The larger memory (e.g. capacitor) is the longer the
holding time is. However, large memory typically reduces the fill factor. Also, there should
be shield for the storage to block any incident light. Another disadvantage comes from the
readout mechanism. Due to the concurrent processing on neighboring pixels, progressive
scanning techniques of conventional CIS arrays will not work, unless each pixel has its own
memory, which would increase pixel size significantly. Therefore, a new design of peripheral

readout component may be required in the pixel processing implementation.

If intelligent connections among pixels and simple processing elements are developed, the

pixel level implementation is very attractive due to parallel processing, of which advantages
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Image Sensor Array

Figure 6.7. Column processing for 3x3 local mask operation.

include low frequency processing, low power consumption and adaptation to the local
environment. However, since the pixel level implementation still faces severe limitations on

pixel size, the feasibility for given applications should be carefully examined and planned.

The second method of 3x3 local mask implementation is based on column level processing
structures with local memory. At the bottom of the imager array, three sets of linear arrays
with local storage and processing elements are placed with the same number of the columns
in the image array, as shown in Figure 6.7. Since the processing elements are separated from
the pixels, a progressive scanning technique of conventional CIS array can be used here. In
the progressive scanning method, when pixel values of the image sensor array are read out
row by row, pixel values of one row are dumped into the first row of the processing array and
stored until next image data come. When the next pixel values come, the previous values of
the processing element array are shifted to the second row and then the third row. This
repeats until all the rows of the image go through the processing array. Each time a new row
is dumped, the operation of the local mask should be done before the transfer to the next row.

The column structure implementation of local operation offers a number of advantages such
as column-parallel processing, flexibility of implementation in vertical direction, low

frequency processing and low power consumption. Because the column level processing
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Image Sensor Array Processing
Element

Figure 6.8.Chip processing for 3x3 local mask operation.

structure has added space for its design of processing elements in the vertical direction, the
restrictions on design area and the number of transistors are relaxed, compared to the pixel
level processing implementations. However, there are still limitations on the column width

and thus, a careful design and implementation of processing elements is recommended.

Among the choices of the implementations, the simplest method of structural implementation
is chip level implementation where a processing element is located at the end of the output
channel in the image sensor array, as shown in Figure 6.8. Because this method does not
have any limitations of pixel size nor column width, it has freedom of design area and
therefore, it is feasible to use circuits of high complexity and functionality. Even with
complex design of processing elements, the chip processing implementation is expected to
have the smallest design area. However, it requires a very fast processing frequency, equal to
the image data rate of the imager array (~10-100 MHz). High-speed readout typically causes
high power consumption that is not desired in many applications, and increases the design
complexity of the processing element to protect it from noise and crosstalk. Similar to pixel
level implementations, a new scanning method other than progressive or interleaved
technique is desired for the chip level implementation because of the concurrent readout and
processing operation on neighboring pixels. Also this must be non-destructive because we

need to reuse the pixel values.
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Image Sensor Array

Processing
Element

=

3 Linear arrays of local storage

Figure 6.9. Hybrid method (column + chip processing) for 3x3 local
mask operation.

A modified structure of chip level implementation is shown in Figure 6.9. Using a
progressive scanning method of the column level structure, when the three rows of the local
storage array contains valid image data from the image sensor array, image data of all three
rows of the storages are shifted in series to the processing element. As the image data come
from the local storage array, the processing element operates on the image at very high speed
(same as the data output rate or output sampling rate). Still, the method operates at very high
speed with high power consumption, but a simple progressive scanning method can be used

with a trade-off on a larger area of local storage array.

The last option for on-chip implementation is frame memory level structure, shown in Figure
6.10. All the pixel values of the image sensor array are shifted to the frame memory once
photodetectors integrate incoming light and capture an image. Each pixel of the frame
memory consists of storage and a processing element, very similar to the pixel processing
implementation except that there are no photodetectors in the frame memory. Therefore, the
pixels of image sensor array do not lose any fill factor for the processing elements and
storages. With the gain of fill factor in the photodetector pixel, the overall chip size increases
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Image Sensor Array Frame Memory

Figure 6.10. Frame memory processing for 3x3 local mask operation.

with frame memory and interface circuits, thus increasing fabrication cost. Because images
captured by the image sensor array always go to the frame memory for the local processing,
the output images of the chip experience latency of one image frame: the present output of
the chip is captured one frame before. Also, because the sensor array is not centered in the
package, it needs a special care to align the lens with the package. Despite the high
fabrication cost and complexity of memory design, the implementation with the frame
memory has the potential advantages of parallel processing, low processing power

consumption and flexibility of processing circuit design.

We have seen different architectural implementations for local operation with 3x3 local
masks. Each type of implementation has its own advantages and disadvantages. After careful
investigation of these implementations, we recommend the column level structure for the
implementation method for 3x3 local mask operation because of column-parallel processing,
low power consumption, and feasibility of implementation. Currently pixel-level
implementation is less feasible, from a practical point of view, due to its extensive
interconnections and severe increase of pixel size by the processing element and storage.
However, when the CMOS technology scales down further, in-pixel processing may become
a practical implementation in the near future. Chip level processing and frame memory



CHAPTER 6 133

implementations lose their interest in design due to their probable high power consumption

and complexity of circuit design.

6.2.2. Implementation of Bigger Masks than 3x3

The on-chip implementation of masks bigger than 3x3 such as 5x5 (24 interconnects), 7x7
(48 interconnects), 9x9 (80 interconnects) and even larger, is very difficult. Simply because
of the mask size and the large number of routings, the implementation of these masks
requires extreme caution on interconnection routings between neighboring pixels. Pixel,
column and frame memory implementations, where, in some ways, limitations on the design
area exist, are not suitable for these masks. Even chip processing implementation is not a
good choice because of its complicated scanning method. Therefore, there should be some
modifications on these implementation methods in order to accomplish the design of the

larger masks.

One possible design for the larger masks is a hybrid method, combining column and chip
level implementations, introduced in the previous chapter (see Figure 6.9). Because a
processing element is located at chip level (one processing element per chip), there are no
limitations on design space for the processing elements. In addition, because the three or
more linear arrays of local storages (the number of linear arrays is equal to the mask size) are
used, a conventional progressive scanning technique can be applied for the readout, reducing
design complexity of peripheral readout circuits. However, since the processing of operation
is done at chip level, high processing speed (equivalent to the pixel rate) at the processing
element is still required. This processing speed eventually determines the data output rate.
The high processing speed also consumes high power, which is the main trade-off of the chip

processing implementation.

Another implementation method for the larger masks is a pipelined structure. The pipelined
structure is based on a concept that some 2 dimensional matrices (N x N) can be represented
as products of two linear arrays (product of a linear (N x 1) and a linear array (1 x N)) if the
matrix is separable, as shown in Figure 6.11. The computation of the product on linear arrays
is relatively easier than that of the 2 dimensional arrays (Figure 6.12) where a 1x3 linear
array computation is done with pipelined structure. This computation method may seem to be

trivial, but when the mask size gets bigger than 5x5, this method will be highly effective.
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Figure 6.11.Concept of pipelined local masking. A 2-dimensional matrix can be
realized by the product of two I-dimensional (linear) arrays.

From the image sensor array

Final Output Storage

Local storage +
- Processing Element Local storage

Figure 6.12. Basic structure of pipelined implementation for large local masks.
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With the pipelined computation, column level implementation is possible for the larger

masks, hence allowing a slow processing frequency and low power consumption.

Because a whole row of the array is computed at a same time, N different linear arrays are
needed to compute the product of one linear array, shown in Figure 6.12. After this operation,
another similar computation should be done for a horizontal linear array in order to complete
the 2 dimensional matrices. Therefore, the circuit design for the computations gets complex
and consumes a large area. In addition, the coefficients of the product matrices of two linear
arrays are correlated, and thus any changes on a coefficient of the product matrix may affect
the other coefficients in the matrix. Because the coefficients of the local masks should be not
correlated, but independent form each other, the pipelined structure has limitations on
contents of the coefficients. Therefore, matrix must be separable for this pipelined structure.

Although the pipelined structure can take advantage of column processing implementation,
providing column parallel processing and low power, its complexity of computations,
difficulty in input controls, and large design area limit the use for practical designs. Therefore,
for the design of the large convolution masks (larger than 3x3 mask), the hybrid design with
column and chip level implementation is highly recommended for its relatively simple design
and easy operational control, at the price of high power. However, these designs do not have
flexibility on the mask size; the mask size is predetermined and pre-fixed before the chip
fabrication. Also, iterative operations cannot be implemented on chip, thus limiting its
applications to low level preprocessing. The general description and comparison of local

operation are summarized in Table 7.
6.3. Spatial On-Chip Binary Image Processing

6.3.1. Fundamental Operation in Binary Image Processing

Binary image processing is of special interest, since an image in binary format can be
processed with very fast logical (Boolean) operators. Each gray level is represented by
several bits. In a binary image, only one bit is assigned to each pixel (B = 1), implying two
possible gray-level values, O and 1. These values might indicate the absence or presence of
some image property in an associated gray-level image, where 1 indicates the presence of the
property at that coordinate in the image, and 0 otherwise. This image property commonly

includes the brightness at the pixel. However, more abstract properties such as presence or
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3x3 Masks

Larger than 3x3 Masks

Pixel Processing

Large number of neighbor
connections and processing
element area sacrifice fill
factor and pixel size

Impractical to implement, due
to a large number of
interconnections to
neighboring pixels

Column Processing

High flexibility of
implementation with low
power

Complex implementation due
to large number of
connections. If implemented,

neighbor connections and
local storage are at outside
of sensor array, but too
much degradation on area,
power and speed

special architecture like
pipelined structure is desired
Chip Processing High speed and power High speed and power
Combined structure of Combined structure of column
column row storage and row storage and chip level PE
chip level PE with local with local storage or Chip
storage or Chip level PE level PE with a special image
with a special image scanning method
scanning method
Frame Memory High fill factor because High fill factor because

neighbor connections and local
storage are at outside of sensor
array, but difficulty remains in
interconnections between
pixels

Table 7.General descriptions and comparisons of local operation implementations, for
different sizes of local masks.
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absence of certain objects might be indicated. Often, a binary image has been obtained by
extracting information from a gray-level image, such as object location, object boundaries,
the presence of some image property. Here, in this thesis, we restrict the binary image
processing obtained by an image property of the brightness (light intensity at a pixel) for
further operations.

A much broader and more powerful class of binary image processing operation is binary
image morphology, also called morphological image processing. Morphology relates to the
structure for forms of objects. Morphological filtering simplifies a binary image to assist the
search for objects of interest. This is done by smoothing out object outlines, filling small
holes, eliminating small projections, and using other similar techniques. Even though our
focus of morphological image processing is for binary images, the extension of the concepts

can be applied to gray-level images [42-52].

The two principal morphological operations are dilation and erosion. Dilation expands
objects, thus potentially filling in small holes and connecting disjoint objects. Erosion shrinks
objects by etching away (eroding) their boundaries. These operations can be varied for an
application by the proper selection of the structuring element, which defines the neighbors in
the operations, and thus determines exactly how the objects will be dilated or eroded. The
neighborhood for a dilation or erosion operation can be of arbitrary shape and size (it can be
4-connected or 8-connected, or even with different sizes of the structuring elements of 3x3,
5x5 or larger). A structuring element is a matrix consisting of only 0’s and 1’s. The center
pixel in the structuring element represents the pixel of interest, while the elements in the
matrix that are on (= 1) define the neighborhood.

The dilation and erosion processes are performed by laying the structuring element on the
image and sliding it across the image in a manner similar to convolution. The difference
between dilation and erosion is the operation performed. The algorithms of these processes

are as follows.
° For dilation, if the center of the structuring element coincides with a ‘1’ in the image,
or if any pixel in the input pixel’s neighborhood (defined by ‘1’ in the structuring

element) is on (‘1°), the output pixel is on. Otherwise, the output pixel is off (‘0°).
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° For erosion, if the center of the structuring element coincides with a ‘1’ in the image
and if all pixels in the input pixel’s neighborhood are on (‘1°), the output pixel is on.
Otherwise, the output pixel is off (‘0°).

With a dilation operation, all the ‘1’ pixels in the original image will be retained, any
boundaries will be expanded, and small hoes will be filled. The erosion process is similar to
dilation, but it turns pixels to 0°, not ‘1°. All the boundaries of the objects are etched away,
and some small objects disappear from the original image. A simulated example is shown in
Figure 6.13. After an original gray-level image of stars (Figure 6.13 (a)) is extracted to a
binary image (Figure 6.13 (b)), erosion and dilation operations are applied to the binary
image. In Figure 6.13 (c), the erosion makes white spots of the stars smaller and even
relatively very small stars to disappear from the original image of Figure 6.13 (a). Meanwhile,
the dilation of Figure 6.13 (d) makes all the stars larger than the original size.

There are many other types of morphological operation in addition to dilation and erosion.
However, many of these operations are just modified forms of dilation or erosion, or
combinations of dilation and erosion. The most useful operations for morphological filtering
are called opening and closing. Opening consists of an erosion operation followed by dilation
with the same structuring element. It can be used to eliminate all pixels in regions that are too
small to contain the structuring element while keeping large objects the same sizes, shown in
Figure 6.13 (e). A related operation, closing, is the reverse of the opening, consisting of

dilation followed by erosion. It can be used to fill in holes and small gaps.

Another interesting and useful operation is to determine the perimeter pixels of the objects in
a binary image. This perimeter detection is quite similar to edge detection in gray-level
images, but with simpler computations. A similar processing as dilation or erosion is
performed on the perimeter detection: we lay the structuring element on the image and slide
it across the image. The difference is in the operation with the structuring element. As shown

in Figure 6.13 (f), a pixel is considered a perimeter pixel if it satisfies both of these criteria:
° It is an on (=1) pixel

° One (or more) of the pixels in its neighborhood is off (=0)
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(c) Erosion ((4)) Dilatio

(e) Opening (f) Perimeter

Figure 6.13. Binary Image Processing with various functionalities of erosion,
dilation, opening and perimeter detection.
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At first glance, perimeter detection may seem trivial, since the perimeter points can be simply
defined as the transition from 1 to 0 (and vice versa). However, perimeter detection is quite

useful and powerful, particularly for image segmentation and pattern recognition.

Because of Boolean operators and the simplicity of their circuit design, on-chip
implementation of binary image processing is relatively straightforward. Here, we try to
implement on-chip binary image processing with CIS as a demonstration of on-chip local
operation. Although binary image processing is different from gray-level image processing, it
has many similarities in operation, but with much less complicated operational computations.
As a column processing implementation was proposed for local operation in the previous
chapter, a column processing structure is implemented for the binary image processing. In
addition to parallel processing and low power in the column processing implementations, the

binary processing offers a number of other advantages.

° The processing element is relatively simple compared to other analog processing

circuits that need high-levels of complexity in their design.

° The algorithm is powerful enough to be applicable to many low-level processing

applications.
° There is no need for high accuracy ADC
° The local storage is relatively simple.

Here, we designed and implemented on-chip binary image processing with CIS to investigate

the feasibility of the column structure implementation for local operation and its performance.

6.3.2. Previous Works on Binary Image Processing

The morphological analysis of black-and-white images was initiated by George Matheron in
the late 1960s. His early work is described in the publication in 1975 of “Random Sets and
Integral Geometry[41]. Since 1975, the use of the fundamental morphological operation,
absent of any significant statistical interpretation, has found a fast-growing field of
applications. The developments of binary and morphological image processing algorithms
were accelerated. These algorithms include noise reduction [48] [49], image sharpening [47],
edge detection [44], image compression [57] and many other morphological filters
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[42][43][45](46][50][S1]. Large numbers of image processing software packages and
hardware peripherals that include morphological operation such as dilation and erosion.

Hardware implementations of morphological processors include not only basic operation of
dilation and erosion, but also more complicated image processing on binary images [52-57].
In addition to the binary image processors, there have been attempts to integrate binary
image processing with image sensors, aiming for real-time operation of image capturing and
processing. The on-chip binary image processing has variety of applications such as motion
detection and analysis [59] [61], fingerprint sensing {60], and skeletonization [62]. On-chip
binary processors with CMOS image sensors were also implemented for high
programmability and flexibility of operation [58][63]. These on-chip binary processors are
based on pixel processing implementations, which contain a photodetector and a binary
processing element in the same pixel. Therefore, due to the high density of processing
circuits in the pixel, only small sizes of arrays, less than 32x32, were implemented and

therefore, the applications are restricted to low resolutions.

Because binary image processing uses a structuring element, which indicates relations
between the center pixel and its neighboring pixels, the column processing structure is a good
fit to the implementation of the binary image processing. Some previous studies have focused
on the implementation of image processing, not only binary image processing but also
general image signal processing, in column processing structures [64-70]. Also, the basic
concepts of hybrid methods are also discussed: pipelined structure [71] as well as the
combined structure of column and chip processing [72]. However, these are not for on-chip

binary image processing.

Here, we designed and fabricated on-chip binary image processing with CMOS APS in

column processing implementation.

6.3.3. Design of CMOS Active Pixel Sensor with On-Chip Binary Image Processing

We have designed and fabricated a prototype chip comprising a 64 x 64 array in standard
0.35 um CMOS technology with 3.3 V power supply. A die photograph is shown in Figure
6.14. Each pixel is 30 um square with n'p photodiode, and it has a fill factor of 82%. The
main objectives of this chip are (i) to explore the feasibility of local operation integrated with

CMOS image sensors, (ii) to demonstrate the scalability of column processing
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Figure 6.14. Die photograph of the prototype binary image processing chip. The
total area is 3.2x3.2 mm’.
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implementation with 0.35 um technology, where processing elements are fit to the column
pitch of the image sensor, (iii) to demonstrate on-chip binary image processing in real time
mode, with low power consumption, (iv) to demonstrate feasibility of high resolution
implementation, and (iv) to address the benefits and future research direction of on-chip local
processing with CMOS APS.

The chip has one analog output and four different 1 bit digital outputs. The analog output is
for raw images captured in the normal mode operation, without any signal modifications. The
four 1 bit digital signals consist of: Binary image, erosion, opening and perimeter. The
overall operational structure of the chip is shown in Figure 6.15. Since the binary image
processing is performed by column-based processing components, the compact design of the
processing circuits is easily found at the bottom of the chip (see the dark portion at the
bottom of Figure 6.14). The chip consists of two main basic portions: one for normal mode
operation at the top of the photodiode array, and the other for binary image processing at the
bottom of the array. The normal mode of the chip follows the standard operation of CIS: the
image is captured by photodiode with integration mode and the image data is transferred in
parallel through source followers to the S/H’s by row select shift registers, and then
transmitted out in series by output buffers. Since basic operation and designs of photodiodes,
shift registers and S/H’s are discussed in the Chapter 2, the description of these components

are omitted here.

In contrast, the binary image processing whose overall schematic is shown in Figure 6.16
consists of voltage comparators, local latches, processing elements, column storage and
column readout circuits (shift registers). More detailed structure of the chip is shown in
Figure 6.17. Once the image is captured by the same photodiode as used for the normal mode,
it is buffered and stored in the S/H for the voltage comparators, the schematic of which is
shown in Figure 6.18. The voltage comparator compares the image with the reference voltage
to generate 1 bit binary signals (0 or 1), which are stored in the local latches and shifted row
by row. Since the CIS array reads out the image data row by row, the shifting rate of the
local latches should be the same as the clock rate of the row shift register for the CMOS
imager array. This also means that all the necessary processing should be done within one
cycle of this clock. In this particular design of binary image processing, 3x3 structuring

element (local mask) is used to define the connectivity of neighboring pixels.
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After the voltage comparator, there are three linear arrays of the local latches with the same
number of columns as the imager array, followed by an array of processing elements. The
circuit design of the processing element depends on which operation is implemented, such as
erosion, dilation and perimeter detection. Since the operation of opening is based on the
dilation after the erosion, there is another set of local latches and processing elements after
the first erosion processing array which takes input images from the erosion and computes

dilation operation on the eroded image, as shown in Figure 6.17.

Each output of the binary operation of binarization, erosion, perimeter detection and opening,
needs its own output readout storage (column storage in Figure 6.17) for the serial data-out
because different binary operations transmit the outputs independently through physically
separate channels. Therefore, there are five different column storage elements in the chip,
including the normal mode operation. In the chip, despite the different column storages, only
two column readout controls (column shift registers) are used: one for the normal mode and

the other for binary operation.

The algorithms of erosion, dilation and perimeter detection are implemented with logic
(Boolean) gates. The algorithm of erosion is implemented with AND logic gate, shown in
Figure 6.19 (a). Due to the neighborhood selection of the structuring element, the processing
logic should be able to discriminate output value of the processing element. In a case where

no processing elements are selected by the structuring element, the default values of the
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Figure 6.19. Logic design and schematics of the switches: (a) Logic gates for erosion,
(b) Switch for erosion and perimeter detection, (c) Logic gales for perimeter detection,
(d) Switch for perimeter detection, (e) Logic gates for dilation, (f) Switch for dilation.
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inputs to the AND gate should be ‘1°, thus leading to a special design of the switch, shown in
Figure 6.19 (b). The switch selects the incoming processing element if the corresponding
coefficient of the structuring element is high at a trigger of the PECIk. Otherwise, the output
retains its default value of ‘1°. The design of the perimeter detection is similar to the erosion.
The difference is in the logic gate for the neighboring pixels: for the erosion, AND gate is
used and for the perimeter detection, NAND gate is used for the selection of the neighboring
pixels, shown in Figure 6.19 (c). Alsc, since the default value of the switch is the same as

that of the erosion, the same design of the switch is used for the perimeter detection.

The operation of the dilation is significantly different from the erosion and perimeter
detection due to the OR logic operation. With a similar structural design, but different logic
gates, the dilation consists of two OR gates and 8 different switches, shown in Figure 6.19
(d). Due to the different default value of the switch, the switch for the dilation is redesigned
with some modifications from that of the erosion and perimeter detection, shown in Figure

6.19 (e).
6.3.4. Tests and Performance

Since the tests on the imager characteristics were dealt with frequently in the previous
chapter, the detailed descriptions of the optical characteristics of this chip are not repeated.
Only basic performance tests such as power consumption, frame rate and physical parameters
are discussed here. Rather, the test focuses on the performance of binary operation and their

effects on the appearance of the images.

Single Chip Characteristics and Normal Mode Operation

Here, we are able to verify operation successfully on image capture with some sample
images, illustrated in Figure 6.20. As expected, the quality of the images captured by the chip
is not high, partially due to the fact that the chip process technology is not optimized for
image sensors, but instead for logic and memory. However, the subtraction of the white
background image at the same illumination when the images are captured (see Figure 6.20
(c)) enhances the quality of the captured images by reducing pattern noise. Figure 6.20 (a) is
a raw image and Figure 6.20 (b) is a pattern noise subtracted image. There are some

noticeable differences in their image quality: the processed image is cleaner and has a higher
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(b) Processed image

(a) A raw image (c) White background

Figure 6.20. Real time images captured by the chip in normal mode operation. (a)
Raw image, (b) Processed image after the subtraction of white background from the
raw image, (c) White background image.

Technology

Vop Power Supply
Output

Package

Chip size

Pixel size

Format of array

Fill factor

Maximum frame rate
Power

Light lux

0.35 um CMOS

33V

1 analog output and four 1 bit digital outputs
68 PGA

3204.5x3204.5 pm’

30.8x30.8 pum?

64x64

82.65%

100 Khz (24 frames/s)

3.05mA x 3.3 V= 10.065 mW at 50 Khz
sampling rate

Room light (150 ~ 200 lux)

Table 8. Characteristics of single chip.
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contrast. The characteristics of a single chip are summarized in Table 8, including basic

characteristics of the chip.

The power consumption of the chip is about 10 mW at a frame rate of 12 frames/sec. This
includes both the normal operation and binary image processing with 4 different outputs. The
pixel size is 30.8 x 30.8 um? which is relatively large. This is due to the interconnections and
the processing elements in the columns. Since pre-built digital components such as flipflops
and logic gates are used from a standard library, the minimum size of the design area (~ 20
pm) cannot be changed. Custom layouts for these components will, however, optimize the
column width and thus reduce the pixel size. In addition, the large pixel size with the large
fill factor of the chip is necessary to increase the photosensitivity of the photodetectors,

already degraded by the poor optical characteristics of the process technology.

This poor photosensitivity also affects the frame rate of the chip. As shown in Figure 6.21, as
the frame rate increases, the quality of the images captured degrades rapidly. When the frame
rate reaches around 100 KHz of data rate, it is noticeable that the image has become
degraded with pattern noise and poor contrast. Therefore, the binary image processing
typically operates at around 20 KHz and 50 KHz, which is relatively low compared to
commercial high performance chip with a data rate around 20 ~ 40 MHz.

In normal mode, there is a defect on the image sensor array. Even under uniform illumination,
the image displays a white half circle at the top of the image, shown in Figure 6.22 (a). Also,
this white half circle appears on the binary image which have been filtered with a threshold.
Figure 6.22 (b) shows an image of edges in the binary image, illustrating half-circle
boundaries at its top of the image. This seems to be due to the cross talk and noise, which are
generated by the normal mode readout circuits located at the top. It can be verified by
observing a binary image in edge detection mode while the normal mode is turned off. When
the normal mode is turned off, the edges (boundaries) of the half-circle cannot be found,
shown in Figure 6.23. It is concluded that the readout peripheral circuits of the normal at the
top of the array generate the unwanted defects on the normal operation. The optimization of
the cross-talk (by putting a ground ring between the array and the readout circuits) is

expected to eliminate this defect.
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(a) 10 KH=z

(c) 50 KHz (d) 100 KHz

Figure 6.21. Effects of frame rate in normal mode operation.
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(a) Normal Mode (b) Edge detection mode
of a binary image

Figure 6.22. When both normal mode and binary operation are on, a defect of white
spot can be found at the top of the image in both images.

(a) Normal Mode (b) Edge detection mode
of a binary image

Figure 6.23. In processing only mode, the defect in Figure 6.2.3 disappears
regardless of Vref.
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Operation of On-Chip Binary Image Processing

On-chip binary image processing consists of four different operations; thresholding
(binarization), erosion, dilation (later combined with erosion, it becomes an operation of
opening), and perimeter detection. Figure 6.24 shows sample images of these binary
processing, captured by the chip in real time operation mode. Because the outputs could not
be displayed at the same time with our testing equipment (we have only two probes), some of
the images have time differences, although the chip outputs all images in parallel.

A good demonstration of the binary processing is also shown in Figure 6.25. After capturing
the image, the raw image of Figure 6.25 (a) is sent to the voltage comparator to generate the
binary image, Figure 6.25 (c). Through the first set of linear arrays for the local storage and
processing elements, operation of erosion and perimeter detection are performed on the
binary images. Through the operation of erosion, boundaries of objects are etched away and
disappear. Large white spots are etched away, becoming smaller and some small spots
disappear from the image, shown in Figure 6.25 (d). Another operation with the same local
latches is the perimeter detection. In this particular design of my chip, the perimeter detection
is applied to the binary images (see Figure 6.25 (€)), not on the images after the erosion. The
last operation of the binary image processing is the opening that eliminates all pixels in
regions that are too small to contain the structuring element. As shown in Figure 6.25 (f), the
small white spots of the binary image, Figure 6.25 (c), were disappeared after the opening,
but the original shapes are maintained for large spots. This process can be used in object

discrimination and spatial noise reduction.

The performance of the binary image processing integrated on the chip should be
independent of shape of the objects in the input image. Figure 6.26 shows the operation of
the chip on different shapes of the input objects; circle, triangle and rectangle, demonstrating
that the chip operates independent of the shape of the objects.

Interestingly, and perhaps obviously, the binary image processing is very dependent on the
conversion from a raw image to a binary image. The conversion is accomplished by the
voltage comparator; when the input voltage is lower than the reference voltage (bright image),

the output is ‘1°, otherwise, the output is ‘0’. As noted, choosing a proper reference voltage is
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(a) Raw image (b) Processed image

2

(c) Binary image (d) Erosion

(e) Perimeters (f) Opening

Figure 6.24. Sample images of CMOS Active pixel sensor with on-chip binary image
processing.
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(a) Raw image (b) Processed image

(d) Erosion

(¢) Perimeters (f) Opening

Figure 6.25. Demonstrations of binary image processing. All the images are
captured by the prototype chip in real time mode.
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(a) Gray level image

(b) Perimeters

(c) Binary image

(d) Erosion

(f) Opening

Figure 6.26. Independent operation of binary image processing from the shape of
the objects.
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quite an important process for the binary image processing. This processing is also called
“thresholding™ in the image processing field. Although there have been many studies and
demonstrations [73] [74] [75] [94], thresholding is not an obvious and straightforward
subject. Figure 6.27 illustrates the effects of the different reference voltages to the
comparator on the binary operation. It demonstrates the importance of the reference voltage
to the binary image processing. For example, the reference voltage of 1.56 V gives the best
results on binary images and their operation, at this particular input image and under a
particular illumination (environment). However, this reference voltage does not give the best
results all the time, rather the most appropriate voltage should be chosen carefully for
different environment and input images. When the reference voltage is low compared to the
average pixel values of the input image, the output image mainly consists of ‘0’,
corresponding to a black image, where objects cannot be recognized and boundaries of the
objects are meaningless, as shown in Figure 6.27 (b). In contrast, as the reference voltage
increases, the gray levels of more pixels become over the reference voltage, producing 1’ as
their outputs in the binary image outputs. The actual shape of the face becomes more
recognizable and the boundaries of the object become more reasonable. When the reference
voltage gets too high, most of the gray levels are over the reference voltage, generating an
almost white image (see Figure 6.27 (h)) for its binary output images. Also, the boundaries of

the object become meaningless once again.

Another interesting test is based on the structuring element that defines the effect of the
neighboring pixels on the final output value of the pixel. With the 3x3 structuring element in
this chip, the coefficients (‘0° or ‘1°) of the structuring element are controllable externally,
which means that the connectivity of the neighboring pixels can be selected. Here, several
different connectivities (structuring elements) are explored. Figure 6.28 shows a
demonstration of the different structuring element with different connectivities on the binary
operation. A structuring element of 3x3 local mask (see Figure 6.28 (b)) is applied to an
original image of a triangle, Figure 6.28 (a). With different structuring element of different
connectivity, each operation of binary image processing (perimeter detection, binary, erosion
and opening) is applied to the original triangle image. Their output images of the binary

operation are shown in Figure 6.28.
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(a) Image in the normal mode
Raw image Processed image

(b) Vref =120V

Binary Image Erosion Opening Perimeter

(c) Vref=130V
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(e) Vref=1.50V

(f) Vref=1.56 V

(g) Vref=1.60 V
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(h) Vref=1.70 V
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Figure 6.27. The effects of reference voltage
(As changing Vref, at Vc = 0.55 V optimal voltage for best image quality).
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(e) Diagonal 4- 1 0 1

connected

neighboring pixels 0 1 0
1 0 1

[ ] -
(» Cross 4-connected for 0 1 0 1 0 1
erosion and Diagonal 4- 1 1 1 0 1 0
connected neighboring
pixels for dilation 0 1 0 1 0 1
For Erosion For Dilation

A A A

Figure 6.28. Connectivity: effects of different neighboring pixels of structuring
element on binary image processing operation.



CHAPTER 6 164

Interestingly, even with 8-connected and 4-connected neighboring pixels in the structuring
elements, the images of the binary operation are not greatly affected. This is because the size
of the structuring element is too small to generate significant impact on the output images.
Therefore, the size of the structuring element will affect the output binary images
considerably. Since the 3x3 structuring element in this chip is relatively small, the changes in
its coefficients are negligible. When the size of the structuring element becomes larger to 5x5,
7x7 or larger ones, the selection of the coefficients will influence the appearance of the

output image.
6.3.5. Summary and Conclusions

In this section, we have described a design for CMOS active pixel sensor with on-chip binary
image processing and its analysis, along with operational performance and experimental
results. We have explored the feasibility of local operation integrated with CMOS image
sensors, concluding that column processing architecture is the best fit provided the
interconnections to neighboring pixels are not excessive. As a demonstration, the operations
of binary image processing (global thresholding, erosion, dilation and perimeter detection)
are integrated on a single chip with CMOS image sensor array. The on-chip real-time
operation allows image capturing and image processing in parallel, thus permitting low
frequency processing circuits and reducing power consumption. The binary operation, with
each PE implemented per column (also called column processing structure), is designed with
digital storage and logic gates, and demonstrated successfully for its real-time operation with

low power consumption.

In this particular design of on-chip binary image processing, each processing element is fitted
into a 30 um column width which is larger than that of the average image sensor (< 10 um).
However, custom layout of digital latches and logic will reduce area and optimize the
processing power consumption. In addition, as the technology scales down, the size of
processing element can shrink and more metal layers can help reduce the area of the pixel

interconnections.

Due to a design mistake in the image sensor array, some defects are observed in the image in
the normal mode operation. This is attributed to cross-talk between the image sensor array

and the readout circuits, which can be eliminated by putting guard ring around the sensors. In
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addition, the layouts are not particularly optimized for the spatial or temporal noise. Layout
optimization will help in the noise reduction of the images. It will also enhance the
degradation seen in the image when both the normal mode and the binary processing mode

are on.

The design of the prototype chip is a good demonstration of one possible implementation
structure for on-chip image processing. However, it does have limitations in terms of
programmability. Many operations of programmable binary image processing require
repeated or iterative processing on the images at various stages of the processing. For best
results, the images have to be fed back to the same operation over and over again, or to
different operations. [n contrast, our on-chip binary processing takes the input image straight
from the image sensor array, and thus it is not able to do repeated operations on the input
image. For repeated computations, a number of the processing components need to be
designed on the data path, each independently operating its function each time. However, the
design of the repeated operation is a trade-off between the complexity of the design, power

and area.

The design of on-chip binary image processing, therefore, is for low level processing
applications where low power consumption and design cost are emphasized. This
demonstration of the chip is intended to prove functionality and feasibility, and to as a guide
to the future research direction. Primary obstacles for on-chip local processing
implementations are due to the design complexity of processing elements and the large
number of interconnections between neighboring pixels. With the 0.35 um technology, it is
not impossible, but very difficult to implement local masks larger than 3x3. As the
technology scales down and more metal layers are available, this restriction on the mask size
will be loosened and 5x5 local masks will be easily feasible in the future. In order to get
effective results from some of the local operations, at least 5x5 local masks (or larger) should
be applied even with the tradeoff of area, power and design complexity. However, instead of
voltage operation in these elements, current mode operations are expected to reduce the
design complexity. Also, current mode operation can reduce the required processing time by
eliminating the phenomenon of charging and discharging on the capacitive nodes [93]. Low
power operation is achievable with this current mode because the dynamic range of the

output is due to current, not voltage, which is less affected by the low voltage supplies,
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expected in more advanced CMOS technologies. A more detailed example of current mode
processing is illustrated in Appendix A, where a modified pixel structure of an inverted
logarithmic pixel sensor is introduced.



Chapter Vii
7. Global Operation

7.1. Introduction

Approaches to image processing fall into two broad categories in terms of operational
domain: the spatial and frequency domains. The spatial domain refers to the image plane
itself. Approaches in this category are based on direct manipulation of pixels in an image.
Frequency domain processing techniques are based on modifying the spatial Fourier
transform of an image. An image in spatial domain is converted into frequency domain by
the Fourier transform. Since computation of convolution in spatial domain is equivalent to
multiplication in frequency domain, manipulation of a linear system on the image becomes
multiplication of the image by a filter transfer function in the frequency domain. The
resultant image in the frequency domain is converted to the spatial domain by taking the
inverse transform. Many basic ideas of smoothing, sharpening or edge detection filters arise
from concepts directly related to the Fourier transform because these filters attenuate or

intensify only portions of frequency components [74][75].

Frequency domain operations, by the very nature of the frequency transforms, are global
operations, where all the pixel values in the image are taken into consideration at once. Of
course, frequency domain operation can become a local (or mask) operation, based on a local
neighborhood, by performing the transform on small image blocks instead of the entire image.
In contrast, spatial domain processing methods include all the three types of point, local and
global operation. Global operation in the spatial domain leads to very difficult
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H (u, v) H (u, v) H (u, v)
>
D@,v D (u,v) D@,v)
(a) Ideal Low Pass (b) Exponential Low (c) Gaussian Low Pass
Filter Pass Filter Filter

Figure 7.1. Transfer function of different types of low pass filters. H (u, v) is the
transfer function and D(u, v) is the distance from the origin.

design issues and implementation methods, due to the connections required to all the pixels
in the image. Therefore, global implementations are implemented more like local operation
methods by restricting their neighborhood to the localized area. For global operation,
frequency domain methods are preferred to spatial domain methods because manipulation in
the frequency domain is relatively easier and more powerful, at least in software
implementations. There are plenty of examples for the frequency domain processing, which
are well established and well documented [74] [75].

Frequency Domain

In the frequency domain, there are generally three types of image enhancement filters:
smoothing filters, sharpening filters and homomorphic filters. The smoothing filters in
frequency domain are similar to the smoothing filters in spatial domain. In fact, the basic idea
of their operation is identical: Edges and sharp transitions of an image, which contribute
significantly to the high-frequency content of the transform, are smoothed/blurred out by
attenuating a specified range of high-frequency components in the transform of a given

image.

An obvious smoothing filter is the ideal low pass filter (see Figure 7.1 (a)), which attenuates

or eliminates the high-frequency content of an image. The ideal low pass filter is
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theoretically desirable, but in practice there are no filters that match with the ideal operation
in hardware. The practical implementations of the low pass filters include exponential low

pass filter (see Figure 7.1 (b)) and Gaussian low pass filter (see Figure 7.1 (c)).

In contrast, sharpening operates in the opposite way to smoothing. Because edges and abrupt
transitions in an image are associated with high-frequency components of the transform,
sharpening is achieved by attenuating or eliminating the low-frequency components without
disturbing high-frequency components of the transform. Sharpening filters are subdivided
into high pass filters and high frequency emphasis filters. The high pass filter is exactly
opposite to the low pass filter, which is also expressed as (1 — low pass filter). Its transfer
function is shown in Figure 7.2. The high frequency emphasis filters, also known as
Homomorphic filters, use this characteristic that the illumination component of an image is
typically associated with slow spatial changes, while the reflectance is with abrupt transitions,
relating the high-frequency components of the Fourier transform of the logarithm of an
image [74]. This control requires specification of a filter function H (u, v) that affects the
low- and high-frequency components of the Fourier transform in different ways, as shown in
Figure 7.3. Examples of the high frequency emphasis filters include generalized unsharp
masking, inverse blur model, difference of Gaussian (DOG), Laplacian of Gaussian (LOG)
and modulated Gaussian (Gabor) filters [74][75].

H (u, v)

>
D (u, v)

Figure 7.2. Transfer function of ideal high pass
Sfilter, which is used as a sharpening filter.
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H(u,v) H(u, v) H(u,v)

—>
D (u,v) D(u,v) D(u,v)
(a) Difference of (b) Laplacian of (c) Modulated Gaussian
Guassians Gaussians (Gabor) filter

Figure 7.3. Transfer functions of high frequency emphasis filters.

Spatial Domain

In practice, small spatial masks are used considerably more frequently than the Fourier
transform because of their simplicity of implementation and speed of operation. From the
aspects of on-chip implementations, the spatial masks are often more of interest than the
frequency operations. In the spatial domain, global operations can be divided into two
categories: One is a global operation of which the output is an image defined from the input
image, the other is where the output of the operation is the information extracted from the
input image. A resistive Gaussian filter [78] is an example of a global operation with an
image output in the spatial domain. Although the strong influence of the neighborhood is
limited to 5 or 6 pixels, depending on the resistive values, the resistive network connects all
the pixels into a system, and a pixel value is affected by all other pixels. An example of
information-extracted global operation includes histogram operation. In order to generate the
histogram of the input image, the operation needs all the pixel values of the array, but does
not modify them and does not generate a new output image; the output is information about

the input image. This output can be used to modify the output image as discussed in Ch.5.

Practically, the on-chip implementation of the spatial global operation with image output is
not possible due to the heavy interconnections, unless each pixel is interactive like the

network of the Gaussian filter, where one pixel stores other pixel values and this propagates
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through the entire array. However, even the resistive Gauassian filter does not give a
practical realization. In contrast, the global operation with information output is relatively
easier to implement because information of all the pixels can be collected through a common
data channel.

7.2. Structure of Global Processing

When it comes to the implementation of on-chip image processing, particularly for global
operation, the system level architecture becomes an important step of the design process.
Since we have considered global operation in terms of the frequency and spatial domains, we
start by examining structural implementation by looking at the possible methods for these
domains. In the frequency domain, one of the most essential components would be a Fourier
transformer that converts from the spatial domain to the frequency domain. As before, it can
be integrated at pixel, column or chip levels. The design of the transformer, however, takes a
significant number of transistors, which is not appealing for a pixel level implementation. It
is more reasonable to implement the transformer at every column of the array or at the output
channel(s) of the chip. After the Fourier transformation, the image in the frequency domain
would be manipulated by image processing algorithms. The manipulation is based, by the
nature of the global operation, on the contents of all the pixel values in the array. One
possible (the most adequate) method is to use an analog memory to hold and process the
contents of all the pixel values. The analog memory implementation often requires high
complexity of design and precision. Also, the design area, which is roughly proportional to
the fabrication cost and power, becomes large. Therefore, it is difficult to integrate image
sensors, Fourier transformer and image processing elements on a single chip, even with low-

level image processing.

In the spatial domain, implementation of global operation is relatively easier than in the
frequency domain, simply because of the absence of need for a Fourier transformer. Spatial
domain processing for image output can be implemented with pixel level integration and
analog memory processing. Because it is practically impossible to have one pixel connected
to all other pixels with one designated channel between the pixels, the connection should
have a characteristic of propagation similar to a resistor network. So, pixels which are not

directly connected together may affect each other indirectly, because of the propagation
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effects of the grid connections. In pixel processing integration, therefore, each pixel should
have a characteristic of this holding and propagating, where, after the pixel captures an image
signal with its photodetector, global processing occurs over all pixels of the array in parallel.
The pixel still holds its own image signal, and processes and propagates all other pixel values.
The main advantage of this implementation is parallel processing where low power
consumption can easily be achieved. However, this implementation will suffer from severe
reduction of fill factor in the pixel. Because of the nature of hold/propagate, the complexity
of the circuit design is high, typically involving a large number of transistors, and sometimes,

the use of passive elements such as capacitors.

In order to avoid the severe reduction of fill factor, analog memory implementation may be
applied for global operation. By placing processing elements out of the photodetector pixels,
the entire area of the pixel can be occupied with a photodetector and a readout buffer. As
trade-offs for this gain in fill factor, the chip area, power and speed will be sacrificed. Also,
there is always a time latency of one image frame because, after the image capture, the image
frame is stored and processed in the analog memory, instead of being output directly. Similar
to pixel processing integration, the global connections between pixels should be done using
the method of propagation. Otherwise, it is practically difficult to implement, especially for

large format arrays.

Global operation with information output can be implemented with chip processing, where
the processing element is located at the end of common output channel, collecting
information from the pixels and generating final output. In order to collect information from
all the pixels, the pixel data should go through a common processing element. Therefore, the
processing element requires high-speed operation, at least equivalent to the pixel rate,
causing high design complexity, high power and a potentially high digital noise level.

The general description and comparisons are summarized in Table 9, in terms of their
operation domains. However, there are no easy ways to integrate global operation with image
sensors on the same focal plane. The general implementation methods for global operation
are neither practical nor feasible due to the heavy interconnections between pixels, and due to
the circuit complexity. Instead, the implementations for global operations should be rather

application specific and algorithm dependent.
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Spatial Domain Frequency Domain
Image output Information output
Pixel Global Impractical design due | Fourier transformer at
Processing | interconnections to presence of a column or chip level, and
reduce feasibility of | common data channel | global interconnections are
implementation done at pixel level and
except for special analog frame memory
designs such as structure. Typically, the
Guassian resistive implementation of on-chip
networks Fourier transformer is
(hold/propagate) complex
Column Concurrent readout | Impractical design due
Processing | of all pixels is not | to presence of a
feasible common data channel
Chip Concurrent readout | Most suitable
Processing | of all pixels is not | structure, but modified
feasible structures combined
with pixel and column
processing are more
practical
Frame Global Impractical design due
Memory interconnections to presence of a
Processing | reduce feasibility of | common data channel
practical designs.
High fill factor but

degradations on
chip area, power
and speed

Table 9. General descriptions and comparisons of global operation, for different
operation domain
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Here, as a demonstration of global operation, we report a 2-D object positioning system with
partially global connections, along with its implementation and performance. This
implementation is a semi-global operation with information output. This is used to examine
the feasibility of on-chip global implementation with information output and the design
issues involved in the implementation, and its suitability for different applications such as

motion analysis and object extraction.
7.3. 2-D Object Positioning System (OPS)

The 2-D OPS encodes 2-D information into two sets of 1-D information. Figure 7.4
illustrates the basic operation of the OPS; whenever objects are detected, the pixels
containing signals above a threshold send flags to the column and row simultaneously. In the
OPS array, each pixel has a photo-detector and an in-pixel voltage comparator. Whenever the
input light level is higher than the threshold, the in-pixel comparator flags up to its
corresponding row and column. Each row and column has an NAND gate function,
generating ‘1’ when all pixels in its row/column are over the threshold, as shown in Figure
7.5. Hence, dark objects are detected from a lighter background by presence of a ‘0’ in row
or column. For example, as shown in Figure 7.4, pixels corresponding to a circle send flags
to their corresponding columns and rows, and thus the final image captured becomes a square.
Although some information is lost, the system enables straightforward determination of the
presence or absence of an object, as well as its size and/or orientation. Multiple objects can
also be characterized. Moreover, simple combinational logic on the latches can be used to

apply an object size threshold, which is otherwise difficult to achieve.

The OPS does not require scanning readout but provides a true simultaneous readout, making
the frame rate independent of the scanning time of each pixel. Conventionally the frame rate
of the array, especially large arrays, depends on scanning time of individual pixels because
image signal from each pixel has to be transmitted one by one. By the nature of fast frame
rate in the OPS, it can be used in motion detection as well as many other dynamic image
acquisition applications.

In addition to the fast readout time, the OPS reduces the image data from N to 2N, where N

represents the number of rows and columns. A dual channel is used for the output, vertical

and horizontal outputs, increasing the total output rate. With the fast readout time, data
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Figure 7.4. Structure of 2-D Object Positioning System and its basic operation. With
only two input controls signals (Reset and Select), simultaneous outputs converted in
two sets of linear data from the 2-D array plane. Two [-D data can be further
processed and displayed into 2-D plane. A circle in the original plane is interpreted
as rectangle in the display.
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Figure 7.5. Structure of global connections.
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reduction and dual output channels, the high frame update rate is a focus of the OPS. In
addition, the OPS uses digital signal transmission, and thus it is relatively immune to noise
during transmission. Applications of such a threshold-based system include industrial web
inspection, earth observation from space, robotic vision, and other applications where object

detection with high speed is the primary goal.

The main objectives of this prototype chip are (i) to explore the feasibility of global operation
integrated with CMOS APS, (ii) to demonstrate high-speed operation of the OPS and (iii) to
address limitations and future research directions of the global operation.

7.3.1. Chip Design
The structure of the OPS is quite similar to that of a standard CMOS image sensor array. The

chip whose die photo is shown in Figure 7.7, consists of photodiode pixels, in-pixel

comparators, vertical and horizontal latches and shift registers. The overall structure of the
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Figure 7.6. Overall structure of CIS array with object positioning system.
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Figure 7.7. Die photo of Object Positioning Chip.
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Figure 7.8. Schematic of a pixel for 2-D Object Positioning System. It consists of
Pphotodiode and in-pixel comparator. The in-pixel comparator is composed of a
common source amplifier and an inverter. The bias transistor and inverter are
located outside the pixel.

OPS is shown in Figure 7.6. It has dual output channel where each channel transmits the data
from each of the vertical and horizontal lines. The pixel has the same p-n junction photodiode,
but it uses an in-pixel comparator instead of a source follower buffer for the pixel readout.
An in-pixel comparator should be a simple structure using the fewest transistors possible in
order to maintain a high fill factor. The in-pixel comparator uses a common source (CS)
amplifier with an inverter at the end of data line to enhance switching activity, as shown in
Figure 7.8. Because the inverter and bias transistor can be located outside of the pixel, only
two transistors are needed in a pixel. Vref and Vbiasp affect the speed and threshold voltage
of the switching. Because the output of the pixel is read out vertically as well as horizontally
to the line latches, each pixel has in-pixel comparators for each line. When the pixel detects
an over-threshold signal, it sends a flag to both lines simultaneously. Since every pixel in the
same line (column or row) is connected together, the values are read out to the lines
simultaneously from every pixel in the same output line. If, during the time when the output
value of the in-pixel comparator is sent to the outside, the light intensity is higher than the
threshold, an output of ‘1’ is transmitted, otherwise, ‘0’. Hence, whenever the pixel detects
that the light intensity is over the threshold, the in-pixel comparator triggers the flag to the
output line. Initially, the output of the data line is set to ground. When the light intensity is
high enough, making the photodiode voltage lower than Vt of M transistor, the M transistor
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Figure 7.9. Schematics of a pixel and event detection latch in 2-D Object
Positioning System.

is switched off and the PMOS bias transistor lets the output node charge up to Vpp. Since all
the pixels in the same data line are linked together, if any comparator along the line is

switched on, the line remains switched on. It is an AND logic function (refer to Figure 7.5).

At the bottom of each data line, there is a skewed inverter before the latch. The inverter
enhances the switching sharpness and speed. In the common source amplifier, Vref
determines the lowest voltage level of the output voltage on the data line. Vref should be
recognized as ‘0’ for the inverter even when it is over Vdd/2. A skewed inverter was
carefully simulated and the optimal size ratio of the transistors, by increasing the size of the
PMOS in the inverter was decided. By adding an inverter, the overall logic function
becomes NAND gate; the output is ‘0’ only when all the pixels along the line have high light
intensity. Otherwise, the output is ‘1’. Hence, this system detects dark objects on a white

background.
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In order to read out data from the array to the serial output, the data is multiplexed out after
being stored in the latches in vertical and horizontal lines. Shift registers send enable signals
to the latch multiplexer and transmit the data one by one to the serial output channel. The
latch uses a simple digital component, either a flip-flop or an inverter based design. In our

design, a flip-flop design is used for simplicity.

7.3.2. Demonstration and Tests

The OPS chip was fabricated in 0.35 um CMOS technology with 3.3 V power supply, and
has been demonstrated successfully. Imager characteristics of the chip are shown in Table 10.
When a circle is shown to the sensor array, the in-pixel comparators first digitize the shape.
The outputs of all the in-pixel comparators in the line are then NAND gated into one output
per line. Therefore, the shape of the object becomes a square as shown in Figure 7.10. All the
shapes of the objects are encoded into squares or rectangles by the array NAND gates. This
mechanism hides some of information that originally exists in the objects. However, some of
the critical information, such as position and size of objects, are preserved and encoded into a
smaller amount of data at relatively high speed. By the nature of the operation, when more
than two objects exit in the field of view, false objects are created in the overlapping area of
the objects. When two different circles exist in the white background, the output image
contains two original squares and two extra squares which are falsely created in the

Characteristics of Chip

Chip (Die) Size 2880.5 x 2880.5 um?

Array Format 64 H x 64 V (4096) pixels

Pixel Size 23.8 um x 23.8 um

Fill Factor 72%

Technology 0.35 um CMOS

Frame Rate 24 frames/second at 290 lux

Vopp Power Supply 33V

Nominal Current 20 mA — 8 mA (conversion chip) = 12 mW at 24
frames/sec

Power Consumption 66 mW — 26.4 mW (conversion chip) = 39.6 mW at 24
frames/sec

Output 1 bit Digital output

Package 68 PGA

Table 10. Characteristics of chip tests.
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(a) Original Images presented to sensor

(b) Encoded Images of the objects reconstructed from sensor output

Figure 7.10. Sample images from the 2D object positioning chip. Input shapes
are encoded into squares or rectangles in the final output images.

(a) Original Images

(b) Reconstructed Image of the Shapes

Figure7.11. When multiple objects exist in the input image, there are defects
(counterpart objects) in the output image.
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Figure7.12. Test results of 2-D OPS imager. (a) With different Vbiasp, the responses
of outputs are drawn. (b) Non-uniformity of OPS imager can be measured.

overlapping area of the original ones, shown in Figure 7.11.

Figure 7.12 illustrates the relationship between Vbiasp and array uniformity. Here, no pattern
noise reduction was implemented. Figure 7.12 (a) indicates that not all pixels switch at the
same scene illumination intensity, due to a combination of pattern noise in the sensor and
non-uniformity in the comparators. In Figure 7.12 (b), the upper line represents the light
power at which all the pixels are high and the lower line is verse versa. In the light power gap
between the two lines, the white and black spots co-exist due to the non-uniformity response
of the pixels as well as the in-pixel comparators. The gap between the two lines represents
how much light power difference should exist for the objects to be recognized correctly. The
minimum difference in light power is consistent at different biasing voltages. Therefore, it is
necessary to remove this non-uniformity before image processing for segmentation, object

recognition, model fitting, etc.
7.3.3. Summary and Conclusions
Here, we have seen an example of on-chip implementations for spatial global operation

integrated with a CMOS image sensor. The 2-D Object Positioning System extracts the
coordinates of objects of interest by detecting a property of the image (in this particular case,
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the property is the light intensity). The 2-D OPS encodes 2-D information into two sets of 1-
D information. The basic operation of the OPS is as follows; whenever objects are detected,
the pixels containing signals above a threshold send flags to the column and row
simultaneously. For example, pixels corresponding to a circle (or any other objects) send
flags to their corresponding columns and rows, and thus the final image captured becomes a
square (or a rectangle). By encoding 2-D information, the OPS enhances the speed of the /O
interface, which is often a bottleneck of the processing speed, especially for vision
applications. In a case of NxN pixels array, the reduction ratio will be NxN / 2N =N/ 2,
which is significant when the array is large. In addition, the OPS chip operates in real time

mode that is advantageous in its operation and applications.

However, the operational speed of these prototype sensors was not as high as was originally
expected. This is mainly due to poor photosensitivity of the photodetectors. Although the rest
of this chip, other than the photodetectors, can run at high speed, the photodetectors need a
long integration time, which becomes the bottleneck of system speed. With optimization in
optical performance and in noise level, the positioning system can achieve a high speed

operation.

In the particular case of motion detection, the concept of the Object Positioning can be useful
due to its high speed and data reduction, even though some of information for the object of
interest are lost during the processing and some artifacts occur when multiple objects are
located in the same field of view. The main concern in the on-chip implementation of the
concept is that the in-pixel comparators suffer from operational mismatch due to V,; and
lithographic variations. A better design of the comparator can be achieved with the sacrifice
of circuit complexity and design area, where photosensitivity of the pixel would be reduced.

As the technology scales down, the scalability of the in-pixel comparator is high.

In conclusion, the implementation of true global operation in the spatial domain is not an
easy task, mainly because of its requirements for extensive interconnections, large
computational power and high design complexity. Rather than a general implementation of
the operation, the approach should be application specific and operational algorithm
dependent. Unless the application requires the global interconnections (or partially global),

the on-chip implementation of the global operation in spatial domain is not recommended.



Chapter VI

8. Summary and Conclusions

Raw output images from CMOS sensors are not likely to be optimal for display or further
processing mainly because of noise, blurriness and poor contrast. In order to minimize these
degradations, image enhancement and processing mechanisms (meaning circuit level designs
apart from device level modifications on photoreceptors) are necessary because the device

level modifications often meet baseline limitations of the standard process technology.

When real time image acquisition and processing are desired, the integration of image
processing (vision) algorithms with image sensors has many advantages. In this thesis,
integration of image processing and image sensors is presented with a concept of smart
sensors. The integration of vision algorithms and image sensors is an attractive research field,
which can provide low fabrication cost, low power consumption and fast processing for
various applications. In addition, analog/mixed signal image processing achieves additional
advantages of compact size and fast continuous mode to the integration benefits of smart

Sensors.

This thesis discussed two main concepts: MOSAIC imager and smart sensors. MOSAIC
concept was proposed to achieve a large field of view and a high scene update rate. The
MOSAIC array is described for a distributed sensor consisting of 10> — 10° identical
detection modules linked by a serial bus to a central controller. Main challenges of the
MOSAIC imagers are large data flow and slow frame rate. The design of the MOSAIC
system focuses on enhancement of frame rate, by a single chip solution (i.e. integrating

CMOS image sensors and bus interface modules on a same focal plane). Custom bus
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interface modules increased performance of the bus connections by an efficient design of
zero-wait state, at effective cost. Therefore a MOSAIC imager comprising many single-chip
modules is capable of covering a larger field of view (10° to 10° or more) than the
conventional single chip camera system, with the enhanced data update rate. Also, a smart
sensor with critical information extraction was proposed here as an alternative solution of the
MOSAIC imagers. The on-chip processing of the smart sensors extracts the information at
the front end of the imagers, reducing data flow and thus, increasing the field of view and/or

update rate.

In the second part of this thesis, integration architectures and design methodologies were
investigated for application to analog VLSI implementations for smart sensors. The basic
concept of the integration architecture comes from an idea that, for the integration of image
processing with CMOS image sensors, vision algorithms and application specifications
should be considered, in addition to the selection of appropriate processing circuit.
Conventionally, the integration methodology focuses on reducing circuit density of
processing element integrated with image sensors. This thesis argues that not only the circuit

density is important, but also the algorithms of processing are sometimes more crucial.

Hence, various vision (image processing) algorithms were investigated systematically
according to interconnectivity with neighboring pixels (the region of operation). The vision
algorithms were partitioned into three major groups: point, local and global operation. These
algorithms were once again sub-divided by functionality, size of local masks and operational
domain. For each sub-partitioned algorithm, different implementation architectures were
proposed and compared in terms of design area, speed, processing time, power and pixel fill

factor.

The proposed general guideline is summarized in Table 11, where system level architectural
designers and circuit engineers can start their milestone implementations for smart sensors
according to algorithms they try to implement. However, designers should consider their
applications and design specifications cautiously, and should make proper modifications on

individual design components, in order to make less error prone implementations.



Point Operation Local Operation Global Operation
Concurrent | Histogram | Interframe 3x3 I ar'g:rs't(:an Info. Output 'OTJ?‘?; Frequency
Operations | Operations | Operations | Masks 33 (Spatial) (Spatial) Domain
Pixel Level (X) (X) X (X)
Local
Column | Memory X (X)
Level | pipelined X X
Chip Level X X X (X)
Frame Memory X X X X
Chip +
Pixel (X) X
. Chip +
Hybrid Column X (X) X
Chip +
F.memory X (X)
X Recommended
(X)  Highly recommended

Table 11. Summary of on-chip implementation methodology for image processing algorithms.
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Prototype chips for each major group in the vision algorithms were designed and fabricated
with 0.35 pym CMOS technology, for the demonstration of on-chip implementation of
algorithms. Three prototype chips were implemented: in-pixel intensity transformer for point
operation, on-chip binary image processing for local operation, and object positioning system
for global operation. These prototype chips were tested and demonstrated successfully.

It is concluded in this thesis that on-chip image processing with image sensors will offer
benefits of low fabrication cost, low power consumption, fast processing frequency and
parallel processing. Since each vision algorithm has its own applications and design
specifications, it is dangerous to predetermine optimal design architecture for every vision
algorithm. However, in general, the pixel and column structures appear to be the best choice

for typical image processing algorithms such as point operation and local operation.

The implementation of global operation is not recommended in spatial domain because of the
heavy interconnections and computational power requirements. Typically, the
implementations of the global operation in the spatial domain should be modified and

adapted for application-specific environments.

Since CMOS image sensors use a standard process technology, modifications of the image
sensing process cannot be achieved easily and optimization of the image sensing properties
will not be as good as CCD. Although many microelectronic process companies such as
TSMC, UMC and Tower Semiconductor offer the specialized processes for CMOS image
sensors, CCD is still superior to CIS in terms of image quality. Typically in order for CIS to
obtain equivalent image quality as CCD, special processes are needed, which require
modifications on the standard process. The specialized process means expensive fabrication,
which is contrary to the low cost concept of CIS. Therefore, even for the image quality
enhancement of CIS, circuit level improvements such as image processing circuits are
preferred to the process level improvements in the CIS technology. The circuit level
improvements are not beneficial only for the image quality, but also for low cost VLSI
integration. Sometimes, the VLSI integration of CIS is more emphasized than the image
quality enhancement for such applications as portable image devices, machine vision,
surveillance and industrial inspections. Therefore, in the future CMOS image sensors will
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find their own applications where low cost and high functional image sensing is the driving

force even with relatively low image quality.



Appendix A: Inverted Logarithmic Pixel
Sensors with Current Readout

A.l. Introduction

Current readout active pixel sensors are inherently advantageous in terms of readout speed
because the fixed output line voltage at input of transresistance amplifier prevents charge-
discharge phenomena [79]. Another benefit of current readout is current mode processing
which is relatively compact in size and simple in its operation [80]. One drawback of the
active pixel sensors with current mode is lack of design resources. Because the current mode
processing circuitry has not been well studied relatively, most of implementations will have

to be custom designs.

This appendix reports a CMOS active pixel sensor structure for a logarithmic pixel with
continuous current readout. Because the design is distinct from the main theme of the thesis,
it is located in this appendix. Here the arrangement of the photodiode and load found in a
conventional logarithmic pixel is reversed. The inverted logarithmic pixel sensor reduces
fixed pattern noise and eliminates the dependence of the output voltage swing on the column
load, simplifying both of its operation and structural design. We include a detailed design of
the inverted logarithmic pixel sensor and its analysis, along with operational performance

and experimental results.
A.2. Inverted Logarithmic Pixel Sensors

We report a continuous current readout logarithmic active pixel in which the conventional
arrangement of the photodiode and load are reversed. As shown in Fig.A.1(a), a conventional
logarithmic pixel employs a photodiode to generate a photocurrent and one or more
MOSFETs operating in subthreshold to act as a load. The voltage dropped across the load is
dependent on In(iphoww) due to this subthreshold operation. Such a configuration has
advantages of continuous operation, thereby enabling temporal as well as spatial random

access, and wide dynamic range (~6 orders of magnitude of illumination).
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Figure A.1. Structures of logarithmic pixel sensors: (a) conventional log pixel, (b)
current readout with PMOS buffer, (c) inverted log pixel.

Disadvantages include high fixed pattern noise, low contrast due to a small voltage swing
(typically 200mV for the entire 6 order range of illumination), and relatively poor response at
low illumination [81] [82]. The complement of current readout technique of this pixel
structure is also possible, where the load and photodiode positions are the same as the
conventional logarithmic pixel, but a PMOS buffer transistor is used (see Fig.A.1(b)). The
voltage gencrated across the load by the photocurrent appears as Vg of PMOS buffer
transistor (M1 in Fig.A.1(b)). As the light intensity increases, the V, of the PMOS transistor
increases, generating output current which is equal to K(Vg — V1)2. However, PMOS
transistors are known to have higher lithographical mismatch than NMOS [89][90], so this
structure is expected to display higher fixed pattern noise. However, as technology is
developed and more attentions are brought to every level of process, mismatch of PMOS
transistors is not necessarily worse than that of NMOS transistors any more. Therefore, it is

process dependent.

Another contribution to the low voltage swing for the conventional logarithmic pixel is a
trade off in the choice of column bias; to maximise Vouw, a low Vbias is required, but a high
Vou reduces Ves for M 1. In our design, (see Fig.A.1(c)) the positions of the photodiode and
load are reversed, so the voltage generated across the load appears directly as Ves. Now the
PMOS transistors consume more area than NMOS because of the implementation of wells,
the use of PMOS transistors is often avoided.

Moreover, the response of the pixel is now dependent on local, as opposed to global,

matching of MOSFET characteristics. A larger than average local W/L (caused by
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Figure A.2. Simulated effect of lithographic deviation on a regular logarithmic pixel
sensor. As varying w with a fixed | = 0.35 um, the output current of the driving
transistor, Ml, changes significantly. At Iph = 10 pA, variation of w leads to

approximately 30 uAd (~ 130 % of output swing) of output current, while the output
swing between Iph = 0 to 30 pA, is only 23 uA.

I out
40 yA

0.0 : B e ey
o0 10PA [photot 20 PA 30 pA
Figure A.3. Simulated effect of lithographic deviation on an inverted logarithmic

pixel sensor. A partially little variation of output current is caused by the
lithographical deviation of W/L: about 20 % of output swing.
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lithographic deviation) means that, while the photocurrent generates less voltage across the
load, I for M1 will be increased in partial compensation. In contrast, a higher than average
W/L in the conventional pixel logarithmic (see Fig.A.1(a)) leads to a increase of the M1 V5,
which is compounded by the increased W/L of M1 itself. Simulations of the effects of the
lithographic deviation, shown in Fig.A.2 and A.3, illustrate fixed pattern noise suppression of
the inverted logarithmic pixel sensors. Variations of W/L of transistors in the conventional
logarithmic pixel sensor produce a large variation of output current, about 142% variation of
output swing (from Iph = 0 and 30 pA), while generating only 18% in the inverted
logarithmic pixel sensor. Hence, this inverted logarithmic pixel is expected to display
reduced pattern noise and larger output swing than conventional logarithmic pixels, while

maintaining continuous readout and wide optical dynamic range.
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Figure A.4. Schematic view of the sensor structure. The output current is
converted to a voltage by an external transresistance amplifier. The use of a single
conversion circuit improves uniformity, and can be integrated on-chip.



APPENDIX A 193

Vdd

p substrate p substrate
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(a) Single junction photodiode with (b) Double junction photodiode with
Noating diffusion at n-type side Sloating diffusion at p-type side

Figure A.5. Structures of photodiode used for the inverted logarithmic
Dpixel sensors.

A.3. Testing and Measurements

Here, this pixel structure has been implemented with a current-mode readout (Fig.A.4),
where the column load is replaced by an off-chip transresistance amplifier. Since location of
photodiode and loads is reversed, the layout of photodiode (shown in Fig.A.5(b)) is different
from the normal one (Fig.A.5(a)). Current readout has well-known advantages of reduced
column charging/discharging, low noise, and ease of analog signal processing. However, it is
not normally implemented in integrating pixels owing to the difficulty of on-chip pattern
noise correction; this is of lesser concern here because continuous pixels typically require
off-chip pattern noise correction. In our case, reading out iour also serves to decompress the
logarithmic dependence of Vour on iphow, since now igm (Vg_r,)2 a [ln(iphoto)]z. In normal
operation Vrer = 0V.

Photoresponse characteristics for single pixels with various numbers of load transistors are
shown in Fig.A.6. A consequence of the structure shown in Fig.A.1(c) is that M1 operates in
sub-threshold at low light intensities. Now iowr o e and Ve, @ In(iproo), giving a region

where iour quiphoto. At higher illumination, the [In(iphor)]? variation is observed. Fig. A.7(a)
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Figure A.6. Variation of the photoresponse of the inverted logarithmic pixel with
number of load transistors.

shows a sample unprocessed image captured on a 64 x 64 array of 30um pixels with 3 load
transistors, implemented in a standard 0.35um CMOS process (see also Fig.A.8), whose chip
testing is summarized in Table A.1. While the image can clearly be seen (in contrast to many
conventional logarithmic pixel sensors), pattern noise is still significant. Some of this is due
to the fabrication process, which gives a high fixed pattern noise even for integrating mode
sensors (~1.3% of saturation). An image corrected by subtraction of a background reference
is shown in Fig.A.7(b). To obtain best results, this reference image is a white image captured
at the same average illumination as the original, indicating the presence of photo-response
non-uniformity (PRNU). The PRNU for the sensor is plotted in Fig.A.9; this is to be
compared with conventional logarithmic pixels where PRNU is typically ~50% of the mean.

To illustrate the advantages of current-mode readout for low voltage operation, the supply
voltage has been reduced from its standard value of 3.3V (Fig.A.10); the sensor works well
down to Vpp = 2.5V, but degrades rapidly thereafter. Variation of images with Vs is shown
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(a) Unprocessed Image (b) White Background (c) Pattern Noise
Pattern Noise Subtraction

(a)Unprocessed (b) Illumination Pattern (c) Pattern noise

Image Noise subtracted Image

Figure A.7. (a) Raw image captured under room light of approximately 200 lux, (b)
White background image, (c) Image corrected by subtraction of a white image.
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64x64 CMOS Image
Sensor Array with
Inverted Logarithmic
Pixels

Column Switches
Column SR ‘

Figure A.8. Photograph of the image sensor die. Total die
area is 16 mm®.
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Chip size 3204.5x3204.5 um’

Pixel size 30.8x30.8 um®

Format of array 64x64

Fill factor 81.63%

Maximum frame rate 200 Khz (Sampling Rate)

Power consumption 3.30mA x 3.3 V=10.89 mW at 50 Khz
sampling rate

Background illumination 180 lux

Technology 0.35 um CMOS

Vop Power Supply 33V

Output analog output

Package 68 PGA

Table A.1. Electrical and Optical characteristics of the Inverted Logarithmic

Sensor chip.
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Figure A.9. Variation of rms pattern noise with illumination. In the absence of a
well-defined saturation signal, pattern noise is expressed as a percentage of the
mean output voltage at each point.
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(@) Vdd =33V

() Vdd=2.5V

(©)Vdd=23V

Figure A.10. Effect of image sensor Vop on image quality. Vob is nominally 3.3 V
Jor this technology.
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(a)Vin=0.1V

(b) Vin=02V

(c) Vin=03V
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(d)Vin=04V

(&) Vin=0.5V

®Vin=0.7V

Figure A.11. Effect of transresistance amplifier reference voltage on image
quality.
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(a) Sampling
Rate = 10 KHz

(b) Sampling
Rate = 20 KHz

(c) Sampling
Rate = 50 KHz
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(d) Sampling
Rate = 100 KHz

(e) Sampling
Rate = 200 KHz

(f) Sampling
Rate = 500 KHz

Figure A.12. Effect of data sampling rate on image quality. Because current
readout does not have charging/discharging phenomena, it can achieve high

frame rate.
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in Fig.A 11, illustrating the relative independence of the pixel operation to column voltage,
and hence insensitivity to the input resistance of any subsequent image processing stages.
There are no charging/discharging phenomena in current readout mode, eliminating RC time
constant. Thus, the inverted log pixel sensor with current readout can have high frame rate.
Maximum data rates (directly related to frame rates) of active pixel sensors in integration
mode typically depend on RC time constant in S/H and its output drivers. In contrast, the
inverted log pixel sensor does not have any S/H’s and output drivers, experiencing no time
delay in data readouts. However, due to slow time response of logarithmic transistors in
subthreshold region, there are degradations on images at high data rate. Fig.A.12 shows
different images captured at different data sampling rates. With a particular processing
technology, typical maximum data rate of APSs in integration mode is around 50 KHz, while
the inverted log pixel does not experience any degradations on images at 100 KHz,
generating higher frame rate.

Ad4. Conclusions

The reversed arrangement of the photodiode and load causes the voltage generated across the
load by the photocurrent to appear directly as the gate-source voltage of the in-pixel buffer
transistor. This configuration eliminates the dependence of the voltage swing on the column
load. Pattern noise is also reduced over conventional logarithmic pixels because global
variations of threshold voltage are less significant. In addition, a readout technique of the
pixel sensor demonstrates reduced signal compression, improved output swing and increased
frame rate. However, the independence of the load is not as effective as expected: images are
degraded when V. is higher than 0.7 V. Although pattern noise is expectedly reduced, there
are still noticeable degradations by the pattern noise and thus further processing on the

images is required.



Appendix B: Basic Procedures for Image
Capture Test

The very first step in the CMOS image sensor test is to capture an image of the best quality
with the chip, verifying test board connections, control input patterns, image display software
setup and, most importantly, the design of the chip. Here is the procedure of the image-
capturing test.

1. Wiggling Test

Without a lens, as a light source is turned on and off (or a light source is swirled in front of
the image sensor chip) in a dark room, the output voltage of the chip should go up and down
and the images in the display should become bright and dark, indicating the chip is capable
of sensing the incident light. Generally, the wiggling test verifies the input control patterns,
the image display system and the test board connections. It does not give a full verification of

the setup, but gives a basic setup to start the test with.
2. Flash Light Circle Test

With an approximate setup of a lens (focal length adjustments and alignments to the chip), as
a light source (e.g. a flash light) is turned on in front of the image chip in a dark room, the
output image should contain a white circle. If any circles cannot be captured, the bias
voltages can be changed until an appropriate shape of the circle is captured. If any circles
cannot be obtained with many different bias voltages, check the input patterns, the image
display system and the test board connections. This step helps to find the appropriate bias
voltages for the chip.

3. Final Image Capture

With the same setups (input patterns, display system, bias voltages and test board), a
stationary object is placed in front of the chip with an appropriate illumination. As the focal
distance and the alignment of the lens to the chip are changed, the chip should capture the
stationary object. The first image might be blurred, but an appropriate adjustment of the lens
will sharpen the image and give an image of the best quality with the chip.
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Appendix C: Image Sensor Characteristics

C.1. Basic Measurements

Measure the frame rate (sampling rate) at which best image quality for a same image

is obtained.

Measure the power consumption (nominal current flowing from Vdd) for various

images at the frame rate.

Measure and save image files at a fixed wavelength and at a fixed frame rate while
changing the illumination (light power or intensity, but lux is preferred) from 0 to
until the output voltage is saturated. In addition, the wavelength and frame rate can be
varied for another test. This measurement can be directly used for photosensitivity,
PRNU, saturation level. Also, it can be used for calculation of conversion efficiency.

The above measurement is under an assumption that there is enough settling time
between the different illuminations (due to light temperature). After changing the
light intensity of the light source, the light intensity fluctuates until it settles down at a
constant value. Sometimes it is difficult to avoid the light temperature effects. Instead
of changing the light intensity, the integration time is changed here. Measure and save
image files (> 100 files at each Tint) at a fixed light illumination and at a fixed
wavelength (typically at 540 nm of green light) as changing the integration time. For

each image file, the mean and variance is calculated.

Measure and save image files at fixed illumination (light power, w/m?, is preferred)
and a fixed frame rate as changing wavelength of the incoming ray using a
monochrometer. The illumination and frame rate can be varied for another

measurement. This measurement can be used for spectral response.

Measure and save image files in dark room as changing integration time (sampling
rate). This measurement can be used directly for FPN and dark current. If you want to
measure temporal noise save enough image files (>100 files) under a careful
environment setup because the temporal noise is very sensitive to any environment

change

205



APPENDIX C 206
C.2, Imager Characteristics Extraction and Calculation

Fill factor [%)]
Photo-sensitive area / total pixel area

Frame rate [frames/second]
The maximum frame rate (sampling rate)

Power [mW)]
Measure power (current from Vdd node of the power supply) when the imager captures
normal image (background of the lab) and in the dark room

Photosensitivity [V/(lux*sec)] & Linearity
(1) As different light intensity (lux is preferred to light power, w/m?) shines on the sensor
array, measure the output voltage at a given frame rate (sampling rate)

Output A
Voltage (V)
Slope = photosensitivity* Tint

Fluctuation of slope = linearity

>
Light Power (uW/cm2)

(2) As the integration time changes, measure the mean value of the output voltage at a fixed
illumination

Output A
Voltage (V)
Slope = photosensitivity * light intensity

Fluctuation of slope = linearity

—>
Tint (Integration Time)

Quantum Efficiency
With the previous measurements of saturation level, conversion gain, the QE can be

calculated as follows

QE = Saturation Level /(light power*Effective photodiode area*reflection loss*Tint*g.)
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Conversion Efficiency

(1) After measuring the output voltage (or delta V) at a given light intensity (light power)
when the output voltage is saturated, calculate the total number of electrons generated by the
light intensity with assumed QE, optical reflection, fill factor and photodiode capacitance.
Then the conversion efficiency is the saturation level divided by the total number of the
photon-generated electrons.

Total # of photon-generated electrons (ne) = (P x Aeff x QE x R x Tint) / Ephoton

Where

P = light power per unit area

Aeff = photo-sensitive area (approximately pixel area x fill factor)
QE = Quantum efficiency (about 40%~60%)

R = Optical reflection (about 60 ~ 70%)

Tint = integration time

Ephoton = Energy per photon (Eph = hf = .24 / wavelength in nm)
Conversion Efficiency = Saturation level / ne

(2) Calculate the mean and the variance of the images captured at a fixed Tint. The
conversion efficiency is simply

g. = variance / mean

This calculation is repeated for different Tint. The same resultant value should be obtained
for the different Tint.

Spectral Response
Measure output voltage (or delta V = Vout in dark — Vout at light) at different wavelengths
(different wavelength filters in the monochrometer) at a fixed light illumination

Delta V A
or

QE

»
Wavelength (400~700 nm, Visual light spectrum)

Saturation Level

(1) It is the maximum output voltage swing. As the light power increases at a given frame
rate (sampling rate), the maximum delta V will saturate to a minimum voltage value. The
saturation level = Highest output voltage — Lowest output voltage.
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Output A
Voltage (V)

Saturation
Level (V)
>
Light intensity (light power)

(2) As Tint changes, plot the mean output values of the images along with the integration
time.

Output 4
Volwage (V)
Saturation
Level (V)
2
Tint (Integration Time)
Dark Current

Measure and save the whole frame (whole image) in the dark room as changing integration
time (sampling rate).

Average value
of whole image 4

V)
Slope = Dark current (V/S)

>
Integration Time (sampling rate)

Fixed Pattern Noise (FPN)
Measure and save the whole frame (whole image) in the dark room and calculate the

variance/standard deviation of the image file in Vpp or Vrms or % (Vrms / saturation level)

PRNU (Photo-Response Non-Uniformity)
(1) Measure and save the whole frame (whole image) at different light power (intensity) and
at a fixed frame rate and at a fixed wavelength. Then calculate the variance/standard

deviation of the image file in Vrms or Vp/p or % (Vrms /mean)
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(2) Measure and save the image files at different Tint and at a fixed light illumination and at
a fixed wavelength. Then calculate the variance/standard deviation of the image files in Vpp,
Vrms and %.

Temporal Noise

Measure the consecutive samples of the output voltage for one pixel in the array with
different Tint (typically the value measured in the dark room is used for SNR and DR). The
number of samples should be large (>100) and careful environment is required because the
temporal noise measurement is very sensitive to the environment.

Signal to Noise Ratio (SN or SNR)
Calculated as Saturation level / output temporal noise in the dark

Dynamic Range

Calculated as Saturation intensity / Temporal noise equivalent intensity. It should be same or
nearly same as SN if the photoresponsitivity is linear (Output voltage difference is
proportional to input light intensity)

Photon Shot Noise, KTC noise
They either cannot or difficult to be measured separately. They are included in part of
temporal noise or readout noise.

Effective Capacitance

Measured from test structure of photodiode.

Measured from calculation with light power, QE, photosensitive area (fill factor), optical
refection and output voltage. The total # of photons generated by the light intensity is
calculated and then degradation by QE, photosensitive area and optical reflection is applied
to the total # of photons. Then the effective capacitance = charge of photon-generated
electrons / output voltage (delta V)
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Quantity Unit How to obtain Range for
commercial devices
Technology pm
vdd v <33V
Output format Analog or
digital
Chip Size mm X mm Physical measure >4 x 4 mm’®
Pixel Size pm X.pum Physical measure <10 x 10 pm?
Format of Array Physical measure > 64 x 64
Fill Factor % Physical measure > 40 %
Max. Pixel rate Pixels/sec Single serial port 40 Mhz
Or (megapixels/sec)
(analog)
MHz 100 Mhz (digital)
Frame Rate Frames/sec Fastest frame rate with > 30 frames/sec
or ms reasonable image quality
Integration Time Second From the frame time
(e.g. 33 milliseconds)
to less than one row
read time (e.g. a few
microseconds)
Power w Power at the nominal frame | 30 ~ 100 mW for
rate VGA format (640 x
480)
Illumination lux or W/m? | Illumination in environment | 150~250 lux for room
Lux or Flux | W/m? = 70Ix (visible white | 181t

light) to 180l1x (visible +
NIR)

Photo-sensitivity

V / (Ix*Sec)
Or
(V/s)/(W/m®)

Output voltage [V/s] vs.
Input Light power [W/m?]
Output voltage [V/s] vs.
Input Light lux [1x]

0.7 ~ 3.5 V/lux*sec
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time

Spectral Response | A/W Average output current (or

QE) in unit area, at

wavelengths under a light

power [W/m?], OR

Ratio between photo current

and light power for a given

wavelength.
Conversion uVv/e Output voltage per unit of 3 ~ 35 uV/e (output
Efficiency input signal charge referred)

Variance / Mean of output
Saturation Range |V Max output voltage in dark — | S00 mV (Vdd = 3.3
(Level) Min output voltage in bright | V) ~2 V (Vdd = 5V)
PRNU (Photo Vrms or Vpp | Vrms at a given wavelength | 1~10 % Vpp or
gﬁgggxt;;on or % and illumination 0.8~2 % Vrms

% = Vrms / mean level of mean level

or Vpp / mean level 1 mV ~ 50 mV Vrms
Fixed Pattern Vrms or Vpp | Static spread of (dark) 1 mV ~ 30 mV rms
Noise (FPN) or % voltages of all pixels of array | _ 1 % Vpp

Vpp / saturation level
Temporal Noise Vpp or Vrms | RMS of consecutive samples | <200 uV rms
(N) or % of the output voltage for one

pixel
Signal to Noise dB Output signal voltage range / | >40 dB
Ratio (S/N, SNR) output signal noise in the

dark
Dynamic Range dB Saturation intensity / Noise >50dB
(DR) equivalent intensity

If input light is linear with

output signal, SNR = DR
Dark Signal V/Sec Signal voltage drop in the 0.1 ~ 1.6 V/sec

dark, due to dark current

(Output voltage in dark —

output voltage) / Integration
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Dark Current Aor A/cm* | (Apparent) photodiode 300 pA/cm?

current in the dark per pixel,

or normalized per unit area
Quantum % # of generated electrons / # 20% (photogate) ~
Efficiency of “impinging photons” 40% (photodiode)

Or

QE=SRxhv/q
Effective fF Photo charge / Output 10 fF ~ 100 fF
Capacitance voltage
Pixel Current A 100 fA ~ 10 pA
Input referred e All the noise measured and 15 e (photogate) ~ 50
Read Noise input referred e (photodiode)
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