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Abstract

Driven by economic, technical and environmentatdes; the energy sector is currently undergoing a
profound paradigm shift towards a smarter grid getncreased intake of Distributed and Renewable
Generation (DG) units is one of the Smart Grid (pBars that will lead to numerous advantages agnon
which lower electricity losses, increased relidpitind reduced greenhouse gas emissions are the mos

salient.

The increase of DG units’ penetration will causarafes to the characteristics of distribution neksor
from being passive with unidirectional power floswards Active Distribution Networks (ADNs) with
multi-direction power flow. However, such changestle current distribution systems structure and
design will halt the seamless DG integration dugadous technical issues that may arise. Voltage a
reactive power control is one of the most significessues that limit increasing DG penetration into
distribution systems. On the other hand, the teipragrid has been created to be the building blaick
ADNs. A microgrid should be able to operate in twodes of operation, grid-connected or islanded. The
successful implementation of the microgrid concdpmands a proper definition of the regulations
governing its integration in distribution systenis. order to define such regulations, an accurate
evaluation of the benefits that microgrids willrigito customers and utilities is needed. Theretbere
is a need for careful consideration of microgriishe assessment, operation, planning and desugtigs
of ADNs. Moreover, SG offers new digital technokegjito be combined with the existing utility grids t
substantially improve the overall efficiency antateility of the network. Advanced network monitog,
two ways communication acts and intelligent contnethods represent the main features of SG. Thus it
is required to properly apply these features talifate a seamless integration of DG units in ADNs

considering microgrids.

Motivated by voltage and reactive power controléssin ADNSs, the concept of microgrids, and SG
technologies, three consequent stages are presantad thesis. In the first stage, the issuesalfage
and reactive power control in traditional distrilbat systems are addressed and assessed in osteedo
the light on the potential conflicts that are expdaowith high DG penetration. A simple, yet effitieind
generic three phase power flow algorithm is devetbiw facilitate the assessment. The results shatv t
utility voltage and reactive power control devioas no longer use conventional control techniqures a
there is a necessity for the evolution of voltagel aeactive power control from traditional to smart

control schemes. Furthermore, a probabilistic aggiidor assessing the impacts of voltage and rkeacti



power constraints on the probability of successfdration of islanded microgrids and its impactdhan
anticipated improvement in the system and customkigbility indices is developed. The assessment
approach takes into account: 1) the stochasticr@aifiDG units and loads variability, 2) the spécia
philosophy of operation for islanded microgrids,ti3¢ different configurations of microgrids in ADNs
and 4) the microgrids dynamic stability. The resghow that voltage and reactive power aspectsotann

be excluded from the assessment of islanded midsguccessful operation.

The assessment studies described in the first stageld be followed by new voltage and reactive
power planning approaches that take into accouat dimaracteristics of ADNs and the successful
operation of islanded microgrids. Feeders shunt@#ms are the main reactive power sources in
distribution networks that are typically plannedb® located or reallocated in order to provide agpt
support and reduce the energy losses. Thus, isd¢bend stage, the problem of capacitor planning in
distribution network has been reformulated to cdasimicrogrids in islanded mode. The genetic
algorithm technique (GA) is utilized to solve thewnformulation. The simulation results show that th
new formulation for the problem of capacitor plamiwill facilitate a successful implementation of

ADNSs considering islanded microgrids.

In the third stage, the SG technologies are apgliedonstruct a two ways communication-based
distributed control that has the capability to pdevproper voltage and reactive power control inNsD
The proposed control scheme is defined accordingegaconcept of multiagent technology, where each
voltage and reactive power control device or DG igiconsidered as a control agent. An intelligent
Belief-Desire-Intention (BDI) model is proposed fibre interior structure of each control agent. The
Foundation for Intelligent Physical Agents (FIPArformatives are used as communication acts between
the control agents. First, the distributed conscheme is applied for voltage regulation in disttidn
feeders at which load tap changer (LTC) or stepagel regulators are installed at the begging of the
feeder. In this case, the proposed control aimantwlify the local estimation of the line drop
compensation circuit via communication. Seconde tlontrol scheme is modified to take into
consideration the case of multiple feeders havirsplastation LTC and unbalanced load diversity. To
verify the effectiveness and robustness of the gseg control structure, a multiagent simulation etasl
proposed. The simulation results show that disteithicontrol structure has the capability to mitgtte

interferences between DG units and utility voltagd reactive power control devices.
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Chapter 1

Introduction

1.1 Background

Smart grid (SG) means the modernization and automatf the current power delivery systems, both
transmission and distribution. SG initiatives based on several pillars; among which improvindesys
reliability and efficiency, as well as promotingheggh penetration level of renewable and distributed

generation (DG), are the most salient [1-3] .

From a design perspective, SG aims to incorporégements of traditional and advanced power
engineering, sophisticated sensing and monitorgaipriology, information technology and two ways
communication links. SG technology aims to proviédter grid performance and support a wide array of
additional services to customers and the econonherefore, many of the current research and
development activities related to SG share a comwigion as to desired functionality. Some of these

desired functionalities include [2]:

1- Accommodating a wide variety of DG and storage myi

2- Increasing system reliability and improving poweality

3- Optimizing asset utilization

4- Self-healing

5- Minimizing operations and maintenance expenses

On the other hand, conventional distribution systemre characterized by their passive structure with

unidirectional power flow. However, in responsethie SG initiatives, distribution systems are expect
to undergo major transition towards being Activestbbution Networks (ADNSs) [4]. Those ADNs are
characterized by high DG penetration along withtrditection power flow. ADNs will be distributed
into set of layers; these layers are based on ttigmid concept [5]. A typical microgrid configuran is

formed of a cluster of loads and DG units connetesidistribution network [6].

Facilitating a high penetration of a wide variefyDgs units as well as the successful implementadion
the microgrid concept in ADNs will bring multipleebefits to customers and utilities [7]. Such bagrefi
include maintaining the customer’'s service in erapoy situations, voltage support, loss reduction,
transmission systems and distribution systems dgpatease and improved utility system reliabilj8;

9].



1.2 Research Motivations

Distribution systems are generally designed to atpewithout any imbedded generation whether on the
distribution system or at the customer site. Tharefthe introduction of DG units on distributiorsgeems
can significantly impact the flow of power and \gée conditions at customer and utility equipment.
Based on the distribution system operating chariatitss and the DG characteristics, these impaetg m
be positive by supporting the system or negativecdnysing technical issues. Positive impacts include
voltage support, loss reduction and capacity reledst, to achieve these positive impacts, DG unitst

be reliable, dispatchable, and of a proper locatemmd size. As most of the DG units are not utdityned
and are characterized by being intermittent ensagyrces like wind and solar, there is no guarathtae
these positive impacts are fully achieved. In castirwith the high degree of complexity and undetya
that are accompanied with the integration of DGgjrdonventional voltage and reactive power control
strategies in distribution systems are expectedat® numerous challenges. When DG units are
interconnected to a distribution system, they camifscantly change the system voltage profile and
interfere with the conventional local control ségies of load tap changers (LTC), step voltagelatgrs
(SVR) and shunt capacitors (SC). This interferele@gls to overvoltage, undervoltage, increasing in
system losses and excessive wear and tear of eat@grol devices. Therefore, to mitigate voltagd a
reactive power control issues and facilitate a $essnintegration for large penetration of distréuit
generation, DG units need to coordinate with tradél utility voltage and reactive power control

devices.

On the other hand, the concept of microgrids wéllable to offer multiple benefits. The most salient
among those benefits, is improving the microgridstemers’ reliability by transition to islanded neod
during outage of the upstream network. Thereforge of the most important issues in SG is to
guantitatively evaluate the possibility of succaksimplementation of microgrids. Assessing the
implementation in a proper way will give rise to accurate evaluation of the benefits that micragrid
may bring to customers, DG owners and utilitieser€fore, there is a need for an accurate evaluafion
the probability of successful operation of islanaeidrogrids and consequently its effects on indiaid
and system reliability. Such evaluation needs ke iato account the special features and philosaghy
operation during islanded condition. Voltage andctive power constraints are part of the operationa
characteristics that cannot be excluded from thaluewion of the successful operation of islanded

microgrids.



Once an accurate assessment of voltage and reguiver aspects in ADNs considering islanded

microgrids is done, new planning and control sclethat take into account the structure of ADNS,

microgrids concept and SG technologies need tebinat.

1.3 Research Objectives

This research aims broadly to develop new assessplanning and control algorithms for voltage and

reactive power in ADNs with high penetration of D@its considering islanded microgrids and SG

technologies.

To be fulfilled, the above objective needs to eeadwnd builds upon a number of tasks. Key tasks are:

1-

2-

Development of a generic three-phase power flowralym for ADNSs.

Using the developed power flow algorithm to acceisassess the impacts of high penetration
of DG units on the conventional voltage and rea&ctfpower control schemes in distribution

systems.

Development of an accurate algorithm for assedsiaguccessful implementation of islanded

microgrids considering the impacts of voltage agattive power constraints.

Development of a new capacitor planning algorithmPADNSs considering islanded microgrids.
Development of new control schemes for voltage esattive power in ADNs using SG

technologies.

1.4 Thesis Layout

The remainder of this thesis is structured as Wlo

Chapter 2presents the state-of-the-art and a critical litgesurvey on voltage and reactive power

in ADNSs.

Chapter 3is divided into two phases. In the first phasepmgrehensive three phase power flow

algorithm for active distribution systems is presein Using the power flow algorithm, the
second phase addresses the drawbacks of convéntmlteege and reactive power control

schemes and the necessities of their evolutionturd distribution systems.

Chapter 4presents a probabilistic technique to evaluatdrtpacts of voltage and reactive power

constraints on the success of islanded microgadisg the special features and operational

characteristics of both dispatchable and non-disiadiie DG units into consideration. Supply
3



adequacy and reliability indices have been modif@e@dccount for the effect of voltage and

reactive power constraints in the assessmentasfdsid microgrids.

Chapter 5presents a probabilistic formulation for the prablef capacitor planning in ADNs
taking into considering the special features artbpbphy of operations of islanded microgrids

combined with the probabilistic models of DG uratsl the load variability.

Chapter 6presents an active control scheme that has thebitigpao provide proper voltage
regulation in active distribution feeders. The megd control scheme formulates the problem
of voltage regulation based on a distributed ortragent control structure, where each device

is considered as a control agent.

Chapter 7is an extension for the multiagent control schemesgnted in chapter 6 to: 1) mitigate
the interference between LTC and DG operation aradantee a proper voltage regulation in
all operating conditions, 2) relieve the stressagnoperation of LTC, 3) avoid unnecessary DG
active power curtailment, and 4) prevent the ineega system losses due to the reactive power
control of DG units, in case of multiple feedersiing a substation LTC, unbalanced load

diversity and high DG penetration.

Chapter 8presents the thesis summary, contributions, amattiins for future work.



Chapter 2

Background and Literature Survey

2.1 Introduction

This chapter presents a brief background on thiel@noof voltage and reactive power control in ADNs.

2.2 Conventional Voltage and Reactive Power Control in Distribution Systems

Voltage and reactive power control in distributgystems is very important. Improper voltage regorat
can cause many problems for end users. Sustairdadtages or undervoltages can cause unsafesr les
efficient equipment operation and tripping of sémsiloads. While undervoltages can cause ovenngati
of induction motors, overvoltages can cause equiprdamage or failure and higher no-load losses in
transformers. Further, improper control of reacfpasver flow can cause significant increase in titalt
system losses. In contrast, a proper voltage ragolavill improve the voltage profile, reduce syste

losses, and increase system efficiency [10].

Delivering voltage to customers within a suitaldage is one of the utility’s core responsibilitistost
regulatory bodies and most utilities in North Anserifollow the ANSI voltage standards (ANSI C84.1-
1995) which have been revised in 2006 [11]. ANSKU@8standard defines three voltage classes: low
voltage (1 kV or less), medium voltage (greatentthickV and less than 100 kV), and high voltage HV
(greater than or equal to 100 kV). Within thesessts, ANSI defines two ranges of voltage; they are:

1- Range A —Normal Operating Conditipmaost service voltages are within these limitg] an
utilities should design electric systems to prowddevice voltages within these limits.
2- Range B — Upnormal Operating Conditiotisese requirements are more relaxed than Range
A limits. According to the standard: “Although sudwonditions are a part of practical
operations, they shall be limited in extent, freggye and duration. When they occur,
corrective measures shall be undertaken withiraaamable time to improve voltages to meet
Range Arequirements.” Utilization equipment should giveceptable performance when
operating within thd&kange Butilization limits, according to the standard.
For low voltage systems, ANSI C84.1 gives limits&% and +5% foRange Aand -8.3% and +5.8%
for Range BFor medium voltage systems, ANSI C84.1 givestéighmits forRanges AandB. Range A
is —2.5 to +5%, anBange Bs -5 to +5.8%.



In general, there are three different types of mdmtevices that are widely employed to controltagé
magnitude and reactive power flow in a distributgystem; those are LTC, SVR and SC [12]. LTC is
installed at the main transformer to keep the sgdagnvoltage close to a specified value under cimang
load conditions. SC is installed at the secondary &f the substation to adjust the reactive poveay f
through the main transformer to keep the systemabipg at a high power factor. On each feeder ether
are also some SVR and SC that have been commomplpged to provide voltage regulation and reactive

power compensation to improve the voltage profibm@ the feeder.

The purpose of voltage and reactive power contmodistribution systems is to find an optimal
scheduling of LTC and SVR positions and SC statusrder to achieve certain objective functions and

practical constraints such as:

1- Keep the voltage profile at all load nodes withiceatain specified limit.
2- Minimize the total daily power loss.
3- Take into consideration the distribution feederaxaly limits.
4- Limit the total switching operations of LTC, SVRAS8C due to the limit of their life
expectation.
Many conventional control schemes have been rapdae voltage and reactive power control in a

distribution system. As shown in Figure 2.1, thesetrol schemes could be classified as follows:

2.2.1 Local voltage and reactive power control

Local control is mainly based on local informatidrhe control set-points alteration for voltage and
reactive power control devices is very rare, orssral basis for example [12, 13]. The main advantig
the local control is that it is autonomous i.e.efeing local information from the system, somehow
selecting an action to perform, and performing tcton. Therefore, it has the flexibility to resboto
load fluctuations. The main drawbacks of the laaitrol are that the power losses are not guardritee
be minimized and a proper coordination among devisagequired to avoid conflicts [10]. Some of the

traditional local control techniques for voltagaelaractive power control devices are listed agvad!
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Figure 2.1: Conventional voltage and reactive power control in distributitensys

2.2.1.1 Local control of LTC and SVR:

Both LTCs and SVRs keep consumer voltage magnituitben standards. LTC keeps the secondary bus
voltage close to a specified value under changiad tonditions as given in (2.1).

Vo 1gsVosVs, g (2.1)

V2 .5 = Va2.set — 0.5 DB lower boundary voltage;
V2 yg = Vasee + 0.5 DB upper boundary voltage;

V, set is the LTC set point voltage aridB is the dead-band (The band where no actions occurs to

prevent oscillations and repeated activation-deatitin cycles “hunting”).

The line drop compensation (LDC) feature showniguFe 2.2, which is an integral part of the SVR
control, estimates the line voltage drdp and performs voltage corrections based on the cD@ent

Icomp» Rset andXserequivalent LDC parameters and LDC load side veltg,
7
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Figure 2.2: Line drop compensator circuit

Equations (2.2)-(2.6) show the LDC calculationsdoiasn its local measurements [14].

AV = Icomp (Rset +szet) (2.2)

Vrelay_LDC = Vreg — AV (2.3)

The number of required taffap; at each timeé can be calculated as follows:

Tap; = Tap;_4 if Vsor 1B < Vretay 1oc < Vsur un (2.4)
Tap; = Tap;—; + round <VSW'S‘” 0_7‘/;9“13’_LD6> tf Vretay_Loc < Vsvor_ip (2.5)
Tapi = Tapi_l — round (Vrelay_L%C7; str_set) if Vrelay_LDC > str_UB (26)

whereVyqiqy 1pc 1S the LDC relay voltagéy,, . is the reference voltage of the regulating pdigy, ;5

is the lower boundary voltage alg,. ;5 is the upper boundary voltage.

2.2.1.2 Local control of substation and feeders shunt capacitors:

Shunt capacitors are installed at the secondarybtie substation to improve its power factor. &llsy
substation capacitors use a local VAR controllecdatrol their switching operation. Feeder switched
capacitors (FSC) can be controlled by differenthods of local controls, such as voltage, current,
reactive power, time and intelligent controls. &gk controlled FSC are most appropriate when thie ma
role of capacitors is voltage regulation. Curremttool works well if the power factor of the loaifairly
constant. To minimize the reactive power flow, te@cpower controlled capacitors are most approgria

If feeders have typical load profiles in a longtetime controlled capacitors could be effectivB][TTo



mitigate short comings of single input control,eifigent control uses multiple inputs in the capaci

switching algorithm.

2.2.2 Remote voltage and reactive power control

Remote control needs to achieve better performbps®lving the problem of voltage and reactive powe
control in distribution systems as an optimizatwablem for the 24 hours of the day before the atisp
day. Where the LTC and SCs are remotely dispatekiedy hour, by using an automated schedule, which
is defined based on a 24 hours-ahead load forfls17]. The objective of the optimization problésn

to minimize the daily system losses, while limititige number of LTC and capacitor bank hourly
switching operation [18-20]. Mathematically, thdtage and reactive power optimization problem can b

expressed as follows:

24 (2.7)
minz Ploss,i
i=1
subject to:
f(xl(i)sz(i):x3(i)) =0 (2.8)
X1(Hmin < X10) < X1(i)max (2.9)
X2(Dmin = X2(i) = X2(i)max (2.10)
24 (2.11)
> ITap; —Tapi_s| < KT
i=1
24 (2.12)
D16 = Cial <KC
i=1
where
Pioss i real power loss at each time step
f non-linear power flow equations
X1(i) discrete control variables, i.e. transformer tafirggs and capacitor bank



X2(i) Injected reactive power at the slack bus and bitag® magnitudes.

X3(i) Injected active powers at the slack bus and busgelangles.
KT Maximum allowable number of switching operationslidC.
KC Maximum allowable number of switching operationsgbunt capacitor banks.

As shown in (2.7)-(2.12), the reactive power antfage control optimization problem is basically a
non-deterministic, non-convex, mixed-integer nogdinprogramming problem. Solving this optimization
problem is not an easy task due to the load variathe discrete nature of the LTC and capacitakba
switching, as well as the nonlinear power flow doaiats. Due to load variations, even though th&€LT
tap position and capacitors ON/OFF configuratian@stimum during their dispatching times, theraas
guarantee that these configurations continue togtenal until the next scheduled dispatch is exedut
Moreover, remote control doesn’t have the capahititadapt automatically to load changes that devia

from the forecasted one.

2.2.3 Combined local and remote voltage and reactiv. e power control:

As most of the distribution systems have the charestics of being radial in topology, the voltaged
reactive power control problem can be simplifiedbbgaking it down into two parts. One is dealinghwi

the substation controls and the other with contfdhe feeders. The authors in [21] used remotérabn

to find the optimal LTC tap positions and shuntamrs on/off configuration on the substation side
based on a 24 hours-ahead load forecast; whiley fsygtems were used to determine the states of FSC

based on local information.

2.3 Smart Grid, Active Distribution Networks and Mi crogrids

The electric energy sector is currently moving tagahe SG era [3]. The main goals of the SG pgradi
are 1) transform the power system from the cemtdlscheme to a deregulated structure, 2) faeilited
interaction between customers, network operatods @awer producers, and 3) increase the system

reliability and efficiency [2].

The distribution substation provides the connecti@iween the transmission system, where most
generation is currently interconnected, and thé&ridigion system. The distribution system conssts
distribution circuits used to distribute power frahe distribution substations to numerous transéssm
serving individual or small groups of customerse-Piterconnection of DG units, most area Electric

Power Systems (EPS’) are radial and have only onece of power i.e. the distribution substationeTh
10



SG setup will evolve the distribution networks froineir conventional passive structure into ADNshwit

high penetration of DG.

As the number of DG units increases; local andfea alectric power systems (EPS) with sufficient
generation to meet all or most of its loads carfdsmed. These local and/or area EPS are known as
microgrids or Distributed Resources Islanded SystéDRIS). Typical microgrid’s characteristics ai¢:
formed of a cluster of loads and DG units, 2) ii@rally planned, and 3) able to disconnect frord an

parallel with the area EPS (they are able to operahormal parallel (grid-connected) and islandies
The concept of microgrid may offer multiple potahtoenefits such as [22]:

1- Improving the microgrid customers’ reliability bygplying the islanded portion during an area

EPS outage or disturbance.

2- Relieving area EPS overloading issues by allowitrggrhicrogrid to be intentionally islanded.
In this case, the microgrid load is removed from st of the area EPS thus this benefit is for

both island and normal parallel operation.

3- Isolating the microgrid from area EPS power quaiigues such as (voltage distortion, voltage

sag and flicker).
4- Mitigating power-quality issues by reducing totakimonic distortion (THD) at the load points.

5- Allowing for system maintenance on the area EPSlewkéeping microgrid customers in

service.

Various operating configurations can be initiatedi§landed microgrids. Basically, the configurato
can be identified based on the zone of the dewltaisallow separation of a microgrid from the EPS.
These devices are called Island Interconnectionideev(liDs) [22]; they might be circuit breakers or
automatic reclosers. Figure 2.3 shows examplesiofogrids configurations in a distribution network.
As shown in the figure, the distribution networkcenfigured into set of microgrids. Each microgisd
basically a group of components (e.g. lines, DG@surioads and protection devices) with an IID at it
entry. The figure shows three types of island @pmftions; microgrid # 1 is a lateral island, mgnid #

2 is a circuit island and microgrid # 3 is a sutista
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Figure 2.3: The structure of ADNs considering migid

island [22]. As shown in the figure, the microgcimhfigurations include the local EPS and may inelud

portions of the area EPS.

2.4 Evaluating the Impacts of DG Integration on Con  ventional Voltage and

Reactive Power Control:

The integration of DG units with distribution netike can significantly change the system voltagdilero
and the total system losses and interfere with eotional voltage and reactive power control schemes

due to:

1- The applied voltage and reactive power controlnéples are derived under the strong
assumption of unidirectional power flow and theg being optimized for a passive use of
distribution networks.

2- Many DG units are not utility owned and characediby high degree of uncertainty such as
solar and wind.

3- Unlike small number of power plants, a large nuntdfesmall DG units are required to be
controlled.

The impacts of DG units depend on the DG size, &ype location, feeder parameters and loading

conditions. The negative impacts of DG units cdiddsummarized as follows:

2.4.1 Voltage rise issue and the change of the volt  age profile when a DG is connected
downstream LTCs [23, 24]:

The two bus system shown in Figure 2.4 has bearttsel to demonstrate how DG units cause voltage
rise. Let us first, consider that the DG is disaxtad. In this case, the voltage at the end ofdbderV,

is dependent on the secondary substation voltgghe feeder paramete®;(. andXy,e), the load active
12
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Figure 2.4: One line diagram of a two bus system

power P_. and the load reactive pow€; as shown in (2.13). To maintaVy within permitted limits,
Distribution Network Operator (DNO) often maintaMsclose to the maximum in order to guarantee that
voltages are above the minimum at the end of leegldrs. As shown in (2.14), when a DG is connected
at the end of the feeder, the incremental flow &f 2al poweiPy, interacting with the feeder resistance,

may tend to cause voltage rise at the DG location.

_ XlineQL + RiinePL (2.13)
r = Vs - v
r
=V Xline(QL + Qg) + Rline(PL - Pg) (2-14)
r— Vs
V

2.4.2 Interaction with voltage regulators, which ar e using LDC control:

When a DG unit is applied just downstream of LTGSMR that is using considerable LDC, the DG may
confuse the regulator in setting a lower or highember of taps than necessary. This improper action
could cause excessively low or high voltages towatee feeder end. To simplify the analysis, the
distribution feeder shown in Figure 2.5 has beemsid®red. The real voltage at the target pointistss

of two terms, as shown in (2.15). The first ternséen by the LDC local measurements and the second
term, due to the installed DG, is unseen by the LDiis means that the estimated relay voltage based

the LDC local measurements will be inaccurate wibénunits are installed [25].

Viear = Vrelay_LDC = AVorror (2-15)

Figure 2.6 shows another type of interaction betw®& units and SVR when the DG is connected

after the SVR regulating point and the DG real pogeneration exceeds the customer demand

13
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between the SVR and the DG. In this scenario, gz power flow through the SVR is from DG to
substation and the regulator will operate in rezar®de and regulate the voltage on the substdafioa.
conflict appears when the substation side voltaggréater than the SVR set-point voltage. In thise¢
the SVR will tap down in an attempt to lower thdtage. Since the substation voltage is fixed tbe n
effect is to raise the voltage on the DG side. ®aguence will continue until the regulator taps to

minimum tap, resulting in a 10% overvoltage oni& side of the SVR [26-28].

Moreover, If DG units are characterized by beingtiiating power sources such as wind or solar, they
may cause excessive operation for voltage regslatanich in consequence cause a great wear for this
device and therefore, an increase in the maintenaast. Further, when multiple voltage regulatoes a
used on a distribution feeder, it is necessarnotwdinate the timing of the voltage regulators. &@put

changes may disrupt this timing and contributexicessive tap changes.
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2.4.3 Interaction with the local control of shunt ¢ apacitors

The impacts of DG units on the operation of shiagacitors depend on the local control of capacitor
switching. Voltage controlled capacitor banks cduddmpacted by the DG if the DG causes overvoltage
DG can impact capacitor switching when line curi@nitrol is applied, since it can offset the lingrent
when the DG is connected downstream the capatitarDG is operating in constant power factor mode
and it is installed downstream of the reactive poeantrolled capacitor, a high feeder-end voltagey m
occur. The impact of a DG on the feeder-end voltaileincrease further when it operates at a cantsta
power factor other than unity. Both temperature &imde controls can also be affected by a DG. An

overvoltage may occur when capacitor bank is swilabn while a local DG is operating [15].

2.4.4 Voltage unbalance

Single-phase DG units generate power on only orasghBy injecting power on only one phase, the
voltage balance between the three phase voltagelsechbbst. The voltage change created by the DG may
combine with existing unbalanced voltage on thérifistion systems to create unacceptable high @egre
of unbalance [8]. This high unbalance can exishateugh the phase voltages may be within the dimit
of ANSI C84.1.

2.4.5 Impacts of DG on remote voltage and reactive  power control

In Europe several countries such as Germany, Ddnamat Spain has high renewable power penetration
(up to 20%) and the same growth is expected toraomtn Europe and USA. With such high degree of
intermittent power sources, a question of systdraliéity and optimum operation of the power sysgem
arises. Remote voltage and reactive power contoolldvnot be valid unless accurate short term fateca
of power generation over one day ahead is found.ifitrease of uncertainties such as contingenoiés a
the achievement of “plug and play” property will keathe use of the conventional remote voltage and

reactive power control difficult [25].

2.5 Evaluating the Successful Operation of Islanded Microgrids

Unlike conventional power generation power resagjreghich are almost exclusively based on 50/60 Hz
synchronous machines, the majority of DG units iaterfaced via dc-ac power electronic inverter
systems [29-31]. In grid-connected operation, gitlem relatively small sizes of the DG units, theg a
controlled as PV or PQ buses and conventional gelend reactive power control devices are dedicated

for proper voltage regulation. On the other handisianded microgrids, the DG units are dedicated t

15



achieve appropriate sharing of the load demandsandntrol the islanded microgrid voltage magniud
and frequency levels. To achieve such functiomaliin the islanded microgrid systems, two operating

schemes have been proposed in the literature.

Centralized control schemes are based on the hilijleof a communication infrastructure. In most
cases, such schemes are found to be both costlyraetiable [29-31]. To overcome these limitations
decentralized droop control schemes have been gedpoThis control structure minimizes the
communication bandwidth required and provides robpegration against any communication delay [29,
30]. The main tasks of the droop controlled DG oulfdrs in islanded microgrids are: 1) to approia
share the load demands among the DG units, 2)eeept the rise of circulating currents between the
parallel DG units, and 3) to control the DG unitput voltage magnitude and frequency. Droop control
realizes active power sharing by introducing drobpracteristics to the frequency of the DG unipatit
voltage. On the other hand, the reactive powerirshdretween the DG units is not exact and depends o

the system parameters i.e. mismatches in the poveeimpedances [32].

The evaluation of the successful operation of tahmicrogrids and its impacts on the anticipated
improvement in system and customer reliability dedi has been recently discussed in the literafime.
authors in [9] considered the effects of allowistainds downstream of faults on the system average
interruption frequency index (SAIFI) and the systawerage interruption duration index (SAIDI).
However, the study in [9] did not consider the imipoce of ensuring system generation adequacyg in it
assessment. The work in [33] discussed the effectlanded microgrid active power generation-load-
ratio (GLR) on the improvement in both system anst@amer reliability indices. Nonetheless, the wiork
[9] and [33] did not consider the intermittent nmatwf the renewable DG units. The authors in [34]
proposed a Monte-Carlo simulation (MCS) analysievaluate the benefits of microgrid integration on
the system supply adequacy indices consideringpwanpenetrations level of different DG technologies
Given the high computational burdens of MCS, thekwo [35]-[36] proposed a probabilistic analytical
approach to evaluate the impacts of microgrid t@hoperation on the supply adequacy and customers’
reliability indices. The studies in [35]-[36] showvéhe superior performance of the proposed apprdach
was also shown that there are no significant déffees between the results obtained using this taoadly

approach and those obtained using MCS.

Yet all previous works calculated the probabilitiy microgrid islanding success using the supply

adequacy assessment techniques adopted in comadnpi@wver systems. These techniques depend only
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on the GLR and do not consider the impacts of gexial philosophy of microgrid operation including

the microgrid stability as well as voltage and te@&cpower constraints might have on its assessment

Although some previous research have been donerimentional power systems to investigate the
important aspects of voltage and reactive powesttaimts in the reliability assessment [37, 38]| dte
usual practice is to treat the shortage in reagiweer sources and the violation of voltage con#isa
separately using: 1) operational corrective acti@msl/or 2) volt/var planning [39]. On the othenta
given the special philosophy of islanded microgsjkration, the shortage in reactive power and the
violation of the voltage constraints cannot be eaet from the evaluation of the probability of noigrid

islanding success due to the following reasons:

1- Unlike the conventional distribution systems wheo#/var control devices can be used to treat any
shortage in the reactive power and to correct aqpe@ed voltage constraints violations, in the
case of islanded microgrid such devices will eithet be available to achieve the required
functionality due to the microgrid isolation or iMice serious operational challenges due to their

interaction with the DG units operation.

2- Caution should be taken to ensure that there atmm@woltage regulators online in the island that
would have power flow reversed from the normal ciosn. As such, most line voltage regulators

will be deactivated in islanded microgrids [22].

3- Some DG units that are in microgrids will not peigate in voltage and reactive power control
because they are not under control of islandedagiads operations (such DG units are called non-

participating DG units).

4- Even if the DG units have enough active and reagtiswer capacities to meet the demand of the
islanded microgrid; still a voltage violation migbtcur at some load points due to the voltage

drops along the feeders.

2.6 VAR Planning in ADNs:

Feeder shunt capacitors are the main reactive psarces that are typically installed in distributi
networks to reduce the power losses and to regtilateoltage supplied to the customer [40]. Idgimg

the type (switching or fixed), size and locatiorfsshunt capacitors in distribution networks using
different optimization techniques was a point ofefest during the last few decades [40-47]. Such
optimization technigues aim to equilibrium two tgpef utility costs in the planning and design pesce

they are the cost of power and energy losses andast of the capital investment and maintenantbeof
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installed capacitors. However, the previous researcapacitor placement did not take into accahat
new structure of ADNs, under the SG paradigm. Tioeee the formulation of the problem of capacitor

planning need to be revised to consider the folhgweatures in ADNSs:
1- Load characteristics and requirements for properatjon,
2- Characteristics of both dispatchable and renewalmegy sources,
3- The possible microgrids configurations in ADN,
4- The special features and operational charactesisficslanded microgrids, and

5- The shortage in reactive power and the problem®ltdige regulation during island operation.

2.7 Voltage and Reactive Power Control Schemesin A DNs:

Various control schemes have been proposed inténatlre to mitigate the impacts of DG integration
the voltage profile during normal parallel mode aferation. Based on the control structure and
communication links, the proposed control schenteschassified into five categories; they are 1)aloc
control, 2) remote control, 3) combined local aadhote control, 4) centralized control and 5) distred

(multi-agent or peer-peer) control.

Local control schemes, decentralized control stmectaims to propose new strategies for either the
available voltage control devices or DG units basedocal information without communication links.
Voltage control using voltage regulators with bbtfe rise and line drop compensators (LRC/LDC) has
been proposed in [48]. The authors in [49] propoaddcal coordination scheme of LTC and shunt

capacitors in the presence of synchronous machieits based on the time delay operation.

Alternatively, different local control strategieave been proposed for DG units to mitigate their
impacts on the voltage profile without modifyingetbonventional control of the available voltage and
reactive power control devices. Traditionally, madgt DNOs require all DG units connected to a
distribution network to operate in constant powatdr control (PFC) mode [50]. The authors in [51]
proposed a decentralized reactive power control) (@proach for voltage rise mitigation in distriiout
networks with DG units. In this approach, each D&t is connected on a feeder absorbs a reactiverpow
to compensate the effect of its injected active groon the voltage rise. In [52], the authors disedl the
use of droop-based active power curtailment (P€Ehrtiglues for overvoltage prevention in radial low
voltage feeders. Two intelligent local control sties have been proposed in [53] to mitigate the dtgpa
of DG on the voltage profile in weak distributioetworks. The first control scheme is a deterministic
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system that uses a set of rules to switch betw&&hdnd voltage control (VC) modes, while the second
scheme is based on a fuzzy inference system thastadhe reference setting of the power factor
controller in response to the terminal voltagelogal VC scheme for multiple DG units in a disttiion
feeder has been proposed in [54]. The drawbackscaf control methods are in general 1) high stogss
the voltage control devices, especially in casen@rmittent power sources, 2) the interferencevben
the operation of voltage control devices and DGs,@) the increase of feeder's power losses, autled

energy capture from DG units is not maximized.

In some distribution systems, local control of L&@d capacitor operations have been replaced with a
remote control, where LTCs and capacitors are reindispatched every hour, based on a one-day-ahead
load and generation forecast [55]. However, suattrob scheme will no longer be valid due to the

uncertainty of load and generation profile in ADNs.

The authors in [13] proposed a combined local @mabte voltage and reactive power control based on
automated remote adjustment to the local controfder to minimize the losses. The LTC and sulustati
capacitors are assumed to be remotely controllabldle the feeder capacitors are not (partial
communication links). Nonetheless, the high stmsthe voltage and reactive power control devi@es h

not been taken in consideration.

Various approaches have been proposed in the tliterdfor advanced centralized Distribution
Management System (DMS), one way communicatio®DiNs. In [56] a centralized control technique
has been proposed to provide optimal control of £TiGr multiple feeders. The authors in [56]
formulated the problem as an optimization problensolve for the optimal sending end voltage and
hence, the desired tap position. The authors ihg&posed a two-stage scheduling centralized DS f
voltage and reactive power control in ADNs with thigenetration of variable power sources. The first
stage is a day-ahead schedule for the optimizatidghe DG production during the following day. The
second stage is an intra-day schedule that adjfustscheduling every 15 minutes to achieve theegyst
constraints. The main drawbacks of the central2bts methods can be summarized as follow: 1) they
require communication links at each node, whiamoispractical. 2) They require a power flow soluotat
each time step, which might cause a large computdturden and numerical stability issues when X/R
ratio is low. 3) They cannot consider the dailyrhgiress on the voltage control devices. 4) UndbBkar

properties with respect to reliability (single poaf failure) and scalability.

19



2.8 Multiagent Control: A Promising Control Scheme

A multiagent system is simply defined as a systemmprising two or more agents [58]. Multiagent
Systems (MAS) have been mentioned recently asenpal technology for many fields of power system
applications such as to perform power system rastor, power system secondary voltage control and

power system visualization [59-61].

The authors in [62] gave a good insight into thetegies, requirements, technical problems and
benefits of multi-agent systems application in pogystems. The authors discussed the work dorfeein t
field and potential applications of multi-agent teyss in power systems. Moreover, in [62] the design
strategies that could be incorporated for multirdgystems design and implementation in power syste

were discussed.

Possible structure of MAS application in the futnetwork has been presented in [63]. The high level
transport system formed by active network is preskms central agent that combines three different
functional agents. They are control agents for rotliig physical units directly, management ageort f

managing and taking decisions, and ancillary afggrgupporting network services.

In [64, 65] a multilayer control hierarchy based distributed agent technology and high speed fiber
communications has been proposed for ADNs. Thidilensr control allows both the inclusion of low
voltage DG units into cells and the aggregatiomnattiple cells into larger cells. The DNO superoisi
over multiple cells is achieved through embeddinggh level agent in the DNO System Control and
Data Acquisition (SCADA) system.

In [66], authors mentioned multi-agent systenhiecture for microgrid management. The goal of the
system is to perform tasks such as measurementadgtasition, DMS functions for load shifting, load
curtailment and generation scheduling. A multiagastem was presented in [66] as a control framiewor
for microgrids, and a scalable multiagent systemnficrogrids was discussed in [67]. In [68] a multi
agent system has been developed for a microgriowinlg standard development techniques and agent
communication protocols. Functionalities of islatidmicrogrid and securing critical loads have been

incorporated into the system.

Distributed control, multi-agent with two ways comnication, has been proposed recently to tackle
the drawbacks of local and centralized control s in the problem of voltage control in ADN. The
authors in [69] proposed a distributed dispatclicigeme of DG units for voltage support in distridwt

feeders. However, the authors did not take the maitage and reactive power control devices in
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consideration. In [70], a distributed state estioraglgorithm for voltage regulation in multipleeigers
based on placing remote terminal units at each Bifsfeeder capacitor has been proposed. Nonetheless,
the authors assumed that the LTC is the only resplendevice for voltage control. Therefore, thdyda

stress of the voltage control devices has not beasidered.

Although some efforts have been done to show howSMxan be implemented in power system

applications in general and ADNSs in particular [B0; the following points are not clearly covered:

1- The number of control agents and the suitable azgtion paradigm that should be applied in
MAS based ADNSs.

2- The interior control structure and operation me@rarthat should be implemented in each control
agent.

3- The coordination and communication protocols ammrgrol agents.

4- Simulation results or verification for MAS (fromebry to practice).

2.9 Power Flow Studies in ADNSs:

Distribution system represents the final link betwéhe bulk power system and the consumers; threrefo
it is crucial to have an accurate analysis for sydtems. Power flow programs are typically useloatn
operational and planning stages. There are diffeapplications (i.e. distribution automation, netlwo
optimization, Var. planning, and state estimatidhit require power flow analysis [71, 72]. The
distribution system has some distinct charactesghat are different from the transmission systiei to
the following [73]:

1- It works in radial or weakly meshed topology.

2- Distribution lines usually have high R/X ratio.

3- Significant unbalance may be found.

Many power flow algorithms have been proposed fetrithution systems. In general, these methods
are categorized as node based and branch baseddsidi##]. In node based methods (e.g. network
equivalence method, Z-bus method, Newton-Raphsgaritim and Fast decouple algorithm), node
voltage or current injections are used as statéablas to solve the power flow problem [75-77].
However, in branch based methods (sweep based aapd itnpedance methods) branch currents or
powers are used as state variables to solve therptiow problem [78-80]. Teng [71] proposed a
network topology based three-phase distribution groflow algorithm. The algorithm developed two

matrices, namely bus-injection to branch-currentrm#@BIBC) and branch-current to bus-voltage matri
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(BCBV); in order to obtain the power flow solutiofihe advantage of this method is that it doesréidne
matrix decomposition, forward/backward substitutadrthe Jacobian matrix or the Y admittance matrix
as in other methods. In [81] an approach for thntegse power flow for large scale distribution sywstés
presented. The method is based on the implicit Z-Bod the modified Gauss-Seidel method. The
factorization only needs to be done once for tHe-amittance matrix (YAA, YBB and YCC) in the

solution procedure which reduces the CPU exectitios.

The realization of the SG functionalities in ADN=quires different studies and operational controls
e.g. state estimation, self-healing, network optation, real-time management, etc. Furthermoreh suc
functionalities can be extended in islanded middsgto include 1) assessing the feasibility of nsked
operation in terms of the system operational cangs. 2) Energy Management System (EMS) and

power sharing. 3) Microgrid stability assessment.

Once again, the first requirement for any plannimggration, control, protection, or management of
ADNSs is the availability of an accurate power flamalysis tool. Thus, the problem of power flow
analysis in ADNs has been addressed recently ilitténature. In [82] a helpful list of the variotiges of
DG units and their connection to the grid as wsltteeir suitable models for power flow studies @4
PQ or negative load) were offered. The model of bf@s as PV or PQ depends on its operational mode
and control characteristics [83]. In [84, 85] vaisadistribution system equipment models for distitin
power flow (i.e. DG units and voltage regulatorgrev presented. DG units were modeled as PQ (i.e.
negative load) or as PV bus using fictitious nodd wnpedance. Teng [86] proposed three mathenatica
models with equations of DG units for power flowabysis. The models are: 1) constant power factor
model, 2) variable reactive power model and 3) tamtsvoltage model. Without SVR modeling, the
authors in [87] studied the impact of DG modelgstom voltage profile and power losses for the IEEE 3

bus test feeder.

The previously proposed algorithms for power flamalysis in ADNs do not provide a mean for
incorporating the line voltage regulators in thevpoflow formulation. Line voltage regulators (LVRje
the workhorse of the distribution feeders and aeeniy required to maintain the customers’ voltages
within the specified operating limits [14]. Evemotugh the LVR model is well known, it is not clear
the literature how to incorporate these models igtridution systems power flow formulation. It is
remarkable that most of the IEEE radial distribaitiest systems that in particular include LVR sash
the IEEE 34 and 123-bus systems, are rarely uséakifiterature. Even in most of the work that used

these test feeders, LVR are always neglected foplgiity. Moreover most of the proposed three phase
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power flow studies fall short in comparing theisutts with the published results of such IEEE test
feeders [88].

In addition, the previous power flow methods cotidte serious challenges in multiple source
distribution networks i.e. microgrids. Such chafles will be even inflated in the case of islanded
microgrids where the system is operating with #ed#nt ideology and it is usually preferred to aper

the DG units with decentralized droop control.

Conventional power flow formulations in ADNs aret rapplicable in most of the islanded microgrid
operation cases due to: 1) in the conventional pdewe formulations, the representation of a DGtwas
slack bus means that this DG unit is treated asfanite bus capable of holding the system frequyesred
its local bus voltage constant. This representatioes not reflect the microgrid configuration whare
islanded microgrid system is typically fed from gp of DG units of small and comparable sizes and
there is no one generation unit capable of perfognthe slack bus function. 2) In conventional power
flow formulations, the representation of the DGtsirds PV/PQ buses, assumes that the required active
power generation and/or local voltage at each D{ ane pre-specified. However, this representation
does not reflect the reality of the decentralizeabg control based microgrid operation, where hibth
generated active power and the local voltage dt 84& unit are determined locally based on the droop
characteristics. Accordingly, for studying the powlew in an islanded microgrid, there is a needrfew

power flow algorithms.

2.10 Discussion

In this chapter, the conventional schemes of veltagd reactive power control in distribution sysem
have been reviewed. The challenges of such comeitcontrol schemes in ADNs have been presented.
A critic literature survey on the proposed consthemes to mitigate these challenges has beemtedse
The survey shows that new schemes for voltage eadtive power control in ADNs using the SG
technologies are required. A brief overview, o gpecial features, operational characteristicstaad
methods of evaluation of microgrids in islanded diban is described. The overview shows that the
research has not paid the attention of the impo&taf voltage and reactive power constraints on the
successful operation of islanded microgrids. Als® survey shows that conventional capacitor plannin
methods have not been revisited to consider theirfes of ADNs considering microgrids in islanded
conditions. It can be concluded in this chaptet tha assessment, planning and control of voltage a

reactive power in distribution systems are beconmmgprtant issues especially with the high penmnat

23



of DG and renewable sources and the concept obqgricts. The first step of such studies is to dgvelo

accurate power flow models.
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Chapter 3
The Necessity for the Evolution of Voltage and Reactive Power
Control in ADNs

3.1 Introduction

This chapter is divided into two phases. The fiisase is directed towards developing a comprehensiv
three-phase power flow algorithm for ADNs. Threegd overhead or underground primary feeders and
double-phase or single-phase line sections neaetideof the feeder laterals have been considered.
Unbalanced loads with different types including €tant power, constant current and constant imp&danc
are modeled at the system buses. Substation amdditage regulators consisting of three singlespha

units connected in wye or two single-phase unitsneated in open delta are modeled to satisfy the
desired voltage level along the feeder. The matheatanodel of DG units connected as PQ and PV
buses are integrated into the power flow prograrirtmilate the penetration of DGs in the distribatio

systems. The proposed method has been tested mpduam with different IEEE test feeders result.

In the second phase, the developed power flow ighgorhas been used to study the impacts of high
DG penetration on the voltage profile, system |lsssmed their interference with the operation ofitytil
voltage regulators. The drawbacks of conventiomdtiage and reactive power control schemes and the

necessities of their evolution in ADNs have beetrassed.

3.2 A Generic Power Flow Algorithm for ADNs

This section presents the proposed generic power dlgorithm [89]. In section 3.2.1, the power flow
model of distribution system components has beeewed. In section 3.2.2, the power flow problem in
ADNs has been formulated and the solution algoritims been presented. Section 3.2.3 presents a
comparison between the results of the proposed pfiose algorithm and the IEEE test systems results

given in [88].
3.2.1 Distribution System Modeling

3.2.1.1 Feeders modeling

For transmission system, the three phase curreatsadanced and transposition of the conductortypre
much eliminates the variation in the line paranseteiowever, distribution systems do not have tiwese

characteristics. Balancing the loads on the threas@s of a distribution system is almost next to
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Figure 3.1: Three phase feeder model

impossible leading to three phase currents that tgpecally away from the balanced condition.
Distribution lines are seldom transposed nor capeitassumed that the conductor configuration is an
equilateral triangle. When these two charactessiice dominant, it is necessary to introduce a more

accurate method for calculating the line impedance.

In this work, Carson’s equations of a three-phasmumgded four-wire system are used. Carson’s
equations allow the computation of conductor seffédance and the mutual impedance between any
number of conductors above ground. Figure 3.1 shoWwee-phase line section between h@dm
[14]. A 4 x 4 matrix, which takes into account &edf and mutual coupling terms, can be expressed a
shown in (3.1). For a well-grounded distributiorsteyn,Vy andV, are assumed to be zero, and Kron’s
reduction can be applied in (3.1). Equation (32)ésigned to include the effects of the neutrgiround

wire and to be used in the unbalanced power fldeutation [71, 88].

Zaa Zab Zac Zan
- Zba be Zbc an
[Zabcn]_ an Zcb ch ch (31)
Zna an ch Znn
Zaa—n Zab—n Zac—n
[Zabc]= Zba—n be—n Zbc—n (3-2)
an—n Zcb—n cc-n
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Figure 3.2: Exact lumped load model

The relation between the bus voltages and branalerts in Figure 3.1 can be expressed as shown in
(3.3). The feeder shunt capacitive current in dachcan be calculated using (3.4).

\/r:‘ \/na Aa—n Zabﬂ Zaen ll?ne
Vbr; = an - Zb&n beﬂ Zben ||ti)ne (3.3)
VﬂcW Vnc an—n Zcb-n Zcen Il(i:ne

Iih _ 1 Yaa Yab Yac Vbbus
Ish Y. Y. Y, Vbus (3-4)
o 2 ba bb bc o
ISh Yca ch ch \/bUS

3.2.1.2 Uniformly distributed load lumped model:

Figure 3.2 shows the general configuration of tkecemodel of uniformly distributed loads [88]. tinis

work, the node at one-fourth of the way from tharse end has been presented as a dummy bus.

3.2.1.3 Load modeling:

The behavior of different residential, commerciatlandustrial loads is represented in the powewflo
formulation by modeling the changes in the load®va and reactive power requirements due to clenge
in system voltages [90]. The voltage dependendgad characteristics is represented by the exp@ient

load model expressed as:
P = " v, | (35)
h _ ~ph h
Lpi - opi |V|p |B (3.6)
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whereph = a, b, or ¢ corresponding to the three phases involﬁgﬁﬂ", and Qoﬁh are the load’'siominal
active and reactive power for phagé)(at bus, PL?h and QLpih are the load’s active and reactive power

demand for phasel) at busi, ’Viph‘ is the voltage magnitude for phag)(at busi, anda andf are the

load’s active and reactive power exponents.

3.2.1.4 Step voltage regulator modeling SVR [91]:

Step voltage regulator consists of an autotransforamd a load tap changing mechanism. The voltage
change can be obtained by changing the taps @utodransformer series winding by LDC control citcu
shown in Figure 2.2. A SVR model for power flow grams is required to achieve the effective regulato
ratio given by (3.7)-(3.8):

Vinl [aRy O 0 1[Vin (3.7)
Vbn = 0 aRb 0 VBn
Vcn 0 0 aRc VCn
1 0 0
aR,
Ibranch_an 1 Ibranch_An (3_8)
I branch_bn| = 0 - 0 I branch_Bn
I aRb Ji
branch_cn 1 branch_Cn
0 0
aR,]
whereaR,, aR,, aR. are the effective turns ratios for the three srglase regulators and:
aRa,b,c =1+ Tapa,b,cAT (3.9)

whereAT is the step of tap change and it equals 0.00625mp this work, the number of required taps in
each phase Tap,b or ¢ has been calculated using LDC control circuit YZ26) after load flow

convergence.

If the voltage regulator is connected at the suitosta(3.7) could be applied to find the receiviend
voltage of the regulator with respect to the sulBtavoltage. This receiving-end voltage is usedaas
slack-bus in the power flow program. In this cabere is no need to apply (3.8). However, when the
voltage regulator is connected between two noddbeénfeeder (LVR), both (3.7) and (3.8) should be
considered in the power flow modeling of the voltaggulator. Some previous works tackled this issue
by representing the voltage regulator with #heodel of the LTCs. However, this representatiomost

of the cases is not appropriate because the sewpeslance value of step
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Figure 3.3: The power flow model of LVR

voltage regulators is so small and it is alwaysmgeieglected and usually it is not mentioned in the
manufacturer sheets. Furthermore, selecting seaflthe series impedance haphazard can lead ¢oesev
convergence problems. The authors in [92] propeske regulator model that can be incorporated in
single equation power flow algorithm. This modeh generalized and it can be used only for branch
based power flow algorithm. In this work, a LVR pavilow model is proposed to be incorporated in any
power flow algorithm. Figure 3.3 shows the propopeder flow model of the voltage regulator for each
phase of the distribution feeder. As shown in tigaré virtual branch impedance has been connected
between the sending-end and the receiving-endeofaltage regulator. This virtual impedance repntse
the tap ratio of the voltages. Consider the voltdigg on the virtual impedanceA8/. ThusAV can be
calculated using:

AVgp (1 —aRyp)Vpn
AVec (1 - aRg)Ven (3.10)

AVAa] l(l - aRa)VAn

The relation between the voltage drops and thecbraarrents gives the value of the virtual impe@anc
shown in (3.11). The value of the virtual impedans updated in each iteration of the power flow
program based on the changes of the sending-etabyesland currents. The above equation guarantees a
proper update for the relation between the sendimjvoltage and the receiving-end voltage of the

voltage regulator. To achieve (3.8) an injectiorrent Al has been connected at the receiving-end of the
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voltage regulator. This injection current guaragatagproper update for the relation between theisgnd
end current and the receiving-end current of thitage regulator. The injection curredlt is given as
shown in (3.12).

Mia, 0 0

branch_An

Zyirtual = 0 AVBb/I 0 (311)

branch_Bn

AV,
0 0 Cc/l

branch_Cn

1
1- a_Ra> Ibranch,An

JAY
[Albn] = (1 - L Ipranch_Bn (312)

R
Al alb

l 1- aR Ibranch?CnJ
c

—— ———

3.2.1.5 Distributed Generator DG Modeling:
DG units can be modeled in ADNs for power flow $tsdas PQ or PV. When the DG operates in PQ

mode, the DG unit injects pre-specified quantitiésactive and reactive powers, irrespective of the
voltage at the DG point of common coupling (PC@)tHis work, DG units are represented by PV node
using a dummy node and dummy branch which injesttiee power to the specified node to maintain the
specified voltage value [85] as shown Figure 3l lummy reactive power injection value for each PV

node at iteratiomis calculated as follows:

Qspphec i :|Viph |[Vdr:1r:’n,i_ |V Ph |]
B (3.13)

whereV, P is the calculated voltage of PV specified nati@haseh; Vdﬂ?niis the voltage of the dummy

node of PV specified noda&t phaseh; £ is the sensitivity reactance; it depends on fegdeameters,

DG size and loads. The dummy node voltage is uddateach iterationas follows:

h  _ h 3.14
AVdrl)Jm,i - Vspeq i ‘Vip ‘ ( )

h _ h h 3.15
Viimis1 = Vdum it AVdum i (3.19)
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As the system is unbalance, if the DG is a synatusmmachine then the positive sequence voltage has

been considered as a re]‘erelﬁt;«;pec ). If the DG is inverter-based, both positive sequevaleage and

phase voltages can be taken as a reference.
To take the DG reactive power limits into considiera the calculated DG reactive power is compared
with minimum and maximum limits. If the calculategactive power violates the upper or lower limits,

the DG switch from PV to PQ mode and the reactwsqy is kept at its limits.

3.2.2 Problem Formulation

The proposed method is based on the relation bativeg-injected currents and branch currents oftadi
distribution networks. For aN bus radial distribution network; there are ohiyl lines (elements) and
branch currents that can be expressed in termaso€ixrents [93]. For an elemenptonnecting nodes’*

and §’, the bus current of nodecan be expressed as a linear equation:

L= 1 _Z iy (3.16)

wherek(j) is the set of nodes connected to npdeor the slack bus the power is not specifiedtss i
excluded and the relationship between bus curramtsbranch currents are derived as a non-singular

square matrix.

| =K I (3.17)

bus branch

The matrixK is the element incidence matrix. It is a non-slaggquare matrix of ordgiN-1).The

elemental incidence matrix is constructed in a fnmway, same as the bus incidence matrix. In this
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matrix K, each row is describing the element incidences. dlements are numbered in a conventional
wayi.e.the number of elemenij*is j-1. where:

1- The diagonal elements of matixare ones. The variabjés denoting the element numb€y, j)
=1.

2- For eachi™ element let nfj) is the set of element numbers connected at isviag endK(j, m(j))
=-1.

3- All the remaining elements are zeros. It can bentesl that all the elements of matkbbelow the
diagonal are zeros.

By using (3.17) and after the construction of tlement incidence matrikK, the branch currents with

respect to the injection bus currents can be gagen

| =k (3.18)

branch bus

The idea of the bus incidence matrix has been eghph this work for the case of unbalanced radial
distribution systems. Figure 3.5 shows the flowtléithe proposed algorithm. Detailed explanatiohs

this algorithm are discussed in the following steps

step 1. Take initial values for the magnitude of all bxstages equal to 1.0 p.u (flat start). For any

phase which fails to present, set the value ofdteage equal to zero.

step 2. Construct the element incidence matrikgsK, andK. for phases, b andc respectively. Note
that the size of matrik, is (N5-1) X (Ng-1), the size of matriX, is (N,-1) % (N,-1) and the size of
matrix K¢ is (Ne-1) x (Nc-1), whereN,, N, andN, are the total number of buses at which phasbs
andc exist respectively.

step 3: Using the initial bus voltages, the specified Igaavers, the feeder shunt admittance matrix

and the specified DG power, calculate the bus otsrat each phase.

| Ph

_y phyy ph_y pt
pus =1 LTS (3.19)

where | f’h is the load current in each phase and it can loailated using (3.20). Note thats the load

exponent. It equals zero for constant power, omecémstant current and two for constant impedance
load.
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/ Fead system data /

Initial flat start for voltages and
zeros for the absent phases

}

Construct element incidence
matrices

+

Cabculate bus currents wsing (3.19)

]

Calculate branch currents using
(3.22)

,

Calculate voltage drops using
(3.23)

Y

Calculate new voltages using
[3.24)

Calculate the number of required
taps based on LDC circuit

Figure 3.5: A flowchart of the proposed power flow algorithm
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pr _ 3DSE)" > conf $ed (3.20)
L - -
conj(%)

where, | i'is the feeder shunt capacitive current and it eanaiculated using (3.4) £"is the distributed

generator current and it can be calculated usir@ISQggpec is fixed when a DG is represented as PQ

and it is updated in each iteration when the DGatpes in PV mode.

I ph - (Pgr,)gpec_ JQ ghspe); (321)

f h
conj(\)

step 4 The branch currents in each phase can be exprassed

h _ - h
Ibpranch =K pﬁl l?us (3.22)

step 5: The voltage drop at each branchirf each phase can be expressed by:

a a
Vbranch_i Zaa_i Zab_i Zac_i I branch _i
b —_ b
Vbranch_i - Zba_i be i Zbc_i I branch _i (3'23)
c c
Vbranch_i an_i ZCb_i ZCC_i I branch _i

step 6. Calculate the voltages of the receiving ends watspect to the voltages of the sending end

using the backward sweep, subject to the phasesati®found.

a a a
Vbus_ j Vbus_i Vbranch_i (3 24)
b —_ b _ b .
Vbus_ il Vbus_i Vbranch_i
c c c
Vbus_ j Vbus_i Vbranch_i

step 7: The absolute difference between the new bus vedtamd the initial bus voltages gives the
mismatch which represents the convergence factarddition, if a DG operates in PV mode, the
absolute difference between the specified posgeguence voltage and the calculated one must be
taken in the mismatch. Furthermore, it is possiblecalculate the mismatch by comparing the

specified and the calculated injected active aadtiee power at each bus.

step 8 Repeat the process frostep3 tostep7 until convergence is achieved based on the medjui

mismatch.
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3.2.3 Base Case Studies
The IEEE 13 and 37 bus unbalanced distribution fesstiers shown in Appendix A, Figure A.1 and

Figure A.2 respectively, have been chosen to testkftfectiveness of the proposed algorithm. The two
test feeders contain three phase feeder modedreiiff load modeling, different load types (1-phdse,
phase and 3-phase), and substation voltage regaulatmel with LDC control technique. The set vodtag
of the regulator target point is 1.015 p.u. Theutatpr contains a switch with 32 taps. The SVR dead
band DB equals to £1% of the set voltage (betwe@a5Lp.u. and 1.005 p.u). Although the IEEE 13-bus
test feeder is short, it is a comprehensive fedtlenntains overhead and underground lines witletya

of phasing, shunt capacitor banks and unbalancet$ smd distributed loads. In another side, theElEE
37-bus test feeder is a three-wire delta operatiitig very unbalanced loading. In this feeder,ladds
are spot loads, all line segments are undergromadtide SVR consisting of two single-phase units
connected in open delta. The complete test featlesand power flow results are available in [8§, 9

The proposed power flow algorithm has been codddAi LAB.

3.2.3.1 Base case for IEEE 13 bus test feeder

After convergence of the program, the numbers jpé that are required to maintain the voltages withi
the specified standard limits have been calculatiag LDC technique. It has been found that thaps t
are 10, 8, and 11 for phases a, b, and c resplctivee program was converged after 5 iterationgute

3.6 shows the voltage profile along the feeder ldge c, the most loaded phase, at different loading
conditions without the interconnection of DG unithie figure shows that the voltage at the regujatin
point is within the specifieB of the set point. Table 3.1 shows the resultsheffiroposed algorithm
compared with the results in [88, 94]. The tableveh that the proposed algorithm results are

approximately the same, which indicate the effertass of the proposed algorithm.

3.2.3.2 Base case for IEEE 37 bus test feeder

In this section, the proposed method has been amupaith the IEEE results and the developed
algorithm in reference [71]. The algorithm develdjpe [71] consists of two matrices; they are bul2®
and BCBV. Figure 3.7 shows the voltage profile ld tine voltages in the test feeder for the progose
method, IEEE results and the developed algorithfit1h. As shown in the figure, the results are amo

the same. Table 3.2 shows the radial flow summétiyeotest feeder.
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Figure 3.6: Voltage profile for phase c at different loading conditidgtiout DG

integration

Table 3.1: IEEE 13-bus power flow results of thegased algorithm compared with IEEE results

VA—N VB—N VC—N

Node Test results |IEEE results Test results IEEE results Test results IEEE results

Mag. Ang. Mag. Ang. Mag. Ang. Mag. Ang. Mag. Ang.
650 1.000 0.0 1.000 0.0 1.000 -120 1.000 -120 1.00 120 1.00 120
RG60 1.0625 0.0 1.0625 0.0 1.050 -120 1.050 -120 068K 120 1.0687 120
632 1.0220 -2.47 1.0210 -2.49 1.0402 -121.70 1.042 -121.72 1.0182 117.78 1.0174 117.83
633 1.0190 -2.54 1.018 -2.56 1.0390 -121.74 1.0401-121.77 1.0152 117.77 1.0148 117.82
634 0.9948 -3.20 0.9941 -3.23 1.021 -122.20 1.0218-122.22 0.9963 117.30 0.9960 117.34
645 - - - - 1.0319 -121.87 1.0329 -121.9 1.0160 .a17 1.0155 117.86
646 - - - - 1.030 -121.95 1.0311 -121.98 1.0141 .837 1.0134 117.9

671 0.9909 -5.28 0.9900 -5.30 1.0515 -122.31 1.0529-122.34 0.9780 115.97 0.9778 116.02
680 0.9909 -5.28 0.9900 -5.30 1.0515 -122.31 1.0529-122.34 0.9780 115.97 0.9778 116.02

684 0.9900 -5.30 0.9881 -5.32 - - - - 0.9763 115.85 0.9758 115.92
611 - - - - - - - - 0.9744 115.73 0.9738 115.78
652 0.9834 -5.22 0.9825 -5.25 - - - - - - - -

692 0.9909 -5.28 0.9900 -5.31 1.0515 -122.31 1.0529-122.34 0.9780 115.97 0.9777 116.02
675 0.9846 -5.53 0.9835 -5.56 1.0545 -122.47 1.0553-122.52 0.9763 115.95 0.9758 116.03

KW KVAR
Total Test results |EEE results Test results IEEE results
Load 3466.352 3466.128 1400.6 1400.119
Substation power 3577.2 3577.191 1725.10 1724.772
Losses 110.848 111.063 324.5 324.653
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Figure 3.7: Line voltages in per unit for the base case of the IEEE 37sbus te
feeder
Table 3.2: Radial power flow summary for the IEEEIS test feeder
A-B B-C C-A
IEEE results Proposed Ref [71] IEEE results Progose  Ref[71] IEEE results Proposed Ref [71]
Load
KW 732.331 732.306 732.349 638.824 638.77 638.83 1090.1 1090.1 1090.099
KVAR 359.538 359.525 359.54 313.874 313.848 313.875 529.558 529.553 529.558
Losses
KW 26.671 26.671 26.63 13.804 13.804 13.735 20.088 20.088 19.893
KVAR 18.769 18.995 21.283 9.953 9.952 12.239 17.733 17.961 19.854
Total KW KVAR
|IEEE results Proposed Ref [11] IEEE results Predos Ref [11]
System input 2521.827 2521.725 2521.64 1249.435 0.028 1256.39
Load 2461.255 2461.63 2461.28 1202.970 1202.93 92082
Losses 60.563 60.563 60.2582 46.455 46.908 53.3765
Proposed Ref [71]
Iterations 6 9
Time elapsed 0.0193s 0.02099s
As shown in the table, the number of iterationthie proposed method is 6 and the number of iteratio

for the developed algorithm in [71] is 9 iteratiofifiese results show that the proposed methoddas g
convergence characteristics in large scale digtadbueeders. In addition, the total reactive poves
based on the developed algorithm in [71] is noueate due to neglecting lines shunt capacitance.
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3.3 Impacts of DG Integration on Conventional Volta  ge and Reactive Power

Control:

3.3.1 Interferences between DG units and voltage co  ntrol devices (studies are carried out
on the IEEE 13-bus test feeder)

3.3.1.1 When DG units are interconnected between SVR and its regulating point:

To show the interference between DG units and SVBG with 5 MVA rating is installed between SVR
and its target point (633). This DG has the capgglib operate at different power factors with rmiti of

0.9 power factor capacitive or inductive. Figur& 3hows the voltage profile of phaset peak load
conditions, when the DG injects 4.5 MW at unity mowactor, and is installed at different distances
between the SVR and the target point. As showrhénfigure, undervoltages occur at the end of the

feeder due to the error of the estimated voltage dr the LDC local measurements [91].

When the DG changes its power factor, a reactiveepavill be delivered from or absorbed by the DG.
This reactive power affects the deviation of thiayevoltage and the number of required taps that is
calculated by LDC depending on the location of @i¢. When DG operates at capacitive power factor
and close to SVR, a decrease in the number of nejtaps for the SVR is observed. In consequeree th
voltage profile over the feeder will reduce, ifstcompared with the voltage profile when DG opesait
unity power factor. Figure 3.9 and Figure 3.10 shiloat the majority of the node voltages at phasasdc
a, are suffering from undervoltages. The reasorindetinat is when DG operates at capacitive power
factor; it injects reactive power to the feedert,Xhis reactive power will reduce the line currémt is
observed by SVR. Therefore, an improper action béltaken by LDC due to the improper current that i
observed [25, 91].

In contrast, when DG operates at inductive powetofa it causes increase in the number of required
taps for SVR, if it is compared with unity powecfar. As shown in Figure 3.10, the increase oftées
may be beneficial when it causes compensatiorhfouhseen voltage drop due to the injected reakpow
On the other hand, it may cause an overvoltagase of lightly loaded phases. As shown in Figutd 3.
the operation of the DG at inductive power factayde causes an overvoltage at phase b, the lowest
loaded phase. This overvoltage may cause intederen the operation of the three phase capaciabr th
is installed at bus 675, in case it operates wotall voltage control. A situation like this, wilbase

improper trip out for the capacitor and hence @naase in the total system loss.
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Figure 3.8: Voltage profile for phase ¢ at peak load when a DG is idstaltifferent

distances between SVR and its target point.
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Figure 3.9: The impacts of DG’s power factor on the voltage profile oephake

highest loaded phase, when it is installed close to SVR at peak load.
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3.3.1.2 Voltage rise issue when DG units are interconnected downstream the SVR regulating

point:

Assume that the SVR target point is not at the @nthe feeder and a DG is installed downstream this
point. In this scenario it is expected that therélve no error in the estimation of the relay agé using
LDC local measurements. Figure 3.12 shows the geltdong the feeder at phase ¢, when the same DG
size is installed at different buses downstreanB¥iR target point. As shown in the figure, the agh of
SVR target point is kept within the specified ddsahd. Nonetheless, an overvoltage may occur at the
end of the feeder due to the reverse power flogurg 3.13 shows the voltages at phase b at 2/3 load
condition when the DG is connected at bus 680 gretates at different real power and unity power
factor. Yet, in weak distribution networks an owatage is expected even if the loading is high dred

DG power is low.

3.3.1.3 Interference with shunt capacitors and voltage unbalance when a single phase DG is

installed:

Suppose that a single phase DG with 500 KW ratingonnected at phase b of node 675. As shown in
Figure 3.14, the injected real power from the D@ imphase b caused overvoltage in some nodesgluri
full load condition. This overvoltage may causeeiattion for the operation of the three phase shunt
capacitor which is connected at node 675 if thigac#or uses local voltage control. In this case th
capacitor will trip out. This improper action dugiriull load condition will cause a reduction or ave
undervoltages in the voltage profile of other psages shown in Figure 3.15, undervoltages occurs in
phase c at the end of the feeder due to the inienalbetween the single phase DG and the threeephas
shunt capacitor at bus 675. Furthermore, the iategr of single phase DG units might increase the
voltage unbalance of the distribution feedershis scenario and based on the IEEE standard definit

the percentage of voltage unbalance increased Ir8% to 3%, which violates the standards.
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Figure 3.12: The voltage profile for phase ¢ at peak load, when a DG is connected
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3.3.2 Impacts of high penetration of renewable ener gy sources (studies are carried out on
the IEEE 34-bus test feeder)

The IEEE 34-bus test feeder shown in Appendix ZuFe A.3, has been chosen in this section to show
the impacts of high renewable energy penetratitve. [EEE 34 bus test feeder is similar to the IEBE 1
and 37 bus test feeders; however it contains ta@\oltage regulators. The line regulators havelaim
operating characteristics like the substation gateegulator in the IEEE 13 and 37 bus test feedesrs
shown in the figure, ten wind turbines each of theas 50 KW rating have been installed at buses
806,808,816,828,832,890,842,846,860, and 840. dtak fenetration of the wind turbines is 20% of the
substation rating. One day study has been seléztgtbw the impacts of high wind power penetratian

the operation of the line regulators and the vetagpfile. Figure 3.16 shows a typical load profile
both residential and commercial loads in per urtite load profile data gives the load power every 30
minutes time interval. It is assumed that all restthl and commercial loads at all load nodes are
following the profile shown in Figure 3.16 basedtbeir ratings. Figure 3.17 shows the wind speed in
m/s and the generated wind power in KW during tbdied day. The wind speed data are given every 10
minutes. The specifications of the Polaris 50 KWdviurbines have been chosen to match IEC class II
standards which are compatible with the measuresm@inthe wind speed at the selected site [95]. The
generated wind power has been calculated baseaedsOt KW Polaris wind turbines specifications [95].
Figure 3.18 shows the change of tap operationh@rnwo line regulators at phase (a) during theistud
period. The results show that the number of tapaijms for phases a, b and ¢ are 56, 47 and 55 for
SVR1 and 54, 60 and 64 for SVR 2, respectively. fidwmilts show that highly excessive tap operation
occurs with high penetration of wind generatiorgufe 3.19 shows the variation of the voltage peddit
node 890 during the studied period, with and withwimd generation. As shown in the figure, the ag#
fluctuation increases with the high penetrationwihd generation. This voltage fluctuation is not

acceptable in many industrial and sensitive loads.
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3.3.3 Impacts of the DG mode of operation (studies  are carried out on the IEEE 37-bus

test feeder)

Table A.1 in Appendix A shows the data for eight D@its connected to the IEEE 37-bus feeder. It is
assumed that all DG units have the capability teraje in PQ and PV modes except DG # 2 and 8, which

operate at 0.9 lag power factors (absorb reactiveep) in all operating conditions.

3.3.3.1 When DG units operate in PQ mode

First we considered that controllable DG unitsrafee at maximum generation power and unity power
factor. In this case the tap settings for SVR aend 5 for phase8B andCB respectively. Figure 3.20
shows the voltage profile when all DG units operatdeQ mode and SVR operates at 4 and 5 taps

compared with the voltage profile in the base case.

3.3.3.2 When DG units operate in PV mode

When a DG operates in PV mode, its voltage settpsimequired to be adjusted such that it doesn't
conflict with other voltage control devices. To dematrate this issue, consider that the six coratindg!
DG units shown in Table A.1 are adjusted to regutheir local positive sequence voltage. Figurd 3.2
and Figure 3.22 show the voltage profile for ph@#eand the total real power loss after SVR actions
when DG units operate in PV mode with set pointsaédo 1.0 and 1.025 per unit and when DG units
operate with unity power factor. The figures shtmattthe least improvement in voltage profile artdlto
system loss is achieved with improper setting f@ iits in PV mode. In contrast, the best improveme

occurs when DG units operate in PV mode with pree¢points.

3.3.3.3 Individual Impacts of SVR and DG units on the system performance

Figure 3.23 shows the absolute of the line voltageveen phases andB when both SVR and DG units
are connected individually. As shown in the figus&R has a significant impact on the voltage peofil
DG units cause raise in the voltage in case ofyymoiwver factor mode due to the impact of the irgdct
active power. The raise of voltages increases vdoatrollable DG units operate in PV mode due to the
impact of the injected reactive power. Figure 3Bdws the total real power loss at different saesa
The figure shows that DG units have significant actpon the system power losses compared with the
SVR. Moreover, DG units help in achieving greateduction in the system real power losses during
heavy loading conditions. In contrast, DG units rhaye negative impacts on the real power lossse ca

of light loading conditions.
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Figure 3.24: Total real power loss at differentnsceos.

3.4 Discussion

In this chapter, the idea of using the elementdiexece matrix has been applied in solving a gerzedli
unbalanced three phase power flow for distribuggatems. This method could be easily implemented
because it depends mainly on the construction efetement incidence matrices. The results have been

compared with IEEE results to test the effectivaradsthe proposed algorithm.

Using the developed power flow algorithm, the isswé voltage and reactive power control in
distribution systems have been analyzed in ordeshid the light on the potential conflicts that are
expected with high DG penetration. The results shioat with the existence of high DG penetration
excessive wear and tear, improper decision forageltand reactive power control devices are expected
In consequence undervoltages, overvoltages unaxtepiltage fluctuations, voltage unbalance and
change in the system losses will be produced. Ewntbre, the results show that voltage regulatove la
powerful effect on the voltage profile if it is cgared with DG units and it cannot be deactivateghev
with high penetration of DG units even if thosetsriperate in PV mode. In contrast, DG units have a
significant impact on the total system power lossédt is compared with the impact of voltage
regulators. Therefore, it is concluded from thedigs in this chapter that utility voltage and resect
power control devices can no longer use conventiomatrol techniques. Thus, an evolution for vodag

and reactive power control techniques from thegspee form to an active control is necessary.

50



Chapter 4
Voltage and Reactive Power Impacts on Successful Operation of

Islanded Microgrids

4.1 Introduction

This chapter presents a probabilistic techniquastess the impacts of voltage and reactive powéteon
successful operation of islanded microgrids [96]e Bissessment takes the stochastic nature of & uni
and loads variability, the special operational aehbseristics for islanded microgrids, the different
configurations of microgrids, and the microgridsndgnic stability into consideration. New reliability
indices have been proposed to account for the teffewoltage and reactive power constraints. The
proposed assessment technique is also used tcatvdhe impact of the reactive power sharing céntro
scheme on the probability of microgrid islandingcaess. To facilitate these studies, the proposed
assessment technique employs a microgrid modelréfigicts the special characteristics of microgrid

operation. Simulation studies have been carriedamualidate the proposed technique.

4.2 Islanded Microgrid Model

The majority of DG units are interfaced with théitytgrid via power electronic inverter system®{31,

97, 98]. To accommodate such DG interface in th@nded microgrid systems and overcome the
limitations of centralized control schemes, deadi#ed droop control is usually proposed [29-31, 97
98]. Droop controlled DG controllers in islandedcnoigrids are dictated to control the DG unit output
voltage magnitude and frequency. Droop controlizeal active power sharing by introducing droop

characteristics to the frequency of the DG unipautoltage given as:

a):a)*—KpXPG (4.1)

wherew is the DG output voltage angular frequenay, is the nominal frequency set point at no
generation, Kp is the active power static droop galty, is the three-phase injected active power by the
DG unit. From (4.1), it can be seen that the ihticed droop characteristics provide a means obfesd
between the different droop-based DG units in stended microgrid to ensure that they are all pcody
voltages with the same steady state angular frequeSimilarly, the reactive power sharing among the
different DG units in the microgrid is achieved dhgh the control of the DG unit output voltage

magnitude as follows:
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IVEV' -KgqxQg (4.2)

where|V| is the DG output voltage magnitudé,is the nominal output voltage magnitude set painto
generationKq is the reactive power static droop gain, &xdis the injected three-phase reactive power
by the DG unit. The reactive power control is acptished in the droop-based DG udig frame that
rotates with the angular speed The output voltage magnitude is aligned to thaxid- of the DG
reference frame and the output voltage g-axis compbis set to zero such that the three-phase butpu

voltages for a DG unit connected to vusan be given by the inverse Park transform aswa|[97]:

Vna VOd,nCOia‘t) |Vn |Coi(bt) 4 3
b|_ 2| _ 21T (4.3)
Vpy |=|VodnCo§ at —— || =| |V, |Cog at ——
c ' 3 3
Vn

vod,nCo{a,t +2?ﬂ] [Vn |Cos{ax +2?ﬂj

where,vyq is thed-axis component of the DG output voltage. The smlraf the static droop gains for
the different droop-based DG units in the islandécrogrid can be based on different criteria inahggl
allowable voltage and frequency regulation, DG sniatings, dynamic stability constraints, DG

economics, and required sharing between the DG.unit

The remainder of this section presents the detdithe islanded microgrid modeling adopted in this

work to facilitate the proposed microgrid islandswgccess studies.

4.2.1 Dynamic model:

The power electronic inverter based interfaces usetthe majority of DG units forming the islanded
microgrid lacks the physical inertia typically aladdle in the synchronous generators rotating masses
This lack of physical inertia introduces a highdkeef susceptibility to the choice of system partars

the system loadability and to system disturbaneiséng in the microgrid (including system transitio
between the grid-connected and islanded modes exfatipn) [29, 30]. In the microgrid grid-connected
mode, given the relatively small sizes of the D@gjrthe system dynamics are mainly dictated by the
main grid. As such the lack of physical inertiathg DG units does not pose a critical challength¢o

microgrid system operation.
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Figure 4.1: Block diagram of the power circuit and control structure

of a droop controlled DG unit

On the other hand, in the islanded microgrid moideperation, the microgrid system is dominated by
power electronic inverter interfaced DG units. histcase, the microgrid is critically susceptibte t
oscillations resulting from system disturbances iamgtoper choice of system parameters [29, 30]eHer
it is worth noting that recent studies have showat the optimal choice of the islanded microgridtsgn
parameters (e.g. static droop coefficients) canisegintly enhance the microgrid stability marginda

provide better robustness and disturbance rejeatianspecific islanded microgrid loading state].[99

To study the dynamic behavior of the islanded ngdobsystem, the nonlinear time domain model of
the islanded microgrid system is adopted. This rhodasists of the individual models of the islanded
microgrid components as described by their equntatiifferential equations interconnect together;

namely the DG units, networks and loads.

Figure 4.1 shows a block diagram of the power dirand control structure of a droop-controlled DG
unit. The power circuit consists of a DG resourae, interfacing inverter and an output LC filter to
remove the switching harmonics produced by therteveThe control structure of the droop controlled
DG unit consists of three control loops [29-31, 98]. The outermost control loop is used to reatime
power sharing between the different DG units inrthierogrid. The power sharing control loop achieves
the required power sharing functionality throughem@ting the reference magnitude and frequenclyeof t
fundamental output voltage at the PCC accordinthealroop characteristics described by (4.1) ar).(4
The middle control loop is used to control the agit across the LC filter capacitor by generatirgg th

reference signal of the LC filter inductor currefihe inner most control loop is the current loopjah is
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used to control the LC filter inductor current bgngrating the inverter reference output voltagethe

gating signals.

In [29, 30] it was shown that the dominant dynamiésdroop controlled DG units in islanded
microgrid systems are mainly dictated by the drpopker controller of the DG unit. Accordingly, it wa
concluded that the dynamic model of the droop/poeeetroller can be used as a simplified model to
represent the droop controlled DG unit in the idkth microgrid dynamic studies. This conclusion has
been further investigated and verified in previausrogrid dynamic studies [100]. Accordingly, ingh
work the droop based DG units are representedéditferential equations modeling the behaviorhef t

power/droop controller.

The differential equations describing the behawbreach droop-based DG unit are written in the
respective DG unid-q frame that rotates synchronously with the DG smatitput voltage angular speed.
The reference frame of one of the islanded micthDiG units is arbitrary chosen as a common referenc
frame for the islanded microgrid. For th® droop-based DG unit, the differential equationscding its
behavior can be given as [29-31, 97, 98] :

a.-n = (‘4: —Kpn X Pg,n = Weom (4.4)

: 3 . . 4.5
PG,n :Ewc[\/n ><'od,n_KQnXQG,nx'od,n]_chPG,n (4.5)
(4.6)

. 3 x . .
Qg,n :_Ewc[\/n Xlogn ~Kdn Qg n ><Ioq,n]_a)chG,n

wherew, is the cut-off frequency of the low-pass filteedgo obtain the real and reactive powgsand
Qg corresponding to the fundamental component frormteasured output voltage and currengsand
loq are thed-axis andg-axis components of the DG output currents, resgEygt wcom is the rotating

frequency of the common reference frabw®), andd, represents the angle between the droop-based DG

unit reference frame and the common reference fr&noen (4.4) it can be seen tHeam = %com =0

To incorporate the individual droop-based DG unitsspective models in the complete islanded
microgrid dynamic model, the individual droop-bade@ unit models are transformed to the common
reference frame. The transformation from tfieeference framd,-g, to the common reference frarbe

Q can be given as [29]:
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fo] [Cosd, -Sind, ] fq, (4.7)
fo | | Sing, Cosd, | fq,
DG units operating in constant PQ mode are comtidib inject a pre-specified amount of power, i.e.
the operation of such units is independent on tleeogrid mode of operation (whether islanded od gri
connected). Therefore such DG units do not camtigitin the control of the islanded microgrid system

voltage and frequency. Consequently the dynamicemnotl such DG units in the islanded microgrid

system is similar to the conventional grid-conndateltage source inverter dynamic model [101].

Dynamic studies of conventional power systems Uguapresent the system network by the nodal
admittance matrix equation. The rational is tha time constant of the network elements is usually
smaller than that of the synchronous machine-bgseération systems. On the other hand, in islanded
microgrid systems the time constant of the DG urpkswer electronic inverter-based interface is
comparable to that of the network elements. Accwlgti the network dynamics can affect the overall
system stability and dynamic performance. Consetpéen this work the system network is represented
by writing the differential equations describing élements. In thB-Q frame, the differential equations

describing the line connecting bugemdk is given as:

. RLine V; Vi (48)
i = i ; j,D k,D
'LineD =77~ XILingD T @eom*ILineQ "'—_‘L _
Line Line Line
i =— RLine Xiy — X + Vij _ Vk,Q (49)
LineQ ] LineQ ~ ®eom*!ILineD L, —LL'
ine ine ine

whereR i, andL ;.. are the line resistance and inductance, respéctive

Loads are represented in the dynamic model by #aiivalent admittance [102]. For an RL load

connected at bus, the differential equations describing the loatidh@or can be given in the-Q frame

as follows:
- Rioad _. . Vn.D (4.10)
lLoadD =~ Xl oadD  %om*lLoadQ *
I-Load I-Load
. __ RLoad i _ i + Vn,Q (411)
lLoadQ = L lLoadQ ~ “com™!Load D L
Load Load
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where R ,o¢ and L a¢ are the load resistance and inductance, resplcti8amilar equations can be

derived for leading PF loads.

To incorporate the network and load models intodierall islanded microgrid model, the voltage at
the different system buses is expressed in terntheokystem currents. Assuming a sufficiently large

virtual resistoiR, between each bus and the ground, the voltagesat dan be written as

VnDQ = Rn(zion,DQ = iLoadnDQ +ziLinen,DQ) (4.12)

where Zion’ o IS the summation of the DG currents injected to |1nu§imaldrl poiS the summation of

the currents flowing into the different loads cocteel to bus, and ZiLinen, poiS the summation of the

currents injected to busfrom the different lines connected to bus

The dynamic simulation is then performed by nunajcsolving the set of differential equations
representing the islanded microgrid system. Theadya model is initialized using a suitable loadaflo
algorithm [89, 97] depending on the initial stateder consideration. In this work, the set of diéfaral
equations describing the dynamic behaviour of ddahmicrogrid is solved by a modifidiosenbrock
formula implemented using theod€ routine given in Matlab. For unbalanced islandmétrogrid

systems, the dynamic system modeling is perforns@tgithe positive sequence component.

4.2.2 Steady-state model:

The steady-state behavior of the islanded microgaid be simulated by solving the set of power flow
equations describing the islanded microgrid. Cotigeal distribution systems power flow algorithnme a
not suitable for the islanded microgrid case beealisin the conventional power flow formulatiohet
representation of a DG unit as slack bus meansttiaDG unit is treated as an infinite bus capatfle
holding the system frequency and its local busaggtconstant. This representation does not retfiect
microgrid configuration where an islanded microgigtem is typically fed from a group of DG unifs o
small and comparable sizes and there is no oneragene unit capable of performing the slack bus
function. Furthermore, if we consider the DG umitsners perspectives, it will be difficult to guares
the availability of a DG unit that is willing to epate as a slack bus at the time of the microgtahding.

2) In conventional power flow formulation, the repentation of the DG units as PV/PQ buses, assumes
that the required active power generation and/callgoltage at each DG unit are pre-specified. Hare

this representation does not reflect the realitytlogd decentralized droop control based microgrid
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operation, where both the generated active powertlaa local voltage at each DG unit are determined

locally based on the droop characteristics.

Accordingly, for studying the power flow in andslded microgrid, there is a need for a new power
flow algorithm. This chapter presents a power fliamulation that incorporates the different DG
operating modes in a set of nonlinear equationgritesg the power flow problem in unbalanced
islanded microgrid systems. The presented powev flwomulation for islanded microgrids takes into

accounts that [97];
1- The system frequency acts as a communication mebeimeen the different DG units in the
microgrid,
2- The system steady state frequency is not pre-spg@hd needs to be calculated,

3- There is no slack bus in the system,

4- The generation of active and reactive power froffedint DG units might be governed by

their droop characteristics

The developed algorithm incorporates the diffefl@@t operating modes i.e. droop and PQ in a set of
nonlinear equations describing the power flow peoblin islanded microgrid systems in terms of the
different node voltages and power injections. The/gr mismatch equations for PQ nodes are similar to
conventional power flow algorithms [97]. For ead Rode, there are 6 equations describing the oelati
between the bus voltage magnitudes and anglegée tphase systems (i.e. active and reactive power

mismatch equations in each phase).
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Droop ch’s

Figure 4.2: Steady-state model of a DG unit operating in droop mode.

Figure 4.2 shows the steady-state, fundamentaliémecy, power flow model of a DG unit operating in
droop mode. As shown in the figure, the DG uniterafing in the droop mode, comprising the energy
resource, the output filter and the power electrarinverter, are modeled as an ideal voltage source
whose voltage magnitude and frequency are detedmisig droop equations in (4.1) and (4.2), which
are in compliance with the IEEE standard 1547.400Gr islanded systems [22]. This model is sufficient
to calculate steady-state operating point for lkeetgcal variables at the PCC of each DG unit ajieg
in droop mode irrespective of the internal powecuit and control structure of the DG unit usedeTh
internal components of DG units operating in droopde, including the power electronic interface
converter, the output filter, the energy resourue the DG units control structure, do not affeet power

flow solution.

The power flow model of droop-based DG units, showrrigure 4.2, is incorporated in the power
flow algorithm proposed in [97]; where for each aadconnected with a DG unit operating in droop-

mode, the power flow equations are given as follow:

C

0=PR2PC(w, V3P |- RaP o+ Pabcw @)‘ v ab 5 a,b%- aby (4.13)

Vab
J

OzQa,b,c(w,lvia,bcl)_ Q;?bc+Qabc(\i( (w)‘ivabc 5 ,a,b%- ,a,b): (4.14)

o:’\/ia
o=’via

Vab
]

v (4.15)

_’Vic

(4.16)
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O:d,a—dlb—(z%) (4.17)
O=5,a—5,°+(2%) (4.18)

0=P% +R. +PS - Psi (@) (4.19)

0=Qf +Q& +Q&i ~ Qg (I *°° ) (4.20)

where R¥PCand Q& Care the active and reactive load power at eacthefthree phases at bis

respectively; Pia'b'cand Qla'b’c denote the calculated real and reactive powectiejeto the microgrid at

Pa,b,c

each of the three phases at buspectively Ps - and Qg’ib’c denote the generated real and reactive

power at each of the three phases atibusspectively;R;; and Qg denote the total generated real and

reactive power of the three phases at ibmespectively;|\/i|a’b‘°is the voltage magnitude at each of the

three phases at bU,er,a’b'Cis the voltage angle at each of the three phadessatandj represents the set
of nodes connected to bijsY; (@) is the branch admittance element between naael other nodg[97]

. As shown in (4.13)-(4.20), the corresponding @ext; of unknown power flow variables for droop-bus

i is given as:

Xo, :[5|a,b,c rvia,b,c PGai,b,c Qéa,ihc]T (4.22)

Accordingly, the system of equations describing ploever flow in an islanded microgrid of, PQ
nodes andgo, droop nodes is made @fsemequations comprisings,s.em UNknowns (including the

system steady-state frequency) aggd.ncan be given as:
nsystem: 6xn pq+ 12xn droo| (422)

An arbitrary bus is taken as the system referegcsetiing its angle to zero i@;bmary =0. Typically

the DG units are equipped with a current limitefitat the production of the DG unit to its ratedtiae

and reactive capacitiéy ,,and Qg 5. TO take the DG current limits in considerationtiie power

flow formulation, the calculated DG active and itaac power generations are compared with their
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specified limits. If the calculated power violateslimits, the DG switches from droop-mode to PQda

and the specified power is kept at the limit value.

A Newton-Trust region method has been used invibik to solve the power flow problem in islanded
microgrids [103]. Trust region methods are simpld aowerful tools for solving systems of nonlinear
equations and large scale optimization problemially they were developed to solve unconstrained
optimization problems (i.e. set of nonlinear equad). These methods behave like the Newton-Raphson
algorithms featuring a quadratic convergence. Heunhore, they have the advantages of guaranteeing a

solution whenever it exists [103] .

4.3 The proposed probabilistic analytical assessmen t approach:

In this section, a probabilistic analytical approas presented to calculate the probability of wieid
islanding success and consequently the newly fatedl| supply adequacy and reliability indices that
account for the role of voltage and reactive poa@mstraints. The proposed approach is divided into
three steps. In the first step, the probabilityciating an island will be determined; this depemishe
system configuration, the failure rate, and theairepime of the system components. In the secoeg, st
depending on the stochastic behavior of the loadglae wind generation as well as the failure cétine

DG units that are connected to the island, the aoesbgeneration load model describing all the pbssi
microgrid states and their respective probabilitee® developed. Based on the microgrid states
probabilities calculated in the second step, tladability of microgrid islanding success and theviye
formulated reliability indices are calculated iretkhird step. Detailed elaboration of the technique

utilized to carry out each step is hereunder.

4.3.1 Step 1: probability of island creation

In order to measure the probability of island doegtthe unavailabilityd,, of the higher level system;

upstream of the 1ID, should be calculated. The arability of the upstream system depends on a set

{Nggm} which contains all the components in the serig¢h patween the area EPS and the island under

study including the main substation itself. This methat a failure of any componesamin this path

requires waiting the repair timrg,, of this component in order to successfully restbeepower.

UUp = n‘% ACOTT{ com
core] (4.23)
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where A, is the failure rate of componeobm Hence the probability of fault occurrence in the

upstream network,, can be calculated as follows:

U

—__up

Pur = 5760

(4.24)
If a fault occurs inside the microgrid due to duige of one of the microgrid lines, it is assumiedtithe
island will not be created. Accordingly, the prottibof island to be uncreated due to a line fanftide

the microgridoyncreatedS Calculated as follows:

z /]comr com

in
puncreated: Conﬂ[ '%;n;}GO (4-25)

Where{ N‘C’;m} is the set containing all the lines inside therogeid. The probability of islanding creation

pisiand IS Calculated based on (4.24) and (4.25) as:

Pisland = (1_ puncreatec) VY uj (4.26)

4.3.2 Step 2: combined generation load model

An island can be created if and only if there isuggh generation to match the island total loadlasskes.
Given the stochastic nature of both the generatimhload in the microgrid, a combined generati@ulo
model is analytically developed to describe all fessible microgrid states and their respective

probabilities. This analytical approach has beevipusly validated by comparison with MCS in [35,

36]. Assuming that the probabilities of the geriemtstatespgenystate{sge} are independent on the

probabilities of the load stat@g.q sid Siwad » the probabilities of microgrid statepﬂg’State{syJ

describing different possible combination of getieraand load states can be obtained by convolving

their respective probabilities as follows

p,ug,State{ S,u J =p gen stat{es g}n* P load st{t@ Ida: (4'27)
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where{s,,}is the set of all possible generation stafgs,} is the set of all possible load states, g}

is the set of all possible microgrid states. Basadthis concept, the generation load model for the
microgrid can be obtained by listing all possibtenbinations of generation output power states aad |
states. Similarly, the different generation stage® composed by convolving generation states
probabilities based on the state model of each ofgeG units. For two DG units with different state

models, the combined generation states model cabtagned as follows:

pgen,state{s ge}‘ =P bg sta{es q(}* P b stites lé}: (4.28)

where{sDGl} and{sDGz} are the set of all possible generation state®®randDG, respectively.

Generally, generation states model for non-disgdtieh DG units are calculated by dividing the
continuous probability density function into sevestates. For instance, the wind generation states
calculated by dividing the continuous wind annuadlyability density function (PDF) into several wind
speed states with a step of 1 m/sec. In ordernsider the probability of wind turbines failureetivind
turbine forced outage rat€QR,ing) is used with wind speed states to calculate thnel voutput power

Stat€o,ing stare- AS SUCh the probability of a wind statean be calculated as follows:

Vs, max

Puind, Statd 3 = I f (v).dv|x (1~ FORnq)

Vs, min

(4.29)

wheref(v) is the distribution probability of wind speed, i, andvs maxare the wind speed limits of state
S.

On the other hand, dispatchable generation unésisually represented by the two states model. The
probability that the dispatchable generation usitout of service is equal to its forced outage rate
(FORyisp). On the other hand, the probability that a dispable generator can generate its rated power

can be calculated by usif@®Rysp. as follows:

Pldisp, state= 1~ I:ORdis; (4.30)

4.3.3 Step 3: calculation of islanding failure / su  ccess probability
Unlike the previous studies which only consideretiva power adequacy, in this work shortage in
reactive power, dynamic stability and voltage caaists at the different load points are considexietg
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with the active power as necessary conditions dtamded microgrid success. Based on the generation-
load model described in step 2, the necessarynBufficient condition for microgrid islanding sueseis

checked for each microgrid state using

Semax(8) 2 S (S) + Soss(9)
&

QG max(s) 2 QL (S) + QLoss(S) (431)

where,Smal(S) is the apparent power capacity of the DG ur8tés) is the load apparent pow&dgmaS)

is the reactive power capacity of the DG ur@@g(s) is the load reactive power a@,s{S) is the reactive
power loss and spare capaciy,.{s)is the apparent power loss and security marginui@ganargin is
considered to enable the microgrid to respond texpected and sudden increase in the local power
demand [104]. Different options can be used torgefhe security margin for the islanded microgOde

of these options is to define the security marginrépresent a certain amount of reserve power.
Accordingly in this work, the power reserve wasitabily defined as 5% of the total demand in the

microgrid [104]. The power loss in the island isiswlered to be 5% of the microgrid demand. Thus, th

probability of microgrid islanding failure due tmsufficient generationof>"and the consequent

expected active power not suppligd/sM3" can be calculated as follow:

. Nstate Sma(9< S( 3+ Bsdl )8 (4.32)
pgl“smamhz Z p//g_state(s); 0 or
Qoma9< QI+ Qs 3
Nstate SSmax(g < %( }5"' &ss( )5 (4-33)
-I-V\/frgiil'S match= z TWyg statel 3% Pug stad B U or
= Quma(9 < QLI+ Qosd 3

whereng, is the total number of microgrid states amv,, ..(s) is the total active power demand of

the islanded microgrid for stagaand it is given as follow:

nbus (4 . 34)
TW,4 state(S) = Z\Nyg state(S1)
i=1
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where, W, q.(s.i)is the active power demand of load poinat state. Conventionally, supply

adequacy including the loss of load probability LE)Lthe loss of load expectation LOLE, the loss of

energy expectation LOEE can be calculated as follow

LOLP= Pisland * prgisl,matcr (4'35)
LOLE(hr/ year) = LOLPx8760 (4.36)
LOEE(MWH yea)=(pOgjang X8760)x T ismatct (4.37)

The supply adequacy indices shown in (4.35)-(4@&&3ignate the ability of the DG units in the
islanded microgrid to meet the load demand durithgpassible microgrid states in terms of having
sufficient generation capacity. Note that the sypallequacy indices are calculated only when the
microgrid is created. Therefore, the loss of loaabpbility pyncretag@nd the loss of load duratiopyfcretad
*8760) when the microgrid is uncreated are not wered in the supply adequacy indices and it is
considered only in the customers reliability indicén the conventional microgrid reliability studiall
load points in the entire microgrid are treatedome customer and, therefore, the average inteampti

duration index SAIDI can be calculated as follow

SAIDI = LOLE+ 0,createq™ 8760 (4.38)

Equations (4.35)-(4.38) do not consider the prdiigbof microgrid instability and unsatisfactory
operation arising from voltage violations at diéfat load points. To consider the microgrid insiapil
dynamic simulations are carried out using the dyinamodel described in section 4.2.1. The microgrid
stability at each stateis assessed using two sequential stages. Thestagé investigates the dynamic
behaviour of the islanded microgrid during and sgjpent to the transition from grid-connected to
islanded mode. The second stage investigates thendg behaviour of the islanded microgrid operation
during and subsequent to small changes in the démabnly if active and reactive power sharing
stabilization is achieved in both stages withouerstiooting beyond any of the system operational
boundaries (i.e. generated power, current and émcy), the microgrid is considered to be successful
The initial operating conditions for the dynamimsiations for the first stage at each state areetdad
by running the generic power flow algorithm presehninchapter 3[89] for the microgrid during the grid

connected mode. Such initial conditions considat #il available droop-based DG units are operited
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PQ mode with zero output power. Thus the probabdit microgrid succesgsccessconsidering both

mismatch and dynamic stability can be obtainedbgvis:

Psuccess— 1- P tai (4'39)

where, pr; is the total probability of microgrid failure due insufficient generation and dynamic
instability. Accordingly, the adequacy and religiilindices given in (4.35)-(4.38) can be reformath
considering both insufficient generation and dyraimstability. In this case the corresponding exgec

active power not supplied due to insufficient gatien or dynamic instabilityffWsy; is given by

Nstate cces (4.40)
TWaait = 2 TWe statel 3% g st B 0 @{ 3 }

s=1
where,{ssuccesf is the set of all successful islanded microgrédes.

The ANSI voltage standard [11] shows that sustair@thge levels falling outside range B will result
in unsatisfactory operation of utilization equiprhemd overvoltages/undervoltages protective devices
shall operate to protect such equipment. Accorgling¥en if the microgrid is successful at a giveates
still some load points might not be served dueitdating the voltage constraints. Therefore, calting
the probability of voltage violation at any loadimtowithin the microgrid during the islanded micrih

operation should be considered.

For each state at which the microgrid is successful, the islandddrogrid power flow algorithm in
section 4.2.2 is computed. After convergence ofpthwer flow algorithm, the voltage magnitude inkeac

load pointi at states, V/(s,i)ijs compared with the specified limN&igrandV,,, described in [11].

Vhigh 2 V(S:1) 2 Vigy (4.41)

Thus, the probability that a voltage violation ¢xiat any load poiny,y within the microgrid during the

islanded operation can be given as:

- (4.42)
An = it Pug_stardS); DSD{ Ssucces} &(E{ A Nn or¥. 9 MW})

s=1

The status of the operation of the individual Igauints in particular can be determined based on the

designed undervoltages/overvoltages protectionnrsebe However, even if the load points do not have
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their own protection devices, due to their unsatigfry operation in case of voltage violation [lthey
should be accounted as interrupted loads. Accordiitg this work, it is assumed that the voltage
violation at some load points will result in andrruption of these load points. The new adequadic@s
are reformulated to include the effect of partiadd of loads due to voltage violation in the iskhd

microgrid as follow:

TLOLP= fgiana X (0 1ail + Ay (4.43)
TLOLE(hr/ year) = TLOLPx8760 (4.44)
TLOEE( MWH  year= (fqana x8760)x( TV + TWia) (4.45)

where TLOLP is the total loss of load probabiliiy, OLE is the total loss of load expectation and
TLOEE is the total loss of energy expectation co@sng the voltage violationfW,aia iS the expected
partial power not served due to voltage violatiowl & represents the summation of the loss of gnerg

expectation at all load points entire the microgsashown in (4.46).

Tbus (4.46)
TWpartiaI = z V\(/V( D
i=1

whereW,y, represents the expected active power not servexdatpointi due to voltage violation and it

can be given as follow:

Nstate 4.47
P (0= gwﬂg_statésbxpylsmw: 0 of da(d ¢, 95 Yo orV.9% ¥} an

The probability that load pointis not served during the islanding operation dueditage violation can

be given as follow:

] Nstate cces . (4-48)
punservec(l) = z p,u a statgs); DSD{ § }&{ Vhigﬁ \( 1S)| Oerﬁ ‘(/ ,S)}

s=1

While the probability that load poiinis served during the microgrid islanding is gianfollow:

pserved(i) =1- (p fail +p unserve(@ )) (449)
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[lsolation switch (1102)

Figure 4.3: Simple radial distribution network

Thus, it is possible to define the interruption ation at each load point considering one created

microgrid using:

U mg (') =U nq mg(i ) ~ Pisland® P servegi )X8760 (450)

whereU,, mg is the interruption duration with no microgridsrmation. It is worth noting that a load point
can belong to different possible microgrid confafion depending on the fault and isolation switches
locations. Figure 4.3 shows a typical radial disttion system. As shown in the figure, the disttitou
system is modeled in terms of segments. Each sdgmargroup of components with only one isolation
switch at its upstream. Based on this structure, istanded microgrid will be created to include all
downstream segment(s) if and only if a fault ocatrtheir upstream segment. For instance, a miictogr
will be created containing ands; if and only if a fault occurs a. Depending on the locations of the
isolation switches and faults, for a load pdirdalling in more than one possible microgrid, thaame

duration can be calculated using:

. S : 4.51
u (') =uU no, mg (I ) - z Pisland* P serve&I )X8760 ( )

m=1

where, MG is the number of possible microgrids containingdopointi. Consequently, using the
interruption duration of each load point that cdess all possible microgrid formation, it is possiko

give theSAIDI as follow:
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Nbus
2 Ui)* N(i)
SAIDI =i:1u— (4.52)

Nhus
2. N()
i=1

where N(i) is the number of customers connected at load polime above calculations in (4.31)-(4.52)
give the Local Distribution Company (LDC) and th&ragrid customers a good indication not only on
the impact of the sufficiency of active power gerten but also on the impact of reactive power,
dynamic stability and voltage constraints on thecagcy and reliability evaluation of the islanded

microgrid operation. Figure 4.4 shows a flowchhattsummarizes the proposed probabilistic approach.

4.4 Case Studies

Traditionally, the reliability and supply adequastydies do not consider whether the system unddy st

is balanced or unbalanced. However, given thatpitoposed approach requires a detailed islanded
microgrid simulation model, the nature of the sgstender study (i.e. balanced or unbalanced) hae to
considered. In this section, balanced and unbataremtial distribution test systems have been useelst

the effectiveness of the proposed algorithm. Thep@sed algorithm was implemented in MATLAB
environment. Different case studies have beenezhoit to evaluate the microgrid success and itfjab
indices under different conditions that affect thgstem operation. Different scenarios have been
considered in each case study to show the impadliftdrent assessment criteria on the islanded
microgrid probability of success, supply adequacg aeliability indices. In the first scenario, the
islanding is assumed to be not allowed. In the m&axenario the assessment criterion is basedeon th
active power only. In the third scenario, the assent criterion is based on the active and reagibweer
generation-load mismatch. In the fourth scenahe, dssessment criterion is based on the activerpowe
reactive power as well as the stability consideratiThe fifth scenario is similar to the fourth sago;
however it is assumed that voltage violation at byrad point will result in an interruption of thisad

point only.
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It is worth noting that in this work, the choicetbe droop controlled DG units static droop coéfints
was governed by two important results from therditere. First, in [99] it was shown that the proper
choice of system droop coefficients can enhancesffstem relative stability margins at a particular
system state. Second, in [30] it was shown thatsystem relative stability decreases as the system

loading increase. As such, in this work the stdtimop coefficients were chosen according to referen




[99] to ensure system stability at the system sidth the highest system load, the availability adif

droop-based dispatchable units and the minimum ywarktration to meet the load demand.

The proper choice of system parameters adoptedisnwork aims to minimize the impacts that
systems dynamics can have on the islanded micregddess and as such highlight the main purpose of
the study in terms of the voltage and reactive poingacts on the islanded microgrid successful
operation. Nonetheless, the dynamic analysis de=ttrin section 4.2.1 is still adopted to check the

system stability in the transition to the island &mthe moment subsequent to the islanding.

4.4.1 Balanced Microgrids

The 69-bus test system [105] shown in Figure Aag, reen used to demonstrate the impacts of voltage
and reactive power constraints on the probabilityniwrogrid islanding success. The load and linta dd
the test system are given in Table A.2. Four ddpile DG units are connected to the system, tost
#35, one at bus #46 and one at bus #50. One verddoDG unit is located at bus #52. The detailed
parameters, ratings and mode of operation of tB&seainits during the islanded microgrid are shown in
Table A.3. The probability of a line fault occumgiin the 69-bus systenP,ncreateqiS calculated based on
the system reliability data; where the failure ratel repair time for each line are 0.04 (ffkm-yni& hrs,
respectively [106]. Further, the probability of @t occurring in the upstream network of the 68-bu
system has been calculated based on the upstrebmorkereliability data i.e. substation. Typical
reliability data of the different substation configtions can be found in [107]. In this work, thrgrbus
configuration has been selected to represent thstation reliability data. As shown in Figure Atie
69-bus system contains six [IDs capable of forméing possible microgrids, depending on the fault
location. Table A.4 gives the valuesmf andpuncreaeafor the different possible microgrid formations in
the 69-bus system and the corresponding 1IDs. Saktes have been calculated using the reliabibity d

and the equations given in section 4.3.1.

In order to extract the combined generation loadlehothe set of states and their corresponding
probabilities of loads and generations are requihedhis work, the system peak load was assumed to
follow the hourly load shape of the IEEE-RTS [10Bhsed on this assumption the load is divided into
ten states using the clustering techniques developgL09] which verifies that choosing ten equératl
load states rendered a reasonable trade-off betaemuracy and fast numerical evaluation. Table A.5
shows the set of load levels as a percentage qfghlk load, its corresponding power in MVA for 6
bus test system and its corresponding probabiliibe wind speed profile for the year under studg h

been estimated from the previous three years iatatata [35]. Table A.6 shows the wind speedlkve
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their respective number of hours, generated powekdV and probabilities for each wind turbine. The
set of load states shown in Table A.5 is combinél the set of wind power states shown in Table A.6
for each wind turbine and the two states of eadpalthable DG units to extract the generation-load

model.

4.4.1.1 Case study #1: Base case

Table 4.1 and Table 4.2 show the islanded microgrimbability of success and supply adequacy
indices for microgrid #1 (i.e. created due to dtfapstream of IID# A) and the SAIDI of the tessgm
considering all possible created microgrids atdiffierent scenarios, respectively. As shown intttses,
the reactive power constraints in the third scen&idve significant effect on the assessment of the
microgrid success compared with the conventionses@ment in the second scenario. The results also
show that the fourth and fifth scenarios have #raes probability of success for the microgrid; hoerev
the results in the fourth scenario do not showpttial loss of microgrid loads due to voltage atan at
some load points. As shown in the fifth scenarioltage constraints have considerable effect on the
supply adequacy and system reliability indices dmahce, on the successful integration of microginds
ADNSs. The results in Table 4.2 show that the improent in SAIDI in the fifth scenario is less than

those obtained in the second scenario, due toaenisg the voltage and reactive power constraints.

4.4.1.2 Case study #2: Impacts of DG locations

This case study shows the impact of voltage andtikeapower constraints on the islanded microgrid
success when the location of the DG units in castystl is changed. The four dispatchable DG wofits
case study # 1 are now allocated at bus # 8, 2% Bus # 35 and bus #46. The wind based DG unit ha
the same location of case study #1. Table 4.3 aiieT4.4 show the supply adequacy indices and the
SAIDI in this case study, respectively. It is worthting that there are no changes in the firsthtadt
scenarios due to the change of the DG locationsmparing the results obtained in case study #1 and
case study #2, it can be seen that the locatidheoDG units can play a significant role in deterimg

the probability of microgrid islanding success, theply adequacy indices and SAIDI index when
voltage and reactive power constraints as well yasighic stability are taken in consideration. These
results suggest that if the DG units allocationndd consider the islanded microgrid scenario (athén
current practices), then the voltage and reactoxgep constraints will be of significant importaricethe

evaluation of the probability of microgrid islandisuccess.
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Table 4.1: Supply adequacy indices for microgridedse study #1)

Scenario # P sicces TLOLP TLOLE TLOEE
(min.) (MWh)

1 0 12.929E-05 67.95 3.7095

2 0.9094 1.171E-05 6.16 0.4096

3 0.8253 2.258E-05 11.87 0.7737

4 0.8149 2.393E-05 12.58 0.8242

5 0.8149 11.81E-05 62.05 2.6186

Table 4.2: SAIDI for case study #1

Scenario # 1 2 3 4 5
SAIDI 18.98 17.63 17.73 17.74 18.12

Table 4.3: Supply adequacy indices for microgrideédse study #2)

Scenario # P suoces TLOLP TLOLE TLOEE
(min.) (MWh)

4 0.8253 2.258E-05 11.87 0.7737

5 0.8253 9.463E-05 49.74 1.7052

Table 4.4: SAIDI for case study #2

Scenario # 1 2 3 4 5
SAIDI 18.98 13.68 13.97 13.97 14.48

4.4.1.3 Case study # 3: Reactive Power Sharing

This case study shows the impact of unequal remapiwer sharing on the islanded microgrid sucdass.
the previous case studies, the conventional drgopténs expressed by (4.1) and (4.2) have beah use
in compliance with the IEEE standard 1547.4 for B@nded systems [22]. This conventional droop
technique is capable of providing nearly exactvactiower sharing between the DG units in the isddnd
microgrid. On the other hand, the reactive powerisly between the DG units is not exact and depends
on the system parameters i.e. mismatches in thepbme impedances [32]. To study the effect that
unequal reactive power sharing can have on theessfid operation of islanded microgrids, this case
study considers a possible algorithm to achieveakemactive power sharing [110]. The work in [110]
shows a possible algorithm to achieve equal reagtiswer sharing among the droop-based DG units

forming the islanded microgrid through the use @va bandwidth non-critical communication.
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Table 4.5: Supply adequacy indices for microgridedse study #3)

Scenario # P srocess TLOLP TLOLE TLOEE
(min.) (MWh)

2 0.8206 2.276E-05 7.164 0.7776

5 0.8206 5.365E-05 28.2 1.6457

Table 4.6: SAIDI for case study #3

Scenario # 1 2 3 4 5
SAIDI 18.98 17.63 17.73 17.74 17.84

Each DG unit in the islanded microgrid providesiarogrid central controller (MGCC) with information
about the reactive power delivered to the micragfdpending on the DG units’ ratings and the total
reactive power demand, the MGCC then determinesatheunt of reactive power that each DG unit
should supply. Using the calculated reactive powtarences, the MGCC then regulates the valuénef t
nominal output voltage magnitude set poin* of the different DG units by using a Proportional-
Integrator (PI) controller to implement the equaactive power sharing. This reactive power sharing
algorithm was incorporated in the islanded micrdgteady state and dynamic model described inosecti
4.2 Using PI controllers with proportional gain aimdegral gains of 2E-3and 0.04 respectively, case

study #3 was performed.

Table 4.5 and Table 4.6 show the probability ofrogeid success and supply adequacy indices and the
SAIDI in this case study, respectively. Similarcse study # 2, there are no changes in the dirttird
scenarios due to implementing the equal reactiweepsharing algorithm. As shown in the tables, the
probability of microgrid success, supply adequandides and SAIDI have been improved compared with
the results in case study # 1. However, still thage constraints have considerable effect astdatld

be considered in the assessment of the microgcicess.

Table 4.7 shows the probability of each load ptinbe served during the microgrid operation taken
the voltage constraints into account for the tloase studies under consideration. The table al&s ghe
outage duration of the different load points coesity all possible microgrids in the network. Ttable
is presented to give more insight on the impactalfage and reactive power constraints on the @utag
duration at the different load points. As showrthie table, the voltage and reactive power congfrain

have considerable impacts on the assessment optoats’ reliability.
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Table 4.7: The reliability evaluation for each Iqaaint

Bus Mic':‘:gri 4 | CaseStudy#1 | CaseStudy#2 | CaseStudy#3
# U U U U
(rs | P | (g | P | (hrg) | P | g

5 1683 06217 16.13 08254 1477 07795 1595
6 1683 05559 1620 0.8254 1477 0.7698 15.96
7 1683 05142 1625 08228 1477 0.7643 1597
8  16.83 05133 1625 08228 1478 0.7599 15.97
9  16.83 04958 16.27 0.8228 1478 0.7599 15.97
10 1683  0.4504 1632 0.8215 14.77 0.7419 15.99
11 1683  0.4365 1634 0.8228 14.77 0.7369 16.00
12 3253 04305 3204 08214 1854 0.7359 31.70
13 3253  0.3984 3208 08214 1854 0.6922 3175
14 3253 03783 3210 0.8203 1854 0.6458 31.80
16 3253  0.3720 3211 08194 1854 0.6407 31.81
17 3253 0.3672 3212 08188 1854 0.6385 31.81
18 3253  0.3672 3212 0.8188 1854 0.6385 31.81
20 3253 03549 32.13 0.8188 1854 0.6360 31.81
21 3253 03549 32.13 0.8188 1855 0.6360 31.81
22 3253 03549 32.13 0.8188 1855 0.6360 31.81
24 3253 03549 32.13 0.8188 1855 0.6360 31.81
26 3253 03523 32.13 0.8188 1855 0.6360 31.81
27 3253 03523 32.13 0.8188 1855 0.6360 31.81
28 361 06222 291 0.8254 268 07795 2.73
20 361 06342 289 0.8254 2.68 0.7795 2.73
33 1244 07598 9.34 0.8254 927 0.8239 9.27
34 1244 08149 928 0.8254 927 0.8239 9.27
35 1244 08149 928 0.8254 927 0.8239 9.27
3% 361 06222 291 08254 268 07795 2.73
37 361 06342 289 08254 268 07795 2.73
39 361 06342 289 08254 268 07795 2.73
40 361 06342 289 08254 268 07795 2.73
41 621 06742 321 08254 3.04 0.8054 3.06
43 621 07167 3.16 08254 3.04 0.8239 3.04
45 621 07171 3.16 08254 3.04 0.8239 3.04
46 621 07171 3.16 08254 3.04 0.8239 3.04
48 1683  0.6217 16.13 0.8254 1477 0.7795 15.95
49 1683  0.6336 16.11 0.8254 14.77 0.7795 15.95
50 1683  0.6350 16.11 0.8254 14.77 0.7795 15.95
51 1683 05133 16.25 0.8228 14.77 0.7599 15.97
52 1683 05190 16.24 0.8228 14.77 0.7599 15.97
53 1683 04679 16.30 0.8227 14.78 0.7419 15.99
54 1683 04365 16.34 0.8214 14.79 0.7369 16.00
55 1683 04134 16.36 0.8153 14.81 0.7156 16.02
50 1683  0.1532 16.66 0.7194 1529 0.5850 16.17
61 2190 0.1003 21.79 0.6754 20.56 0.5850 21.24
62 2190 01003 21.79 0.6754 20.58 0.5850 21.24
64 2190 00869 21.80 0.7524 20.60 0.5850 21.24
65 2190 0.0869 21.80 0.7607 20.65 0.5850 21.24
66 1683 04365 16.34 0.8215 14.77 0.7369 16.00
67 1683 04365 16.34 0.8215 14.77 0.7369 16.00
68 3253 04223 32.05 0.8214 30.47 0.7291 31.71
69 3253 04223 32.05 0.8214 30.47 07291 31.71
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Table 4.8: Supply adequacy indices and SAIDI oftthbalanced test system

Scenario # Peicoess TLOLP TLOLE TLOEE SAIDI
(min.) (MWh) (min.)

1 0 12.929E-05 67.95 2.709 134.9

2 0.8593 1.819E-05 9.56 0.4241 76.5

3 0.7598 3.105E-05 16.32 0.7376 83.3

4 0.7595 3.109E-05 16.34 0.7381 83.2

5 0.7595 5.835E-05 30.67 0.9471 87.5

4.4.2 Unbalanced networks

The 25-bus unbalanced distribution test systemywshia Figure A.5, has been used to test the prapose
approach applicability for unbalanced distributgystems [111]. The line and bus data of the 25tésts
system are given in Table A.7, Table A.8 and T#b® The failure rate and repair time for each lame
0.065 (f/lkm- yr) and 5 hrs respectively. The sulistareliability data is assumed to be the saméas
69-bus test system. Two dispatchable DG units @ratéd at buses #19 and #22. Three wind DG units
are located at buses #5, #8 and #22 respectivalyleTA.7 shows the detailed parameters, ratings and
mode of operation of each DG unit during the isthdnicrogrid. Wind and load states have been
extracted with similar states to the balanced sasdies. The system contains one isolation swit¢thea
substation, thus there is only one islanded middatpat will be created when a fault occurs upstrehe
substation. Table 4.8 shows the probability of esscand supply adequacy indices for the five sa@nhar
under study in the created islanded microgrid. Taide shows also the SAIDI due to considering the
created islanded microgrid. The results show thaltage and reactive power constraints have

considerable effect on the unbalanced microgridess

4 5 Discussions:

In this chapter, the impacts of voltage and reacfiower constraints on the successful operation of
islanded microgrids have been studied. An islartifedp-based microgrid simulation model that takes
the special operational characteristic of islandecrogrids has been adopted to validate the impafcts
voltage and reactive power constraints. A probstiilianalytical approach has been developed tousec
the proposed study taking into consideration theettainty in both loads and wind generation. Supply
adequacy indices have been modified to considervtitage and reactive power constraints. The
simulation studies show that voltage and reactigevgy constraints have significant impacts on the
probability of microgrid islanding success. It isncluded in this work that the impacts of voltagel a

reactive power on the microgrid islanding succedsghly dependent on the DG locations, ratingpes
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and control schemes that are currently unplannedhi® islanded microgrid operation. Therefore, the
issue of voltage and reactive power constraintst inesonsidered in the design, planning and opmerati

of islanded microgrids.
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Chapter 5
Capacitor Planning in Active Distribution Networks Considering

Islanded Microgrids

5.1 Introduction

One of the most important issues in SG is to aehi@yroper implementation of ADNs considering
islanded microgrids. The first stage of such propeplementation is to assess the possibility of
successful operation using the current control mese Chapter 3 and chapter 4, show that reactwepo
and voltage regulation aspects will play a sigafficrole on the assessment of the successful apert
ADNs and islanded microgrids. Such assessment dhmilfollowed by new planning approaches, the
second stage of the proper implementation, that tado account the characteristics of DG units ¢ned
special philosophy of operation for islanded micidg Appropriate planning of ADNs considering

islanded microgrids will facilitate the SG obje&s:

VAR or shunt capacitor planning is one of the magbortant planning practices that are generally
applied in distribution networks to improve thetagle profile, reduce the total system losses arr@ase
the system capacity. Conventionally, the objectiwecapacitor planning problem is to determine the
optimal size and location of installed capacitansvfarious loading conditions. In this process, ulikity

aims to maximize the total saving by energy loskicgon through proper installation of shunt cafmsi

In this chapter, the problem of capacitor planngevised to accommodate more objectives under the
SG paradigm. A probabilistic formulation for theoptem of shunt capacitor planning in distribution
networks is presented. The proposed formulatioagakto consideration the implementation of islahde
microgrids as well as the stochastic nature of gdima and loads into account. Genetic AlgorithnAJG

a population based searching algorithm, is utilizedolve the formulated planning problem.

5.2 Required Information Pre-formulating the Capaci  tor Planning Problem:

Pre-formulating the problem of capacitor planningADNs, it is required to do the following procedsr

1- Divide the distribution system under study intoed af possible created islar{d¢;} based on

the locations of 1IDs and DG units.
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2- Develop the set of generation-load st%tt@s%} for the whole ADN under study (grid-connected
configuration considering all possible microgrids).

3- Develop the set of generation-load states for gaxdsible microgrid inside the ADN under

study.

4- Calculate the probability of creation for eachnslad microgrid using (4.23)-(4.26).

5- Construct the set of unsuccessful st |VV} due to shortage in reactive power and/or

voltage violation for each created microgrid inarsied conditiod.N%’i,VV} can be obtained

from the probabilistic evaluation study describedhapter 4.

Figure 5.1 shows a flowchart that summarizes tepssof forming{N%’i,VV} and the probability of

failures for each load point due to active powesmmtch, shortage of reactive power and voltage

violation. The overall probability of each load pbto be not served during an island is given )5

Where{ Nlig} is the set of load points within a created island.

Prai (1P.18) = Pray *+ PR + Pt (IP); DIpD{ Nl;S} & iso{ N} 6.1)

Currently, most of the events that might initidte transition to islanded conditions in micrograie
unscheduled events (inadvertent events that typioatur due to the outage of area EPS or equipment
failure). Appropriate planning of islands for suelents will improve the microgrids customers’
reliability significantly. As the anticipated tinmpans of islands due to inadvertent events areuatigy
short, the cost of energy loss in islanded conditian be neglected compared with the cost of erlesgy
in grid-connected condition. Consequently, it idtdéreto evaluate the benefits of capacitor planning
considering the improvement of microgrid customeediability when island is initiated. Thus part thie
capacitor planning problem should reflect the ecoicdbenefits due to the reduction of customerst cos
of interruption in islanded condition that is acqmnied with the shortage in reactive power and/or
voltage violation during the islanded condition t&s of the problem formulation of capacitor plamnt

considering islanded microgrids are presentedemtxt section.
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Figure 5.1: The required procedures to const{ i}’v} and the corresponding probabilities
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5.3 The Problem Formulation:

Conside{N.} ,and N, are the set of candidate locations of capacitors the set of buses for each

possible configuration (grid-connected or island®spectively. The objective function of capacitor

planning in ADNs considering microgrids in islandmxhdition can be defined as follows:

i D1 Cr(U))+ CEggs + e (09 (5.2)
mm({ug}'{“g(s)}'{dk( s}) k%:c} < - iSD{Z'\:is} fm(

where

A KCE_E+ KPS (W) OkO N, (5-3)
CEpss = Ke psgtr(s) x8760x PIos{{ %g;} { Lg(rs}) (54)
g}
Cne(18) = 2, Prail (IP, i8) % I, X Cip.com A com) (5.5)
Ip NI'S} co l\ggm}

subject to capacitor units in each candidate looaki satisfy the following equality and inequality
constraints:

ug =lexug  OkO{ N (5.6)
o<uffy < o(ko{ N, 7 NE}) (5.7)
0sufy il DK NG, is0 N, f i1) (5.8)

and subject to the ADN in normal parallel satishe tpower mismatch equatiors and voltage

constraints as follows:
6 ({5} s} =0 oo ) o ) &)
Vimin S|V|(gsr) K Vmax; |:|( i[l{ Nt%s} ,S|:|{ hftr}) (510)
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where,

Uo

Kins

c

CEOSS
Ke.

P|OSS

()

\

Cint(is)

Ao

/](Ip,com)

The standard size of one capacitor bank

The sizing vector whose components are multiplfeth® standard size of one capacitor
bank

The control setting vectors at each sstenormal parallel

The control setting vectors at each stteislanded condition

The cost of capacitor placement at locatomith sizing u?

the cost of one bank of capacitor

The cost associated with the capacitor installaitiocationk.
The total cost of energy loss in normal paralleidition

The energy cost in ($/KWh)
The total system power losses in hormal paratiadition

The set of power mismatch equations for eachi bus

The set of state variables of the power flow equmti(voltages and angles) for each state

sin normal parallel condition

The voltage magnitude for each b each stateduring the normal parallel mode

The total cost of interruption for a set of loadre within a created islan{j\l,ig} due to

outage of the upstream network and the probalfitgach load point to be not served
during the island

The average consumed power

The failure rate of the load poilg within the island due to a componexm failure in

the upstream network
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C(Ip com} The sector customer damage function SCDF for laauwit fp within the island

Equation (5.4) represents the total cost of enéngges during the normal parallel operation mode
considering the probabilistic model of loads and i®@s. As shown in (5.5), the cost of interruptfor
each load point within the created island is forted to be a function of the probability of thiadiopoint
to be not served during the islang, (Ip,is) . Based on the evaluation of the probability oftelaad point

to be not served in islanded condition describeseiction 5.2,0.,; (Ip,is) is incorporated in the problem

of capacitor planning as follows:

OON ACERE W ST (5.12)

SNl Gis)
whereB is a binary variable indicates the impacts of c#pa placement on the unsuccessful states of
islands due to voltage and/or reactive power caimgs. For each load poilg and states, B equals zero

when both the island power mismatch equations alftdge constraints given as:

a1 )= el i) 12
Vimin Slvii(ss) K \'I[max; |:|( i[l{ Na;is} ,S|:|{ a/"\/(I\é)}) (5.13)

are satisfied (the load point is served due to dégaplacement) and it equals one otherwise; where

{z}ss)} is the set of state variables of the power flowatipns (voltages and angles) for each staite
islanded conditions.

Note that the power mismatch equatio@s depend on the type of each node and the mode of
operations. The generic power flow algorithm ddxtiin section 3.2 is implemented in case of normal
parallel operation mode to solve the mismatch eguan (5.9) and the power flow algorithm described

in section 4.2.2 is implemented to solve the mismaguations in (5.12) for islanded microgrids.

5.4 The Proposed Optimization Technique:

The above formulation of the capacitor placemend isombinatorial optimization problem with non-
differentiable objective function. The meta-heucistoptimization techniques family proved its
effectiveness in solving such complicated practfmablems. In this work GA, which has been widely

used in the previous works to solve the conventipnablem of capacitor planning [42-44], is utilize
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GA is a powerful general-purpose technique for isghcombinatorial optimization problems. GA is a
search heuristic that mimics the process of natexalution. The evolution usually starts from a
population of randomly generated individuals andg®ms in generations. In each generation, thesftne
of every individual in the population is evaluatedltiple individuals are stochastically selecteahi the
current population (based on their fitness), andifredd (recombined and possibly randomly mutated) t
form a new population. The new population is thesediin the next iteration of the algorithm.
Commonly, the algorithm terminates when either aimam number of generations has been produced,
or a satisfactory fithess level has been reachetht population. Generally, the population cosst
chromosomes, and each chromosome consists of aenwhpgenes. In capacitor planning problem, each
chromosome in the population consists of a numbgenes equals double the number of the candidate
locations Qgenes=2%N¢); Where for each candidate location, there are gemwes. One gene carries binary
values, which indicate the decision of installirgpacitor units. The other gene carries integereslu
which indicate the number of capacitor units toimsalled at each candidate location. Details @f th

mechanism of population updates and convergention can be found in [43].

Solving the capacitor planning problem yields tizng vectm{u,?} , which determines the locations to

install capacitors and the corresponding sizesapfcitors to be installed. Also, the solution ysette

control setting vectors in normal parallel andnsled condition%u@{s)} and{u,if(s)} , Which determine the

types of capacitors to be installed and the comedimg control setting for each state s at each
configuration. Figure 5.2 shows a flowchart of theposed solution for the problem of capacitor
planning in ADNs considering microgrids in islandeaghditions. Details of the procedures shown in

Figure 5.2 are explained hereunder:

1- Input system parameters and the external initipufaiion (the candidate size and locations in a set

of chromosomes).

2- Perform the following for every external chromosontein each population at each staten

normal parallel mode:

a. Set internal initial population, upper limits armier limits based on the size and locations
in the current external chromosorol. The internal population represents the control

settings vector.

b. Run the generic power flow algorithm of normal pi@tamode for each control setting

vector.
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C.

Calculate the internal fithess function (systerssés) at each candidate control setting

vector
Check convergence:
i. If convergence is not achieved, update the cosgatting vector and go to 2.b.

ii. Else, calculateCEq{s) for the current state using the optimal controftisgs

obtained from 2.a-2.d.

Add a penalty factor to the fithess function, ietleonstraints in (5.9)-(5.10) are not
satisfied. If a penalty factor is applied, skip fbkowing steps and go to step 2.

3- Perform the following for every external chromosoeh in each population at each stai@ each

island configuration:(internal nonlinear problem)

a.

e.

Set internal initial population, upper limits arwer limits based on the size and locations
in the current external chromosorol. The internal population represents the control
settings vector.

Run the generic islanded microgrid power flow altigon mode for each control setting

vector.

Check for the constraints in (5.12)-(5.13). If thase not achieved, update the control
setting vector and go to 3.b

Once a control setting vector satisfy the constsain (5.12)-(5.13), remove the current

state from{ NQ’W} and its corresponding probability of failure.

fail

Update the total cost of interruption using (5.5)

4- Calculate the fitness function in (5.2)

5- Check the convergence

a.

If all chromosomes are the same or the maximum eurob iterations is achieved then

print the solution and stop.

b. Else, update the populations and go to 2.
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Figure 5.2: A flowchart of the proposed capacit@nping approach in ADNs considering islanded

microgrids

5.5 Case Studies

In this section, the 69-bus test system shown guréi A.4 has been used to test the effectivenetiseof
proposed capacitor planning approach. The propadgdrithm was implemented in MATLAB
environment. Six participating and three non-pgétng DG units are connected to the system. The
detailed types, parameters, ratings and mode ohtpe of these DG units during the islanded coodit
are shown in Table A.11. Data used in this workS&@DF of each load type is taken from the recent
reliability worth assessment in [112]. As showrFigure A.4, the 69-bus system contains six [IDseoh

on the DG locations, five of them are capable ofming microgrids. Table A.4 gives the calculated

values ofpy, andpuncreatedfor the different possible microgrids formatiomsislanded conditions and their
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corresponding IIDs. The set of load states showmable A.5 is combined with the set of wind power
states shown in Table A.6 for each wind turbine tedtwo states of each participating DG unit ttramot

the generation-load model for each possible cordition.

Different case studies have been carried out tduete the importance of the proposed capacitor

planning approach.

5.5.1 Base case: before capacitor placement

Different scenarios have been considered in the base study to show the role of voltage and neacti
power constraints on the assessment of the islacckss pre-capacitors installation. It is assumetie
first scenario that the assessment criterion igdas the active power only. In the second scentr®
assessment criterion is based on both active aadive power generation-load mismatch. In additimn
active and reactive power mismatch, the third sgertakes into consideration the voltage constgaint
Table 5.1 shows the probability of island failutlee total outage durations in minutes, expectedgsgne
not supply (EENS) in MWh and cost of interruptionK$ for microgrid #1. As shown in the table, the
reactive power constraints in the second scendféztathe assessment of the island success. The thi
scenario shows that voltage constraints have ceraitk effect on the island failure and, hencethen

successful integration of microgrids in ADNSs.

Table 5.2 shows the cost of interruption for allcrogrids during islanded condition due to active

power mismatch, shortage in reactive power andageltviolation.

Table 5.3 shows the probability of island failutke outage duration and the EENS in all possible
microgrids due to the shortage in reactive powenel$ as the voltage violation. As shown in thelésb
microgrid # 4 has successful operation in all ofdlegeconditions and no further planning is requiréte
rest of microgrids need proper planning for acpesver mismatch, reactive power mismatch and voltage
constraints. It is worth noting that active powasmmatch needs a supply adequacy planning for D& uni
and/or applying a load shedding mechanism duriegdland operation; however this issue is out ef th

scope in this work.

The total cost of energy losses in hormal paralpgration mode without capacitor placement has been
calculated using an optimal power flow that detemsithe tap settings of the substation LTC at each
state. The total cost of energy losses for the base without capacitor placement has been foure to
172.306K$.
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Table 5.1: Evaluating the islanding failure of noigrid #1 using different criterion

Scenario # P il Outage EENS Cint
(min.) (MWh) (K$)
2 0.1188 8.07 0.9879 1.495
3 0.137 9.31 1.154 1.7244
4 0.7126 48.42 5.081 8.970

Table 5.2:.C;; in K$ for all possible microgrids due to different aggec

microgrid # Pmatch deortage Vviolation Total
1 1.495 0.229 7.245 8.97
2 129.196 43.371 5.349 177.916
3 0 0 0 0
4 373.624 43.656 7.001 424.28
5 39.389 2.19 5.13 46.71

Table 5.3: Reliability evaluation due to reactivevgr and voltage constraints for all possible nucias

without capacitor placement

microgrid # oWV Outage®"V EENSYVY
fail (min) (MWh)
1 0.5938 40.35 4.093
2 0.2483 36.92 3.074
3 0 0 0
4 0.1184 93.85 2.824
5 0.02145 16.98 0.3561

5.5.2 With capacitor placement

Ten candidate buses for capacitor placement hage tieosen based on the sensitivity studies tha hav
been done in [42] for the 69-bus test system. #ssumed that a maximum of four 200-KVAr capacitor
banks could be allocated at each candidate buse Bab gives the list of candidate buses, cosnhefgy
loss and the cost of investment for capacitor ptemd [47]. Two case studies have been carriedrout i
this section. In the first case study, the capagitianning has been done without considering the
microgrid in islanded conditions. In the secondecsiidy, microgrids in islanded conditions havenbee
taken into account. Table 5.5 shows the optimunaciagr placement and the total cost of investment f
the two case studies. Table 5.6 presents thedatéhg of energy losses in normal parallel modetaed
total saving in cost of interruption for each pbsicreated microgrid in islanded condition for tiv

case studies.

87



Table 5.4: Required data for capacitor placement

Candidate Locations K. ($/KVAr) Kins ($) Ke ($/KWh)
12,13,18,19,22,60,62,63,65,66 4 1000 0.06

Table 5.5: Optimum capacitor placement

location Ratingin KVAr
Casetfl Case#2
22 0 200
60 600 600
62 600 600
63 600 600
65 600 600
66 0 600
Total cost (K$) 13.60 18.80

Table 5.6: Total saving in K$ for all possible dgufations

Configuration Casett 1 Casett 2
Normal parallel 84.907 90.385
microgrid# 1 4.227 7.313
microgrid # 2 43.039 48.72

microgrid # 3 0 0

microgrid # 4 50.66 50.66

microgrid # 5 0 7.32
Total saving (K$) 182.833 204.398

The results in case #1 show that capacitor placeméhout considering the microgrids in islanded
condition reduces the probability of unsuccesshération of islands; however still the failure sfaind
operation due to voltage and reactive power coimésrés significant. As shown in the results of e#2,

the cost of interruption due to the shortage irctiga power and voltage regulation issues has been
mitigated when microgrids has been considered énddwpacitor planning problem. Consequently, the
probability of island failure, the outage duratiand the EENS shown in Table 5.1 are completely
eliminated when a proper capacitor planning is iadpl Therefore, capacitor planning in ADNs
considering microgrids in islanded conditions viiting more saving and it will help in the succeésfu
integration for the concept of microgrids.
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5.6 Discussion:

In this chapter, a new formulation for the problefitapacitor planning in distribution networks Heeen
proposed. The proposed formulation takes into aticthe operation of microgrids in islanded condlitio
The probabilistic analytical approach describe@€hapter 4 has been used to determine the unsugkcessf
states of each created island due to shortageattive power and voltage regulation aspects. Alse,
generic power flow algorithms that have been depadofor grid-connected and islanded microgrids in
Chapter 3 and Chapter 4 respectively are integiiatedhe problem formulation. The impacts of vgka
and reactive power constraints in the successfatatjpn of islanded conditions have been modeled in
the objective function of the capacitor planninglgem in the form of cost of interruption. GA haseh
used to solve the proposed problem formulation. $hmulation results show that proper capacitor
planning considering microgrids will facilitate aceessful implementation for the concept of miciagr

in ADNs. It is worth noting that the framework difet planning approach presented in this chapter is
generic and it can be easily adopted for other niten studies in ADNs considering microgrids in

islanded conditions.
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Chapter 6
A Two Ways Communication-Based Distributed Voltage Control for

Active Distribution Feeders

6.1 Introduction

The interactions described in Chapter 3 and Chapteeside other interactions between DG units and
utility devices make the trend of the research abmstackle these challenges by converting the
distribution system control structure from its passappendage into active control. Such trend isnie

with the SG paradigm that will provide new digitathnologies such as monitoring, automatic control
and communication facilities to improve the ovemalformance of the network. Active control schemes
monitors the system by making measurements or stitmation and based on these chooses control
actions that are implemented on the system (vianwemication links). An important aspect of active
control is to find a suitable control structure tthwéll take advantage of the inherent scalabilityda

robustness benefits of DG units.

Peer-to-peer, multi-agent or distributed contrdéiesoe is considered as a promising control strugture
SG. Distributed control structures are expectedédoable to deal or at least relieve the interastion
between DG units and utility devices and facilitaamless integration of high DG penetration in
distribution networks. SG technologies have begalieg in this chapter to construct a distributedtcol
that has the capability to provide proper coordidatoltage control in active distribution feederbe
functions of each controller have been defined aling to the concept of intelligent agents and the
characteristics of the individual DG unit as wedl atility regulators. Unlike previous works, in ghi
chapter a detailed well-defined framework for th&tributed control scheme that includes the follogvi

features has been presented:

1- The number of control agents and their organizgtimmadigm.

2- The detailed internal structure and operation meishato be implemented in each controller

3- The proper coordination and communication protoaat®ng controllers in a distributed
control model

4- The proper simulation models to verify the dynamnd slow oscillation effectiveness of the

distributed control structure
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6.2 The Framework of the Proposed Distributed Contr ol Structure

The distributed control structure consists of comgaus called control agents. These control agents t
through communication and negotiation with othertoawl agents, to: (1) determine the current as all
the predicted states of the system and (2) makisidas (set their local actuators or communicatt wi
other agents) in such a way that their own objestare met as closely as possible and any cortsteai

satisfied.

6.2.1 The number of control agents and their organi  zation paradigm

A first important distinguishing feature in multiaxgt control structures is the number of controlrnage
and their organization paradigm [65]. Figure 6.bveh the proposed distributed control structure for
proper voltage and reactive power control in ADN%J]. As shown in the figure, each device, i.e. |.TC
SVR, SC, FSC and DG, has its own intelligent cdlrowhich has the capability to optimize its

operation via local measurements and two ways camuation acts.

6.2.2 Interior structure and operation mechanism of each control agent:

There is not yet a universal consensus on theitefirof an agent. According to Wooldridge, an agsn
merely “a software or hardware entity that is giédain an environment and is able to autonomouesgtr

to changes in that environment.”[62]. Basically,den this definition some exiting systems could be
classified as agents. For instance, a shunt capawuld be considered as an agent if it localkesaa
decision to switch ON or OFF based on the measuremgits local voltage. Therefore, renaming
existing systems or new systems using existing n@loigies as agents, offers nothing new and in
consequence, there will be no concrete enginebengfit. Therefore, there is a need to know howtmge

and multiagent systems can be distinguished franctirent systems.

In order to distinguish between the existing systamd agents, Wooldridge extends the concept of an
agent by extending the definition of autonomy txible autonomy, i.e. intelligent agent [114]. hist
case, intelligent agent has three additional ptoserthey are reactivity, pro-activeness, and aoci
ability. Intelligent agents are required to be bgttoactive and reactive. The agent's pro-activeness
implies the use of objectives. A reactive agertrie that will change its behavior in response t&nges

in the environment. An important aspect in decisitaking is balancing proactive and reactive aspects
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Figure 6.1: The proposed distributed control sticefor voltage regulation in ADNs.

The key to reconcile these features, thus makirentsgsuitably reactive, is identifying significant
changes in the situation; these are events. The phoperty of agents is that they are social iagents
interact with other agents. There are many formwhich this interaction can take place, rangingriro
exchanging messages according to pre-defined mistéa forming teams that work towards a common

goal.

Based on the distinguish properties of intelligagénts, a number of different approaches have been
emerged as candidates for intelligent agent's techire. One of the architectures that is suitdibte
power system applications and is proposed in thiskywiews the system as a rational agent having
certain mental attitudes of Beliefs, Desires andrtions (BDI model) [114]. Figure 6.2 shows aitgb
architecture of a control agent based on the BBbtihh As shown in the figure, a BDI intelligent age
could be composed of six elements: a communicatbidirectional interface, beliefs, desires a denis
maker and a control algorithm module. The communiceonnects the agent to the information channel,
which enables the agent to communicate and negatidlh other agents for the coordinated execution o
proper tasks.
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Figure 6.2: The BDI control agent’s interior sture.

The bidirectional interface receives the data frihi sensor system which is used to perceive the
information of the surroundings. Also, it sends éledons to the actuators upon receiving commaads s
by the decision maker. Both the communicator ardbidirectional interface are percepts, which emabl

the agent to determine the current events of thisg@mment such as normal or contingency operation.

One consequence of being unable to sense the emiweonment at once is that an agent needs to
maintain a cache for information that it has reedivThese are the agent’s beliefs. A belief is saspect
of the agent’s knowledge or information about theinment, itself or other agents. As shown inuFgg

6.2, beliefs could be divided into two parts; tlaeg current events and stored knowledge (data.base)

Desires, also known as (objectives, aims or goals®,the set of tasks that the agent is willing to
achieve. The decision maker is the core of eactralosgent. The important role of the decision nrake
to evaluate the beliefs and desires. Based onretlaiation, it decides which control task(s) shaogd
achieved in the current state of affairs (intentidrhe control algorithm module (set of plans ontcol
strategies) provides the control algorithms foroetimg the control task. The choice of the progertiml
strategy is mainly based on the beliefs and taSksaetimes, there is just one control strategy ihat
suitable to achieve all control tasks. The coraitgbrithm may be based on mathematical approadn suc
as solving an optimization problem or it dependsome heuristic rules. The control algorithm magde

coordination with other agents or it can be dorallg.
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6.2.3 Coordination among control agents via communi cation acts

An obvious problem in multiagent systems is hovgeb agents to communicate with one another. There
are many forms that this communication can takegire from exchanging messages according to pre-
defined protocols to forming teams that work tovgaed common goal [115]. In the early 1990s, the
DARPA Knowledge Sharing Effort (KSE) began to deyethe Knowledge Query and Manipulation
Language (KQML) and the associated Knowledge Ihenge Format (KIF) as a common framework via
which multiple expert systems could exchange kndgde KQML is essentially an outer language for

messages; it defines a simple format for messageis41 performatives [116].

In 1995, the Foundation for Intelligent Physicalefa) (FIPA) began its work on developing standaods f
agent systems. The centerpiece of this initiatias tihe development of an ACL [114]. This ACL is
superficially similar to KQML.: it defines an outEmguage for messages. It defines 20 performatives
such as Inform, agree and propose for definingrttemded beliefs of messages. FIPA was officially

accepted by the IEEE as its eleventh standards dteenon 8 June 2005. The FIPA ACL has been given
a formal semantics, in terms of a Semantic Lang@8b® SL is a quantified multimodal logic, which
contains modal operators for referring to the liglidesires as well as a simple dynamic logic style

apparatus for representing agent’s actions [1114¢. Semantics of the FIPA ACL map each ACL message
to a formula of SL, which defines a constraint ti sender of the message must satisfy if it seto
considered as conforming to the FIPA ACL stand@ifte semantics also map each message to an SL-

formula that defines the rational effect of thaatt

Table 6.1 categorizes the 20 performatives provigdethe FIPA communication language. Based on
the FIPA standard, these 20 performatives couldd@ssified into three speech acts. They are infogmi

requesting and composite speech acts.

6.2.3.1 Informing messages:

Probably the simplest form of communication thah ¢ake place between two agents involves the
exchange of information. Such information exchamgi usually result in belief changes. Attempt to
communicate information are known as representadpeech acts [114]. The paradigm example of
representative acts involves agents uttering sidptarative sentences. Inform messages are redoire
help agent(s) well define the events or statesussan agent has some sensors which tell agerththat

system is in states and some actuators which decided to take anra@)dased on the state (s).
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Table 6.1: Performatives provided by the FIPA comioation language [114].

Performative Passing Requesting Negotiation Performing Error
Information Information Actions Handling

accept-proposal N
agree \/
cancel N N
cfp N
confirm
disconfirm
failure
inform
inform-if
inform-ref
not-understood S
propose N
query-if N
query-ref \
refuse
reject-proposal N
request
request-when
request-whenever
subscribe \

2 22 2.2

< 2 2 <

These actions can lead to a new state of the systahese sensors do not operate perfectly, thierac

will be incorrect and will not achieve the objeetiof the control agent.

6.2.3.2 Requesting:

Inform speech acts are attempts by the speaket smeget the hearer to believe some state of afféir
contrast, request speech acts (directive) are pttehy the speaker to modify the intentions oftibarer.

There are two different types of requests [114].

1- Requests to bring about some state of affairs.¥ample of such a request would be when one
agent said “voltage regulation is required”. Susfuests is called “request-that.”
2- Request to perform some particular action. An exarop such a request would be when one

agent said”Set the taps at 10.” This request isg¢dfequest to.”

6.2.3.3 Composite speech acts:

Agents can engage in many and varied types of Isotemaction. Cooperative problem solving is a imuc
more sophisticated and structured form of soci@raction compared with informing and requestinig.ac
Cooperative problem solving occurs when a grougootrol agents choose to work together to achieve a

common goal. One of the generalized models thatrgits to account for the mental state of control
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agents as they are engaged in the cooperativegpnadiblving process, is presented in [114] . Theehod

consists of four stages:

1- Recognition where, the cooperative problem solving procesginse when some agent
recognizes the potential for cooperative actionisTTecognition may come about because an
agent has a goal that it doesn’t have the abiitgaghieve on its own, or else because the agent
prefers a cooperative solution. This agent couldded thenitiator agent.

2- Team Formation during this stage, thimitiator agent at the first stage solicits assistance or
subscription. If this stage is successful, thewiit end with a group of agents having some
kind of nominal commitment to collective actionele argarticipantagents.

3- Plan Formation during this stage, both tlitiator andparticipantagents attempt to negotiate
a joint plan that they believe will achieve theided goal (theitintention).

4- Team actionduring this stage, the newly agreed plan of jaiction is executed by the agents,

which maintain a close relationship throughout.

6.2.3.3.1FIPA Contract-Net-Protocol

FIPA contact net protocol (CNP) is one of the iat#ion protocols that match the above model. CNP is
one of the well-defined approaches. It specifies ifiteraction between agents for fully automated
negotiation through the use of contracts [117].aAly time, any control agent can be iaitiator, a

participant or both. CNP creates a means for contracting dsasesubcontracting tasks, in this sense

initiator andparticipantsare contractors.

As shown in Figure 6.3, CNP is composed of a sexpi@h four main stepgirst: the initiator solicits
proposals from other agents by sending a Call fop&sal (CFP) message that specifies the actide to
performed and, if needed, conditions upon its etecuSecond:the responders can then reply by
sending aProposemessage including the preconditions that theyoseétfor the action. Alternatively,
responders may send Refusemessage to refuse the proposal or, eventuallijogunderstoodto
communicate communication problentshird: the initiator can then evaluate all the receiveabpsals
and make its choice of which agent proposals véllalbcepted and which will be reject&durth: once
the responders whose proposal has been acceptedh@se that have received Aocept-proposal
message) have completed their task, they can)yfimalspond with arnform of the result of the action

(eventually just that the action has been don&jitbr a Failure if anything went wrong.
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6.2.3.3.2FIPA- Propose

As shown in Figure 6.4, this interaction protocthbws the Initiator to send gproposemessage to the
Participantindicating that it will perform some action if tiRarticipantagrees. Th@articipantresponds
by either accepting or rejecting the proposal, comicating this with theaccept-proposalbr reject-
proposal communicative act, accordingly. Completion of thigeraction protocol with araccept-
proposalact would typically be followed by the performartmethelnitiator of the proposed action and

then the return of a status response.

6.3 Communication Aspects of the Proposed Control S cheme

In this section, some of the important aspects #natrelated to the practical implementation of the

proposed two ways communication control are hidttéd.

6.3.1 Practical implementation issues of two ways ¢ =~ ommunication:

Communication is a fundamental element of the St; appropriate design for physical, data and
network communications layers are a topic of inkedsebate. The SG could exploit multiple types of
communications technologies, ranging from fiber ieptto wireless to wire-line. Power line

communication (PLC) might be a good candidate in smenario: it is the only technology that has a

deployment cost comparable to wireless, sinceities lare already there [119].

6.3.2 Messaging and control agents’ reliability

If the physical communication medium (wired or Wé®s) is not reliable, messages that are sent by a
control agent may never arrive, arrive too lateyarmultiple times, or arrive out of order. Alsdan the
messages arrive, the service may crash and lose soessages. Actually in wired or wireless
communications, many techniques can be used toeptethese issues and increase the messaging
reliability. For example, in many of communicatisystems a Cyclic Redundancy Check (CRC) code is
designed to detect accidental changes to the titteddata, and is commonly used in wireless anddvi
networks [120]. Furthermore, for more advanced comination networks, block or convolutional codes
(also called error-correction codes) are used sitely in wireless networks. These codes permit
reliable communication of an information sequencer@ channel that adds noise, introduces bit rror
or otherwise distorts the transmitted signal [1B)).using these types of coding, the probabilitgtttine
destination will wrongly detect the signal is sonimal and it can be assumed that the signal will be

detected correctly at the destination.
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6.3.3 Synchronization issue:

In most distributed communication systems, reldyivshort packets of data are transmitted
asynchronously. Therefore, packet acquisition, unstosynchronization, has to be performed for each
individual packet. A reliable synchronization medhie mandatory to avoid undue signaling overheatl an
excessive packet loss. In [122] a fast burst syrihation for PLC systems operating below 500 khid a
transmitting data rates of up to about 500 kbpssdgpical in various PLC network applications,sva
proposed. The authors in [123] showed that a ity hdditional guard space between transmissi®ns

required to achieve proper synchronization.

6.3.4 The value of exchanging messages:

One of the important features in building a disttéd control structure is minimizing the exchanging
messages. Reducing the exchanging messages coudhi®ved by estimating the value ioform
messages. When an agent receivesfinm message from another agent or from a sensor,alue of

the received inform message depends on its impattthis message has on the action of the control
agent, or how large is the change in the contrehtig action. In general, the value ofiaform message
could be calculated using (6.1) [124], whé&xeis the expectedtility or reward when the agent takes the
action without theinform message and, is the expected utility when the agent takes tbtom

considering thénform message.

For example, consider amform message sent from a DG agent to the LTC/SVR agjemtertain time
which contains its location, generated power andage. This message is valuable when it leads the
LTC/SVR agent to figure out that its local estirpatiwill not achieve its objective. On the othentia
the values of thinform message is zero if it will not affect the actidrttee LTC/SVR agentTherefore,
the values of any inforrmessage should be calculated before it is semetb TC/SVR agent. The value
of informing messages could be calculated direttlthe sending agent through offline simulations.

Another way of calculating the value of informingssages is learning through online interaction.
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6.4 The Detailed Operation Mechanism and Coordinati  on Protocols between the

Control Agents

Figure 6.5 shows the objectives of voltage regugtshunt capacitors and DG control agents that the
should consider. As shown in the figure, all cohtigents have a common objective; minimizing the
voltage deviation along the feeder. Further, eamhtrol agent has its own objective and constraints
regarding the preferences and capability of theécgewor instance, regulation devices aim to minemi
the number of operations per day (so as not toecausecessary wear and increase their lifetimes Th
section describes the operation mechanism of eantrat agent and their coordination via two ways
communication based on the framework of the propadistributed control structure that has been

illustrated in the previous section.

6.4.1 LTC/SVR control agent operation mechanism

Figure 6.6 shows the proposed internal architeatfithe LTC/SVR controller. The architecture is éds
on the intelligent BDI agent model shown in Figét2 and the LDC control. The details of the proplose

architecture are described hereunder:

1- LTC/SVR control agent estimates the voltage ataitget point using its local measurements and
LDC calculations (2.2)-(2.3).

2- To avoid improper estimation of the voltage at theget point, each DG control agent that is
connected between LTC/SVR and its target point searnform message which contains its

location and its generated power.

3- Theperceptsirom steps 1-2 help the LTC/SVR control ageeliefsmodule to properly estimate
the voltage at the target point. LR} Q, andV, be the real power, reactive power and bus voltage
for a DG that is installed at a distarecérom the substation. The modified expression efrélay
voltage should be as shown in (6.2); wherés the total length of the feeder a@d P is the
current transformer ratio. It is worth noting thla¢ second term in (6.2), due to the installed DG,

is calculated using thieform message(s).

Ry~ iQqg | L-d :
Vrelay = relay LDC — (M}(Tj(&et + stet)

(CTPN, (6.2)

4- Other control agents (DG units and shunt capagiteesnd aproposemessage to LTC/SVR

control agent when they are connected after the/SVR target point. They observe
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overvoltages or undervoltages in their local omadpt nodes, and they have the capability to regtie

voltage.

5- In the case where these control agents don't Hevedpability to regulate the voltage, they send

6-

arequestmessage to the LTC/SVR control agent.

Based on th@erceptsof steps 4-5, theeliefsmodule of the LTC/SVR control agent determines

the maximum overvoltage or the minimum undervoltagi@g:

AViax = max(Vm _Vmax)! AV = rnin(Vmin _Vm) (63)

whereVpyoxand Vi, are the maximum and minimum voltages that allowethe system an¥,, is the

voltage at certain bus.

7-

If DG units are variable power sources, the LTC/SM#trol agent receivesform messages
from their control agents at each time horizon, dgample every 3 hours (depending on the
forecasting accuracy), containing the predictecegaied power over this horizon. Thestorm
messages help the LTC/SVR control agesliefsmodule to predict excessive operation of the
LTC/SVR due to intermittent sources over the speditime horizon. This prediction could be
determined by carrying out offline simulationstietforecasted load and generation are available.
This task could be done using a SCADA system, éiists.In this chapter, we assume that the
predicated tap operation is given

The LTC/SVR agenbeliefs module sends four inputs to its decision makersEhinputs are
AVse (Voltage deviation of the target point with regpém its reference)propose (includes
AVina!AViin), requestificludesAVoa/AVmin), andAverage ETpredicted excessive tap operation).
The four variables have been coded as shown ineT@l. In this work, the inputs have been
coded as crisp values. Howevety,,, Average ET,and the contents of thpropose/request
messages could be represented as fuzzy sets yndefizzy membership functions [125].

The decision maker of the LTC/SVR control agentfloas outputs. These outputs aig; (set the
tap), Vser (Update the reference voltage of the target paiaply (send reply to a message), CFP
(decision of negotiation by call for proposal). Thoeir outputs have been coded as shown in
Table 6.3.
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Table 6.2: Codes of the input variables of the LR decision maker

Code AVge propose request Average ET
0 Within DB No message No message Taps<10/day
1 Over DB Overvoltages Overvoltages 10<Taps<15
2 Under DB Undervoltages Undervoltages Taps >15

Table 6.3: Codes of the output variables of thasitet maker

Code Te Ve reply CFP
0 no change no change no reply no
1 down down accept start
2 up up reject cancel

Table 6.4: Input-output mapping in the LTC/SVR demn maker

Inputs Outputs
AVge propose  request ET sl Vg reply CFP
1 0 0 0 1 0 0 0
1 1 0 0 1 0 2 0
1 0 1 0 1 0 1 0
0 1 0 0 0 0 1 0
0 0 1 0 0 1 1 0
0 0 1 1 0 0 1 1
2 0 0 1 2 0 0 0

10- The decision maker of the LTC/SVR agent performmapping between the inputs and the
outputs to achieve the objectives of the LTC/SVRmdminimizing the voltage deviation or the
tap operation). An expert-based decision makingdegs used in this work to map the inputs and
outputs of the decision maker. The rules have lea¢macted based on the simulations presented

in Chapter 3. Table 6.4 shows the inputs-outputspimg of the LTC/SVR decision maker.

11- Note that at each specific time, the decision makethe LTC/SVR agent selects one of the
objectives; 1) perform voltage regulation by its@ify setting the tap directly or update the
reference of the target point) or 2) start negitatwith other agents by sending a call for

proposal.

12- The control strategies module of the LTC/SVR reeeithe decision from the decision maker and
executes this decision. When the LTC/SVR agentddacto perform voltage regulation, one of

these actions will be executed at each fime

_ _ vio oy . (6.4)
Tap =Tap - roun{—rEIay SVI_ Set} if T,=1

0.75
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- : VA Y% . (6.5)
Tapg = Tap ! + round V=S¢t relay if T =2
P P { 0.75 L
Vslvr_ set™ Vls_vlr_ set” A Vinax if vuslet: 1 (6.6)
Vsl,vr_ setzvls_vlr_ sei” AViin if Vuslet: 2 (6.7)

13- If the LTC/SVR agent fails to perform voltage reafitn or decides to reduce the tap operation, it
works as an initiator and starts negotiation fottage regulation usin@NP. Other control
agents, which propose participation, will be eveddaby the LTC/SVR agent based on certain
criteria. In this work the sensitivity analysisused for the evaluation. Sensitivity analysis can b
described by the sensitivity mati${69].

AV, = AU (6.8)

where,AVL is the state variable vector containing all agis at load nodesal is the control

variable vector containing voltage control, reaetipower injection or real power change of
participant agent(s); S is the sensitivity matrixvoltages at the load bus with respect to the
control variable at the control agent node. Thesisieity matrix is mainly based on the system
bus impedance matrix and the operating point. EBmsisvity of bus voltages due to the changes

of active and reactive power injection can be repnéed by linear equations as follows:

AP | _|Jpe Jpv {A_H}
AQ Joo Jav | AV

VO

(6.9)

The effect of active and reactive power generatibange on bus voltages can be considered
separately from (6.9) by (6.10) and (6.11); wheremd B are the sensitivity matrices for the
change of injected real and reactive power resgagtiThese equations express the ability of the
DG/FSC to contribute to voltage regulation by vagyits active and reactive power generation
[126].

[aP] =[5, - 3,03:534 [aV] = [AlaV] (6.10)
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[A%O} N [JqV 346950 pv][AV] =[8Jav] (6.11)

6.4.2 DG/FSC control agent operation mechanism

The detailed interior structure of DG/FSC contigéats based on the BDI model is presented hereunder
1- DG/FSC control agent measures its local voltage, leal power and reactive power.

2- The perceptsfrom step 1 help the DG/FSC control ageetiefs module properly estimate the

voltage at adjacent nodes using [51]:

p2 4+ 02 (6.12)
V2, =V2- z(rdpd +Xde)+ (rd2 + xg(d—QdJ

VZ
where Py, Qg4 andVy are the bus voltage, the line real power and #aetive power for a DG that is

installed at a distance dy andxy are the equivalent resistance and reactance hettheeDG and its

adjacent.

3- Thebeliefsmodule determines the current state of the voltaghe DG/FSC location and other

adjacent node(SYstate

4- Thebeliefsmodule for a DG control agent determines the arnotiavailable reactive power at

each time stepwhere:

Q W= -g, (6.13)

i min otal max 6.14
Qémalz\lsrzat_(P@IJ)z'and Qg SQ;“S 9 ( )

While the beliefs module of a FSC control agent determines the amotiavailable reactive

power at each time stépising:

— nitc( pjotal n ){S (6.15)

i
QFSC_ av— WFS banks  '' ban

where, Qi is the amount of reactive power for each capatismk, o3 s the total number of

capacitor banks and’,,.is the number of capacitor banks that are alreadivice.

5- The beliefs module for DG/FSC control agent could recelaéorm messages from neighbor

agents to get knowledge of voltages state at othées.This is not considered in this chapter
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6- The beliefsmodule for DG/FSC control agent could rece®€P, reply to proposalr reply to
requestfrom the LTC/SVR control agent.

7- The beliefs module for DG/FSC control agent sends five inpotsts decision maker. These
inputs areVs. (State of the voltage at local and adjacent nodgs)/Qesc_av, CFP, RP(reply to
proposallandRR(reply to request). The five variables have beatedas shown in Table 6.5.

8- The decision maker of the DG control agent has @iugputs. These outputs a@ .. (set the
generated reactive poweNy (DG operates in PV mode with reference voltadig)s. (real
power curtailment)proposemessage to the LTC/SVR agent (in case the DGheasapability to
regulate the voltage) ameéquestmessage to the LTC/SVR agent (in case the DG dodesve
the capability to regulate the voltage). While, #@C control agent has three outputs; they are
Boank_set (S€t the status of each capacitor bampkpposemessage to the LTC/SVR agent and
requestmessage to the LTC/SVR agent). The outputs of 3G/Eontrol agents have been coded
as shown in Table 6.6.

9- The decision maker of the DG/FSC agent does a mggm@tween the inputs and the outputs to
achieve the objectives of the DG/FSC control ag€alble 6.7 shows the inputs-outputs rules that
have been extracted using the expert-knowledgesandlation for DG control agent. Similar
rules have been also extracted for the FSC coatyemt.

10- Note that in case of DG control agent, only théustaf one output can be changed in each input-
output action and some of the outputs suc@asandV, s.cannot be activated at the same time.

11- The control strategies module of the DG/FSC conagént receives the decision from the
decision maker and executes this decision. Figuread Figure 6.8 show the details of the
control strategies module of DG and FSC controhtgyerespectively. As shown in Figure 6.7,
based on the outputs of the decision maker a pragan is taken by the control strategies to set
the reference values of the real and reactive poivédre DG. Note that MPPT is the maximum
power point tracking, Pl is the proportional intatgr controller andyq is the local sensitivity of
DG voltage with respect to its real power. Figurg €hows that the amount of required reactive
power Qrequirea fOr the FSC control agent is calculated basedhenlacal sensitivity or via the
CNP. OnceQequired IS Calculated, the number of capacitor banks wiktchange their status is

determined using the following:

unit

ON o OFF _ : Qrequired
Nbanks = cell(
FSC

(6.16)
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Table 6.5: Codes of the input variables of the DE&Flecision maker

Code | Ve Qg a/Qrscav CFP RP RR
0 Normal N/A N/A N/A N/A
1 Over Low Over Accept Accept
2 Under High Under Reject Reject

Table 6.6: Codes of the output variables of the EB& decision maker

Code Q se Vg se Py se Boank se Propose Request
0 Hold Not active MPPT Hold N/A N/A
1 Lag Vina Curtailment Switch/local Over Over
2 Lead V‘l" Curtailment Switch/CNP Under Under

Table 6.7: Input-output mapping of the DG decisiaaker

Inputs Outputs
Vstar Qga  CFP RP RR @se  Vgse Pgse propose request
1 0 0 0 0 0 0 0 0 1
1 0 0 0 2 0 0 1 0 0
1 2 0 0 0 0 0 0 1 0
1 2 0 1 0 0 1 0 0 0
1 2 0 2 0 0 0 0 0 0
0 1 1 0 0 0 0 0 1 0
0 1 0 1 0 1 0 0 0 0

whereQHaL is the reactive power of each capacitor bank. Wdsth noting that the number of
capacitor banks will change their status from ONQBF if Qequrea iS Calculated due to
overvoltages and their status will be changed f@RF to ON if Qrequired iS Calculated due to

undervoltages.

6.5 Simulation Studies

To verify the effectiveness of the proposed distiédl control scheme, two types of simulations have

been carried out. Details of the simulation studiesexplained hereunder:

6.5.1 One shot simulation (analytical studies):

This type of simulation aims to show the importan€some specific features of the proposed disteitbu

control without implementing the whole control sttwre. The simulations have been carried out in
MATLAB by running a generic distribution system pemflow program at a certain operating point (no
continuous operation) [89]. The IEEE 13 bus unbagdrtest feeder shown in Figure A.1 has been used t

show the important features of the distributed ant
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6.5.1.1 The importance of sending Inform messages from DG to SVR control agent:

Figure 6.9 shows the SVR tap operation for phasben a DG is installed close to the SVR without and
with sendinginforming messages. Withouthform messages the SVR calculates the number of required
taps based on the LDC measurements. In this chsendmber of required taps decreases with the
increase of the generated power and causes thepempvroltage regulation shown previously in Figure
3.6. In contrast, thinform messages trigger a correction for the LDC cal@aand thus correct the

number of taps which are required for proper vateggulation as shown in Figure 6.10.

6.5.1.2 The importance of having knowledge of a predicted excessive tap operation in a future

short time horizon:

Figure 6.11 shows the tap change over a 3-hourz¢norivith and without having knowledge of a
predicted excessive tap operation. The figure shthas the SVR agent could avoid excessive tap
operation when it has knowledge of the predictgad dperation. When excessive tap operation is
predicted, SVR agent could decide to start negotiavith intermittent sources agents by CNP to oedu
the predicted excessive operation. In this scen#iiiee DG units at nodes 634,671 and 680 have been

switched from unity power factor to 0.9 power fadtad.

6.5.2 Simulation model with a multi-agent platform (continuous time simulation)

In this section a simulation model has been pragpdeedo full implementation and continuous time
simulation of the proposed distributed control. gufe 6.12 shows the proposed continuous time
simulation model. As shown in the figure, this siation model consists of three main components; the
are the Simulink model, TCP/IP communication middiee (interface between Simulink and Java) and a
multiagent system platform (JADE). The model isserged in detail due to the lack of information
allowing researchers to find a proper interfacevieen Simulink and a multiagent platform. Simulifik
has been used to model the distribution system.ridi@ purpose of using Simulink is to represent the
dynamic change of loads and DG power. The JADEfgiat is a famous JaV4 framework for
developing FIPA-compliant agent applications. tydes the required communication infrastructuré an
platform services [127]. Using JADE, it is easyingplement the proposed distributed control striectu

In this work, the modules of each control agentehbeen implemented in JADE and the sensors and the
actuators of the devices have been implementednial®k™. The communication middleware allows

the multi-agent platform to send/receive data ¢offithe actuators/sensors in Simulihk
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In this work, a client/server socket communicati@as been proposed as a communication middleware
between JADE and Simulink [128]n this Simulation model, the Client is the implertaion in
Simulink and the Server is the multi-agent systemJADE. To open a client socket in Simulink, a
Simulink function call ‘Add-Listen-Everif has been used. This function is used to senddaadings of
the sensors at each time step to the MATLAB workepdhe advantage of using this function is that it
makes synchronization easy by halting the Simutirddel time step until it the sensors have executed.
This function is used to call a cliemtfile call client agent, which in turn sends a ceciion request to a
server JADE file call server agent. After the seragent accepts the connection request, the cigamnt
starts to send the readings of the sensors todiwersagent through TCP/IP communication. Then the
server Java file distributes these readings to rthiti-agent system through agent communication
language (ACL) and waits to receive the controloma from the multi-agent system. The server agent
sends the multi-agent system control actions tcclieat agent through TCP/IP. Finally, the cliegeat
sends the control action for each actuator in tineuhk model using a MATLAB function callset-

parant.

To verify the effectiveness of the proposed disiiglol control, the 16-bus balanced radial distrdouti
test system shown in Figure A.6 has been seled®?].[ The balanced test system has been useddnstea
of the 13 bus unbalanced feeder to simplify the lem@ntation in Simulink'. The 69/13.8 kV
transformer has been modified to include an LDGedasTC with 32 taps. The system consists of three
main feeders. The 13.8 KV distribution substatisneguipped with a three phase 1.5 MVAr shunt
capacitor bank. Table A.12 gives the bus and lmta @f the 16-bus test system. Table A.13 shows the
types, ratings and locations of the installed D@surAs shown in the table, four DG units (two are

dispatchable and two are non-dispatchable) areemed in different locations of the studied system.
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6.5.2.1 Base case without the proposed multi-agent structure

Figure 6.13 shows the load and generation probles 24 hours. Figure 6.14 shows the voltage @refil
load buses when the DG units operate at unity pdacor and the LTC operates with the traditional
control technique. The figure shows that duringfitet 6 hours the load voltage at bus 15 and btates

its upper limits.

6.5.2.2 With the proposed control structure

Figure 6.15 shows the exchanging messages amonmgtir@| agents during the day. As shown in Figure
6.15 once a voltage violation occurred at bus 1820, $ agent initiated th&IPA-proposeprotocol. It
sent aproposemessage to the LTC agent. The contents optbposemessage are voltage regulation at
local bus (bus 16) by adjusting the voltage to 1pQ% Then the LTC agent sent aocept-proposal
messagéo the $ agent. Figure 6.16 shows the voltage profile &t b when the Sagent executed its
action. At 3:00 AM, a voltage violation occurrechagdue to the increase of the wind power. In thise,
the & agent couldn't regulate the voltage because tthea its limits of reactive power absorption. As
shown in Figure 6.15, thes&gent sent aRIPA-Requestnessage to the LTC agent. Then, the LTC sent
an agree message to the &ent. However, to avoid excessive tap operatidheoLTC, the LTC agent
initiated anFIPA-Contract-Net protocowith other control agents. PV and SC control agesgnt a
Refusemessages to the LTC agent. Both the DFIG and Mantsgsent @roposemessage to the LTC
including their sensitivity to the voltage at bu& dnd their available reactive power capacity. LThe
agent accepted the proposal of the DFIG due thigher sensitivity. Figure 6.16 shows the voltage
profile at bus 16 when the DFIG agent executeddt®n. Figure 6.17 shows the absorbed reactiveepow
from the @ and DFIG when they participated in the voltageutatipn. The rest of the messages are
Inform messages to the LTC agent. Figure 6.18 shows Tite dnd SC operation during this day. As
shown in the figure, the LTC preferred the cooperaduring light loads to prevent its excessive

operation. Alternatively, the LTC preferred to réaga the voltage by itself during the rest of tlag.d
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6.6 Discussion

In this chapter, a distributed control structures Heeen proposed for voltage regulation in active
distribution feeders, under SG paradigm. The pregantrol structure consists of three main tydes o
controllers: LTC/SVR, DG and shunt capacitor colfers. The operation mechanism of each controller
has been built based on the concept of BDI intefiigagents. An expert-based decision maker has been
implemented in each controller to achieve its dijes and meet its constraints. Coordination via
communication protocols has been proposed to datédference between the autonomous operations of
different controllers. To verify the effectivenessbustness and autonomous operation of the prdpose
control structure, a continuous time simulation glodas been proposed. The results show that proper
coordination via two ways communication is a prangissolution to avoid conflicts between devices.
This control structure and its implementation coftddilitate the applications of SG technologies for

autonomous voltage regulation in future distribatiystems.
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Chapter 7
A Cooperative Voltage and Reactive Power Control for Multiple

Feeders in Active Distribution Networks

7.1 Introduction

Conventionally, LDC feature is an integral parttud substation LTC. However, LDC control has sdvera
drawbacks when it is integrated with a LTC thatasmnected on multiple feeders with unbalanced load
diversity. These drawbacks are related to theadiffy of determining proper LDC settings (equivdlen
circuit parameters and the load reference voltagd)the hysterical tap changing mechanisms of @ L
[130]. In the previous chapter a distributed cdnscheme for voltage regulation in distribution dees
has been developed. A modified communication-ba€2@ control for LTC/SVR has been presented.
However, the work presented in the previous chapteesigned for LTC/SVR that typically uses LDC
control. Thus the previous chapter did not consibercase of multiple feeders having a substatidb@ L
and unbalanced load diversity that is expectedat® fserious challenges with LDC control and DG

integration.

In addition, an infeasible solution may occur faultiple feeders in ADNs due to the unbalanced load
diversity and high DG penetration. The infeasildkigon occurs when the difference between thealver
maximum and minimum voltages exceeds the specifigdlation band\(na, Vimin) @s shown in (7.1).
The infeasible solution will confuse the operatiohLTC and may result in improper settings and

excessive tap operation i.e. hunting.

V-V EESY L~V

max min

(7.1)

Furthermore, appropriate decisions in control ageannot be taken without proper knowledge of the
current state of the network. In the previous chgince almost no information is available beytrel
local measurements of the control agents, propasidas might be unreachable. Therefore, developmen
of a state estimator for such control structura ishallenging task. The biggest challenge is duthéo
absence of enough information [131, 132]. In ADNghwmultiple feeders having unbalanced load
diversity and high penetration of intermittent poweurces, the problem of state estimation wilhime
challenging. Hence new real time measurements amineinication links must be provided for proper

state estimation.
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Finally, it was observed that taking a decision Woltage regulation without considering the feeder
losses, might result in excessive system lossesrefdre, there is a need for modifying the previwosk

to take into account the total system losses.

Accordingly, in this chapter a cooperative consoheme is proposed to: 1) provide a proper state
estimation algorithm for the voltage profile, 2)tig@te the interference between LTC and DG operatio
and guarantee a proper voltage regulation in a@rang conditions, 3) relieve the stress on tagraion
of LTC and FSC, 4) avoid unnecessary DG active pawueailment, and 5) take the total system losses
into consideration. The proposed control schemé lval applied in case of multiple feeders having a
substation LTC, unbalanced load diversity and High penetration. The proposed cooperative control
formulates the problem of voltage and reactive poeantrol based on a multiagent control scheme,
where each device is considered as a control aBased on the framework presented in the previous
chapter, the multiagent control scheme consistshef interior structure of control agents and the
exchanging messages between them. A BDI modeléms bised for the interior structure of each control

agent. The FIPA performatives have been used amooination acts between the control agents.

The remainder of the chapter is organized as faloimw Section 7.2 a distributed voltage profile
estimation algorithm has been developed. Sectidhard 7.4 present the detailed interior structfithe
proposed LTC and DG control agents respectivelysdation 7.5, a flowchart describing the detailed
distributed control scheme between LTC and DG abrdagents is presented. Simulation results with
different case studies have been carried out inti@®ed.6 to demonstrate the effectiveness of the

proposed approach. Section 7.7 presents the disousfsthe chapter.

7.2 Distributed Voltage Profile Estimation:

In this section, a distributed cooperation protofmi voltage profile estimation is developed. The
cooperation protocol aims to provide the LTC coné&gent with the current state of the minimum and
maximum voltages in each feeder, which is consilei® an adequate knowledge for appropriate LTC
decision making. Figure 7.1 shows the structura dfstribution feeder under the concept of distedu
state estimation. As shown in the figure, it isuassd that the voltage and branch power meters are
placed at the locations of LTC, DG units, FSC oy ather locations, based on optimal placement study
of meters. Based on the meter placements, eadfibdigin feeder is divided into segments. Eachestat

estimator (SE) control agent estimates the volpagéle within its downstream
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segment. Figure 7.2 shows the structure of eacltd®Eol agent for voltage estimation. The detailed
interior structure for voltage estimation of a cohtagent at segmerstcan be summarized as follows
[133]:

7.2.1 Beliefs module:

1- It receives its real-time local measurements ofntinapower for the upstream node of its
downstream segment and the downstream node opstseam segmenPg,Q.°, P.°%, Q%) and
the voltage magnitud¥,® for the downstream segment which repres®¥pts™ for the upstream

segment.

2- From the real-time local measurements of branchep@amd voltage magnitude, it estimates the
voltage magnitude at the first node of its dowrstresegment\(;°) and the last node of the

upstream segmenv,™Y) using (6.12) .

3- It sendsnform message contaii®®*, Q.°* and \/°* to the upstream control agent and it receives
inform message contains the real-time measurements éorlagt branch and node of its

downstream segment from the downstream controltd§gih Q,° and \f) if any.

4- It allocates the load demand within the downstreagment to provide pseudo measurements to
guarantee the observability of the segment. Atiead-load modeling technique that incorporates
the customer class curves and provides the uncirtén the estimates is used in the state
estimation algorithm [134]. For a segmerdt timet, the real-time load estimates of load pojnt

PLi(t) can be obtained as follows:

ZC:LMFJ. (t)x ADG,
PRI =(R*- R~ RY)| =
D> LMF,(t)x ADG

i=1j=1

(7.2)

where,Pjoss is the real power loss for segmen(C is the number of load classesDC; is the
average daily customer demand at load pido@ionging to claspat timet andLMF; is the class-
specific load model factor belonging to clasa timet. The power factor of each load point at
timet is obtained by historical information.

5- Let z denotes the vector containing the measurementsvaaddh;(x) represent the weight and
the measurement function associated with measuterneespectively. The solution of the state
estimation problem is obtained by minimizing thefpenance index given as [131, 132]:
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minaziwk(zk—n(x))z 73
whereM is the number of real-time and pseudo measurenaénitee segment. Different methods
have been proposed in the literature to solve (A3)ranch-based state estimation algorithm has
been used in this work [135]. The algorithm depeadscalculating the node voltages (state
variables) using backward/forward sweep power flowmbined with the adjustment of the
pseudo measurements (modify the allocated load w@shdo satisfy the real-time measurements
constraints.

6- Once the voltage profile in the segment is estithateebeliefsmodule determines the minimum

and the maximum voltages in the segmexit, (V.2,.)-

7- It receives the minimum and maximum voltage from downstream control agent {*,v ") if

max

any.

8- It compares the values in steps 6 and 7 using éhd)it sends the overall downstream minimum

and maximum voltages to the decision maker.

\/down — mindown (V sy sl) Vr:;):m = max,,, (V s Vms_alx) (74)

min min? “min max ?

7.2.2 Decision maker module:

OnceVv® andv®™ are determined, the decision maker find the chafghe voltage profileav,,,

compared with the previous state and decide whdth@rform the upstream control agent or not. If

AV,,.= AV, the control agent will send anform message for the upstream control agent contains

viern andvie; whereAv,,,, is the bandwidth of voltage change at which th€lcbntrol agent will not

take an action.

7.3 The Proposed Voltage Control for LTC Control Ag  ent

In this section, the detailed interior structuretef proposed LTC control agent is presented.

7.3.1 Percepts (from the bidirectional interface an  d the communicator):

The LTC control agent receives data from the lamahsors and informing messages from the first

downstream DG control agents that are connectesah feeder. As shown in the previous section, the
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local real-time measurements represent the semtidgoltage of the substatidsand the output power

from the substation to each feedBs'(Q,). Informing messages contains the DG voltage magejtreshl
and reactive power at the end-node of the firstreed in each feedeP{", Q."* andV,"")

7.3.2 Beliefs module:

This module receives the percepts then:

1-

It determines the minimum and maximum voltagesearsystermusing the estimation algorithm
in the previous section, the beliefs module of L& control agent can find the overall
minimum and maximum voltages along each feedernThe overall minimum and maximum

voltages of the system can be obtained using:

V% = min, (V !

min min

) Ve =max (V,.,) (7.5)

where,F is the number of feeders in the distribution syste

It checks the condition for infeasible solutioonce the system minimum and maximum
voltages are determined, tiheliefs module will check the condition for infeasible ibn
using (7.1).

It predicts the tap operatiorto avoid excessive tap operation it is assumed tiine beliefs
module has the capability to predict the expectity dap operation. This prediction could be
determined through carrying out offline simulatiobg having the forecasted load and
generation pattern. This task could be done bynesitng the change of the overall minimum
and maximum voltages in the system with the charfgie forecasted load distribution and
generated power using the cooperative algorithseition 7.2 and by considering the LTC as

the only device responsible for voltage control.

7.3.3 Decision Maker:

The beliefs module sends two binary inputs to #sision maker. These inputs &8 (the status of

infeasible solution) and&T (the status of daily expected tap operation). @keision maker has two

binary outputs. These outputs afR (regulate the voltage) armboperate(start cooperation with other

control agents). The decision maker performs a mngppetween inputs and outputs to achieve the

desires of the LTC agent by minimizing the voltageiation and reduce the tap operation.
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Table 7.1: Logic rules of the LTC decision maker

inputs Outputs
FS ET VR Cooperate
0 0 1 0
0 1 1 1
1 0 0 1
1 1 0 1

At each specific time, the decision maker seleaks af the desires: 1) do voltage control by iteelP)
relieve the stress of tap operation via cooperatiith other control agents. In a general case & bes
compromise solution cannot be determined in a fgaigs way purely by mathematical means and
typically, a human decision makdd¥1) who can be considered as expert of underlyinglpro, is used

to determine sub-objectively this best compromiBee task of theDM is to find a balance between
conflicting objectives, and this can be obtainedibgling favorable trade-off between objectivesblta

7.1 shows a logic-based mapping between the igndghe outputs of the LTC decision maker.

7.3.4 Control algorithm:

The control strategies module receives the outpuh fthe decision maker and executes this decision.
When the control agent decides to regulate theagel(the flag oWR is raised), the control strategies
module solves the integer optimization problem shamv(7.6)-(7.10). As shown in (7.6), the objective
function aims to find the tap settingthat minimizes the voltage deviation of both thimimum and
maximum voltages along the multiple feeders withpeet to the nominal value [136]. The control

strategies module will sendrequestmessage when the flag BT or FSis raised.

F (Vnom _mein (1+ (T i )))2 N (76)
MinT J= Z 2
=1 (meax (1+ (T~ )) _ Vnom)
subject to:
Ve =V, +T XAV, a7
Vo 2o (7.8)
Vi Vi (7.9)
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min sT<T (710)

— ‘max

where, T%%is the current tap positio, is the substation primary voltage amd, is the step voltage of
each tap. In order to avoid unnecessary tap operatiie to small dynamic voltage variations, the
improvement of the voltage regulation in (7.6) ddagng the optimal tap setting"is compared with
the same objective function considering the cun@ptsettingr° using:

newy _ old 711

imp = J(T ) ol;](T )XlOO ( )

J(T)

If the improvement in (7.11) is less than a certaieranced, the tap changing operation is delayed or

sustained; wher& is equivalent to the dead band of the conventibBel control [136].

7.4 The Proposed Coordinated Voltage Control Scheme between DG Control
Agents:

Currently all DG units are assumed to operate @nthximum power point tracking/PPT) and do not
share in voltage control. Based on Table 7.1,&flitiC control agent requests sharing in voltagdrogn

it works asinitiator and it sends a request message for all DG coagents, as shown in Figure 7.3.
Once DG control agent®érticipantg receive a request for voltage control from LT@itrol agent, they

will assess the request based on a pre-definedategubetween the utility and DG owners i.e. eB¢h
control agent has the right to agree or refuse itbguest message based on its assessment.
Mathematically, at each time step the objectiveciam of each DG control agent can be defined as

follows:
mian,Pg J = v\’;urtail (F:MPPT _ F;])‘f' JR (712)

curtail

where,w,"""™" is the weight of the active power curtailme®y)’""" is the current maximum poweR, is
the controlled injected active power a@y is the controlled injected reactive powéF;is the voltage
regulation function that is activated when the Dftool agent receives a request message from tiee LT

control agentJ® can be defined for each DG control agent as fallow
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Figure 7.3: FIPAequestprotocol between LTC and DG control agents.

0= (Ve V) (Vo W)+ V)] )
=

where,wy" is the weight for voltage support. As shown inl@J, when a DG control agent shares in

voltage support, it will minimize the voltage detiam from the nominal value and the voltage drop

between the minimum and maximum values in each eatgwf the feeder to improve voltage regulation

and avoid the increase in the losses along theefea@spectively. The self- constraints of the

optimization problem for each DG control agent are:

1Q, K ng ’ Qém _ §gmax _ E; (7.14)
Vr:in :Vr;r:)ld - L;inAF; - Hn:mAQg (715)
Viax =V ~ LR — HRAQ (7.16)

where,SmaxiS the rating poweraP, andAQ, are the change of the real and reactive powereoD(@@ unit

i.e. Py -Py), (Q°%-Qy) respectively; L and H are the sensitivity factfmsthe change of voltages with
respect to the change of real and reactive powspgectively.

To calculate the sensitivity factors, considerrgs DG unit is connected between LTC and the dnd o
a feeder, the feeder will be divided into two segteeThe change of the voltage profile at nodethe

upstream segment due to the change of the DG nelatemctive power can be obtained using (7.17) as
follows
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2 2 i1 _ iz (717)
oo (S o (S )

k=0 k=

where, Avfﬂ is the change in the substation voltage and itakutated based on the transformer

impedance and the system input impedance at theapyriside of the substation. The detailed derivatio
of (7.17) can be found in Appendix B. If the chamd¢he substation voltage is very small, the deritsi

factors at each nodén the upstream segment can be obtained as fallows

i-1 i-1
Liszl - s1 , H s1 Zxksl (718)

While, the change in the voltage profile at anyabdownstream the DG unit equals the change of the
voltage profile at the location of the DG unit. Bhuhe sensitivity factors at each nodén the

downstream segment can be given as follows:

n+l n+1
LiS=2 = zrk;1 , Hisz = zxksl (719)
k=0 k=0
Equations (7.18) and (7.19) can be generalizediigrnode at segmens upstream or downstream a

certain DG unit when multiple DG units are conndcte

For all participants (DG control agents), the ojtettion problem in (7.12) can be distributed intmt
sequential problems; they are coordinated reagioveer control and real power curtailment for voiag

support.

7.4.1 First problem: coordinated reactive power con  trol

The first problem aims to determine the reactivevgrocontrol scheme between DG control agents for
voltage support. First, for each DG unit lets miizien(J"/wy") using the available reactive pow@y and

by settingP,=P,"""". HenceQ, will be the only control variable in this probleifherefore, for each DG
unit the optimum change @, can be obtained by differentiating the quadratjaation in (7.13) with

respect taQ, . The optimal change of reactive power is fountde¢o

S
1 Zvnom( H:win + H;ax) +Vrrsli:|dhnswin + Vmsagldhniax
AQMeW = — =L
Qg 2 S

7.20
Z(H:winz-l-Hr?]axz_H:winH nswax) ( )

s=1
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where

he, = H2, —2H3, hs, = HS - 2H S

min 7" 'max min may

(7.21)

WhenQ,™" is larger than the available reactive power, it i set aiQ,"™ and the new minimum and
maximum voltages at each segment are estimated (i&it5) and (7.16).Thus each DG control agent is
capable of determining the optimum setting of iksmative power and the improvement of voltage
regulation.

Second, using (7.20), the first problem can be dated to minimize the cost of reactive power cointr
for all participants to regulate the voltage witlioceptable bandwidth. The problem of reactive powe

control forNpg control agents can be formulated as follows:

Npg . 722
ming, 3= 3% Wl min( QL ) (722

oG
Npg =1

subject to

\V/ f > Vband , meax < Vband (7.23)

min min max

where, w is the weight of reactive power control for vokagupport;Vu*" and Vs ™ are the

acceptable limits of bandwidth for voltage regwatusing DG control agents. In this work, it iswaeed
that all DG units have equal weights of reactivaveo control for voltage support. Therefore, the
prioritization of the reactive power settings foGCagents is determined based on the sensitivitprfsc
using the following coordinated reactive power cohngcheme:

1- If the DG control agents receive a voltage regolatiequest message, a backward sweep

coordinated reactive power control scheme is itgitiawhere:

2- The last downstream DG unit (most sensitive DGulates the new reactive power setting

using (7.20) and the improvement in voltage redgoatising (7.11).

3- If the improvement is acceptable, it updates tifiereace of its reactive power and it compares

the new minimum and maximum voltages with the dptiregulation bandwidth.

4- If the new minimum and/or maximum voltages out loé tbandwidth, it sends them to its
upstream DG unit.
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5- Steps 2-4 are repeated for each DG control agdibttiue regulation bandwidth is achieved or
the first DG unit (closet DG to LTC) is reached.

6- If the first DG unit is reached and the flagks or ET is still raised, a coordinated real power

curtailment control scheme is initiated.

7- It is worth noting that the above procedures angiegible for FSC control agents. Equation

(6.16) is applied to determine the number of capabianks that will change their status.

7.4.2 Second problem: coordinated real power curtai  Iment

The second problem aims to minimize the cost of peaver curtailment for all participants that is
required to satisfy the feeder voltage constraiiitis problem is activated when the feeder voltage
constraints are not satisfied in the coordinatexttree power control and the flag B or ET is still

raised. The second problem can be defined as fsilow

Nog 7.24
min, 3= 3% W (BT - R, ) (7:24
Npg =1
subject to:
7.25
Ve S (R R )=0 (729

NpG=1

Based on the location and value of the maximumagelf the sensitivity factors, the maximum power
extracted for each DG unit and the cost of curtailimthe real power setting for voltage suppoeaath

DG unit can be obtained as follows:

fold _ urtail | f MPPT
Pnew - PMPF’T Vmax Vmax WFC‘DG aX,Npg Pg e (7 26)
9."0G 9,Mbe Lf be .
maXNpg Z Wcunall f PMPPT
Npg X,Npg ~ 9,Mpg

NpG=1

Equation (7.26) provides a reasonable sharing alf pewer curtailment for voltage support between
DG units depending not only on how much each DG ignsensitive to the location of the maximum
voltage, but also on the cost of curtailments atob rof its maximum extracted power compared to the
total extracted power from the DG units in the fed’ he FIPA contact net protoc@NP) is
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Table 7.2: Logics of the DG decision maker

Inputs outputs
LTC Mode Reply Mode
ET MPPT agree Q-control
FS MPPT agree Q-control
ET Q-control reject Q-control
FS Q-control accept P-curtail

proposed to coordinate the real power curtailmestiveen DG units. The propos€tNP can be

summarized as follows [127]:

1- LTC control agent (manager) sendsall for proposal (CPF)message for voltage support to
the DG control agents connected in the feeder &hanaximum voltage violates the specified
limits. The message contains the location of thgimam voltage.

2- Each DG control agent (participant) sengs@osemessage contain?gii”PPT, Lf

) maxNpg andMsgail )
3- Based on (7.26), the LTC control agent determihesréquired real power curtailment of each
DG unit and sendaccept for proposaimessage to each participant. The message conit@ns

real power curtailment of each DG unit.

7.4.3 Decision maker and control strategies modules

The beliefs module of each DG agent receivegp#reeptsand it passes two inputs to the decision maker
for voltage control; they are the mode of operatbthe DG unit (measurement) and the current sthte
the LTC control agent (messages). The decisiokembas two outputdylode and Reply Table 7.2
shows the logics of a DG decision maker that maesrtputs and outputs. The logics have been ertitact
based on the DG preferences and LTC current stHbescontrol strategies module executes the prapose

coordinated reactive control and real power curtaiit schemes using (7.20)-(7.26).

7.5 The Combined Distributed Voltage Estimation and Control

The distributed voltage estimation in section @ the distributed voltage control schemes in easti
7.3 and 7.4 have been combined in the flowchartvehim Figure 7.4 to present the detailed interior

structure and exchanging messages of LTC and D@at@yents.
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Figure 7.4: A detailed schematic diagram of theopeed cooperative protocol between the LTC and DG

control agents

7.6 Simulation Studies

In this section simulation studies have been cdwigt in MATLAB/SIMULINK to show the validity of

the proposed control structure. Figure A.7 shoves distribution system under study [137]. The test

system consists of four feeders; the feeders hidfegaht lengths, ratings and load types. Varigibever

sources with different characteristics have beetalled at different locations along the feeders to

simulate the expected unbalance in load/generaliversity between the feeders. Table A.14 shows a

summary of the generation and load profiles aldwgféeders. Figure 7.5 shows a typical load prddite

residential, commercial and industrial loads foe thvo

days under study (weekend and weekday),

respectively. Figure 7.6 shows the generation lgrdéir wind and photovoltaic (PV) for the two days

under study. The error of the pseudo measuremestbden assumed to be 50% and the error of the real

time measurement is neglected.
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The minimum improvement for the regulation functioraccept the new tap setting is selected to be 5%
The regulation bandwidth of DG units is chosen &a2Bo of the nominal voltages when the coordinated

reactive power control is activated.

7.6.1 Impacts of proper estimation and reactive pow  er control

Figure 7.7 shows the estimat¥}*and V2> during the studied period at different control soks. As

ax
shown in the figure, undervoltages occur when tduall control scheme in [137] is applied due to the
improper voltage estimation, improper tap settiraggl infeasible solutions. When the developed
distributed state estimation is used and the D@ wperate in MPPT without reactive power contttod,

LTC has proper voltage estimation, which has aigide error of 1x10* compared with the results
obtained from power flow algorithms. However, iuth not solve the areas of infeasible solution. Whe
the proposed coordinated reactive power controémsehis activated via request protocol, the areas of
infeasible solution are mitigated. Figure 7.8 shelweschange of tap operations during the studiebge
with and without applying the reactive power cohsoheme. As shown in the figure, the coordinated
reactive power control relieves the stress on tagration and it is reduced from 36 to 22 taps.

Figure 7.9 shows the settings of the reactive pdarethe wind DG units in feeder #1 and the PV DG
unit connected at node 8 in feeder #2 during theistl period when the coordinated reactive power
control is activated. As shown in the figure, tliegmsed reactive power control scheme compendates t
changes of the generated power and thereforedpable of reducing the dynamic changes in thegelt
profile and hence the number of taps operationur€ig’.10 shows the total system losses with and
without the reactive power control scheme. As shawthe figure, the proposed scheme does not cause
an increase in the total system losses due to deiisg the minimization of voltage deviation betwee

the minimum and maximum voltage in the voltage fagon function in (7.13).

7.6.2 Impacts of LTC regulation dead-band:

It is noticed that widening the regulation deadéa@nof LTC will result in reducing the number of tap
operation significantly. However, overvoltages, enaltages or infeasible solution are expected with
widening the regulation dead-band due to the im@raettings of taps. Whenincreased from 5% to
15% the number of taps reduced from 22 taps t@p2 tHowever, as shown in Figure 7.11, widening the

LTC regulation dead-band causes undervoltages.
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Figure 7.8: The change of the tap operation atefft control schemes
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Table 7.3: Real power curtailments

Feeder DG location ngPPT (MW) ernax,nDG churtall
(MW)

1 4 2 0.7871 0.86

1 8 0.5 0.7871 0.22

3 3 0.5 0.5904 0.21

3 6 2.5 1.1807 1.05

7.6.3 Impacts of real power coordinated control sch  eme

Figure 7.12 shows the voltage profile along thedées when the wind DG units operate at their rated
power (there is no available reactive power) irdége # 1 and 3, while the PV units are out of serand

the residential load is 88% of its nominal. As shaw the figure, when DG units operate at maximum
power, an infeasible solution occurs at node 4egdér#1 and node 6 in feeder #3. When the proposed
real power curtailment scheme for voltage suppodctivated via call for proposal protocol, thelpem

of infeasible solution has been mitigated. Tablz gives the maximum power, sensitivity for each DG
unit to the location of the maximum voltages anel tliew power settings based on (7.26) when the DG

units have equal cost of curtailment.
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7.7 Discussion

The problem of voltage and reactive power contwohfiultiple feeders with multiple DG units and a@.T
has been formulated in a distributed control schemsisting of LTC and DG control agents. Each
control agent has a global and a self-objectiveoAperative protocol scheme consists of a diseibut
voltage estimation and decision making has beeigled to achieve the best compromise for global and
self-objectives of the control agents. The imtestructure of the control agents has been defirzsed

on the BDI theory and the exchanging messageswidl® FIPA communication acts. A logic-based
decision making has been defined for each congehtto find a favorable trade-off between objexgiv
New coordinated reactive power control and real grogurtailment schemes have been proposed when
DG units share the voltage support. The proposeddinated control schemes aim to minimize voltage
deviation and prevent any voltage violation whenCLdlecides to reduce the tap operation or faces
infeasible solution. The proposed cooperative abrd#theme has the capability to properly regulbée t
voltage in all operating conditions, relieve theess on tap operation and avoid unnecessary rearpo

curtailment from DG units.
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The main differences and advantages of the proposeg@erative protocol presented in this chapter

compared with centralized control schemes are:

1- The concept of distributed state estimation andsdt@tmaking is in line with the current trend of
ADNSs structure, which is mainly clustered or distitied in the form of microgrids with many DG
owners having different preferences. Using disteducontrol it will be easier to modify and
upgrade ADNSs control without disturbing other partshe control process. In addition, it will be

easier to implement expansion and provide locataipeinterface and control for DG owners.

2- The proposed distributed control breakdown thereéréd voltage and reactive power control
optimization problem into small sub-problems than de solved simultaneously via exchanging
messages between agents (the control agents ditlepamnputing). Therefore, the proposed
control requires less computational burden. Funtioee, it mitigates the numerical instability and
convergence problems that are accompanied witleghtralized control that run the power flow

algorithms in each time step; especially in theeazshighR/X networks.

3- It reduces the communication burden (network tegffivhere status information concerning the
local process of each control agent is transmittedther control agents but time-critical data
used for real-time control does not need to be egat the network (e.g. fast settings of DG
power). Furthermore, distributed control has théiomg to select the time at which inform
messages are sent to other control agents. Fangestinform messages will be sent only when

such messages affects the action of other corgmita.
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Chapter 8

Conclusions

8.1 Summary and Conclusions

The research in this thesis presents new algoritbragdress and mitigate the voltage and reacoweep
aspects in ADNs considering islanded microgridsenr8iG paradigm. Three stages are presented in the

thesis; they are assessment (chapters 3 and dhipda(chapter 5) and control (chapters 6 and 7).

In chapter 3, conventional voltage and reactive grogontrol schemes in ADNs with high penetration
of DG units have been assessed. A generic power dligorithm for ADNs has been developed to
validate the assessment. The assessment showsitiindhe existence of high DG penetration potential
conflicts between the DG units and conventionatagg and reactive power control devices are exgecte
It is concluded in this chapter that there is adnfee the evolution of voltage and reactive powentcol
techniques from their passive control structure t@iat communication links) to an active
(communication-based) control.

In chapter 4, the successful operation of islangéctogrids considering voltage and reactive power
constraints has been assessed. An islanded dreeg-baicrogrid simulation model that takes the speci
operational characteristic of islanded microgrids Haeen adapted to validate the assessment. A
probabilistic model for the microgrids componeritads and generation) has been developed. Supply
adequacy indices have been modified to considervidteage and reactive power constraints. It is
concluded in this chapter that voltage and reagbewer constraints have significant impacts on the
microgrid islanding success. Therefore, the issti#ottage and reactive power constraints must be
considered in the design, planning and operatiohNls.

The problem of capacitor planning in ADNs considgrislanded microgrids has been presented in
chapter 5. A probabilistic formulation that takesiaccount the operation of islanded microgrids e
stochastic nature of loads and generations has deexioped. The simulation results show that proper
capacitor planning considering islanded microgndh facilitate a successful implementation for the
concept of microgrids in ADNSs.

In chapter 6, a two ways communication-based bisteid control structure has been proposed for
voltage regulation in active distribution feeder&n expert-based cooperation mechanism via
communication acts has been proposed to avoidfénégice between the autonomous operations of DG

units and conventional voltage and reactive powentrol devices. A TCP/IP interface between
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Simulink™ and Java Agent Development Framework (JADE) has loeveloped to build a continuous
time simulation model for the proposed distributedtrol scheme.

The distributed control framework presented in ¢hap has been extended in chapter 7 to provide a
proper distributed voltage profile state estimatéord decision making for the problem of voltage and
reactive power control of multiple feeders with tiple DG units and a LTC. New coordinated reactive
power control and real power curtailment scheme lieeen proposed when DG units share in voltage
support.

It is concluded in chapters 6 and 7 that properdioation via two ways communication is a simplé an
efficient solution to avoid conflicts between desc This control structure and its implementatioold

facilitate the applications of SG technologiesdatonomous control in future distribution systems.

8.2 Contributions

The main contributions in this thesis can be hgjtiked as follows:

1- The idea of using the element incidence matrix has been applied to develop a smple,
efficient and generalized three phase power flow algorithm for ADNs. Unlike previous
works, the algorithm is simple because it dependsiy on the bus incidence matrix which
represents the relation between bus—injection ntgr® branch currents. It is also efficient as
it shows good convergence characteristics in a#rajing conditions. Furthermore, it is
generalized because it incorporates the three pinasel of feeders, unbalance due to both
loads and different type of phases, exact load tmafeSVR model, and DG model in its

different operation modes.

2- Assessment of the drawbacks of conventional voltage and reactive power control schemes
and the necessities of their evolution in ADNs. The main contribution in this assessment is
that the study takes into consideration the mdsrdafeature of distribution systems which is
being unbalanced and it is performed on practiE&H test feeders. The previous studies show
that overvoltages are the main issue in the integraf DG units. Unlike previous studies, the
assessment in this work shows that the conflicveen the regulators and the DG units will
cause overvoltages, undervoltages, voltage fluciaexcessive wear and tear of voltage

regulators and increase in the total systems losses

3- The development of analytical assessment approach to Study the impacts of reactive power

and voltage regulation aspects on the successful operation of idanded microgrids. To
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facilitate the study, the steady-state and dynammiicrogrid models that reflect the special
characteristics of islanded microgrid operation éhadbheen integrated in the probabilistic
analytical assessment approach, which takes imsideration the operational characteristics

of dispatchable and wind DG units.

Supply adequacy and reliability indices have been modified to account for the voltage and
reactive power constraints and the dynamic stability for ADNs with different microgrid
configurations. The indices provide an accurate evaluation foratmgcipated benefits that the

microgrid may bring to customers, DG owners anlities.

The conventional problem of shunt capacitor planning in distribution networks has been
reformulated for ADNs considering the design of different microgrid configurations. The
new formulation takes into account the probabdistature of DG units and the special
philosophy of islanded microgrids. The new formiglataims to maximize the saving of 1) the
cost of power and energy losses in ADNs during rbrparallel conditions, 2) the cost of
interruption when islanded microgrids fail to suppthe load due to a shortage of reactive
power and voltage regulation aspects and 3) theafabe capital investment of the installed
capacitors. It is worth noting that the framewofkthe planning approach developed in this
work is a generic framework that can be easily ssthior other planning studies in ADNs

considering microgrids.

The development of a new multiagent control scheme for voltage regulation in active
distribution feeders. The control scheme consists of three types ofrobmigents; namely
LTC/SVR, DG and FSC control agents. The distributextrol scheme is capable of mitigating
the interference issues between DG units and cdioveih voltage and reactive power control
devices. The key contribution in this work is thelwdefinition of the organization paradigm
between the control agents, the detailed intertralcttire and operation mechanism to be
implemented in each control agent, the proper doatn and communication protocols
among the control agents and the implementatiothefcontrol scheme in a continuous time
simulation model.

The development of a novel cooperative control scheme consisting of distributed state
estimation and decision making for voltage and reactive power control in multiple feeders
with a LTC , unbalanced load diversity and multiple DG units. The distributed state

estimation algorithm has been designed to provige ¢ontrol agents with the proper
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knowledge of the current state of affairs. Theritisted decision making has been designed to
achieve the best compromise between the systenderide objectives of each control agent.
The developed cooperative scheme can regulate timge properly in all operating
conditions, relieve the stress on tap operatioomjdathe increase in total system losses and

prevent unrequired curtailment of DG injected @aler.

8.3 Directions for Future Work

In continuation of this work, the following selois are suggested for future studies:

1-

4-

Incorporating line voltage regulators in islandedcnogrid power flow algorithm and

evaluating their conflicts with DG units.
Optimal allocation for line voltage regulators ilDANs considering islanded microgrids.

Development of a multiagent voltage and reactivevgyo control scheme for islanded

microgrids.

Development of a new self-healing mechanism foN&zonsidering microgrids.
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Appendix A

Figures and Data of the Distribution Test Systems
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Figure A.2: IEEE 37 bus test feeder
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Table A.1: The locations, types and ratings offi2 units in the IEEE 37 bus test feeder

DG # Location Bmax Type PF
(KW)
1 701 600 3-phase Controllable
2 703 450 3-phase 0.9 lag
3 775 450 3-phase Controllable
4 742 200 3-phase Controllable
5 722 200 3-phase Controllable
6 725 200 3-phase Controllable
7 710 250 3-phase Controllable
8 741 150 1-phase 0.9 lag

Table A.2: Loads and line data of the 69-bus distion system

Branch # Sending Receiving R (ohm) X (ohm) PL (KW) QL (Kvar) Load type
Receiving Receiving

1 1 2 0.0005 0.0012 0
2 2 3 0.0005 0.0012 0 0
3 3 4 0.0015 0.0036 0 0
4 4 5 0.0251 0.0294 0.06 0 R
5 5 6 0.366 0.1864 2.6 2.2 R
6 6 7 0.3811 0.1941 40.4 30 R
7 7 8 0.0922 0.047 75 54 C
8 8 9 0.0493 0.0251 30 22 R
9 9 10 0.819 0.2707 28 19 R
10 10 11 0.1872 0.0619 145 104 C
11 11 12 0.7114 0.2351 145 104 C
12 12 13 1.03 0.34 8 5 R
13 13 14 1.044 0.345 8 55 R
14 14 15 1.058 0.3496 0 0
15 15 16 0.1966 0.065 45 30 R
16 16 17 0.3744 0.1238 60 35 C
17 17 18 0.0047 0.0016 60 35 C
18 18 19 0.3276 0.1083 0 0 0
19 19 20 0.2106 0.069 1 0.6 R
20 20 21 0.3416 0.1129 114 81 C
21 21 22 0.014 0.0046 5 35 R
22 22 23 0.1591 0.0526 0 0
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Table A.2 Cont.

23 24 0.3463
24 25 0.7488
25 26 0.3089
26 27 0.1732
3 28 0.0044
28 29 0.064
29 30 0.3978
30 31 0.0702
31 32 0.351
32 33 0.839
33 34 1.708
34 35 1.474
3 36 0.0044
36 37 0.064
37 38 0.1053
38 39 0.00304
39 40 0.0018
40 41 0.7283
41 42 0.31
42 43 0.041
43 44 0.0092
44 45 0.1089
45 46 0.0009
4 47 0.0034
a7 48 0.0851
48 49 0.2898
49 50 0.0822
8 51 0.0928
51 52 0.3319
9 53 0.174
53 54 0.203
54 55 0.2842
55 56 0.2813
56 57 1.59
57 58 0.7837
58 59 0.3042
59 60 0.3861
60 61 0.5075
61 62 0.0974
62 63 0.145
63 64 0.7105
64 65 1.041
11 66 0.2012
66 67 0.0047
12 68 0.7394
68 69 0.0047

0.1145 28 20
0.2475 0 0
0.1021 14 10
0.0572 14 10
0.0108 26 18.6
0.01565 26 18.6
0.1315 0 0
0.0232 0 0
0.116 0 0
0.2816 14 10
0.5646 19.5 14
0.4873 6 4
0.0108 26 18.55
0.1565 26 18.55
0.123 0 0
0.0355 24 17
0.0021 24 17
0.8509 1.2 1
0.3623 0 0
0.0478 6 4.3
0.0116 0 0
0.1373 39.22 26.3
0.0012 39.22 26.3
0.0084 0 0
0.2083 79 56.4
0.7091 384.7 274.5
0.2011 384.7 274.5
0.0473 40.5 28.3
0.1114 3.6 2.7
0.0886 4.35 3.5
0.1034 26.4 19
0.1447 24 17.2
0.1433 0 0
0.5337 0 0
0.263 0 0
0.1006 100 72
0.1172 0 0
0.2585 1244 888
0.0496 32 23
0.0738 0 0
0.3619 227 162
0.5302 59 42
0.0611 18 13
0.0014 18 13
0.2444 28 20
0.0016 28 20

Py

DO IIAOVD TOXXD

Py
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Table A.3: The DGs types, parameters and ratingh&®69-bus

Type Mode Kp (p.u.) Kq Somax (MVA) FOR
(p.u)
Dispatchable Droop 0.004 0.083 15 0.0975
Wind PQ - 0.9 PF Lead - - 1.0 0.04
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Table A.4:p,, andpyncreatedfOr different microgrids in the 69-bus system

Microgrid # I solation Switch (11 D)# Pup Puncreated
1 A 1.3E-4 54.7E-4
2 B 2.83E-4 10.08E-4
3 C 2.83E-4 38.8E-4
4 D 2.83E-4 2.97E-4
5 E 15.09E-4 5.79E-4
6 F 15.09E-4 17.92E-4

Table A.5: Load states model for 69-bus system

Peak load (%) Load level (MVA) Probability
100 6.5230 0.01
85.3 5.5641 0.056
77.4 5.0488 0.1057
71.3 4.6509 0.1654

65 4.2399 0.1654
58.5 3.8159 0.163
51 3.3267 0.163
45.1 2.9418 0.0912
40.6 2.6483 0.0473
35.1 2.2896 0.033

Table A.6: Wind generation power states for 2 MW

Wind speed limits Hours Power level (KW) Probability

m/s FOR=0.04
Oto4 1804 0 0.073
4t05 579 99.96 0.024
5to0 6 984 299.7 0.032
6to7 908 399.87 0.044
7to8 983 699.77 0.046
8t09 799 899.73 0.075
9t010 677 1099.64 0.089
10to 11 439 1299.58 0.109
11to 12 395 1499.2 0.101
12t0 13 286 1699.45 0.109
13to 14 219 1899.4 0.062
14 to 25 687 2000 0.236
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Table A.7: Part | of the line data for the 25 best system

Branch Send. Recev. raa xaa rab xab rac xac

# Bus Bus ohm ohm ohm ohm ohm ohm
1 1 2 0.0698 0.1298 0.0032 0.0287 0.0029 0.0208
2 2 3 0.0349 0.0649 0.0016 0.0143 0.0015 0.0104
3 2 6 0.0924 0.0825 0.0016 0.0161 0.0014 0.0120
4 3 4 0.0349 0.0649 0.0016 0.0143 0.0015 0.0104
5 3 18 0.0924 0.0825 0.0016 0.0161 0.0014 0.0120
6 4 5 0.0924 0.0825 0.0016 0.0161 0.0014 0.0120
7 4 23 0.0739 0.0660 0.0013 0.0129 0.0012 0.0096
8 6 7 0.0924 0.0825 0.0016 0.0161 0.0014 0.0120
9 6 8 0.1848 0.1651 0.0032 0.0321 0.0029 0.0239
10 7 9 0.0924 0.0825 0.0016 0.0161 0.0014 0.0120
11 7 14 0.0924 0.0825 0.0016 0.0161 0.0014 0.0120
12 7 16 0.0924 0.0825 0.0016 0.0161 0.0014 0.0120
13 9 10 0.0924 0.0825 0.0016 0.0161 0.0014 0.0120
14 10 11 0.0554 0.0495 0.0009 0.0096 0.0009 0.0072
15 11 12 0.0730 0.0538 0.0006 0.0045 0.0006 0.0045
16 11 13 0.0730 0.0538 0.0006 0.0045 0.0006 0.0045
17 14 15 0.0554 0.0495 0.0009 0.0096 0.0009 0.0072
18 14 17 0.1095 0.0806 0.0009 0.0067 0.0009 0.0067
19 18 20 0.0924 0.0825 0.0016 0.0161 0.0014 0.0120
20 18 21 0.1461 0.1075 0.0012 0.0090 0.0012 0.0090
21 20 19 0.1461 0.1075 0.0012 0.0090 0.0012 0.0090
22 21 22 0.1461 0.1075 0.0012 0.0090 0.0012 0.0090
23 23 24 0.0739 0.0660 0.0013 0.0129 0.0012 0.0096
24 24 25 0.1461 0.1075 0.0012 0.0090 0.0012 0.0090

Table A.8: Part Il of the line data for the 25 beist systems
Branch Sending Recev. I'bb Xbb I'be Xbe lec Xcc

# Bus Bus ohm ohm ohm ohm ohm ohm
1 1 2 0.0712 0.1272 0.0036 0.0392 0.0705 0.1284
2 2 3 0.0356 0.0636 0.0018 0.0196 0.0353 0.0642
3 2 6 0.0932 0.0820 0.0018 0.0215 0.0929 0.0819
4 3 4 0.0356 0.0636 0.0018 0.0196 0.0353 0.0642
5 3 18 0.0932 0.0820 0.0018 0.0215 0.0929 0.0819
6 4 5 0.0932 0.0820 0.0018 0.0215 0.0929 0.0819
7 4 23 0.0746 0.0656 0.0014 0.0172 0.0743 0.0655
8 6 7 0.0932 0.0820 0.0018 0.0215 0.0929 0.0819
9 6 8 0.1864 0.1639 0.0035 0.0431 0.1858 0.1638
10 7 9 0.0932 0.0820 0.0018 0.0215 0.0929 0.0819
11 7 14 0.0932 0.0820 0.0018 0.0215 0.0929 0.0819
12 7 16 0.0932 0.0820 0.0018 0.0215 0.0929 0.0819
13 9 10 0.0932 0.0820 0.0018 0.0215 0.0929 0.0819
14 10 11 0.0559 0.0492 0.0011 0.0129 0.0557 0.0491
15 11 12 0.0731 0.0538 0.0006 0.0045 0.0732 0.0539
16 11 13 0.0731 0.0538 0.0006 0.0045 0.0732 0.0539
17 14 15 0.0559 0.0492 0.0011 0.0129 0.0557 0.0491
18 14 17 0.1097 0.0808 0.0009 0.0067 0.1099 0.0809
19 18 20 0.0932 0.0820 0.0018 0.0215 0.0929 0.0819
20 18 21 0.1463 0.1077 0.0012 0.0090 0.1465 0.1078
21 20 19 0.1463 0.1077 0.0012 0.0090 0.1465 0.1078
22 21 22 0.1463 0.1077 0.0012 0.0090 0.1465 0.1078
23 23 24 0.0746 0.0656 0.0014 0.0172 0.0743 0.0655
24 24 25 0.1463 0.1077 0.0012 0.0090 0.1465 0.1078
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Table A.9: Bus data of the 25 bus test system

Branch P, Q. P, Qo P. Qc Length
# KW KVar KW KVar KW KVar feet
1 0 0 0 0 0 0 1000
2 35 25 40 30 45 32 500
3 50 40 60 45 50 35 500
4 40 30 40 30 40 30 500
5 40 30 45 32 35 25 500
6 0 0 0 0 0 0 500
7 40 30 40 30 40 30 400
8 60 45 50 40 50 35 500
9 35 25 40 30 45 32 1000
10 45 32 35 25 40 30 500
11 50 35 60 45 50 40 500
12 35 25 45 32 40 30 500
13 50 35 50 40 60 45 500
14 133.3 100 133.3 100 133.3 100 300
15 40 30 40 30 40 30 200
16 40 30 35 25 45 32 200
17 40 30 40 30 40 30 300
18 60 45 50 35 50 40 300
19 35 25 40 30 45 32 500
20 40 30 35 25 45 32 400
21 50 35 60 45 50 40 400
22 60 45 50 40 50 35 400
23 35 25 45 32 40 30 400
24 60 45 50 30 50 35 400

Table A.10: the DGs types, parameters and ratidgb(is system)

Type Mode Kp (p.u.) Kq Semax FOR
(p.u.) (MVA)
Dispatchable Droop 0.0135 0.025 2 0.0975
Wind PQ - 0.9 PF Lead - - 0.25 0.04

Table A.11: Types, locations, parameters and ratoidG units

Type Locations Mode Kp Kq Scemax
(p.u.) (p.u.) (MVA)

Dispatchable 3,27,29,46,48,61 Droop: (PDR) 0.005 0.05 1.5
Wind 19,52,65 PQ: (NPDR) - - 1.5
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Table A.12: Data of the 16-bus test syst¥g,;=13.8 KV & S;5=10 MVA

Branch # Sending Receiving R (pu %) X (pu %) PL (MW) QL (Mvar) Length
Receiving Receiving km
1 1 2 0.151 0.296 0 3.05
2 2 3 0667 5.33 0 0 -
3 3 4 3.976 5.127 0 0 2.06
4 3 5 3.564 2.661 0.976
5 3 6 3.0325 5.075 2.415
6 4 8 0.104 0.135 0.148
7 4 9 0.732 0.095 0.104
8 8 12 8.21 57.5 0.8 0.47 -
9 9 13 3.29 2.3 15 1.0 -
10 5 14 2.44 14.8 3.2 1.9 -
11 6 7 3.0325 5.075 -
12 7 10 2.56 0.332 0.362
13 7 11 0.423 0.154 0.189
14 10 15 5.6 48 0.9 0.6 -
15 11 16 6.48 38.3 0.9 0 -
Table A.13: Distributed generators data
DG # L ocation Type Semax PFmax PFmin
(MVA) (Lag) (Lead)
1 16 Synchronous SG 15 0.9 0.95
2 7 Wind-DFIG 8.75 0.9 0.95
3 6 Micro-turbine MT 1.37 0.9 0.9
4 14 Solar-PV 3 0.9 0.95
Table A.14: Data of load and generation
Feeder Generation profile Load profile
number Locations Types Ratings Type Total peak
(MVA) (MVA)
1 4.8 Wind 2,0.5 Com. 4
2 2,58 PV 52,1 Res. 5
3 3,6 Wind 0.5,2.5 Ind. 3
4 5,8 PV, wind 0.5,0.5 Res. 4.5
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Appendix B
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Figure B.1: A radial distribution feeder in ADNs

Figure B.1: A radial distribution feeder in ADNsst® a typical structure of radial distribution feede
ADNSs. Generally, a set of recursive equations canuged to model the power flow in the segment
between the upstream and downstream networks ofaitial feeder shown in the figure. The branch

active and reactive powers at brameind the voltage at nodare given as follows [138]:

R+Q. (B.1)
=Ry, Vi—19 -R
P +Q.’ B.2
Q:q_l_)l(_lL?-l_Qi (8.2)
Vi,
2 2
VPV -2t Q) (P @ )R T (8:3)

where,P; andQ,; are the load active and reactive power at ngdg andx;; are the impedance
parameters at branéti. Also, it is noticed that the quadratic termshia equations is much smaller than
the branch power [138]. Thus (B.1)-(B.3) can bepdified by dropping the second order terms as foilo

R=R.-R (B.4)
Q=Q.-Q (B.5)
Vi2 :\/i—lz _2( [P+ )l(—lQ—l) (B.6)

Therefore the branch active and reactive powelsaichi and the voltage magnitude at nadean be

given as follows:

(B.7)
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" (B.8)

Q=Q +;1Qk
V2 =V2-25 (kR +%Q) (B.9)

whereP, andQ, are the active and reactive power of the brarmkndtream the segment respectively.
Equations (B.7)-(B.9) show that the change of tbergr flow direction and consequently the change of
the voltage profile along the segment depend orchlaege of the load distribution along the segnibat,
active and reactive power flow of the branch dowe®nh the segmen®(, Q,) and the voltage magnitude
at the upstream node of the segmf}. (

Consider the change in the voltage profile as altres the change of power flow at the downstream

network i.e.AP,,AQ, at noden of the segment. A good estimate can be obtainedsing (B.7)-(B.9).

From (B.7), the changes in branch power at a braméthin the segment will be:

AR — Fi)new_ Fi)old :AE , AQ - Q"EW_ QOId:A Q (Blo)

Thus the change in voltage magnitude at riaafehe segment can be obtained using:

o B . B.11
Aviz :\/inew_\(‘)'d :A\AZ—Z(A Ez E+AQ\Z )ﬁj ( )
k=0 k=0
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