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Abstract

The work presented in this thesis detail the measurement of the thermal expansion
coefficient of three magnetic spin materials. Thermal expansion coefficient values were
measured by capacitive dilatometry in several key low (7" < 250 K) temperature regions
specific to each material. This thesis is separated into several key parts.

The first part establishes the theory behind observing phase transitions through the
thermal expansion coefficient. Beginning with the classical definitions of the specific heat,
compressibility and thermal expansion coefficient, the three properties are related using a
property known as the Griineisen parameter. To first order, the parameter allows phase
transitions to be observed by the thermal expansion coefficient.

The second part introduces capacitive dilatometry; a technique used to measure the
thermal expansion coefficient. Three capacitive dilatometer devices are presented in this
section. The silver compact dilatometer, the fused quartz dilatometer and the copper
dilatometer. FEach device discusses merits and weaknesses to their designs. Particular
focus is made on the fused quartz dilatometer which was built during the duration of this
thesis.

The third part presents research on three magnetic spin materials; LiHoF,, ThyTis O
and BagNbFe3Si,Oq4. These materials are studied individually focusing on specific aspects.

LiHoF4, a candidate material for the transverse field Ising model, provides insight to
quantum phase transitions. Thermal expansion coefficient and magnetostriction along the
c-axis for T' ~ 1.3—1.8 K and transverse field H; =~ 0—4 T were measured extracting critical
points for a H; — T phase diagram. Existing thermal expansion coefficient measurements
had evidence of possible re-entrant behaviour. With a high density of low transverse field
critical points it was established that LiHoF, showed no evidence of re-entrant behaviour.

The highly debated material ThyTi,O7 has a rich, controversial low temperature be-
haviour. Originally believed to be a spin liquid, specific heat results propose a scenario
involving a sample composition dependent ordered state. Still under considerably atten-
tion, thermal expansion coefficient measurements were performed for 7' < 1 K. The results
are interpreted to either fit into the proposed scenario or provide evidence for an alternate
scenario.

The material Ba3NbFe3SisO14 exhibits a magnetoelectric multiferroic phase below Ty ~
27 K; a phase where magnetic and electric order simultaneously exist. The formation of
this phase is believed to have a similar structural shift observed in hexagonal perovskite
multiferroic materials. The ferroelectric ordering in those materials are brought about
through a centrosymmetric to non-centrosymmetric structural shift. The thermal expan-
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sion and thermal expansion coefficient coefficient along the a and ¢ axis are measured for
T > Ty searching for a displacive structural phase transition.
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Chapter 1

Introduction

Technology and material development have always gone hand in hand. An advancement
in technology might come about from improving the performance of a material. For a
case such as this, one can look back in history to the Iron Age. The first iron tools
were hardly an improvement over bronze tools and did not become obsolete until iron
was combined with carbon to make steel. Although improvements such as these are still
important, attention has shifted toward developing materials with new properties to bring
about better technology.

Consider a more recent development of technology through this method. The lithium
battery set itself apart from other batteries for its long life credited to the use of lithium
within the compound. However, being non-rechargeable and having relatively high cost
made them unpopular in certain portable electronics. The development of the lithium ion
battery was a monumental advancement in technology; a more durable and rechargeable
version of the lithium battery. This was ultimately achieved by the development of a new
lithium compound with a reversible reaction. It is material developments such as these
that bring about new possibilities in technological advancement.

To the same degree, exotic phases in newly developed materials may bring about vast
advances in technology. However, this is a tall order as many factors can alter the phase
of a material; in particular the temperature. One such case are superconductors where a
critical temperature divides the normal conducting phase and superconducting phase. With
temperature as one of the major driving factors, it is imperative that similar temperature
points in other exotic materials be determined. Through the measurement of thermal
expansion coefficient, it is possible to determine these temperature points.

This thesis begins with the discussion of the theory behind observing phase transi-
tions through the thermal expansion coefficient. From there, the experimental process of



measuring the thermal expansion coefficient through capacitive dilatometry is presented.
Lastly, three exotic magnetic spin materials are studied through the measurement of the
thermal expansion coefficient. This thesis is structured in the following manner:

The first chapter briefly covers several aspects of classical thermodynamics eventually
defining the thermal expansion coefficient. A relationship between specific heat and thermal
expansion coefficient is drawn; a crucial development for the justification of measuring the
thermal expansion coefficient.

The next chapter discusses capacitive dilatometry; a technique used to measure the
thermal expansion coefficient. The merits and drawbacks of one existing and two new
dilatometer devices used by the group are discussed. The chapter also outlines the assembly,
calibration and implementation of the new devices.

The thermal expansion coefficient results of three different exotic magnetic spin ma-
terials are discussed in the next chapters. The first material LiHoF, was investigated at
low transverse magnetic field strengths near the classical critical point. Previous thermal
expansion coefficient measurements by the group showed strong evidence of re-emergent
behaviour in this region. This work focused on increasing the point density of critical
points in this region to verify this possibility.

Next, ThoTi,O7 is studied at T' < 1 K. Previous thermal expansion coefficient mea-
surements by the group revealed a feature at approximately 100 mK. Since then, new
information on the material has been published bringing about a renewed vigour to the
study of this material. Higher resolution measurements of the thermal expansion coeffi-
cient verified the existence of a 100 mK feature and as well as a 500 mK feature previously
unobserved by the group. This work presents two interpretations of the results.

The last material, BasNbFe3SiosO14 exhibits a magnetoelectric multiferroic phase below
T =~ 26 K; a simultaneous existance of magnetic and ferroelectric ordering. This material is
believed to undergo a structural shift to achieve such a state. Thermal expansion coefficient
measurements along several crystallographic axes are measured in search for evidence of a
displacive structural phase transition.

Supporting content found in the appendices include the schematics for the capacitive
dilatometer devices and other supporting equipment. Tutorials on installing coaxial lines,
using the Igor WaveMetrics analysis program and miscellaneous guides are also included.



Chapter 2

Theoretical Background

Imagine a situation where a pouch of water is placed in a freezer. The outcome of this
situation is already known but contemplate how the situation would appear without this
prior knowledge. That is, liquid water is placed in a freezer and some time later becomes a
solid. Approaching this situation scientifically rules out any chemical change (as the pouch
is completely inert and contains only water) yet there is a clear physical change. One
would ask what quantifiable changes have occurred and what had caused them? One of
several quantifiable property that distinguishes solid from liquid would be the density. As
to the cause of the change, the reasonable and correct answer would be the temperature as
it was the only variable that changed. It could then be reason that there must be a limit in
temperature at which solid water can exist. This point in temperature becomes important
to understanding the underlying physics of the two phases. In many materials finding
similar temperature points are crucial toward discovering phases where new properties
could exist. Finding such temperature points can be done by measuring the coefficient of
thermal expansion.

This chapter will discuss how phase transitions are detected through the thermal ex-
pansion coefficient. The portion covers some thermodynamic definitions to clarify certain
definitions used throughout the chapter. Next the thermodynamic quantities compressibil-
ity, specific heat and coefficient of thermal expansion are defined. Finally, a relationship
between these three quantities are drawn leading how the thermal expansion coefficient is
related to phase transitions.



2.1 Thermodynamics

Classical and Statistical Thermodynamics

The area of thermodynamics is very broad yet well defined in the sense that it can
describe many different situations but follows just four laws. It does no justice to sum
the essence of thermodynamics into a small section however this is not a thermodynamics
textbook and will merely cover the information needed to proceed. The study of ther-
modynamics refers generally and somewhat ambiguously to the study of heat. It can
be further broken down into two parts; classical and statistical thermodynamics. Classical
thermodynamics is a phenomenological theory using macroscopic properties of bulk matter
without explicitly considering the microscopic structure. Conversely, statistical thermody-
namics considers the microscopic structure of the system that give rise to its macroscopic
behaviour. This is important as bulk matter is truly comprised of many particles resulting
in a large number of degrees of freedom (> 10?*). The bridge between the two thermody-
namic worlds is achieved by considering the statistical average of the particle properties
and distribution. That is to say the macroscopic properties of a system are governed by
the configurations of the particles which constitute it. However, the discussion of general
thermodynamics need not consider the specific microscopic structure. This is the case in
the following sections where the interaction between bulk properties do not need to emerge
from a specific microscopic configuration.

The following sections follow several thermodynamic textbooks. For further reading,
please refer to Reichl[1], Stanley[2], Allis[3] and Carter|[1].

States, State Variables and Response Function

The (system) state is said to be the configuration (of the system) governed by macro-
scopic properties. If the state is independent of time, it is in equilibrium and its macroscopic
properties are referred to as state variable. It is then possible to relate an equilibrium state
to any other provided it obeys the same equation of state; a formula describing the state
and involves state variables. An example of this outcome is the well known ideal gas
law relating the state variables of pressure, temperature and volume. Needless to say, to
understand the state of a material requires further investigation into state variable.

A state variables can be either intensive or extensive. If a state variable is intensive, it
does not change in value if the system increases in space and degrees of freedom while on
the other hand, an extensive state variable does. Examples of extensive variables would be
volume V| particle number N and entropy S while examples of intensive variables would
be pressure P, temperature T' and chemical potential p. It is important to recognize the
designation as more complicated state variables are often comprised of several state vari-



ables. Of the state variables mentioned, temperature and entropy are unique as they relate
to the thermal configuration of the system while the rest to the mechanical configuration.

A set of state variables known as response functions express the result of changing
one state variable to another. Experimentally, these state variables are ideal to measure
as it is the quantifiable response in one state variable normalized to a quantified change
in another. Examples of response functions of a system are heat capacity C, coefficient
of thermal expansion « and isothermal compressibility §. It is through these response
functions that make the detection of phase transitions possible. Before supporting this
claim, these response functions are first defined.

2.2 Compressibility, Specific Heat and Coefficient of
Thermal Expansion

Compressibility and Bulk Modulus of Elasticity

Compressibility is the volume response of a system to an altering of pressure. This can
be done in two ways; isothermally (constant T) or adiabatically (constant S). Physically
one would liken isothermal compression to a compression on a closed (constant particle
number N) system so slow that the temperature of the system is always in equilibrium
with the surrounding environment while an adiabatic compression is so fast that the heat
of the system remains the same or in perhaps a more physical notion the temperature of
the system increases. The isothermal and adiabatic compressibility are respectively:

1 [oV

Br = v (a_P>T (2.1)
1 [foV

o= (55 ). 22)

Alternatively, the inverse of the compressibility of a system is called the bulk modu-
lus B is the pressure response due to a change in volume. The adiabatic bulk modulus
would then be the inverse of the adiabatic compressibility (2.3). While the bulk modulus
along the isothermal isopleth is not shown, it can be easily inferred from the isothermal
compressibility.

1 oP
Bs = Bs —Vo (W>S (2.3)



Specific Heat

Specific heat describes the amount of heat energy necessary for a temperature change.
It is the measure of how much heat energy is required to increase the temperature of the
system per degree Kelvin. The heat change in terms of thermodynamic state variables is
given as d@Q = T'dS. In a similar manner to compressibility, the specific heat can occur
along two different isopleths; constant pressure or constant volume. In the case of constant
pressure, this would be likened to changing temperature so slowly that the system’s pressure
remains constant with the surrounding environment. For constant volume, this would be
an abrupt change in temperature so quick the volume does not change or alternatively the
pressure increases. The isobaric and isochoric specific heat respectively are:

oo (), 7(3),

(), 7(3),

From an experimental perspective, it is typically much easier to establish constant pres-
sure over constant volume as the restriction of volume with changing temperature becomes
difficult due to the thermal expansion coefficient; a volume change due to temperature
change.

Coefficient of Thermal Expansion

The coefficient of thermal expansion (or thermal expansion coefficient) is the measure of
volume change due to a change in temperature. Unlike the response functions above where
one could visualize the situation to be purely mechanical or thermal, the thermal expansion
coefficient describes a mechanical response to a thermal fluctuation. This however is not
so bizarre and in some sense can be more physically intuitive than specific heat. Naturally
to observe the volume response, the pressure must remain constant. The coefficient of

thermal expansion is defined as:
1 [V
_ - (2 2.6
ar =i ( aT) ) 2.6)

Before proceeding, a quick side note regarding an alternate format of the coefficient
of thermal expansion; the thermal expansion. Certain groups prefer to publish publish
results using the thermal expansion instead of the coefficient. The thermal expansion (2.7)
is related to and from the thermal expansion coefficient by differentiation or integration
respectively.
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T (2.7)
), »
)

/adT - /jo <Og—¥)PdT (2.11)
_ ( ;;O >P - v, (2.12)

These response functions will play a critical role in the next section. The compressibility
was introduced first as its concept can be discussed through mechanical work of a piston
system. In the event of specific heat, this becomes slightly more difficult to describe.
However, one can develop an analog between mechanical work to thermal work (heat)
done on the system. The thermal expansion coefficient describes a change in volume
due to temperature change which from an intuitive standpoint can often be more readily
realizable than compressibility or specific heat. With these response functions adequately
defined, the next step is to relate phase transitions to the thermal expansion coefficient.

2.3 Phases and Phase Transitions

The phase of a system is the set of states (and by extension state variables) which are valid
for a specific equation of state. Phases are identified from another if there is a distinct
difference in properties. Recalling the scenario at the beginning of the chapter, the density
could be used to distinguish the two phases. Phase diagrams are created by mapping phases
with governing state variables as axes. Each phase is separated by a phase boundary; the
set of points where both phases coexist. A phase transition occurs when one such phase
boundary is crossed where the system enter one phase by leaving another. A generic P-T



phase diagram for a simple substance is seen in Fig. 2.1. This next section will show how
phase transitions can be observed through response functions.

PA |
mej|lting

liquid
solid
evaporation

submnaﬁon
gaseous

Figure 2.1:  Generic P-T phase diagram of a simple substance from Schwabl [5]. A phase
boundary separates the phases from one another. Crossing a phase boundary results in a
phase transition.

-
T

The Thermodynamic Potential

The thermodynamic potential must first be defined and it will serve to relate the re-
sponse functions to one another. The thermodynamic potential can be thought of as the
available energy in a thermodynamic system which in many ways is analogous to the poten-
tial energy in a conserved mechanical system. In a similar fashion to the potential energy,
the thermodynamic potential is comprised of several contributing terms. The thermody-
namic potentials to be discussed are the internal energy, the Helmholtz function and the
Gibbs function respectively given as:

U=TS+PV+> N, (2.13)

A=U-TS (2.14)



G=U-TS+PV (2.15)

To proceed, each one is considered in differential form removing any unchanging con-
tributions. The first to be considered is the internal energy. Systems studied in this thesis
have conserved particle quantity thus the change in particle number dN is zero. The
change in internal energy can be said to be the heat gain on the system d() and work done
by the system dW. These two terms can be though of thermal and mechanical pistons
respectively.

dU = dQ — dW = TdS — PdV (2.16)

Applying this to the Gibbs (2.15) and Helmholtz (2.14) thermodynamic potential func-
tions, in their respective differential form yields the following results.

dA = —SdT — PdV (2.17)

dG = —SdT + VdP (2.18)

Two factors drive the change in the thermodynamic potential; a thermal fluctuation d7T
and a mechanical one (dV for Helmholtz and dP for Gibbs). For internal energy, entropy
change dS acts as the thermal fluctuation and volume dV as the mechanical one.

The Helmholtz function describes a situation where temperature and volume are the
independent state variables that can be adjusted while pressure and entropy respond to
the change. Likewise the Gibbs function describes a situation where the temperature and
pressure are adjustable while the volume and entropy respond.

Ultimately, regardless of whether a system is confined by temperature and pressure or
temperature and volume, the thermodynamic potential is the available (free) energy of
the system. Ergo, the quantity of free energy along any state variable isopleth cannot be
discontinuous ensuring that there is no spontaneous gain or release of energy from varying
state variables. This implies that the thermodynamic potential at the phase boundary
must be continuous; a crucial consequence used later. The next step is to link the thermo-
dynamic potential to response functions.

Gibbs and Response Functions
The first step is to relate the Gibbs function to response functions. The equivalent
derivation for Helmholtz functions can be made by following this section so will not be



shown. First consider the differential form of the Gibbs function (2.18) and how entropy
and volume are related to it:

oG oG
dG = —SdT + VdP = (8_T)P T + (ﬁ)T dP (2.19)
oG oG
S=— (_8T>P V= (—8P>T (2.20)

Experimentally, neither the volume or especially the entropy can be measured in this
way as the Gibbs function itself is not directly measurable. Instead, the specific heat (2.4)
and compressibility (2.1) are related to the Gibbs function:

oS 0?°G
Cp=T <8—T)P =T (W)P (2.21)
1 [0V 1 [0°G
=y (am), = (o), 22

Since the Gibbs function cannot be discontinuous along any isopleth, the second deriva-
tives specific heat and compressibility must exist. Although this doesn’t have any direct
implication to the end result, it establishes that these variables exist and are measurable
in real materials. However, it isn’t exactly clear how this works towards detecting phase
transitions.

Consider a system with two temperature dependent phases. Suppose the equation of
state of either phase to be quite distinct from one another; they are not explicitly known but
do exist. The Gibbs functions on either phase are then unique and connect continuously at
the phase boundary as necessary. If one were to graph the progression of the Gibbs function
with temperature (Fig. 2.2a) while holding other independent state variables constant, a
distinct alter curve profile exists at the phase boundary. A corresponding plot of entropy
to this situation (Fig. 2.2c¢) would show a gap related to this phase change. By extension
the specific heat which is proportional to the temperature derivative of entropy would show
a divergence approaching the phase boundary. Based on this situation, a phase transition
is observed as a divergence in specific heat. Conversely, if a divergence in specific heat is
observed, it should be indicative of a phase transition. This is indeed true where the Gibbs
function could alter very subtly across a phase transition (Fig. 2.2b). These transitions
are called first order and higher order transitions based on what order the discontinuity
occurs. If the thermal expansion coefficient can be expressed as a function of the specific
heat, measuring the thermal expansion coefficient should similarly reveal phase transitions.

10
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Figure 2.2: Schematic of first order and higher order phase transitions from Stanley [2].
In both cases the specific heat (not shown) shows a divergence linked to a phase transition.

Consider how the thermal expansion coefficient fits into the situation. Recall that the
thermal expansion coefficient deals with the volume response to a temperature change
under fixed pressure. The fact that pressure and temperature are constrained mean that
it has the same requirements as the Gibbs function and should be related. This is indeed
the case and using Maxwell’s relation, the thermal expansion coefficient (2.6) related to

the Gibbs function is:
1 0°G
= — | ——— 2.2
T (a:rap) (223)

The thermal expansion coefficient can then be alternatively expressed using (2.20):

1 [0S

Intuitively, this consequence is difficult to comprehend and after much deliberation,
it is not clear as to how one can describe this physically. Therefore, the mathematical
truth of this will have to suffice. The next step invokes an identity commonly used in
thermodynamics whose full proof can be found in Reichl [1]. A function of three variables
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but only two independent have a canonical relation between the three variables which in
this situation is (explicitly) the following:

B (2_15;>T - (g_g)la (gTTD>S (2.25)

The thermal expansion coefficient becomes:

1 [0S orT
=— | = — 2.26
«=(ar), (57, (220
Recalling the specific (2.4), the coefficient of thermal expansion related to the specific
heat is:
1 /0T
=Cp— | =—= 2.27
“TEPTY, (ap> p (227)

Further rearrangement and expansion of the derivative leads to:

1 (01 oV
— 2.2

Noting that the second derivative is the compressibility (2.1), one further obtains:

1 /oT
= —Cpfs= | == 2.29
o= ez (5, 229
Lastly, the following relationship is drawn:
aV Bg VvV (or
=——= =] = 2.30
Cr T (av) . (2:30)

The thermal expansion coefficient is related to the specific heat Cp (2.4) and bulk
modulus Bg (2.3) through the Griieisen parameter ~. To first order, the Griineisen pa-
rameter is weakly temperature dependent[6] which along with the bulk modulus which is
completely temperature independent lead to a proportionality between the specific heat
and thermal expansion coefficient with respect to temperature. Proof of this outcome can
be seen with LiHoFy; one of the materials studied in this thesis. Results of specific heat
and coefficient of thermal expansion at the critical temperature (Fig. 2.3) when normalized
show good agreement with one another. As such, there exists a temperature independent
scaling factor between the two as predicted in theory.
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Figure 2.3: Normalized plot of thermal expansion and specific heat from Dunn’s MSc
thesis [7]. The phase transition is seen in both sets of data and since both are normalized,
it is evident that there is a temperature independent scaling factor that relates thermal
expansion to specific heat

The Griineisen parameter is relatively constant over a wide, high temperature range
[6]. However, the parameter at low temperatures may vary due to dominating terms
such as phonon or electronic contributions. In each contribution, there is a corresponding
Griineisen parameter which relates a specific heat term to a corresponding thermal expan-
sion coefficient term. Alternatively, a parameter total can then be defined which is the
weighted average based on the respective heat capacities.

Z%Cr
Ll a3

(2.31)

Ultimately the Griineisen parameter relates the thermal expansion coefficient to the
specific heat. Since the bulk modulus and Griineisen parameter (to first order) are inde-
pendent of temperature, phase transitions through specific heat should be likewise observed
in the thermal expansion coefficient.
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Chapter 3

Capacitive Dilatometry

In the previous chapter, the thermal expansion coefficient is linked to the specific heat
through the Griineisen parameter. This justified the ability to observe phase transitions
through the thermal expansion coefficient. In this chapter, the process of measuring the
thermal expansion coefficient is discussed and three capacitive dilatometry devices are
presented.

3.1 Introduction

Dilatometry is the measurement of dilation (expansion/contraction) of the volume of a
material. The dilation or changes in volume of a material can be attributed to changes in
state variables such as temperature and external magnetic field. There are several ways
to measure the dilation of a material however each approach has its own benefits and
drawbacks. Several methods of measuring dilation are outlined in Yates [3].

Capacitive dilatometry was chosen over the other methods for its very high sensitivity
and simple yet effective approach to measuring dilation. Compared to other types such
as interferometer dilatometry, minimal equipment is necessary making experiment imple-
mentation. By extension, measurement execution and data analysis become relatively
straightforward. The benefit of measuring dilation through capacitance is that it can be
related to a physical length change using the parallel plate capacitance equation and can be
measured by a capacitance bridge. Capacitance bridges are commercially available which
are capable of measuring capacitance to a high accuracy. The capacitance bridge used for
measurements in this thesis has a resolution of 10~7pF which for capacitor plate areas
equal to the ones used equates to a dilation of approximately 0.002A at 17pF.
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With thermodynamic measurement devices, particularly low temperature experiments,
a key aspect is the ability to retain thermal equilibrium. This means that heating during
measurement and operation of the device is an important factor. With capacitive dilatom-
etry, there is negligible heating as there is negligible current produced with this method of
measurement. In the end, capacitive dilatometry is an elegant straightforward method of
measuring dilation all the while being relatively inexpensive.

Here, the method of determining the thermal expansion coefficient of a sample mate-
rial through capacitive dilatometry is discussed. The general concept is established using
a model capacitive dilatometer (Fig. 3.1). Once established, the thermal expansion coeffi-
cient of the sample is calculated.

Figure 3.1: Sketch of a model capacitive dilatometer. As the material (grey) and liquid/gas
(dots) thermally dilate, the piston moves a capacitor plates (black) towards or away from
the other.

A material sample to be studied with unknown thermal expansion coefficient is en-
capsulated in a vessel with a piston wall. Along with the material, the vessel contains a
liquid or gas with known thermal expansion coefficient; one that is relatively uniform and
small over the temperature range of interest. On the end of the piston is an electrically
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conductive plate that is electrically isolated from the rest of the device. This moving plate
is situated close to an identical electrically isolated plate. The second plate is attached to
an fixed surface forming a parallel plate capacitor. The parallel plate capacitor equation
(3.1) relates capacitance C' inversely to plate separation D through the permittivity of free
space €y and capacitor plate area A.

GOA 1
C= R (3.1)
The combined volume of the material and liquid/gas governs the position of the moving
plate and hence plate separation. The volume is proportional to the plate separation given
the vessel’s constant cross section. Therefore, capacitance indicates the volume of the
vessel. The thermal expansion coefficient is computed by differentiating the measured
volume with respect to temperature using finite central differences method.

However, the thermal expansion coefficient measured is not only from the sample but
also includes any other factors affecting the volume. These factors are typically referred to
as the cell effect and can be defined as the contribution to the measured thermal expansion
coefficient by the cell (device). The cell effect varies based on the design and materials of
the dilatometer and becomes increasingly difficult to rationalize with complexity of design
and use of different materials.

An expression for the thermal expansion coefficient of the sample from the measured
thermal expansion coefficient is derived. The measured volume can be separated into
sample and cell:

Vmeasured = V;ample + V::ell (32)

Taking the temperature derivative, dividing by the original sample volume, rearranging
and recalling the definition of the thermal expansion coefficient (2.6) gives the following;:

1 dvmeasured 1 d‘/CEU

- 3.3
‘/E),sample ar %,sample dT ( )

A sample =

The second term is the correction or cell effect term which must be characterized to
obtain quantitative values of the thermal expansion coefficient. For ever dilatometer, the
cell effect can be determined both theoretically and experimentally. The theoretical cell
effect term is calculated by considering as many factors that impact the volume. The
most direct contributor in this model would be the liquid/gas. Assuming this is the only
contributor, the cell effect term becomes (3.4). The preference of a small thermal expansion
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coefficient liquid/gas stated earlier reduces the magnitude of the contribution of this term.
Additionally, it is seen that using less liquid/gas would reduce this term further.

1 d‘/cell o ‘/O,liquid/gas
‘/E),sample dT %,sample

Aliquid/gas (34)

However, this cell effect term fails to consider the impact of the thermal expansion
of the vessel itself. Considering this makes the calculation of the cell effect term much
more complicated as it would affect the volume by altering the vessel’s cross section. It is
clear that the more complicated the device, the more difficult it becomes to theoretically
calculate the cell effect term.

While the theoretical calculation should give a good estimate of the cell effect, it does
not necessarily reflect the actual cell effect. Therefore, the cell effect contribution is de-
termined experimentally. This involves measuring the thermal expansion coefficient of a
known material. The difference between the measured thermal expansion and known values
becomes the cell effect contribution.

A sample,known — Xmeasured — cell,actual (35)

In practice, this model capacitive dilatometer is not feasible as it relies on several
factors which are difficult if not impossible to implement. For example, finding a ‘well
behaved’ liquid/gas would require the absence of a phase transition within the measuring
temperature. Additionally, a hermetic encapsulation without compromising the piston’s
movement would be extremely difficult. Although it is not possible to employ this model,
the logic behind the many aspects may be adopted for other designs.

The solution to the above dilemma is to measure the thermal expansion coefficient
along a single direction. This is achieved by having the material in contact with the
moving plate. This linear capacitive dilatometer requires that the geometry of the sample
to be well defined such that the volume can be calculated. An inability to do so would
mean the volumetric thermal expansion coefficient cannot be computed. However, many
materials are moderately isotropic so detection of a phase transition along a single axis is
still a possibility.

Without a buffer between sample and capacitor plate, the device would require an al-
ternative restoring mechanism. This is achieved by a spring ensuring the moving capacitor
plate remains in constant contact with the sample. The requirements for the spring are
that it be mechanically robust and have a low spring constant. The spring must be able
to reliably operate across a large range of low temperatures and withstand many thermal
cycles. Furthermore, the spring motion must be restricted to ensure the capacitor plates
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remain as parallel as possible. Failure to do so would lead to a non-constant tilting of the
capacitor plate. A low spring constant is important for materials with pressure dependency
from either a thermodynamic or physical (i.e. brittle samples) perspective. Characterizing
it provides an upper limit to the pressure that can be compensated for accordingly.

Three capacitive dilatometers are presented in this thesis; the silver compact dilatome-
ter, the fused quartz dilatometer and a copper dilatomter.

3.2 Silver Compact Dilatometer

A considerable amount of research has already been invested into the development of this
dilatometer. Details outlining assembly, testing and calibration of this device is found in
Dunn’s MSc thesis [7]. The general design was based a the dilatometer by Schmiedeshoft’s
et al. [9] with improvements on reducing components and simplifying the design. A cut-
away diagram of the most recent version of the dilatometer is shown in Fig. 3.2.
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Figure 3.2: A diagram of the silver compact dilatometer. Two A304 stainless steel posi-
tioners at the top and bottom (A) thread into a silver shell (B). The positioners and the
shell are threaded at 80 turns/inch, or 3.14 turns/mm. Positioners are held in place using
A304 stainless steel nuts (Al). The fixed capacitor plate (D) is mounted inside the upper
positioner and electrically isolated with a sapphire washer (C). The capacitance between
the upper (D) and lower (E) capacitor plates is determined by the plate separation (and
the plate area). The lower capacitor plate (E) is fixed to a beryllium-copper spring (F)
using a sapphire pin and washer (G). The sample (H) is mounted to a sample base (I),
and the lower positioner (A) is used to adjust the position of the sample base (I), and
consequently press the sample (H) against the BeCu spring (F). When assembled, the
dilatometer is between 23 mm and 27 mm long depending on the length of the sample.
The outer cross-section of the shell is a 15 mm square, an inner circular bore contains the
other components shown. All inner components are circular and concentric with the inner
bore of the shell. The area of the circular capacitor plates is approximately 108 mm?.
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The dilatometer design is quite versatile as it is possible receive material samples mea-
suring up to 5 mm by 5 mm in cross section and potentially 10 mm in length. Furthermore,
the fixed capacitor plate (D) can be adjusted to increase or decrease the starting separa-
tion of the plates to compensate for the thermal expansion of the device and sample. This
means that once initial measurement of the thermal expansion coefficient is performed, fol-
lowing experiments on the material can be measured at optimal resolution. The resolution
increases at smaller plate separation seen by the separation derivative of the parallel plate
capacitor equation.

dC . EOA

al, = Dy (3:6)
EoA

dC = ———=dD 3.7
D (3.7)

With a smaller initial plate separation, a larger change in capacitance is measured
for a change in plate separation. With a large capacitance change, fluctuations from
background noise are lowered relative to the growth of the material. For example an initial
plate separation of 100 xm, a change in plate separation of 0.01A would be under 10~ 7pF;
below the resolution of the capacitance bridge. Halving the initial plate separation, the
same change in plate separation becomes four times as large.

Despite the versatility in this design, several drawbacks have limited an ability to make
measurements on samples with small features or ones requiring quantitative results. The
primary culprit behind this limitation is due to the cell effect of the silver dilatometer.
The cell effect measured in Dunn’s MSc thesis for the silver dilatometer is presented in
Fig. 3.3. For the design involving sapphire, the cell effect becomes larger than 10~¢ above
T =~ 25 K. Based on the cell effect, the contribution to the measured thermal expansion
coefficient becomes non negligible at higher temperatures making analysis of features on
the same order of magnitude as the cell effect an issue. However, below 10 K, the cell effect
is near negligible making this device ideal for measurements below 10 K.
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Figure 3.3:  The cell effect for the silver dilatometer from Dunn’s MSc thesis [7]. The
cell effect was measured for the design consisting of sapphire and an older version using
Kapton. The large spike in the cell effect at 200K is belived to be from the freezing of
epoxies used in the design.

Further investigation into the cell effect at higher temperatures was performed to de-
termine factors which could alter the cell effect. Knowledge of the contributing factors
could lead to further minimization of the cell effect. A joint study with J. Akeyr explored
several factors that were believed to affect the cell effect of the silver dilatometer.

The several possible factors that were though to have caused lack of reproducibility; the
amount of torque used during preparation, initial spring deflection and different mounting
agents. The thermal expansion coefficient of BagNbFe3SiO14 (Chapter 6) along the a-axis
was measured down to liquid nitrogen temperatures. It was found that neither varying
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torque nor spring deflection did not affect the results appreciably. Different mounting
agents such as GE varnish and silver epoxy were found to slightly alter the profile but
not the overall magnitude. Since then, mounting agents have been removed from prepa-
ration altogether when possible. An issue with the overall value of the thermal expansion
coefficient still persists; the origin of which has yet to be identified.

This device is not obsolete by any means and is ideally operated at temperatures below
10 K and magnetic fields up to 14 T. The use of silver in the design permits experiments
involving magnetic fields due to the considerably lower nuclear heat capacity as observed
in Fig. 10.4 in Pobell [10].

Materials with thermal expansion coefficient features greater than 107% can be observed.
This device is known to function as the results of LiHoF, (Chapter 4) are measured using
this dilatometer. Due to the complex cell effect, the general magnitude of the thermal
expansion coefficient does not provide much usable information.

3.3 Fused Quartz Dilatometer

This section of the thesis presents the development of a new dilatometer. The general
concept behind the design and benefits over the silver design are discussed. A detailed
guide of the assembly of the device and mounting base are presented. Effects of plate tilt
and electrical grounding are separately discussed. Lastly, the quartz dilatometer is tested
for the spring constant, thermal time constant and cell effect completing process of creating
of a dilatometer.

3.3.1 Introduction

Despite the versatility of the silver compact dilatometer, the limitation to make accurate
quantified thermal expansion measurements is an issue. This is the case when results are
compared to published work related to the thermal expansion coefficient. The cause of
this limitation was attributed to the use of many different materials. The solution was to
create a dilatometer with the least number of different materials. Ideally, a material with
a small, uniform thermal expansion coefficient should be used. Fused quartz was selected
over other potential materials in consequence of work by Neumeier et al. [11]. The paper
describes the creation, calibration and testing of a fused quartz dilatometer which this
design is based upon. A cut-away diagram and photograph of the fused quartz dilatometer
is shown in Fig. 3.4. The quartz design operates slightly different from the silver design.
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Instead of a growing sample pushing the capacitor plates closer together, the quartz design
pushes the plates further apart.

Figure 3.4: Left: A diagram of the fused quartz dilatometer. A capacitor is formed
from facing sides of the bottom plate (A) and top plate (B) evaporated with silver. The
plates are attached to the bottom (C) and top wall (E) respectively. Quartz springs (D)
keep the two halves together while ensuring perpendicular movement to the faces. The
sample (F) and quartz spacer (G) separate the capacitor plates and remain under small
compression from quartz springs. When assembled, the dilatometer is 25 mm long and cross
section of 15 mm square. The area of the rectangular capacitor plates is approximately 270
mm?. Right:The assembled fused quartz dilatometer. The capacitor plate leads extend on
opposite sides of the dilatometer to reduce contribution to the capacitance. A thermometer
is mounted to the top plate for thermal time constant purposes. A sample can be seen
atop a quartz spacer separating the two capacitor plates.

Fused quartz (silica) is amorphous silicon dioxide (SiO2) and is readily purchasable in
many shapes and sizes. Furthermore, it is an electrical insulator which is advantageous
to electrically isolating the capacitor plates. Pieces of fused quartz can also be bonded
to one another using sodium silicate (NapSiO3); a commercially available adhesive for
ceramics. The thermal expansion coefficient of fused quartz is much smaller and varies less
compared to silver shown in Fig. 3.5. Particularly above 20 K where the thermal expansion
coefficient of silver begins to increase considerably, fused quartz is an ideal material to use
for capacitive dilatometers.
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Figure 3.5: The coefficient of thermal expansion of silver and fused quartz as a function
of temperature. The magnitude of the thermal expansion coefficient is a good first order
estimate of the contribution to the measured thermal expansion coefficient. Values were
taken from [12] for fused quartz and [13, 14] for silver.

The quartz design itself has two other notable improvements over the silver design;
plate area and plate flatness. The plate faces in the silver design are restricted to a 15
mm square as they are parallel to this cross section. The 15 mm square constraint is to
ensure the dilatometer fits into a rotating stage. In the quartz design, the plate faces are
perpendicular to the cross section use longer length of the rotating stage. The quartz design
has a plate area of approximately 270 mm?; nearly three times the area of the silver design.
Referring back to (3.7), a larger area further increases the resolution of measuring material
growth. The added plate area permits measurement of materials with even smaller thermal
expansion coefficients since the response is boosted further.
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At increasingly small plate separation values, the flatness of the capacitance face be-
comes increasingly important. Small irregularities to the face would generate a non-uniform
electric field impacting the capacitance. In the silver design, the plate faces are machined
to the best tolerance and then polished by hand. The hand polishing, despite taking the
utmost precautions will inevitably create irregularities to the face. Typically these irreg-
ularities are due to an uneven distribution of force while polishing. One could expect a
variance of the face on the order of 107° m on the plate face. The quartz design evaporates
silver onto lapped quartz to create capacitor plates. The silver distribution is virtually
uniform creating very flat capacitor plates. One could expect a variance of the face on the
order of 107® m on the plate face.

succinct

3.3.2 Assembly

The method of assembly is done in a manner to ensure the capacitor plate faces are as
parallel to one another as possible. Several components are used throughout the assembly
to aid in keeping components squared with one another. A portable, flat surface such as a
mirror or granite scribing table is strongly suggested to be used to assemble all components.
Orthogonal faced blocks are also needed to create vertical walls on which to align the
components. The assembly described in this thesis uses ‘123’ blocks which have faces
that are orthogonal to one another to the degree necessary. Two ‘123’ blocks are clamped
together forming two perpendicular walls and placed atop the flat surface creating a square
corner. Components can then be butted up against either wall and aligned in all directions
during assembly.

The components are glued using sodium silicate (NaySiO3); a standard compound used
in gluing ceramics together. The solution can be purchased from a commercial chemical
distributor and typically comes in a 40-60 mix of sodium silicate to distilled water. The
initial mixture is quite viscous and is recommended that it be further diluted with distilled
water. The ideal ratio was found to be approximately a 1-2 mix of sodium silicate to water.
The glue is delivered to the necessary location using a high (thin) gauge bevel tip syringe
needle. Careful application can be achieved by forming a drop of mixture on the end of
the tip (with surface tension) and carefully touching it to the intended location. Since the
locations which the glue should be administered are between two components, the glue
should wick in by capillary action. The transparency of the quartz is allows for convenient
monitoring of the flow of the mixture. Precaution is needed in the quantity administered
as too much will form a brittle bulk layer prone to fracture during thermal cycles but too
little prevents the components from adhering resulting in break down in several thermal
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cycles. While wet, the glue can be removed using distilled water but be sure to dry off all
surfaces before reattempting to glue the components as the glue may flow to undesired wet
locations.

The components are cut from a é” thick, 2”7 by 2”7 quartz piece following dimensions
detailed in Appendix D. Once cut, a chamfer is put along the edge width of the top and
bottom plate to eventually seat the electrical leads. The sides with the chamfers are then
evaporated following the evaporation guides detailed in Appendix F. Masking tape is used
to cover any portion of the components which should not have silver. The chamfer edge is
not to be masked as they are necessary for the electrical leads. The thickness of the silver
film evaporated onto each face is roughly 0.5 pm in thickness. If the film is too thin, voids
are likely to be present while too thick, separation from the substrate is a possibility.

After the faces are evaporated, the plates are glued to the corresponding wall com-
ponents. They are glued making ‘L” shapes with the chamfer positioned along the wall
component. The components should be oriented such that the evaporated faces are touch-
ing other when stacked.

After the glue on ‘L’ pieces has set, 100 um copper wire leads are attached. This is done
by carefully seating the wire deeply into the groove and carefully covering the wire with
silver paint. It is recommended the wire be as straight as possible prior to seating such
that no portion protrudes above the groove. Ensure that the wire leads leave opposite ends
of the device to minimize contributions to the capacitance. To reduce strain on the painted
portion, rest of the wire lead is glued along the sides of the plates using GE varnish.

The ‘L’ pieces are now connected to one another by the quartz springs. Carefully place
position the pieces at their intended final location. The quartz springs as slid into the
slots from the side. Carefully push the pieces together such that the springs are fully in
the slots. While keeping everything lightly compressed, carefully glue the springs into the
slots. Ensure that all components are correctly placed while the glue dries.

The assembled dilatometer is mounted on the holding base and any thermometers
are attached. The prongs of the base are dipped in GE varnish and the dilatometer is
placed on top with a weight to ensure good contact during curing. Thermometers can be
attached nearly anywhere on the dilatometer using GE varnish. Typical the locations of a
thermometer are next to the sample or furthest from the cooling source.

3.3.3 Mounting

Attempts to mount the quartz dilatometer proved to be more difficult than originally
anticipated. At first, it was belived that the sodium silicate glue could attach the quartz
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dilatometer to a copper base allowing easy mounting to a cryostat. However, the substantial
difference in thermal expansion coefficients between copper and quartz would destroy the
adhesion. The solution was an adaptation of the beryllium copper comb used in SCUBA-2
measurements [15] for a similar circumstance.

The comb was a lattice of long thin beryllium copper tines able to flex accommodating
the thermal expansion of the mounted object. Electrical discharge machining (EDM) was
used to cut deep narrow channels from a block of raw material to form the high density
lattice of tines. Unfortunately, EDM requires special machining facilities and can be an
expensive option. Creating a low density comb using conventional machining techniques
would seriously reduce the thermal conductivity to undesirable values. The compromising
alternative to this dilemma is to create a comb unit using multiple components. This way,
a relatively high density comb can be fabricated inexpensively.

The comb or holding base used in this thesis is made from copper wires inserted into
holes on a copper base. The copper base whose design can be found in Appendix D forms
a tine density based on the machined hole lattice. A square lattice of holes was made for
simplicity but higher density combs may be created at a later time. The tines were made
from AWG 20 (¢ ~ 0.8 mm) copper wires closely matching the dimensions of the tines of
the SCUBA-2 comb. The tines must be thick enough to remain rigid yet narrow enough
to remain flexible.

The holding base is assembled by straightening and inserting the copper wires into
the holes of the copper base. The inserted wires should be slightly longer than the final
length as the top will be trimmed later. The straightening is achieved by rolling wire
segments between two flat surfaces. All the wires are simultaneously soldered into the
holes by heating the entire base and flowing solder from the bottom. Excess solder from
this process is then removed by sanding.

The tines are trimmed by machining to create flat top. Crystalbond, a temporary
adhesive, is used to encase the tines preventing them from deflecting during this process.
Crystalbond liquefies at sufficiently high temperatures, solidifies at room temperature and
can be dissolved using acetone. A rigid metal sleeve is placed around the tines creating a
volume to contain the Crystalbond. Once the Crystalbone set, the tops of the tines are
flattened by milling. The copper base is reheating to remove the sleeve and liquefy excess
Crystalbond. Residual Crystalbond is removed by acetone completing the assembly of the
holding base. The completed base with quartz dilatometer mounted on top can be seen in
Fig. 3.4 Left).

A major concern regarding the design of the current holding base is the use of lead
based solder. Under 2 K, lead based solder becomes superconducting impeding thermal
transport [10]. Future holding bases should use a low temperature adhesive such as silver
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epoxy to attach the tines to the copper base. Additionally, the copper wires used in the
current holding base are pre-coated with solder. This coating should be removable by fine
grit sandpaper.

3.3.4 Plate Tilt Effects

It is not realistic to assume the capacitor plates are parallel despite taking the utmost
precautions to ensure that they are. Therefore, it is important to assess the impact a tilt
has on the capacitance. For the silver design, a tilted circular plate capacitor equation
(3.8) was derived (from [16]). The derivation was for circular plates with radius r and
constant tilt a (Fig. 3.6). The C,,.: value can be experimentally determined and is the
maximum capacitance measured right before the plates touch (and electrically short).

€A C \’° 2eomr?
D=—1|1 = )
e (o) ] Coas = 27 (38)
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d dlx]
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Figure 3.6: The configuration of the tilted plate used to derive the circular tilted plate
equation from Pott et al. [16]. The tilt a creates a non-constant plate separation d along
the z direction.

This equation cannot be used for the quartz dilatometer since the design uses rectan-
gular plates. A tilted rectangular plate capacitor equation with constant tilt was derived
using the same approach. This derivation also assumes the tilt is only along the length
or width of the plate. The equation is derived by taking the capacitance element dC and
integrating over the plate area. The plate separation varies along the length L due to the
tilt @ and is given by D(z) where D is the central plate separation.
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2ax (3.9)

dydx
dC = ¢y I D(x) =D+ 2%
L2 W/2
. / / dyde_ (3.10)
L/2 W/2D+
In(1 - — 11
(1 - &) (3.11)

= We a[ln(l—i-D)

Conceptually, a must be less than D to obtain a capacitance value. Since & < 1, it is

3

possible to power series expand
(3.12)

C = W€021; [i( 1)n+1 i
n=1

n=1
The even terms in the series cancel each other while the odd terms add resulting in the

following:
B (a/D)zn 1
C = LWeoa ; S (3.13)
D)2n+l
e/ D)™ (3.14)

= LWey—
an; 2n+1

As it turns out, this is the power series expansion of tanh™" (). Together with and the

plate area A = LW the equation becomes
C = —tanh (= 3.15
2 tanh ™ () (3.15)
Or alternatively:
(3.16)

_ a
B tanh(e‘z—i)

The parallel plate equation is recovered from this tilted rectangular plate equation for

— 0. This is done by either having the plates separated much more than the tilt or
i .8), a

Unfortunately, unlike the tilted circular plate equation (3.8)

D
a negligibly small tilt.
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corresponding C,,,, does not exist. To experimentally determine the tilt a, either it would
have to be directly measured or the central separation be measured at different capacitance
values. Instead, a reasonable upper limit is established with some additional analysis.

Consider the percent difference between the tilted plate equation (3.15) and parallel
plate equation (3.1) as a function of plate separation (Fig. 3.7). Using a reasonable estimate
of the tilt values in standard plate separation conditions, at the largest & ~ 0.25 the percent
difference hardly exceeds 2%. Putting it into perspective, the uncertainty of measuring the
sample length is estimated to be upward of 10%; an order of magnitude greater. To that
end, the uncertainty of the length would be the leading cause of uncertainty over the plate
tilt.
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Figure 3.7: The percent difference of capacitance values at typical operating plate sepa-
ration of several reasonable tilt values. Even at a large & ~ 0.25, the difference does not
exceed 2%.
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3.3.5 Fringe Effects and Shielding

A notable difference between this design and the design by Neumeier et al. [I1] is the
absence of grounding ring around the capacitor plates. In their design, a scribing tool
was used on the evaporated film to create electrically isolated rings around the capacitor
plates. These rings when grounded serve to reduce any edge (fringe) effects creating a
more ideal parallel plate capacitor. The design presented in this thesis did not follow suit
due to lack of proper tools to perform the scribing. Instead, an encapsulating grounding
shield around the whole dilatometer is used. To ensure that the absence of grounding ring
does not seriously affect the capacitance measurements, the edge effects are theoretically
calculated. Fig. 3.8 shows the fringe field lines of a 1 dimensional capacitor without
grounding rings.

<
~

Figure 3.8: The fringe effect of a 1D capacitor with width w and plate separation h from
Leus [17]. Without grounded guard rings, the non-constant electric fields generated from
other regions of the plate contribute to the overall capacitance.

Several edge effect capacitance equations have been derived using different methods
and approximations. Summarized in [17], equations for 1 dimensional (line) capacitors are
discussed and compared. The history of edge effect calculations are quite colourful dating
back to Clausius in 1852 [18]. For the purpose of this thesis, the equation by Elliott is
used to draw the conclusions regarding edge effect contributions to the capacitance. The
same conclusion can be reached using the other edge effect equations. Using the Schwarz-
Christoffel conformal mapping approach, the capacitance per unit length as per Elliott
is:
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The first order 2 dimensional equation is obtained by assuming a separable solution to
the second dimension resulting in the following:

C:eo% {1+72L1n <%>} [1+%ln (%)} (3.18)

The length and width of the capacitor plates of the quartz capacitor are 18 mm and
15 mm and are much larger than the plate separation D. Plotting the percent difference
from the ideal parallel plate capacitor equation (Fig. 3.9), edge effect does not exceed
5% in standard operating plate separation values. Adopting the same logic as the tilted
plate section (3.3.4), the leading uncertainty remains to be the measurement of the sample
length.

Based on these results, the absence of a grounding ring does not appear to substantially
impact the capacitance. This cannot be said for stray electric fields from external sources
and can anomalously contribute to the capacitance. A copper vessel whose design can be
found in Appendix D is grounded shielding the capacitor from external sources.
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Figure 3.9: The edge effect on capacitance across typical plate separation ranges do not
largely impact the result showing less than 6% deviation at a separation of 200 pm

3.3.6 Testing and Calibration

Several aspects of the quartz dilatometer should be characterized before using it to mea-
sure materials. The spring constant must be measured to know the amount of pressure
the sample will be under. Thermal time constants are also calculated to estimate the time
needed for the device to reach thermal equilibrium. Lastly, the experimental cell effect
must be measured and characterized.

The Spring Constant

The spring constant was measured by gradually separating the capacitor plates using
increasing force. A lever-fulcrum system was used to translate the downward gravitational
force of the weights to an upward force. The fulcrum was placed equidistant from either
end such that the ratio of forces were unity. Assuming the parallel plate capacitor equation
is obeyed, the spring constant it taken as the linear gradient of the force as a function of
spring displacement measured from the difference in plate separation (Fig. 3.10). The
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spring constant was found to be 1677£5.21 N/m.
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Figure 3.10:  Graph of force as a function of spring displacement for the fused quartz
dilatometer. The spring constant is the linear gradient of the results.

Thermal Time Constants

A measure of the time constraints for heating and cooling of the apparatus is de-
termined. Without explicitly solving the heat equation the time constraint is estimated
through separating the elements into thermal resistors and thermal (heat) capacitors. By
this approach, the time constraint is measured by thermal time constants 7. It is defined
as the time needed to reduce the initial temperature by a factor of the natural exponent e.
The thermal time constant comes from the solution to Newton’s law of cooling (3.19) and
is determined by calculating the thermal resistance W and heat capacity C'. Sections of
both holding base and quartz dilatometer are calculated separately. The largest thermal

34



time constant calculated should be a good representation of the time constraints of the
apparatus. Theses calculations use values averaged over the 4-77 K temperature range.

AT(t) = ATye V™ T=WC (3.19)

The thermal resistance W of an object is defined by the length L along which the heat
travels, cross sectional area A to the length and the thermal conductivity A of the material.
It is given as:

L
= — .2
W= (3.20)

The thermal (heat) capacity C' is the product of the volumetric specific heat capacity
¢, and mass. The mass is computed by taking the volume V and density p at room
temperature. It is given as:

C =c,pV (3.21)

The average thermal conductivity A and average specific heat capacity ¢, between 4-77
K and density p at room temperature for copper and quartz are collected in Table 3.1.

A (WK™ m™Y) | Guyrre (mJg K™Y | prr (g em™)
Copper 80 [19] 30 [20] 8.96
Quartz 0.2 [21] 70 [21] 2.20 [22]

Table 3.1: Average values for copper and quartz between 4-77 K and density at room
temperature.

The holding base is separated into two sections; tines and base. Heat is assumed to
transfer along the length of the cylindrical tines and along the length of the approximately
rectangular base. The quartz dilatometer is separated into three parts; bottom, top and
spring. In the bottom component is assumed to transfer perpendicular to the capacitor
face whereas the top component assumes heat is transferred parallel to the capacitor face.
For the springs, the heat transfer is assumed to run along the length. The dimensions and
results are presented in the following table.

The thermal time constant results (Table 3.2) show that the top and spring section
have the dominant thermal time constants. By comparison, the other components have
very small values that are negligible. An interesting result from these calculations show
minimal contribution from the tines in the holding base. This would indicate the quantity
of tines is sufficient such that it does not act as the limiting time constant.
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Qty. | Mat’l | L (mm) | A (mm?) |V (em?) | W (KW™) | C(JK™) | 7 (s)
Tine 91 | Cu 12 ¢ =0.8 0.55 3.28 0.148 0.5
Base 1 Cu 44 3 x 15.5 2.0 11.8 0.538 6.3
Bottom | 1 | SiO, 3.2 25 x 15 1.2 42.7 0.185 7.9
Top 1 | SiO, 22 3 x 15 1.0 2.44 x103 0.154 376
Spring 2 | SiO, 19 0.18 x 15 0.1 1.76 x10* 0.0154 271

Table 3.2: Thermal time constant results of separate portions of the holding base and
quartz dilatometer. The largest time constant is taken to be a good representation of the
overall thermal time constant

To support the calculations, a test of the thermal equilibration time is performed. The
thermal equilibration time test measures the time it takes for the system to return to a
steady state after a temperature change. For this test, a temperature controller brings
the system from 77 K to 78 K while a resistive thermometer (Cernox) attached on the
top section of the quartz dilatometer (seen in Fig. 3.4 Left) monitors the temperature of
the top plate. When the voltage reaches a steady state, the system is deemed to be in
the new thermal equilibrium. The results seen in Fig.fig: TCexp show the device reaches a
new equilibrium after approximately 6.5 minutes. Although the thermal equilibration time
and thermal time constant are not exactly the same measure, the values from each are on
the same order of magnitude. Based on these measurements and calculations, the thermal
time constraint on the quartz dilatometer is estimated to be on the order of 10 minutes.
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Figure 3.11:  Thermal equilibration time test from 77-78 K on the quartz dilatometer.
The temperature control (Blue) brings the system to a new temperature while a delayed
effect is seen in the Cernox voltage (Red). The approximate thermal equilibration time is
taken as the time difference between initial change and final change. The Cernox voltage
is resolution is poor due to the incorrect settings on the measuring equipment.

Cell Effect Measurement

The cell effect of the quartz dilatometer is established. The theoretical cell effect is first
calculated followed by measurement of the experimental cell effect.

The theoretical cell effect calculation assumes only thermal expansion perpendicular
to the plate faces meaning the plate area remains constant as a function of temperature.
Looking at the quartz dilatometer from the side, the (plate) separation D can be expressed
as the sample length L4, minus the distance the lower capacitor face is from the base
of the sample L.
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D = Lsample - Lcell (322)

Using the same approach to (3.3), thermal expansion coefficient of the sample expressed
in terms of measured thermal expansion coefficient is:

1 dD n 1 dLeey
LO,sample aT LO,sample ar

(3.23)

Asample =

Recognizing L..; is comprised of only quartz and that L. = Lsampie, the cell effect
term becomes:

1 chell _ L07quartz
Lo ag dT Lo, ag

aquartz ~ aquartz (324)

Therefore, the theoretical cell effect of the quartz dilatometer is approximately the
thermal expansion coefficient of fused quartz (Fig. 3.5).

The experimental cell effect between 80-250 K is determined using silver as the bench-
marking material. The silver values from Corrucini [13] are fit to the Einstein theory for
solids [1] (Fig. 3.3 Inset) The theory predicts the specific heat (and by extension thermal
expansion coefficient) follows (3.25). At sufficiently high temperatures, this is a good ap-
proximation for the specific heat [1]. The experimental cell effect is extracted from the
difference between the fitted silver curve and the measured thermal expansion coefficient.

The results (Fig. 3.12) show quite a difference between the expected (theoretical) and
measured (experimental) cell effect. A difference between the two results is also observed
in [11] making this result less surprising. Observing the experimental cell effect, it could
impact the interpretation of features on the order of magnitude of 107% in the thermal
expansion coefficient.

C,xY (£>2 (i (3.25)
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Figure 3.12: The experimental cell effect; a considerably larger and less behaved result
than the theoretical calculation. Inset: A plot of the thermal expansion coefficient of
silver [13] and the measured thermal expansion coefficient of silver

3.3.7 Conclusion

The fused quartz dilatometer was presented and benefits over the silver compact dilatome-
ter were discussed. Assembly and mounting procedures were documented facilitating con-
struction of more devices. Capacitor plate tilt and fringing effects contributions were
discussed and calculated to contribute < 5% uncertainty; a marginal impact to the mea-
surements. Several aspects of the quartz dilatometer were investigated; spring constant,
thermal time constants and the cell effect. The spring constant was measured to be &~ 1700
N/m and the thermal time constant was calculated to be on the order of 10 minutes. The
measured cell effect of the quartz dilatometer between 100-250 K was observed to be non-
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negligible on the order of 1076,

There are several areas in which the quartz dilatometer can see improvement. The
ideal ratio to which the sodium silicate glue is mixed can be further investigated par-
ticularly with durability to thermal cycles. Potential improvements to the holding base
include using silver epoxy instead of lead based solder and optimizing the overall size. To
properly use the tilted plate capacitor equation (3.16), a true measure of the tilt must
be made. Currently, the plate tilt parameter a is assumed to be on the order of 10 pm.
To reduce fringing effects further, guard rings similar to the design by Neumeier et al.
[11] are recommended to be incorporated. With regards to improvements to the testing
and calibration measurements, experimental results can be collected across a much larger
range. In particular, the cell effect must be measured across the complete (temperature)
range of operation. Additionally, effort to determine and reduce other contributions to the
cell effect are highly recommended. Knowledge of the thermal time constant at low tem-
peratures will become increasingly important as the conductivities of the materials used
become considerably smaller.

3.4 Copper Dilatometer

This section discusses the development of the copper dilatometer. As with the fused quartz
dilatometer, benefits of this design over the silver design are discussed. A detailed guide
of the assembly of the device is presented. The copper design is in many ways similar to
the silver compact dilatometer and need not be discussed in great detail. These aspects
include mounting, plate tilt effects and fringe effects. This device is still in the testing
phase as neither the spring constant nor cell effect at the intended operating temperature
has been quantified.

3.4.1 Introduction

The copper dilatometer was made for the purpose of measurements in the low temperature
domain 7" < 1 K where the thermal expansion coefficient of copper is small. This design
takes elements from both the silver and quartz dilatometer designs. It is designed to
function very similar to the silver dilatometer design but uses two separate springs similar
to the quartz dilatometer design. Naturally, the design aimed to keep the diversity of
materials is kept to a minimum. A cut-away diagram and photograph of the copper
dilatometer is shown in Fig. 3.13.
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Figure 3.13: Left: A diagram of the copper dilatometer. The bottom shell (A) contains
the bottom capacitor plate (M) fastened by an M3 brass screw (O). The bottom plate
is electrically isolated from the rest of the device by two sapphire washers (N). The top
capacitor plate (L) is electrically isolated from the device by sapphire ring (E) and rod
(F). The top plate is fixed to two beryllium-copper springs (K) which are separated by a
spring spacer (C). The plates are naturally separated by a shim (B) inserted underneath
the bottom spring. All components are fastened together by 0-80 brass screws (J) and a
compressor ring (D) that has threaded 0-80 holes. The sample (G) is pressed up against
the sapphire rod and is held in position by the top shell (H) positioned by 0-80 brass nuts
(I). When assembled, the dilatometer measures 15-20 mm long depending on the sample
size. The outer cross-section of the shell is a 15 mm square, an inner circular bore contains
the other components shown. All inner components are circular and concentric with the
inner bore of the shell. The area of the circular capacitor plates is approximately 115mm?.
Right: The assembled copper dilatometer with the top removed. The springs are seen
aligned perpendicular to one another reducing the potential for non-linear movement.

The versatile design is capable of handling a large variety of sample comparable to
size handled by the silver compact dilatometer. Operating in a similar manner to the
silver compact dilatometer, many of the same principles can be directly translated to this
design. However, this design emphasizes on keeping the capacitor plates as stationary
as possible. Should the need arise for greater plate separation for materials with larger
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thermal expansion coefficients, insertion of additional shims would facilitate the need.

A notable difference from the silver design is the absence of large threaded components.
There was concern regarding these components in the silver design where it was believed the
‘slop’ of the threads on the stainless steel positioners and silver shell and would adversely
affect the position of the sample. Although the stainless steel nuts served to remove such
play in the threading, the difference in thermal expansion coefficient of the could cause
an unpredictable shift in the position of the sample. The problem cannot be solved by
making the positioner silver as the risk of thread galling would be prevalent. Furthermore,
as silver is a relatively soft metal, there would be high risk of stripping the threads.

This design uses fine threaded brass screws to ensure the copper components remain
together. This is possible using the fact that the thermal expansion coefficient of brass is
in general greater than copper (Fig. 3.14). Therefore, as the device is cooled, the brass
components shrink more than copper. This approach is particularly beneficial as the design
can be made such that the brass components do not contribute to the cell effect.
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Figure 3.14: The thermal expansion coefficient values of brass and copper as per Corrucini
[13]. The thermal expansion coefficient for brass remain larger than copper in general
making brass an ideal material to fasten copper components.

Another particular change in this design over the silver design is the use of Stycast 2850
epoxy is kept to a minimum. This epoxy is only present in the assembly of the moving
plate and used very minimally. This design holds the fixed plate by a brass M3 screw.
The concern was that the epoxy, comprised of many different compounds, if used in larger
quantities could be adversely effect the position of the capacitor plates.

The spring mechanism in this design copies the double spring approach of the quartz
design. Two individual springs are positioned apart by a copper spacer but are attached
together through a sapphire rod. In the same manner as the quartz design motion would
then be restricted to a single direction.

The spring constant of the copper design is predicted to be lower than that found in the
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silver design. This is because lowering the spring constant in the silver design relied heavily
on the ability of the machinist to make the thinnest ‘cup’ spring. The copper design is not
limited by this as the springs are cut from stock beryllium copper sheet thinner than what
is easily machinable.

The rest of this section will focus on the assembly process and testing and calibration.
No special mounting considerations are necessary as the device. The copper design has
no particular difference to the tilted plate and fringe effects considerations were covered
in Dunn’s MSc thesis [7]. To summarize the effects, the tilted plate considerations for
this dilatometer follow 3.3.4 while the fringe effects are neglected as the outer shell of the
dilatometer is grounded and close to the plates. The spring constant is measured and the
theoretical cell effect is calculated. The cell effect for intended operating temperatures is
has not been measured.

3.4.2 Assembly

As with the quartz dilatometer, the assembly places emphasis on retaining parallel plates.
This is achieved by assembling the dilatometer with the two plates directly on top of one
another. Once assembled, the plates are separated by inserting shims into the device. This
will become more clear once the assembly is described. All the components are fabricated
as per the schematics found in Appendix E.

The fixed bottom plate is assembled to the bottom shell with sapphire washers and
electrical lead. A strip of Kapton is placed around the fixed plate to serve as a guide for
positioning the moving capacitor plate. The electrical lead for the top plate is attached
using silver epoxy. Once dry, the sapphire post and ring are epoxied into place using
Stycast 2820FT. This assembly is now placed on top the bottom plate ensuring the lead
wire is seated into the specifically made groove on the bottom shell.

Next, the 0-80 brass screws are inserted which will act as a guide pins for the rest of
the components. The first spring is placed on top the bottom shell and is epoxied using
Stycast. The spring spacer is next to be placed on top followed by the second spring in
the correct configuration. Once the second spring is epoxied with Stycast, the components
are clamped together using the compression ring. The Stycast is now cured as per curing
instructions found in Appendix F.

Once the epoxy is cured, the assembly is disassembled to insert the shims below the first
spring and to remove the Kapton. Once the dilatometer is reassembled and compression
ring fastened, it should not need to be re-opened unless additional shims are to be inserted.
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3.4.3 Testing and Calibration

Once again, aspects of the dilatometer are to be characterized. As mentioned earlier
however, the copper dilatometer is in the testing phase requiring measurement of the ex-
perimental cell effect at operating temperatures. The spring constant of the dilatometer
was tested but few data points were taken. Thermal time constants were not calculated
and were deemed unnecessary as the device is assumed to have great thermal conductivity
as it is nearly completely copper. The theoretical cell effect is calculated and discussed.

The Spring Constant

The spring constant was measured by loading weights onto a post that depresses the
springs. As weights are loaded, the spring is further deflected observable by the increase
in capacitance. Once again, assuming the parallel plate capacitor equation is obeyed,
the spring constant it taken as the linear gradient of the force as a function of spring
displacement measured from the difference in plate separation (Fig. 3.15). The spring
constant was found to be 7263.9+£372 N/m.
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Figure 3.15:  Graph of force as a function of spring displacement for the copper dilatometer.
The spring constant is the linear gradient of the results.

Cell Effect Measurement

The theoretical cell effect is calculated for the copper dilatometer. Using the same
approach as the quartz dilatometer calculation, the plate separation D can be expressed
as the difference between the distance the bottom capacitor face is from the top of the
sample Ly, and the combined length of the silver sample Lgqmpie, sapphire pin Ly, and
top plate Lyjgte-

To make the proceeding derivation easier, the brass screws are assumed to be copper
which, from a thermal expansion coefficient perspective are relatively equal. Differentiating
with respect to temperature, dividing by the sample length and rearranging, the following
is drawn:
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1 dD 1 dLyyer 1 dLyn 1 dLyae
e ——— — Olsample — -
LO,sample aTr LO,sample dT & LO,sample dT LO,sample ar

(3.26)

If the negligible thermal expansion coefficient argument were used here, all terms but
Qsample are assumed to be zero. However, this argument assumes that the leading thermal
expansion comes from the sample and are negligible by comparison. Without a prior:
knowledge of the thermal expansion coefficient of the sample, and the general order of
magnitude of the cell effect, the cell effect cannot be assumed to be negligible. Therefore,
the theoretical cell effect must be calculated to determine the order of magnitude. To
simplify the cell effect calculation, the brass components are assumed to be copper which
from a thermal expansion coefficient perspective, is an acceptable assumption. (3.26) is
written as:

1 dD Lo outer — Lo plat Lo pi
L07sample W = < oute pla eacu L “Olgapphire | — Xsample (327)

LO,sample LO,sample

Unlike the quartz dilatometer, the sample length directly impacts the scaling factor to
the cell’s material thermal expansion coefficients are multiplied to. Separating Lg gyuter into
the sample dependent portion, the initial plate separation Dy and the remaining length,
assuming Dy < L outer and inserting known dimensions of the dilatometer the cell effect
contribution becomes:

Cu Cu — Usapphire

(3.28)

An unfortunate consequence, these scaling factors become large appreciably large with
smaller samples. For example, a typical sample length of 1-2 mm would result in scaling
factors of approximately 3 — 5.

LO,outer - LO,plate LO,pin 4.25mm + LO,sample 59.omm
a 7 Wsapphire | — « -

LO,sample LO,sample LO,sample LO,sample

Regardless of the consequences of the theoretical cell effect, the experimental cell effect
still must ultimately be measured.

3.4.4 Conclusion

The copper dilatometer design was presented and particular improvements over the other
designs were discussed. The procedure to assemble the copper dilatometer was outlined.
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The tilted plate equation was outlined in a previous section (3.3.4) and fringe effects were
deemed to be negligible attributed to the close proximity of the outer shell which serves as
a grounded guard ring. The spring constant was measured to be 7263.9+372 N/m. The
thermal time constant not calculated by assumed to be short due to the large thermal
conductivity of copper. The theoretical cell effect expression was derived where scaling
factors can appreciably increase the cell effect contribution depending on the size of the
sample. Further development of this device is needed to bring the copper dilatometer to
the same level as the silver compact dilatometer and the fused quartz dilatometer.
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Chapter 4

LiHoF,

The ferromagnetic material LiHoF, is studied using the silver compact dilatometer. Being
a candidate material for the transverse field Ising model, a quantum phase transition is
present in LiHoF, [23]. Critical points are extracted through measurement of the thermal
expansion coefficient and magnetostriction at 7'~ 1.3 — 1.8 K and H =~ 0 — 4 T. Having
previously been studied in Dunn’s MSc thesis [7], this study focuses on measurements near
the classical critical point T;|g—¢ where there was a possibility of re-entrant behaviour [7]
and approaching the quantum critical point I'.|r—g where point density was lacking.

This chapter will briefly cover the background and recent measurements of LiHoF, up
to Dunn’s MSc results. Thermal expansion coefficient and magnetostriction measurements
made since are presented, critical points are extracted and are added to the existing phase
diagram. Further details regarding the study of LiHoF, are published in [24].

4.1 Introduction

So far in this thesis, phase transitions have been discussed from a general, classical perspec-
tive. The classical phase transition occurs at finite temperature and are driven by thermal
fluctuations evident by the ability to observe them in temperature dependent properties
like the thermal expansion coefficient. However, at absolute zero such thermal fluctua-
tions do not exist as these classical systems freeze into a ground state absent of fluctuation
[25]. In certain systems, particularly magnetic ones, non-thermally driven phase transitions
called quantum phase transitions exist at zero temperature. These quantum systems have
fluctuations driven by the Heisenberg uncertainty principle and have implications toward
understanding the quantum nature of materials [25]. As all experiments are at some non-
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zero temperature, the quantum phase transition is described by the evolution of physical
properties at finite temperatures approaching zero [25].

Materials with quantum phases are of particular interest as they are believed to be tied
to other emergent phenomena. For example, a quantum phase transition is hidden below
the superconducting region of high temperature cuprates [23, 21]. However, understanding
a quantum phase transitions is better practised on a less complicated system such as the
Ising ferromagnet LiHoF, in transverse magnetic fields.

4.2 Background and Recent Measurements

The magnetic spin behaviour of LiHoF, comes from the Ho®' ions arranged in a face
centred tetragona structure (Fig. 4.1). The Ho>" ions have a 4f1° electronic structure
which by Hund’s rules form a 17 fold degenerate free ion spin state ®Ig [24]. The Li* and
F~ ions generate a large crystal field forming a non-Kramers doublet ground state with
spins aligned or anti-aligned to the c-axis [21]. The first excited state is a singlet and is
approximately 11 K above the ground state energy [24]. Therefore, at energies below the
first excited state, the material has Ising anisotropy.
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Figure 4.1: Crystal structure of LiHoF, with corresponding lattice parameters from Tabei
et al. [20]. The low temperature magnetic structure has Ising spins on the Ho®" sites
pointing parallel or anti-parallel along the c-axis.

Application of a magnetic field transverse to the Ising axis couples two Ising states
allowing quantum mechanical tunneling between the two states [21]. With sufficiently
large magnetic field strengths, the increased tunneling rate can destroy the long range
magnetic order of the Ising system [25]. This is indicative of a quantum phase transition
as a macroscopic property is driven by non-thermal fluctuations. LiHoF; has a Curie
Temperature T, = 1.53 K indicative of ferromagnetic ordering a low temperatures [27].
The coupling was determined (by specific heat [28] and susceptibility measurements [29])
to be dominantly dipolar that is ferromagnetic with an antiferromagnetic super-exchange
coupling smaller by approximately a factor of two.

The Hamiltonian for the Ising magnet in a transverse magnetic field is given as [20]:

1 N N
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The first term is the Ising spin model for z oriented Pauli spin operators o7 and effective
interaction J;;. The second term is contribution of the effective transverse field I" and
represents the mixing of the two Ising states [24]. For T' = 0 K, a non-zero I' permits
quantum mechanical fluctuations and which when sufficiently large I' = I'.., destroys the
magnetic ordered phase; the quantum critical point.

—~ Paramagnetic -7

Quantum Critical _-

/ Point -

Magnetically Ordered

Classical Critical

/ Point

Te T

Figure 4.2: A schematic phase diagram of the transverse field Ising model in effective
transverse field-temperature phase space. The solid line is the phase boundary separating
paramagnetic and magnetically ordered phases.

The first measurement of phase boundary of LiHoF, performed by Bitko et al. [23] used
measurements of magnetic susceptibility down to milliKelvin temperatures (Fig. 4.3).
Using mean field theory and the transverse component of the Landé g-factor tensor and
the spin-spin coupling strenth as adjustable parameters, a reasonable fit to the experimental
results were obtained. However Chakraborty et al. [30] later showed that the adjustment
of the Landé g-factor was inappropriate for LiHoF, [7].
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Figure 4.3: Transverse magnetic field-temperature phase diagram of LiHoF, by Bitko
et al. [23]. Experimental results are the filled circles. The dashed line is a mean-field
theory fit considering only electronic spin degrees of freedom while the solid line is a
fit incorporating the nuclear hyperfine interaction. Both mean-field lines used the same
fitting parameters; the transverse component of the Landé g-factor tensor and the effective
longitudinal spin-spin coupling strength.

Considerable work has been done to improve the theoretical transverse magnetic field
phase diagram for LiHoF, including using a full microscopic Hamiltonian containing crystal
field effects, magnetic dipolar and exchange coupling and hyperfine coupling [24]. A full
microscopic Hamiltonian approach using quantum Monte Carlo simulations was done by
Chakraborty et al. [30]. Despite using a more accurate Hamiltonian with parameters fixed
where possible, a discrepancy remained between the data close to the classical critical point.
This was reported as reflecting the potential uncertainties in the crystal-field parameters
for LiHoF, [30].

Work on LiHoF, by Rgnnow et al. [31] using neutron scattering [32] found a similar
discrepancy between experimental and theoretical results. The theoretical calculation used
crystal-field parameters from spectroscopic measurements|33, 34, 35] on Ho-doped LiYF}.
Despite using different parameters, the computed phase line did not match the experimental
results at low transverse field strengths. Based on this persistent discrepancy, the different
crystal-field parameters are likely not the source of the issue [24].
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Theoretical work by Tabei et al. [26] attempts to address the disagreement between the-
oretical and experimental phase boundary at low transverse fields [30, 31]. The approach
was to introduce quantum fluctuations perturbatively into the classical Hamiltonian possi-
ble since the quantum fluctuations are small in this regime. The sources of discrepancy were
isolated into computational and Hamiltonian inadequacies. It was concluded that the dis-
crepency was not of computational origin nor was it from uncertainties in the crystal-field
parameters leading to the belief that it was due to shortcomings in the model Hamiltonian

(4[24,

Although considerable effort has been made to improve the theoretical model of LiHoF 4,
there was lack of effort to further develop and verify the experimental results. Experimental
measurements on LiHoF, in measuring the phase boundary are presented in Dunn’s MSc
thesis [7]. The critical points are determined through thermal expansion coefficient and
magnetostriction measurements via capacitive dilatometry. The results (Fig. 4.4) show
good agreement with Bitko et al. while strongly disagreeing with theoretical calculations
by Tabei et al. [20].

The results presented in this thesis work address concerns regarding the results pre-
sented in Dunn’s MSc thesis (Fig.4.4). In the low transverse field regime, the estimated
phase boundary becomes very steep and quite possibly re-entrant in behaviour. In this
situation, re-entrance would manifest itself by a higher critical temperature at a non-zero
applied transverse field. As a consequence, it is possible to follow an isothermal line that
crosses the phase boundary twice. This re-entrant behaviour would be possible if the
effective interaction were magnetic field dependent. Since that the effective interaction
of LiHoF, is already suppressed by a non-dominant antiferromagnetic exchange coupling
component, application of transverse field this term could further suppress the exchange
coupling more than the ferromagnetic dipolar coupling. As a result, the effective inter-
action becomes increasingly ferromagnetic with application of transverse magnetic field
permitting a higher critical temperature than the classical critical value. However, at
higher transverse field strengths, quantum mechanical tunnelling begins to dominate com-
peting with the ferromagnetic state thus lowering the critical temperature once more. A
high point density study at low transverse field strengths work to address the possibility
of re-entrant behaviour.

In addition to low transverse field measurements, magnetostriction measurements are
also performed at temperatures approaching the critical field point.
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Figure 4.4: The phase diagram of LiHoF, of transverse field versus temperature from

Dunn’s MSc thesis [7]. The low point density in low transverse field regime coupled with
the large uncertainty indicate the possibility of re-entrant behaviour. Results from Bitko
et al.[23], Ronnow et al.[31] and Tabei et al.[20] are also shown.

4.3 Experimental Method

The sample used in these measurements and measurements found in Dunn’s MSc thesis
came from a commercially produced single crystal [306]. The sample measures approxi-
mately 1 mm thick, 5.5 mm long, and approximately 3.5 mm across the widest point. The
direction of measure of the LiHoF, sample was determined to within £1° of the c-axis [001]
using a commercial Laué diffraction apparatus. The ends of the crystal were polished to
be orthogonal to the [001] direction within 2.5°.

The magnetostriction and coefficient of thermal expansion were measured along the
[001] direction using the silver compact dilatometer (3.2). A pumped *He cryostat capable
of reaching ~ 1 K was used for the measurements. The temperature was controlled using a
LakeShore 331 Temperature Controller and measured using a calibrated Cernox CX-1030
resistive thermometer located on the cold plate. For the coefficient of thermal expansion
measurements, the temperature was swept at a rate of 7.5 mK/min between 1.2-1.8 K
while capacitance was continuously measured. For the magnetostriction measurements,
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the magnetic field was swept at a rate of 0.2 T/min while capacitance was continuously
measured. The capacitance was measured using an Andeen-Hagerling 2500A capacitance
bridge.

Magnetostriction is the normalized physical size change of a material due to applied
magnetic field and is analogous to the thermal expansion with temperature. It is given as:

AH) = 2 (4.2)

Critical points are determined as the point where the first deviation from the param-
agnetic behaviour is observable. This applies for both thermal expansion coefficient and
magnetostriction results.

Cernox resistance thermometers have a small magnetoresistance which must be ac-
counted for to obtain the correct critical (temperature) point. This correction is partic-
ularly important in the low transverse field regime where there are only small shifts in
the critical point. Magnetoresistance corrections are factored into all critical temperature
points and the correction values are obtained by interpolating data from Brandt et al. [37].

The correction to the critical points were determined by extrapolating data from Brandt
et al. [37] from higher transverse fields to lower values used in the measurements. The paper
provides resistance correction values (AR/R) as a function of temperature for specific field
strengths. These values are related to a temperature change (AT/T) using a sensitivity
term Sr. The equation is given as:

AT AR TdR

S ==l Sp= 2

T R RdT

The sensitivity term is obtained using the resistive thermometer calibration curve re-
lating measured resistance to a specific temperature. AR/R values for field strengths used
in the measurement were obtained by quadratic fitting values taken along the isothermal

line of the critical temperature value obtained in the raw measurement.

(4.3)

4.4 Results and Discussion

The thermal expansion coefficient is measured at low transverse field (H; = 0 — 0.75 T)
(Fig. 4.5). As originally observed (Fig. 4.4), very small shifts in the critical point are
expected in this regime. The critical points have not been magnetoresistance corrected
and must be plotted on the phase diagram to make a true assessment of the possibility of
re-entrance.
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Figure 4.5: Plot of the thermal expansion coefficient results of LiHoF, at low transverse
field strengths. The critical points shown have not been corrected for magnetoresistance
contributions.

The magnetostriction is measured for temperatures ranging between 1.30-1.51 K (Fig.
4.6). Extracting the critical points from the magnetostriction curves using the two para-
magnetic results (at 1.60 K and 1.80 K) is difficult as all the curves are very broad and
relatively featureless. Extracting critical points directly from here would result in a large
uncertainty. However, in the second derivative with respect to transverse field (Fig. 4.6 b)),
a deviation from the paramagnetic state is more easily observed. That is, subjecting the
same conditions for determining critical points to the second derivative of magnetostriction
with respect to applied field, the critical points are extracted.
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Figure 4.6: a) Magnetostriction measurments as a function of the square of the transverse
field, H%. b) Second derivative of magnetostriction with respect to magnetic field versus
transverse magnetic field. The critical points determined using the same conditions as the
thermal expansion coefficient.

All the newly acquired critical points were added to the transverse field-temperature
phase diagram (Fig. 4.7). The added results of the low transverse field measurements
indicate no evidence of re-entrant behaviour since the critical temperature values show a
clear decrease with increasing transverse field vales.

This conclusion was only brought about by the magnetoresistance correction applied
to the critical temperature values. The critical points extracted from the magnetostriction
measurements increase the point density along the experimental phase boundary and follow
the experimental phase boundary previously defined.
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Figure 4.7: The transvers field-temperature phase diagram of LiHoF, with new critical
points inserted. The low transverse field study confirms no re-entrant behaviour.

4.5 Conclusion

In conclusion, the point density of the experimental phase boundary of LiHoF, has been
increased paying particular attention to the low transverse field regime. The greater point
density in this regime along with magnetoresistance considerations [37] indicate no re-
entrant behaviour in LiHoF,. Currently, there is no theoretical model that accurately
describes the experimental results. The question remains as to the origins of this discrep-
ancy; whether it is a lack of understanding the nature of quantum fluctuations at finite
temperatures or whether it pertains to details of the LiHoF, system [24]. A more recent
material Feg has similar physics to LiHoF, and also shows a similar disagreement to theo-
retical calculations near the classical critical point [38]. Further research into this material

29



may reveal the underlying physics behind the discrepancy in LiHoFjy.
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Chapter 5

TbhoTi50~

The highly debated material ThyTisO7 is measured using the silver compact dilatometer
along the [001] direction. This material has attracted considerable attention largely due
to differing experimental results [39, 10, 11]. Evidence of phase transitions are determined
through measurement of the thermal expansion coefficient for 7' < 1 K. Having previously
been studied in Dunn’s MSc thesis [7], this study focuses on improving the results through
higher resolution measurements.

This chapter will briefly cover the background and recent measurements of ThyTisO5
up to Dunn’s MSc results. Thermal expansion coefficient measurements made since then
are presented. The results are fit into likely scenarios regarding the low temperature phase
of Tb2Ti207.

5.1 Introduction

The pyrochlore oxides are of great interest in condensed matter due to their rich and
diverse magnetic behaviour. Having the stoichiometric form A3*B3"O;, a magnetic rare-
earth ion A and transition metal B form two interpenetrating corner sharing tetrahedra
lattices (Fig. 5.1) [12]. The magnetic behaviour observed in the pyrochlore oxides are
caused by geometric frustration. In magnetic systems, geometric frustration describes a
situation where the geometry or lattice causes the magnetic spins to behave in unique
ways. As an example, consider the ground state of a 2D triangular lattice Ising system
with antiferromagnetic (AFM) coupling. Within a triangle, two spins will align correctly
but the last spin will not satisfy the antiferromagnetic condition with respect to one of
the spins. As a consequence, two configurations with equivalent energy are equally valid
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creating a situation where the ground state is degenerate. The presence of geometric
frustration in more complex lattices lead to many exotic outcomes. A possible outcome on
the pyrochlore lattice is the spin liquid state; the case where the spin system fails to form
order[412].

A comprehensive outline of many pyrochlore oxides is reviewed by Gardner et al. [12]
describing many the exotic spin configuration in greater detail. Of the many pyrochlore
oxides, terbium titanate (ThsTiO7) has become particularly popular due to its anomalous
behaviour at low temperatures 7' < 1 K. It is believed that ThyTisO7 exists on the cusp
of the boundary between antiferromagnetic and spin ice phases and can be influenced by
slight differences such as exchanges beyond nearest neighbour [13]. As such, the material
holds a rich, diverse low temperature behaviour.

Figure 5.1:  Picture of the pyrochlore structure from Gardner et al. [12]. Two interpen-
etrating corner sharing tetrahedra one containing the magnetic rare-earth and the other
the transition metal form the lattice of the pyrochlore oxide. Geometric frustration gives
rise to exotic magnetic behaviour.

5.2 Background and Recent Measurements

The magnetic behaviour of ThyTi,O7 come from the Th?* ions with a 7FS electronic struc-
ture arranged on a pyrochlore lattice [12]. From neutron scattering and dc susceptibility
measurements, the ground state and first excited state were determined to be doublets
followed by two singlets at much higher (2.5 and 3.5 THz) energy by Gingras et al. [11].
Crystalline electric field calculation suggested the Th3* have a 5z moment and a strong
anisotropy in the (111)-axis [14] implying near-Ising spins aligned along the local (111)
directions. The exchange was determined to be antiferromagnetic from the negative Curie-
Weiss temperature on the of order 10 K determined by dc magnetic susceptibility [11].
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Muon spin relaxation measurements revealed no long range ordering (LRO) down to 70
mK [15]. The absence of LRO and the AFM exchange lead to the conclusion that ThyTi,O7
was a spin liquid at low temperatures.

Contrary to this conclusion, specific heat measurements by Hamaguchi et al. [!1]
and Takatsu et al. [39] reported a peak around 400 mK evident of a phase transition.
However, alternative specific heat measurements by Youanc et al. [10] showed results with
the absence of any feature at 400 mK. This differing result could have come from sample
dependence as Chapuis’ PhD [10] thesis showed specific heat results that differed with
sample growth parameters (Fig. 5.2 Left). Most recently, Taniguchi et al.[17] showed a
strong dependence on sample stuffing (Fig. 5.2 Right) being able to suppress and shift of a
500 mK peak in the specific heat. They proceed to a propose a sample stuffing-temperature
phase diagram (Fig. 5.2 Right Inset) in the low temperature region. The phase diagram
indicates the development of either an LRO state or spin liquid state at low temperatures
depending on the stuffing factor x. This predicted phase diagram would explain the vast
difference in specific heat results.
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Figure 5.2: Left: Specific heat measurements of ThyTisO7 on single crystal samples by
several different groups courtesy of L. Yaraskavich. The results show both absence and pres-
ence of a peak feature around 400 mK. A dependence on growth parameters is attributed
for the differing results [18]. Right: Specific heat measurements of Tho,,Tis_,O74, by T.
Taniguchi, H. Kadowaki et al. [17] showing a supression and shift of a peak at 500 mK
based on fine adjustments of the composition. Inset: Temperature versus stuffing phase
diagram proposed by the group shows the formation of a LRO state or a spin liquid state
based on observing a peaked feature.

X-ray scattering measurements down to 300 mK by Ruff et al. [19] showed a continuous
broadening of Bragg peaks consistent with a cubic to tetragonal phase transition at low
temperatures. The transition was not observed down to the lowest measured temperature
yet an anomalous expansion of lattice parameter is observed below 20 K (Fig. 5.3). It was
believed that this was coincident with the development of a spin liquid ground state.
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Figure 5.3: x-ray measurements of the lattice parameter versus temperature. An anoma-
lous expansion persists down to the lowest measured temperature of 300mK [19]

Very recently, ac susceptibility measurements by Yin et al. [50] find evidence of a
magnetic phase below 140 mK (Fig. 5.4). This peak in susceptibility may be consistent
with the persistent increase of the specific heat at very low temperatures 7" < 200 mK.
However, both Hamaguchi et al. [11] and Yaouanc et al.[10] attribute their 7" < 200 mK
increase to the nuclear contribution to the specific heat. Confirmation of the T" < 200 mK
behaviour to be nuclear of other origins would be sufficient motivation to warrant further
measurements.
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140 mK which could indicate another phase in ThyTi,O7 at lower temperatures.

Thermal expasion coefficient measurements of ThyTi,O7 presented in Dunn’s MSc thesis
[7] found a peak at 100 mK. Tying this result into the 7" < 200 mK situation outlined above
would provide further answers to the possibility of a low temperature phase. However,
the quality of result must be first improved before any stronger claim can be made. In
particular, the large uncertainty of the results must be addressed.

5.3 Experimental Method

The bulk sample was grown by B. Gaulin of McMaster University, Physics and Astronomy.
The sample was grown by floating zone technique using ThoO3 and TiO, as primary
compounds, 2-4atm of Oy overpressure and fed at a rate of 5-8mm/hr. Further details
regarding the growth of the sample is outlined in [51]. The sample measured was cut
from the bulk sample and measured 0.42 mm along the [001] axis with cross section of
approximately 1.92 mm by 1.84 mm.

The thermal expansion coefficient was measured along the [001] direction using the
silver dilatometer (3.2). An Oxford 3He/*He dilution refrigerator (Kelvinox MX400) was
used for the measurements. Details regarding the refrigerator is found in Alkhesho’s MSc
thesis [52].
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The dilatometer was attached to the mixing chamber cold plate using an oxygen free
high conductivity (OFHC) copper mount. A twisted annealed silver wire extending from
the cold plate to the dilatometer created a better thermal link between the sample and
the mixing chamber. Thermally anchored coaxial lines were installed and used for the
measurements (Appendix A).

Data was obtained using a quasi-static (QS) temperature method. In this method,
temperature is held at a set value until the system reaches a steady state before data is
taken. This process is repeated across the range of temperatures at desired values. The
capacitance was measured using an Andeen-Hagerling 2500A capacitance bridge. The
experiments were collected into two sets; DataSet 1 and DataSet 2

‘DataSet 1’ used 1 hour steps averaging over the last 10 minutes for 7' < 120 mK, 30
minute steps averaging over the last 5 minutes for temperatures onward to 150 mK and 6
minute steps averaging across the last 1 minute for 7" > 150 mK. ‘DataSet 2’ used adjusted
time steps to reduce the experiment time but did not violate the steady state condition
outlined above. All data was taken with increasing temperature values.

5.4 Results and Discussion

Thermal expansion coefficient results in this theses are plotted along with Dunn’s results
[7] (Fig. 5.5). These results are first be compared to Dunn’s results followed by comparison
to one another. From there, the results will be separated into the two notable features; the
large peak at T' ~ 100-130 mK and the smaller feature at 7" ~ 500 mK. The features are
finally compared to published results. An alternative scenario is presented that includes
the conclusions drawn from the thermal expansion coefficient measurements.
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Figure 5.5: Thermal expansion measurements of ThyTisO; compared to previous mea-
sured results. A similar 100 mK feature is observed in both results but with reduced
magnitude. A new 500 mK feature is observed not previously seen due to lack of resolu-
tion.

Comparison to Dunn’s MSc results

A considerable differences between the results presented in this thesis and Dunn’s MSc
results are observed (Fig. 5.5). Most notable is the difference between the overall magni-
tude if the results. The uncertainty of Dunn’s MSc results are also discussed as well as the
lack of a T' ~ 500 mK feature. The differences in the result are primarily attributed to a
difference in the experimental method.

A previous perturbation of the silver compact dilatometer design involved Kapton film
and Stycast for electrical isolation. The results presented in Dunn’s MSc used this design.
Use of these materials was said to have caused issues with reproducibility attributed to
their chaotic nature [7]. The use of such disordered materials could cause variances in
the measured thermal expansion coefficient leading to appreciable uncertainty. Since then,
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these materials were replaced by sapphire in the design outlined in as per (3.2). Regardless,
the differece in dilatometer design would not account for the considerable difference in
magnitude between Dunn’s MSc results and the ones presented in this thesis.

The replacement of the measurement lines in combination with a switch to QS tempera-
ture control have considerably improved the result resolution. The measurement lines used
in the Dunn’s MSc measurements were twisted pair and severely impacted the capacitance
resolution (as shown in Appendix A). The change from a ramped temperature to a QS
operating procedure also improved the quality of the measurement. The different temper-
ature control results from Dunn’s MSc thesis show the large jumps in thermal expansion
coefficient vanish when a QS temperature procedure was adopted.

The lack of a T' =~ 500 mK feature in Dunn’s results can be argued from two perspec-
tives. On one hand, the uncertainty of Dunn’s results are sufficiently large that a feature as
small as this could be hidden. On the other hand, a plausible scenario arises from a sample
dependency. Although cut from the same bulk material, the sample used for Dunn’s results
was different from the one used for this work. If the sample compositions were different,
even by slight amounts, the 7" ~ 500 mK could be suppressed. Such a conclusion was
drawn from the sample dependencies seen by Chapuis’ PhD results [16] and Takatsu et al.
[39] (Fig. 5.2).

Qualitatively, the presented work corroborates the observation of a low temperature
T =~ 100 mK feature. Furthermore, two scenarios are presented explaining the possible
reasons behind the high temperature 7' ~ 500 mK feature. Quantitatively, none of the
reasons provided above lead to an explanation for the large difference in the magnitude
between Dunn’s results and this work. The large difference remains undetermined and
requires further investigation.

Comparison of DataSet 1 and 2

Comparing the results presented in this thesis against one another show several dis-
crepancies. The difference in experimental method is discussed followed by discussion of
notable features at 7' ~ 100 mK and 7" ~ 500 mK.

Investigation into the raw data rule out poor thermal equilibration as the cause for the
discrepancy between the two sets. DataSet 2 is a composition of long and short duration
QS measurements which were found to be in good agreement with one another. With
regards to DataSet 1, the step durations used were within the long and short durations
used for DataSet 2. Therefore, the use of different QS temperature lengths did not explain
the discrepancy.

From a qualitative standpoint, DataSet 1 and 2 both show a low temperature T" =~
100-130 mK feature. Quantitatively however, no explanation is provided to address the
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discrepancy of the location and magnitude nor the apparent large magnitude of the peak.
Additional experiments are necessary to determine the true location and magnitude of the
peak. Particular attention should be paid to the lower temperature regime as the thermal
equilibration times are observed to become very long.

A very similar high temperature 7' ~ 500 mK feature is observed in both DataSet 1 and
2. However at T' ~ 400 mK, a sizeable dip in the thermal expansion coeflicient is observed
only in DataSet 1. Repeated measurements of around this temperature range could not
reproduce the dip. As a consequence, the dip in DataSet 1 was believed to be an anomaly
present in only that set of data.

The low temperature T ~ 100-130 mK feature

The low temperature feature is compared to the specific heat of two groups (Fig. 5.2
Left). Hamaguchi et al. [11] and Yaouanc et al. [10] attribute the specific heat upturn to
the onset of a nuclear contribution. This contribution was said to come from the hyperfine
splitting of the Tb levels resulting in a Schottky profile [11]. Their nuclear contribution
terms calculated were in good agreement to their own specific heat data (Fig. 5.6 inset).
However, when compared to the thermal expansion coefficient results (Fig. 5.6), neither
contribution provide a good match as the upturn in thermal expansion coefficient is too
steep.

The feature is compared to the low temperature peak observed by Yin et al. [50] (Fig.
5.4). The profiles of the peaks are observed to not resemble one another. The susceptibility
shows a relatively broad peak beginning at T' ~ 250 mK and peaking at T ~ 120 mK while
the thermal expansion coefficient reports a peak beginning at 7" ~ 160 mK.

Qualitatively, the thermal expansion coefficient results do not match a Schottky nuclear
contribution to the specific heat nor to the profile observed in susceptibility measurements.
It was expected that a nuclear contribution to the thermal expansion coefficient be present
based on the study of PrOssSbyy by Oeschler et al. [53]. The study of the thermal expan-
sion coefficient of PrOs;Sbys revealed a non-negligible nuclear contribution to the thermal
expansion coefficient. By extension, a non-negligible nuclear contribution in the thermal
expansion coefficient of ThyTi,O7 also expected.
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Figure 5.6: Comparison of the thermal expansion results to the nuclear contribution to
specific heat described by Yaouanc et al. [10] and Hamaguchi et al. [11]. Either peak
appears to be too narrow to be caused by nuclear contributions Inset: Plot of specific
heat along with their corresponding nuclear terms.

The high temperature 7'~ 500 mK feature

The high temperature feature of DataSet 2 is compared to the specific heat of Ham-
aguchi et al. and x-ray data by Ruff et al.. Qualitatively, the specific heat and thermal
expansion coefficient loosely share similar features. Both features observe a more sudden
upturn in value followed by a more gradual decrease in value. However, qualitatively, the
two features are separated by AT a~ 100 mK. The shift in peak between the two results can
possibly be explained by the research of Taniguchi, Kadowaki et al. [17] (Fig. 5.2 Right).
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Their results show a shift in the peak position from adjustment of the stuffing factor z.

The results show a peak shifting from 7" ~ 375 mK to T" =~ 500 mK; a temperature
of AT ~ 125 mK. Although a direct composition comparison between the sample used
Hamaguchi et al. and this work’s sample is not made, a possible reason to the observed
shift in peak location is attributed to this.

A thermal expansion coefficient is computed from the x-ray diffraction data by Ruff
et al. [19] and is compared to this work. The x-ray data was differentiated with central
differences. Although the point density of the x-ray data is lacking, the results show now
evidence of a peak at T' ~ 500 mK.
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5.5 Conclusion

The thermal expansion coefficient results presented in work show two notable features
observed for this sample of ThyTisO7. The low temperature T' &~ 100-130 mK feature is too
steep to match the profile of a nuclear Schottky contribution in specific heat nor to the peak
observed in susceptibility measurements. It is expected that a nuclear contribution to be
observed in the thermal expansion coefficient yet the profile of the low temperature feature
does not match the specific heat profile. Further investigation into the low temperature
feature is necessary to reconcile this discrepancy. The high temperature T &~ 500 mK
vaguely resembles the specific heat results by Hamaguchi et al. [11]. A shift in peak
location between the two results is observed but not entirely unexpected based on results
by Taniguchi, Kadowaki et al. [17].

Susceptibility results presented by Yin et al. [50] can offer two different scenario de-
pending on the results are interpreted. In one scenario, the peak in susceptibility can be
interpreted as results for a sample whose stuffing factor = is very close to the spin liquid
dominated ground state region (as per Fig. 5.2 Right Inset). In the other scenario, the
susceptibility results could indicate the sample exhibits spin liquid behaviour but enters
an entirely new phase at much lower temperature.

By extension, two possible outcomes to the thermal expansion coefficient results are
put forth. If the first scenario is true, the sample studied in this work would be said to
form LRO due to the observation of a T' &~ 500 mK peak. The low temperature feature,
with further research, could be reasoned as a nuclear contribution to the thermal expansion
coefficient.

If the second scenario were true, the thermal expansion coefficient results would be
the LRO equivalent to the susceptibility results. That is, the T" &~ 500 mK peak would
once again indicate the formation of LRO but enters the prospective new phase at lower
temperatures. The consequence of this scenario would be a lower temperature phase weakly
dependent on sample stuffing. This proposition is completely speculative and is based solely
on interpretation of the measurement results of ThyTi;O7.
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Chapter 6

BangFegSi2014

The complex material BagNbFe3SisOq4 is measured using the fused quartz dilatometer
along several crystallographic axes. This material has been found to have a magnetoelectric
(ME) multiferroic phase below Ty &~ 26 K. The origin of this phase is not completely known
but is believed to be of similar origin to other ME multiferroic materials.

In this chapter, ME multiferroic materials are described and differences between pre-
ceding ME multiferroic materials are discussed. The emergence of the ME multiferroic
phase is discussed from a phenomenological macroscopic perspective based on other ME
multiferroic materials. The thermal expansion and thermal expansion coefficient above
Tn is measured in search for a displacive structural phase transition. The thermal expan-
sion coefficient results are compared to specific heat measurements and thermal expansion
results are compared to x-ray lattice measurements.

6.1 Introduction

Multiferroism describes a phase where more than one of ferromagnetism, ferroelectricity
or ferroelasticity simultaneously exists [54]. Ferroic ordering can be described using the
order parameter from Landau Theory. The order parameter is a measure of how ordered
a state is. A completely disordered state has an order parameter of zero while an ordered
state a non-zero order parameter. It is then possible to distinguish ferroic ordered phases
from non-ordered phases by the order parameter. For example, a magnetic system can be
described by the order parameter magnetization. A non-zero magnetization would indicate
the magnetic system is in the ferromagnetic phase while zero magnetization (in general)
would indicate the system to be in a paramagnetic phase. In ferroic ordered systems, there
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is a specific externally applied source that can reorient the order parameter. Applying
this to the example above, the magnetization can be reoriented from the application of an
external magnetic field. This ability is crucial in controlling the ferroic phase of materials
and have led to development of devices such as hard disc drives.

In multiferroic materials, the ability to alter the order parameter of each ferroic or-
der can be achieved by any of the external controls [75]. For example a ferromagnetic-
ferroelectric multiferroic’s magnetic order can be altered through application of external
electric field and likewise electric polarization through external magnetic field. The in-
corporation of multiferroic materials into current technology could lead to storage media
capable of retaining information in forms beyond just magnetic storage. Other possibilities
for these materials could be multifunctional hybrid sensors or switches.

This study focuses specifically on magnetoelectric (ME) multiferroic materials; ones
which simultaneously contain magnetic and electric ordering. A brief history of ME mul-
tiferroic materials is presented discussions the series of developments which brought about
the current status of ME multiferroic materials.

Boracites
The first ME multiferroic discovered was nickel iodine boracite (NizgB7;O;3I) showing
ferroelectricity and weak ferromagnetism below 64 K [541, 56]. Below the critical tempera-

ture, the material showed dielectric hysteresis and magnetic hysteresis the presence of both
indicative of a multiferroic. The material was expected to be ferroelectric based on other
paramagnetic boracites but also expected to be ferromagnetic at sufficiently low temper-
atures from 3d linked metal-halogen-metal chains. Referred to this as the 'Rochelle Salt’
of multiferroics, nickel iodine boracite shows proof of concept but the complex structure
prevented extracting the contributing factors to multiferroticity within the material[54].

Perovskites

The perovskite structure is described as A2*B** X3~ where the element X is typically
face centered oxygen. Perovskite materials in general were found to be rich in ferroic
ordering including some that exhibited ME multiferroic phases.

Conventional ferroelectric perovskites were found to obtain non-centrosymmetry by an
off-center displacement of the B site cation [51]. Ferroelectric perovskites however undergo
a d-type Jahn-Teller distortion consequence of the presence of d orbital magnetic spins on
the B site cation. The preference of the Jahn-Teller distortion, a symmetric distortion, was
attributed to having a lower driving force over the off-center displacement [54]. Based on
these outcomes, it was predicted that a ME phase could not exist in perovskite materials.
Since a magnetic perovskite requires partially filled d orbitals, it would indicate a strong
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inclination to undergo a Jahn-Teller distortion instead of the symmetry breaking shift
necessary for electric polarization. This was indeed the case seen by LaMnOj [57] and
YTiOjz [58] having d® and d' electron configurations on the B site cation (Mn®** and Ti**)
respectively that showed no evidence of electric ordering.

However, hexagonal structured manganite perovskites such as (hexagonal) YMnOj,
were found to favour the non-centrosymmetric shift over the Jahn-Teller distortion despite
having d orbital occupation. Indeed in hexagonal YMnOs, a shift from P63/mmc to a
P63cm structure by Raman and infrared spectra measurements [59]. This result was said
to be from the crystal field producing and ordering of d states that leaves the d,» mostly
empty. This emptiness would then satisfy the empty d orbital requirement of the non-
centrosymmetric shift permitting ferroelectricity along the c-axis [60]. As for the magnetic
order, an antiferromagnetic ordering is present in manganites by super-exchange between
adjacent Mn®* ions [60]. By all accounts, YMnO3 was determined to be an antiferromag-
netic ordered ME multiferroic material [01].

Langasites

The langasite type compounds follow the complex structure of A3BC3D504. Similar
to the perovskite type materials, the various langasite materials span a vast assortment of
ferroic properties. In particular, LagGa;SiOq4 is known for its piezoelectric and nonlinear
opitical properties related to the non-centrosymmetric nature [62]. In a similar way to
perovskite materials, langasites were believed to be good candidates for the next ME
multiferroic material.

The langasite structure is quite complex due to the many different cations present in the
composition. The structure belongs to the trigonal non-centrosymmetric P321 space group
[63]. The crystal structure can be broken down into two alternating cationic sublattices
(Fig. 6.1 Left) [62]. The first layer (z = 0) is formed by a decahedral A and octahedral B
site while the second layer (z = 1/2) is comprised of tetrahedral C and D sites.

The material BagNbFe3Si;Oq4 is one of the several C = Fe langasites studied which are
found to exhibit ME multiferroticity. Of the cations present, the Fe?T is the only magnetic
contributor forming a network of isolated triangular units in the ab plane (Fig. 6.1 Right)
[64]. Néel temperatures of known iron langasites range between 24-36K; BazNbFe3SizO1y
in particular has Ty ~ 26 K. Along the ¢ (labelled z) direction, NbFe3zO1, chains are
formed from FeO, tetrahedra and NbOg polyhedra which are a similar arrangement to
the rare earth cation and Mn in hexagonal perovskites [03]. Based the structure being
of similar resemblance to manganites, the mechanism which promoted the multiferroic
phase in langasites was believed to be similar to the manganites [63]. That is, a non-
centrosymmetric shift in the structure is postulated to be the driving mechanism that
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promotes the formation of the multiferroic phase in langasites. A study of the thermal
expansion coefficient of BagNbFes3SisOq4 is done to reveal any evidence of a structural
transition to support the hypothesis.
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Figure 6.1: Left: The layered structure of langasite type materials contain a complex ar-
rangement of cations [02]. Right: The crystal structure of BagNbFe3SisO14 shows isolated
an isolated triangular sublattice upon which the Fe*T ions sit [64].

6.2 Background and Recent Measurements

Magnetization measurements (Fig. 6.2) of BagNbFe3Si;O14 by Marty et al. [61] between
2-300 K with magnetic fields up to 10T applied perpendicular and parallel to the c-axis
reveal a cusp at Ty ~ 27 K in the associated susceptibility indicated a transition to
magnetic order. Fitting the magnetic susceptibility (above 100K) to the Curie-Weiss law
(x = C/(T —0)), they found a Curie temperature of § = —174 + 4 K and Curie constant
C = 5.92up of the Fe3* ion.
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Neutron diffraction measurements on powder samples revealed the emergence of mag-
netic Bragg peaks below Tpy. The magnetic moments were suggested to point along the
ab plane with each moment 120° degrees from each other. The arrangement of moments
from plane to plane are suggested to form a helix with period of approximately 7 lattice
parameter. The helical structure raises questions regarding the dielectric properties of the

material.
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Figure 6.2: DC susceptibility and specific heat measurements by Marty et al. [64] reveal

a magnetic ordering at Ty ~ 27 K.

Further studies have mapped specific heat and thermal conductivity from 2-200 K con-
firming a A peak at 26 K (Fig. 6.3). % Nb NMR experiments on single crystal samples show
a broad spectrum below Ty suggestive of many different Nb sites experiencing different
internal magnetic fields. Dielectric constant and electric polarization with electric field
along the c direction measurements show a broad drop beginning at 30 K and polarization
increase at 24 K. Furthermore, polarization-electric field hysteresis measurements at 40 K
and 10 K reveal the development of a hysteresis loop showing spontaneous polarization
development below Ty
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Figure 6.3: Left: DC susceptibility, specific heat and thermal conductivity measurements
up to 200 K by Zhou et al. [63]. Right: NMR measurements by Zhou et al. [63] on ®*Nb
at 250 K (a), 30K(b) and 15 K (c) show the development of a broad spectrum believed to
be due to different internal magnetic fields on the NB sites.

In hexagonal manganites, the ME multiferroic phase was due to the displacement of
the cation along the c-axis. In a similar fashion, it was believed that a possible bulking or
tilting of the NbOg octahedra along the c-axis could be the reason for the entrance into
the multiferroic phase [63]. X-ray diffraction powder measurements down to 10 K show
no structural change from room temperature (Fig. 6.4 Right). However the temperature
point density, particularly above 75 K may not be sufficiently high enough to observe a
structural transition which may occur relatively abruptly in temperature. The profile of an
unobserved displacive structural phase transition would have to be sharper than a width
of 10 K and be smaller in size than the difference between points. The structural phase
transition lattice shift would need to be approximately on the order of 0.001A or smaller.
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Figure 6.4: Left: Dielectric constant (solid line) and electric polarization (open squares)
results by Zhou et al. [63] show a broad drop at 30 K associated with the transition into
the ME phase. Electric polarization - electric field phase diagram show a hysteresis loop
forming at 10 K but absent at 40 K. Right: X-ray measurements by Zhou et al. [63]. The

low point density may overlook a potential structural transition

6.3 Experimental Method

The sample was grown by H.D. Zhou and C. R. Wiebe of Florida State University, Depart-
ment of Physics. The sample was grown by travel-solvent floating-zone technique using
BaCOg, NbyOs5, FesO3 and SiO, as compounds. Further details of the grown of the sample
is covered in [03]. The sample used for the following thermal expansion coefficient mea-
surements measured 1.95 mm along the c-axis, 1.06 mm along the a-axis and 1.37 mm
along the off-axis.
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Due to the large temperature range, experiments were performed using two different
cryogenic liquids: liquid *He and liquid N,. Measurements between 20-100 K used liquid
4He while measurements above 80 K used liquid Ny. A crossover temperature range of 20
K between the two cryogenic liquids allow for the combining of results between the two.

Initial measurements were performed using the silver dilatometer at liquid *He temper-
atures. A large negative thermal expansion coefficient along the a-axis was observed. It
was believed that the large cell effect of the silver dilatometer overshadowed the thermal
expansion coefficient of the material. The quartz dilatometer was used to address this
potential problem. Additionally, it was recognized that the thermal expansion coefficient
of silver across the full temperature changes substantially (Fig. 3.5) leading to a cell effect
which could change substantially across the temperature range. All measurements after
the first measurements used the fused quartz dilatometer.

Both ramped and QS temperature control modes were used during the measurement
of the material. At first DT methods were used to perform quick scans at a rate of 0.1
K/min across large temperature ranges but were later found to be in good agreement with
QS results. QS temperature steps varied from 30 minutes to 2 hours.

The same pumped “He cryostat used for LiHoF, (section 4.3) was used to make all the
measurements on BazNbFesSisO14. When liquid “*He was used, the cryostat was operated
under regular routines. However, for liquid N, temperatures, the 1K pot was closed from
the main bath, evacuated and then closed.

6.4 Results and Discussion

Results of of each axis are discussed individually. The thermal expansion coefficient result
on each axis is compared to the specific heat results by Zhou et al. [63]. Thermal expansion
results are plotted with X-ray data from the same group which is converted into a thermal
expansion. X-ray data is converted to thermal expansion by extracting values from the
plot (Fig. 6.4 Right), taking the difference of value from T = 20 K and dividing by the
crystallographic lattice parameter value at room temperature from Table 1 in [63]. They
are ¢g = 5.2523(3)A and ay = 8.6049(2)A [63]. An error of 5% was taken based on
uncertainty from extracting values from a very small image.

The profile of a displacive structural phase transition is taken from the study of the
perovskite SrTiO3 by Willemsen et al. [65]. The thermal expansion coefficient results (Fig.
6.5) show a steep increase from a relatively constant thermal expansion coefficient. The
thermal expansion coefficient results of BagNbFe3SioO14 are qualitatively compared the
displacive structural phase transition in Sr'TiOs.
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Figure 6.5: Displacive structural phase transision of SrTiO3 from Willemsen et al. [65].
The profile is used to compare to the measured results of BazgNbFe3SioOq4. The dots and
crosses represent different runs on the same crystal.

C-Axis Results

The ME multiferroic phase transition was first measured to ensure a reasonable signal
was obtained. Thermal expansion coefficient results from the silver dilatometer and fused
quartz dilatometer at low temperature show good agreement with each other (Fig. 6.6
Inset) having a peak at 7' = 26.8 K. However, a smaller secondary peak is resolved in the
fused quartz dilatometer thermal expansion coefficient results. This smaller peak coincides
with the peak observed in the specific heat results measuring T = 25.9 K. The larger
peak is compared to the displacive structural phase transition of SrTiO3 (Fig. 6.7). The
steepness of the two features are identical leading to the possibility that the larger peak is
a displacive structural phase transition.

A considerable difference in profile between thermal expansion coefficient and specific
heat past above the low temperature feature is observed. However, if the primary con-
tributions to the specific heat (at this temperature) are taken to be lattice and magnetic
contribution, recalling the discussion (end of section 2.3) of the Griineisen parameter with
multiple contributing terms, each specific heat term would have a corresponding thermal
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expansion coefficient with their own Griineisen parameter. Therefore, the difference in
profile can be explained by different Griineisen parameter values for each contribution.

Thermal expansion coefficient values in the overlap region show a gap ~ 2x 1079 in size.
The overall profiles between the two appear to match. This region must be remeasured to
reconcile the bizarre gap between the two sets of results. As a consequence of this gap,
the thermal expansion results (Fig. 6.10) do not transition very well. The lowest thermal
expansion point for the liquid Ny result is matched with the corresponding value on the
liquid “He side. This in general is not an acceptable approach and require the gap to be
reconciled to have proper closure on the subject.

An anomalous feature at T" &~ 230 K is observed in the measurement of the thermal
expansion coefficient. Similar features were observed previously in the silver compact
dilatometer during the joint study with J. Akeyr (see section 3.2). These features were
originally attributed to glass-like transitions in epoxies but such epoxies have not been
used since. However, it is a possibility some residual epoxy was left on the sample from
previous experiments. If however this feature is material driven, it has not previously
been measured through other methods. Further investigation with particular detail to the
cleanliness of the sample and device should address this discrepancy.
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Figure 6.6: Thermal expansion coefficient results along the c-axis find Ty ~ 26.8 K.
Inset: Focused plot on the magnetic phase transition at low temperatures
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Figure 6.7: Normalized thermal expansion coefficient results plotted against normalized
temperature of Sr'Ti0O3 and BagNbFe3Si;O14 shows good agreement between the two peaks.
The results indicate that the large peak observed in BagNbFe3SisOq4 is a displacive struc-
tural phase transition

The thermal expansion and x-ray data (Fig. 6.8) agree with each other for T < 80 K
but appear to diverge quickly at greater temperatures. If the cell effect contribution from
high temperature were factored in, it would only contribute a maximum of approximately
2 x 107° to the slope of the thermal expansion. A much larger contribution would be
required to account for this discrepancy. The thermal expansion results show a hump at
low temperatures coincident with the features observed in the thermal expansion coefficient.
If the larger peak in the thermal expansion coefficient satisfies the requirement of being
sharper than 10 K and smaller than the difference between x-ray data points.
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Figure 6.8: Thermal expansion results compared to the calculated x-ray thermal ex-
pansion values show good agreement at low temperature but diverging results at higher
temperatures

To summarize the c-axis, the thermal expansion coefficient measurements of the fused
quartz dilatometer find Ty ~ 25.9 K coincident with the specific heat Ty, a peak at
T = 26.8 K believed to be the displacive structural phase transition, and an anomalous
feature at T ~ 230 K. The anomalous feature, believed to be systematic in nature requires
additional study to determine its origin. The thermal expansion coefficient measurements
in the crossover region from liquid “He to liquid Ny temperatures are to be repeated to
address the large gap between the two results.

A-Axis Results

Measurement along the a-axis using the silver compact dilatometer (Fig. 6.9) revealed a
considerably large negative thermal expansion coefficient that showed no sign of becoming
positive. The large negative thermal expansion coefficient of the silver dilatometer is
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attributed to a large cell effect outlined in section 3.2. The absence of a Ty peak could
have been from an dominating cell effect contribution overshadowing a possibly small

peak in the a-axis. As a result, the fused quartz dilatometer was used to make further
measurements.

Fused quartz dilatometer measurements show the thermal expansion coefficient remains
net negative but are considerably smaller in magnitude measuring approximately 3 x 107°.
If the experimental cell effect of the quartz dilatometer were assumed to remain at the same
magnitude from higher temperatures, the measured results and cell effect would be on the
same order of magnitude. If fluctuations in of the cell effect are also assumed to extend
to lower temperatures, features of equal or smaller magnitude could still be obscured; a
plausible explanation to the absence of a T peak.
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Figure 6.9: Thermal expansion coefficient results along the a-axis reveal values on the
same order of magnitude as the cell effect resulting in an incapability of observing features.
Previous silver thermal expansion coefficient results show a very negative thermal expansion
coefficient.
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As expected from the thermal expansion coefficient results, the measured thermal ex-
pansion shows a negative growth at increasing temperatures. When plotted against the
x-ray derived thermal expansion (Fig. 6.10), even when considering a cell effect contribu-
tion of approximately (2 x 107%), the resulting slope still remains be insufficiently large to
match the results. A cell effect magnitude of approximately 3.5 x 107% would be necessary
to match the two results. However, if one assumes a generally featureless decreasing mag-
nitude cell effect (based on the theoretical derivation), an increase in thermal expansion
coefficient is not expected. A proper discussion and measure of the quantitative thermal
expansion requires knowledge of the experimental cell effect at these temperatures.
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Figure 6.10: Thermal expansion results along the a-axis expectedly reflect the negatively
measured thermal expansion coefficient. By extension, the thermal expansion results are
similarly inconclusive to the presence of a structural shift in the lattice along the a-axis.

A-axis measurements at liquid Ny temperatures and above are not measured. In some
sense, better low temperature results are more important than higher temperature results.
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Without an measure of the T peak, any potential feature observed could be argued as
fluctuations in the cell effect. Therefore, the measurement of the thermal expansion coeffi-
cient along the a-axis do not provide conclusive evidence for evidence of a structural change.

Off-Axis Results

Low temperature thermal expansion coefficient measurements along the off-axis (Fig.
6.11 Inset) revealed a sharp minima at 7" ~ 26.9 K coincident with the displacive structural
phase transition peak measured along the c-axis. Likewise, a smaller peak at slightly lower
temperature is observed which, adopting the same logic as the c-axis results, would be the
T peak. The results show a net negative thermal expansion coefficient. Unlike the a-axis
results, the order of magnitude exceeds the experimental cell effect. The overall profile
shows an increasingly negative thermal expansion coefficient until 7' =~ 230 K. This feature
is likely the same one observed along the c-axis and was discussed previously.

A similar difference approximately 2 x 107% in thermal expansion coefficient in the
overlap region is observed. Similar to the c-axis overlap region, the overall profile appears
to be preserved.
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Inset: Focused plot on the magnetic phase transition at low temperatures

Thermal expansion measured along the off-axis (Fig. 6.12) are once again expectedly
decreasing with increasing temperature. Although there is no off-axis thermal expansion
x-ray data, using the same standards as the other axes, the same conclusion is drawn. That
is, the displacive structural phase transition satisfies the condition of being sharper than
10 K and smaller than the difference between x-ray data points. It is once again noted
that the kink at 7" ~ 230 K is the anomalous feature observed in the thermal expansion

coefficient.
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Thermal expansion coefficient results along the off-axis find Ty ~ 26.9 K.
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Figure 6.12: Thermal expansion results measured along off-axis. No evidence of any
structural change sharper than 10 K and smaller than the difference between x-ray data
points.

To summarize the off-axis results, the thermal expansion coefficient along the off-axis
was found to be net negative and larger than the experimental cell effect. Unlike the a-axis,
a low temperature feature is observed at the similar tempreatures to the features observed
along the c-axis.

6.5 Conclusion

The thermal expansion coefficient along the ¢, a and off-axis are measured. With regards
to the ¢ and off-axis, the crossover region shows an approximately 2 x 10~% gap magnitude
but preserves the overall profile. This difference must be addressed to create perfectly
continuous results from liquid *He temperatures to above liquid N, temperatures. The
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high temperature anomaly at T" ~ 230 K, believed to be systematic in nature, requires
further investigation to understand its origin.

Both ¢ and off-axis thermal expansion measurements observe a peak at T" = 26.8 K
which, compared to the profile of the displacive structural phase transition of SrTiOj is
strong evidence for a displacive structural phase transition present in BagNbFe3SisOq4. A
smaller, lower temperature peak at Ty = 25.9 K is observed which coincides with the
magnetic transition shown in specific heat.

With regards to the a-axis, the measured thermal expansion coefficient order of magni-
tude is on the same order as the fused quartz cell effect. Measurement of the cell effect at
this temperature range is required to form conclusions for the a-axis. The a-axis thermal
expansion coefficient is believed to be so small that it exceeds the limits of even the quartz
dilatometer.

The corresponding feature of the displacive structural phase transition in thermal ex-
pansion measurements along the ¢ and off-axis satisfy the requirement of being sharper
than 10 K and smaller than the difference between x-ray data points. Thermal expan-
sion measurement along the a-axis are inconclusive as the values are on the same order of
magnitude as the cell effect.
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Chapter 7

Conclusions

This thesis is believed to cover a vast number of topics. In this concluding chapter, the
each chapter will be summarized individually focusing on developments made in each topic.
Each section will try to offer an avenue of future study.

Theoretical Background

This chapter justified from a theoretical standpoint the ability to observe phase tran-
sitions through the thermal expansion coefficient. To first order, property known as the
Griineisen parameter provides a temperature independent scaling between specific heat
contributions and corresponding thermal expansion coefficient contributions. A better un-
derstanding behind the governing principles for each Griineisen parameter is needed to
improve comparison between specific heat and thermal expansion coefficient results.

Capacitive Dilatometry

This chapter covered many details regarding the experimental technique used to mea-
sure the thermal expansion coefficient. The larger portion of the chapter focused on de-
veloping new dilatometer devices that addressed concerns of large cell effect. A fused
quartz dilatometer was developed and documented considering many aspects of the de-
sign. A copper dilatometer was also developed for T" < 1 K experiments. The rigorous
measurement of the cell effect for the dilatometer devices presented in this chapter are
required to facilitate quantitative results of the thermal expansion coefficient. The charac-
terization of the cell effect is also needed required determine the attainable resolution. This
resolution can be further improved by studying various factors that may impact the device.

LiHoF,
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This chapter addressed the possibility of re-entrant behaviour of the material near the
classical critical point. A high density of low transverse field critical points were obtained
and with appropriate magnetoresistance correction showed that LiHoF, did not have re-
entrant behaviour. The discrepancy between theoretical and experimental results near the
classical critical point has yet to be resolved. The material Feg shows a similar disagree-
ment and further study of this material may reveal additional information regarding the
discrepancy of these transverse field quantum Ising model materials.

Tb,Ti, O

This chapter presented thermal expansion coefficient measurements in the low tempera-
ture T' < 1 K regime. Two scenarios are presented based on the intepretation of the results
along with other published results. Two features are observed in the thermal expansion
coefficient; one at T' &~ 100 mK and the other at T" ~ 500 mK. Determining the origin
of these features could provide evidence toward determining the correct scenario that de-
scribes the material. This would involve the application of a secondary parameter such as
magnetic field or sample doping. Observing how the features behave under these changes
would serve to provide more information to the origins of these features.

Ba3NbFegsi2014

This chapter studied the thermal expansion coefficient along the crystallographic axes
in search for evidence of a structural phase transition. Results along the ¢ and off-axis
found evidence of a displacive structural phase transition at 7' ~ 26.8 — 26.9 K. The a-axis
results were inconclusive due to the considerably smaller thermal expansion coefficient.
The current state of the measurement results require further experimenting before other
avenues be considered. A repeat study of the alleged displacive structural phase transition
can be performed to verify rhe result. Additionally, a high temperature anomalous feature
at T' =~ 230 K, believed to be systematic requires needs to be addressed.
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Appendix A

Installing Coaxial Lines in Cryogenic
Systems

A crucial component in low temperature measurement is the installation of electrical lines.
In the case of capacitive dilatometry, the lines used are coaxial cables. Previous use of
twisted pair cables resulted in large fluctuations of the capacitance (Fig. A.1)

10 T T T T

0.0

C-C,yg 10° (pF)

® Coaxial Cables
B Twisted Pair
-1.0 L L
0 50 100 150 200

Time (s)

Figure A.1:
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Cable considerations are important they serve as sources of heat that must be mini-
mized to ensure ideal operating conditions. Before installing measurement lines, two things
must be considered: thermal anchoring and cable specifications.

Thermal Anchoring

Without thermal anchoring of the lines to cold plates on the refrigerator, the probe
end would feel the full brunt of the heating as there would be no way to readily dissipate
the heat coming from the room temperature end. To prevent this, the coaxial cables are
thermally anchored using copper brackets to the cold plates. This ensures that no excess
heat is transferred down to the colder parts of the fridge. The first anchor point is at
the top of the fridge at a temperature of 4.2K; the liquid “He bath. This thermal anchor
should remove the greater majority of the heat from the lines but by itself is not sufficient.
The next thermal anchor occurs at 1 K where the aptly named 1 K pot is located. After
the 1 K pot, the final thermal anchor is on the mixing chamber plate operating at tem-
peratures below 100 mK. Each of these anchor points should ensure minimal excess heat
from hotter plates provided the cable specifications do not permit a large heat transference.

Cable Specifications

The quantity of heat transfer is ultimately dependent on the dimensions and material
of the coaxial line. The heat transfer through solids is governed by the cross section A,
length [, temperature dependent thermal conductivity A(7) and temperatures 7} and 7.
The formula is:

. A T
0= —/ MT)dT (A1)
L Jr,

In practice using the formula is difficult as the thermal conductivity varies as a func-
tion of temperature. Fortunately, the mean thermal conductivy of common materials
across common temperature differences is provided in the Heat Transfer chapter of Ref.
[| and recreated in Table. A.l1. The equation for heat transfer using the mean thermal
conductivity is:

Q= ?ATS\TQ,Tl (A.2)
Where
_ 1 T
s = /T AT (A.3)



A00K, 77K A300KAK ~ATTKAK ~ MKIK  AMKO1K

Nylon 0.31 0.27 0.17 0.006 0.001
Pyrex glass 0.82 0.68 0.25 0.06 0.006
Machineable glass-ceramic 2 1.6 1.3 0.03 0.004
Graphite (AGOT) ; ; ~ o 0.0025  0.0002
18/8 stainless steel 12.3 10.3 4.5 0.2 0.06
Constantan (60 Cu, 40 Ni) 20 18 14 0.4 0.05
Brass (70 Cu, 30 Ni) 81 67 26 1.7 0.35
Copper (P deoxidized) 190 160 80 5 (1)
Copper (electrolytic) 410 570 980 200 (40)

Table A.1: Mean thermal conductivity in W/mK. Bracketed values are extrapolated

The coaxial cable used on the dilution fridge were SR (semi-rigid) cables from LakeShore
Cryogenics. The technical specifications for the coaxial cable is below taken from the
website.

98


http://www.lakeshore.com/products/cryogenic-accessories/cable/pages/Specifications.aspx

Cable

Specifications

Dimensions
Center conductor — AWG (diameter)

material

Dielectric/i
Shield (diameter)
Drain wire (parallel to conductor)
Jacket outer dimension

Material
Center conductor

Dielectric/insulating material
Shield

Drain wire

Jacket material

Jacket color

Electrical Properties
Resistance ©/m (€/ft)

Center conductor at 293 K (20 °C)

Shield at 296 K (23 °C)

Drain wire at 296 K (23 °C)
Center conductor max. DC voltage
Center conductor max. DC current
Temperature range
Characteristic impedance
Nominal capacitance at 5 kHz

165 strands of 50 AWG

264 strands of 50 AWG 304 SS wire

Cable

139

Accessories

Type C Type SC Type SS Type SR

32 (0.2032 mm [0.008 in])
0.56 mm (0.022 in)

0.025 mm (0.001 in) thickness
32 AWG (0.203 mm [0.008 in])

0.7874 mm x 1.016 mm
(0.031in x 0.039in)

Silver-plated copper
Gore-Tex® expanded PTFE
Aluminized polyester*
Silver-plated copper

FEP

Blue

0.541 (0.165)

NA

0.541 (0.165)
150 V

150 mA

10 mK to 400 K
500 (+5Q)

79 pF/m (24 pF/ft)

32 (0.2032 mm [0.008 in])
0.406 mm (0.016 in)
0.711 mm (0.028 in)

NA

1.0 mm (0.04 in)

Stranded copper!

Teflon® FEP

Braided gold-plated copper®
NA

Teflon® FEP

Gold

0.282 (0.086)

0.085 (0.026)

NA

600V

200 mA

<1Kto 400K
35CQat 10 MHz
154.2 pF/m (47 pF/it)

? Silver-plated copper-clad carbon steel (0.103 mm outer diameter carbon steel
covered by 0.0057 mm thick copper cladding covered by 0.001 mm thick silver plating
“ Aluminized polyester laminated tape, spirally applied at a 40-50% overlap, aluminum side in

212 x 3 matrix of 42 AWG wire
¢12 x 4 matrix of 44 AWG wire

7 A seamless tubular metal jacket serves as the outer conductor/shield

32 (0.2032 mm [0.008 in])
0.406 mm (0.016 in)
0.711 mm (0.028 in)

NA

1.0 mm (0.04 in)

304 stainless steel?
Teflon® FEP

304 braided stainless®
NA

Teflon® FEP

Gray

2362 (7.2)
361 (1.1)

NA

600V

200 mA

10 mK to 473 K

40 Q at 10 MHz
173.9 pF/m (53 pF/ft)

37 (0.1143 mm [0.004 in])
0.38 mm (0.015 in)

0.51 mm (0.02 in)

NA

0.51 mm (0.02 in)

Carbon steel®
Teflon® PTFE

304 stainless steel”
NA

NA

NA

430 (1.31)
8.63 (2.63)

NA

700V

200 mA

10 mK to 400 K
500 (2 Q)

95.14 pF/m (29 pF/ft)

www.lakeshore.com

Lake Shore Cryotronics, Inc.

(614) 891-2244
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Sample Calculations

Here are calculation for the coaxial lines installed in the dilution fridge. These calcu-
lations are used to gauge how long the coaxial lines need to be in each section to have a
sufficiently low heat transfer. The heat transfer is deemed to be sufficiently low provided it
is less than two copper electrical lines currently installed on the fridge. The reason behind
comparing a single coax line to two copper lines is because two are required to make a
twisted pair line. First the cable dimensions of both coax and copper lines are computed.

gbcore = 0.1143 mm — Acm’e = 7T(¢c ) = 1.026 x 107 8m?
¢di€l€CtTiC =0.380 mm — Adielectm'c: ﬂ-(( wlemmc)z — (%)2) = 1.031 x 10’7m2
Gshicia = 0.510 mm  — Agniciga = ﬂ-(( shzeld) (¢diez§ctr¢c)2) — 09.087 x 10~8m2
¢copper =0.050 mm — Acopper = 277'( mppw) = 3.927 x 107 9m?

Next, the heat transfer for the copper lines are computed. The copper lines are coiled
around support rods measuring approximately 5 to 6.5 mm in diameter running down the
fridge. The lengths are estimated to be:

l300K,4K ~2m l4K,1K ~ 041 m llK,O.lK ~ 0.343m

The heat transfer for each section can now be computed. Using electrolytic copper the
heat transfer values are determined:

Qso0r axc = 22151077 (296)(570) = 3.313 x 1074 W
Quax = 22X107(3)(200) = 5.747 x 1070 W

Qrioix = 22007(0.9)(40) = 4.121 x 1077 W

Next the length normalized coaxial line calculation for the stainless steel portion. The
Teflon dielectric is assumed to be close to nylon for thermal conductivity values and are
much less than that of steel. Therefore, the dielectric component does not add a substantial
amount of heat transfer to the coaxial lines. The total stainless steel area is A = 1.011 x
10~ "m2.
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(QD)zoox.ax = (1.011 x 1077)(296)(10.3) = 3.083 x 107* Wm
(QDaxix = (1.011 x 1077)(3)(0.2) = 6.068 x 1078 Wm

(QOD)1k01x = (1.011 x 1077)(0.06)(40) = 5.461 x 107 Wm

From these numbers, minimum lengths for each section can be determined. For the
300 K to 4 K section, the length of coaxial cable must be greater than ~ 1 m to have a
comparable heat transfer to the copper lines. Between 4 K to 1 K and 1 K to 0.1 K, more
than approx 0.01 m. Needless to say, any substantial amount of SR coaxial cable between
4 K to 0.1 K should add negligible heat transfer to the fridge.

Technical Details

In order to accomodate the SR coaxial cable, several different connectors are used.
Within the fridge, LEPRA/CON ultra-miniature connectors are used because of their
low profile and non-magnetic nature. TE Connectivity (formerly Tyco Electronics) is
the wholeseller of these connectors. The most recent connectors were ordered from March
Electronics; a distributor for TE Connectivity products. An outdated catalog of connectors
sold by TE Connectivity can also be found in the ‘Catalogs’ folder in the dropbox.

On the other end, an SMA connector was used as these connectors are larger and
more robust. The SMA connector used was 11SMA-50-UT20 from Microstock Inc.. This
connector assembly allowed for a sub-sized coaxial cable to terminate as an SMA. The
assembly instructions are shown below.

The very top of the fridge is sealed with a vacuum flange with hermetic SMA female-
female bulkheads. These items are relatively common and many different styles can be
readily purchased. The vacuum flange was specifically machined to accommodate 4 SMA
bulkheads. The schematic for this component is also attached.
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Appendix B

The Multiplexer Unit

The capacitive multiplexing units were purchased from Universal Switching Corporation
to allowing up to potentially eight capacitive devices to be measured during experiments.
Through the use of inductor coils, each channel can be switched on or off. The purchased
model is U74008-1PL and is rated for high isolation to reduce any electrical noise. The
configuration and schematic diagram (Fig. B.1) was taken from the Resource Disc provided
by the company.

Unfortunately, the multiplex units require 500mA current to excite the inductor coils
while the AH-2550A capacitance bridge can only supply 125mA. This meant that a sec-
ondary circuit used as a switch to a larger power supply was needed. A secondary circuit
using transistor switches drives a 25V 500mA linear power supply. The transistors serve
as electrical switches to the multiplexer units while the signals from the capacitance bridge
now control the transistors. The control comes from the Sample Switch Port on the back
of the capacitance bridge. Operations and Maintenance manual outlines the use of this
port in an appendix. Electronic scans of the appendix are included below.

The multiplexer box was designed in such a way to shield all the electrical components
from one another. The schematics for the components of the multiplexer box are saved
here.

In recent ultra precise capacitive measurements, it was found that the multiplexing unit
as a whole provides a 1Hz oscillation in both the loss and capacitance measurement. The
fluctuations vary in the last digit in capacitance (1E-6pF) and the fifth digit (1E-5nS) in
loss. To be able to use said device for ultra low noise measurements, this issue must be
resolved.
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Figure B.1: The designation for the multiplexing component from USC
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Appendix D

Sample Switch Port

The AH2550A incorporates a connector on its rear panel that
is intended to provide signals to control an external coaxial
switch. Such a switch is useful for selecting among several
unknown samples. An AH2550A command is provided to
allow program control of such a switch.

At the time of publication of this manual, Andeen-Hagerling
does not manufacture a sample switch. However, such a
product is planned. If you are interested, watch for announce-
ments.

In the meantime, the sample switch port can be used to con-
trol sample switches of your own design. It is also not diffi-
cult to build an interface to commercially available products
if you have some electronics experience.

Basic Operation

The sample switch port is a parallel port with eight data lines
and a strobe line. These lines use RS-232 drivers that produce
+12 volt signal levels. Five power lines are also present.
These can provide up to 100 mA of current to external
devices. The two 24 volt power supplies are unregulated. The
other three supplies are well regulated.

The eight data lines are decoded so that only one line is true
at a time. The lines are high-true which means that one line
will always produce +12 volts and all the rest will produce
-12 volts. These data lines can be connected directly to non-
inverting relay driver circuits with no further decoding or
other logic. This allows one of up to eight relays to be selec-
tively closed.

Connector Description

The connector on the backpanel is a fifteen pin female “D”
style. The pinout of this connector is given in Table D-1.

Selecting a Sample Switch Position

The data line that is true is selected with the following com-
mand:

SAMPLE number
The number parameter specifies the sample to be measured.
It can have any value from 1 to 64, however, values of this
parameter larger than eight will cause all sample switch data
lines to be false. Values from one to eight will cause one of
the eight sample switch data lines to be true. The number of
the selected sample switch signal name is one less than the
value of the number parameter. These values are listed in

cot

AH2550A Capacitance Bridge

Table D-1 Sample switch connector pinouts

Pin | Signal Signal True for
No. | Name Description number

1 SDO Sample Switch Data 0 1

2 SD2 Sample Switch Data 2 3

3 SD4 | Sample Switch Data 4 5

4 SD6 Sample Switch Data 6 7

5 GND | Ground

6 +5V +5 Volt Power

7 +24V | +24 Volt Power

8 +12V | +12 Volt Power

9 SDI Sample Switch Data 1 2

10 SD3 Sample Switch Data 3 4

11 SD5 Sample Switch Data 5 6

12 SD7 Sample Switch Data 7 8

13 SC Sample Switch Data Valid

14 -12V | -12 Volt Power

15 -24V | -24 Volt Power

Table D-1. The default value of the sample switch number
parameter stored in the BASIC 0 parameter file is 1.

The utility of the SAMPLE command may be greatly
enhanced when used with the AH2550A’s PROGRAM fea-
tures. Obviously, the SAMPLE command is also useful when
incorporated into programs run on remote controllers.

Signal Timing

The sample switch port has two timing issues. One is the tim-
ing of the strobe line relative to the data lines. The other is
amount of time to wait after changing the sample switch set-
ting before taking a measurement. This is called the settling
time.

The Strobe Line Timing

If the sample switch data lines directly control relay driver
circuits with no logic in between, then the Sample Switch
Data Valid line will not be used. On the other hand, if the data
from the sample switch data lines is to be externally latched,
then the Sample Switch Data Valid line will be required to
strobe the latch.

Sample Switch Port D-1
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The Data Valid line is true when the sample switch data is
stable and false when it may not be. The Data Valid line goes
false (-12V) 250 microseconds before the data lines change.
It goes true again (+12V) 250 microseconds after they
change. If the data is to be strobed into a latch, this would
normally be done by using the false-to-true transition of the
Data Valid line.

Changing the Settling Time

A time delay can be specified that automatically occurs after
each execution of the SAMPLE command. This provides a
settling time for sample switch relays to stabilize after being
switched. The syntax of the command that specifies this
delay is:

SAMPLE HOLD delay

This delay parameter is entered in seconds to the nearest hun-
dredth.

The SAMPLE command will not finish until the delay time
has expired. This holds off any further operations.

The delay time is the same no matter what sample number
has been selected. If some samples require a longer settling
time than others, additional settling time can be provided by
executing the HOLD command after executing the SAMPLE
command for the slower samples.

If the SAMPLE command is executed with a long delay
time, you must wait for this time to elapse or abort the
SAMPLE command with a DEVICE CLEAR command.

The default value of the sample switch delay parameter
stored in the BASIC 0 parameter file is 0.0 seconds.

D-2 Sample Switch Port
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talk briefly about how the multiplexer works and how it communicates in labview. also
mention the wait time and how it doesn’t help (needs to be on labview side) ie it doesn’t
help ’fix’ electrical noise as it is a pre measure delay. also include a noise analysis - measure
with and without and see what the difference is.
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Appendix C

Igor Wavemetrics Analysis Code

The analysis component of the experiment is done primarily through the Igor Wavemet-
rics. The website contains the complete support on how to use the program. More im-
portantly, a complete manual is always available for necessary help. Within the program,
it is possible to obtain help on various topics by use of the command line and command
‘usehelptopic“<topic>"". Igor is quite versatile in what can be done and to that end has a
steep learning curve. This section will give a brief description on the user functions coded
into the most recent analysis program.

Several permutations of this analysis program were originally in place but did not read-
ily support multiple sets of experiments effectively. Previously, one would have to analyse
each data set individually which would then have to be saved manually often leading to
results that were mislabelled or lost due to the creation of many different files. Further-
more, information was often lost between each step making backtracking very tedious. The
new analysis program keeps track of much more information as well as allowing multiple
experiments to be loaded in. Furthermore, additional analysis functions written into the
program allow for seamless plotting of multiple sets of data.

The most recent version is ’AnalysisVer100(.pxp)’ and is located within the lab dropbox
folder ‘root\PHY130-Rsearch\IgorPrograms’. This experiment should be a clean version of
the program with no specific data from any measurements. The development of this anal-
ysis program is still ongoing and will undoubtedly change and improve as time progresses.
Functions within the item should be documented as functions are added or updated.

To begin, several important windows are first discussed. The Procedure Window
(Ctrl4+M) contains the coding for the user functions discussed below. On the bottom left
of the window, a pulldown menu ‘Procedures’ gives the option ‘Go to function...” allowing
quick navigation to any of the functions. The Command Window (Ctrl+J) is where both
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user defined functions as well as built-in functions can be called. Lastly the Data Browser
is a graphic hierarch layout of all the saved information loaded into the current program.
There is no hotkey for this but can be opened through the ‘Data’ menu or ‘Windows” menu.

.nfo, .log.dat, .avg.dat files

These three items are necessary before beginning to perform any analysis through the
program. The content in each file must be tab delimited for proper loading into the analysis
program. The names of these items must be identical minus the format identifiers. The
typical name format for the files follow <year>-<month>-<day> _ <description> e. Here
is an example of what the file names should look like:

2012-04-05_ FQD MF_C 20-33K.log.dat
2012-04-05 FQD MF _C 20-33K.avg.dat
2012-04-05_ FQD_MF_C_20-33K.nfo

The .nfo file is a key file necessary for the data files to be properly loaded into the
analysis program. This file contains key pieces of information regarding the dilatometer
and material. These are required for proper analysis as the user functions are reliant of
them. This file should be generated during the data acquisition (LabView) portion of the
experiment but can always be created if necessary. Here is a sample of what the .nfo file
should look like:

Material  Channel LO Cmax Aeff Device
MF A 1 1.062 10 270 Quartz
TTO 3 0.420 85 105 Silver

The material is a user defined name and must be the same for any material that is to
be plotted with one another. For formatting purposes, do not use - in the name as it causes
plotting issues later on. The channel refers to the multiplexer channel and is used mostly in
the background for correctly moving data sets. For single non-multiplexer measurements,
such as pumped probe measurements, this should be default to 1. The sample length L0 is
the length of the sample in millimetres (mm). The Cmax is the value used to characterize
the tilt either by Cmax (in the silver dilatometer) or tilt parameter (for the fused quartz
dilatometer). The reason why this is serves two purposes is because the tilted plate equation
for each dilatometer is different and thus have two different tilting parameters. The value
for Cmax is in picofarads (pF) while the value for tilt is in micrometers (pum). The effective
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area (Aeff) is measured in milimeters squared (mm?). The device specifies which tilted
plate equation is used as well as the relation between capacitance change and length change.

The data acquired from LabView comes in two files; the raw data (.log.dat) and the
average data (.avg.dat). Both these files are formatted very similarly having the same col-
umn names and order. The raw data stores all the data made during the experiment while
the average data stores the values of the measurement window outlined on the LabView
side of the experiment. Typically both of these files are filled in a similar manner with the
exception of DT experiments where a single measurement window is typically used leading
to a useless average file. Addressing this will be discussed later.

Column names within the files must be correctly labelled for analysis. Typically, these
files should be correctly formatted already and should not need to be modified. However,
if they are not, ensure that the first columns are titled (in order); Time, Temp, followed
by Capacitance_<channel> and Loss_<channel>. Columns thereafter may be additional
capacitance/loss channels followed by additional saved information such as magnetic field
or additional thermometers.

Lastly, loading older data from previous versions can be tricky as the formatting can
often be incorrect. Common errors from loading old files can be from:

e Non-tab delimitation
e Incorrect column names
e Files mislabelled /misplaced

e Missing information within .nfo file

Loading, Listing and Removing Data

With the proper files, data can now be loaded into the analysis program. Using the
function ‘GetData()’, a browsing window will ask to locate the .nfo file you wish to load.
When this .nfo file is selected, the corresponding raw data file (.log.dat) and average data
file (.avg.dat) are loaded in. These data files should be in the same location as the .nfo file.
If they are not, the program will ask if you want to manually locate the files. If the files
are loaded in correctly, a new folder will be created within the root directory of the data
browser in Igor titled by the date followed by a number. This allows multiple experiments
from a single day to be loaded in without overwriting one another. If an identical .nfo file
is loaded, the program will prompt a confirmation to overwrite. The folder created in the
root of the data browser will be referred to an experiment folder as it contains all relevant
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information of a single experimental run. The function will continue to prompt for .nfo
files after one is loaded but can be cancelled by simply hitting the cancel button.

Within the experiment folder, three folders
should be present; ExperimentInfo, RawData and
AvgData. These three contain the loaded informa-
tion from the three files outlined above. Addition-
ally, the ExperimentInfo folder contains extra infor-
mation such as the originating path and file name of
the experiment. This is quite beneficial should the
need for backtracking arise. Fig. C.1 is an example
of what the data browser should look like if data is
successfully loaded.

It is possible to list all folders within the data
browser root directory using the function ‘list(<n>)’
where n = 0,1. An input of 0 will give the short list
of all experiment and their original .nfo file names
while an input of 1 will give further details from
within the .nfo file itself. Files which do not have an
associated .nfo file are listed but marked with ‘Un-
known file association’. Lastly, a number is given
to each folder which is the associated index to that
experiment. This index can change when moving
or removing experiment folders but use of the ‘list’
function will give you the current index.

Removing experiment folders is simple as it can
be deleted directly from the Data Browser. How-
ever, if plots or tables pertaining to the experiment
is open, it will be unable to delete the folder. The

& RawData

=--f+9 AvgData

Figure C.1: Example of a typical
Data Browser with loaded informa-
tion in Igor

function ‘ClearPlots(<index>, “<Material>")" is used to clear the plots generated by the
user defined plotting functions. There are two plot functions; single and material. To clear
single plots, specify the index followed by the material. To clear material plots, set the
index to -1 and specify the material. The input <Material> must be in quotes as it is a
string input. Clearing tables can be done using the function ‘Clear(1)’. Be aware that an
input of -1 will do a full program clear excluding the user functions while an input of 0

will clear all plots.
Calculating and Plotting
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Once an experiment is properly loaded, calculating the thermal expansion coefficient
or magnetostriction from the AvgData is next. Using ‘Calc(<index>,<mode>)’ the ther-
mal expansion coefficient (mode = 1) or magnetostriction (mode = 2) is computed using
a first order differentiation approach. The plate separation, thermal expansion and ther-
mal expansion coefficient differentiation are also calculated during this process. For each
channel, a new folder is created within the experiment folder labelled following the format:
<material> Chan <channel>.

In the event of a DT experiment, no usable information in AvgData is present. To fix
this, the function ‘avgdata(<index>,<window>)" is used to generate AvgData waves. The
window input is the time window (in minutes) which the data is averaged.

Once this is done, plotting can now be done. The two plotting functions are ‘PlotS-
ingle( <index>,“<material>", <mode>)" and ‘PlotMaterial( “<material>”)". PlotSin-
gle will bring up plots pertaining to the specific material in the specific experiment.
The plots are: Capacitance and Temperature vs. Time, Capacitance and Separation
vs. Temperature/MagField, Thermal expansion/Magnetostriction vs. Temperature and
Alpha/Lambda vs. temperature.

The function ‘PlotMaterial(“<material>") will amalgamate all the results a material
into several plots. The plots are: Separation vs. Temperature, Capactiance vs. Tempera-
ture and Thermal expansion coefficient vs. Temperature. These functions are sufficient in
terms of analysing acquired data. Additional functions with documentation are outlined
in the procedure window with the rest of the functions.
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Appendix D

Fused Quartz Dilatometer Schematic
Drawings

Presented in this section are all the schematics for the fused quartz dilatometer as well as
the schematics for associated components such as the dilatometer base as well as shielding
unit. Full assembly detail is outlined in section 3.3.

121



FECENEEELE _
3725
wierojos.aalawiole|iqg v

AZY JWYN T 3z1S RITEN
SLINN AYYWIdd
ALD)
1LV
Exiiel Z102/10/L1
[EINENS |
997t
II RENLVHEIdWTL MO NOISNILY
dNOY9 T1IH 90d N1 NIAD
AS NMVNQ

zyend) pasn4 buudszyend 4 S
Zy1en( pasnd llemdol T v
Zyen() pasn4 aje|ddol T <
zyienQ) pasnd lleAmawonog T 4
zyend) pasnd 9je|dwonog 1 1
VI LYIN d3IGWNN Livd ALD W31l
1511 S1dvd
H 3

122



FECIYAEELE _
3725
ldr'ajejdqwonog v
AZY JWYN T 3z1S RITEN
SLINN AYYWIdd
ALD)
9je|dwonog Z}1enQ pasnd
1LV
Exiiel T102/50/02
[EITENS |
II RENLVHEIdWTL MO 991 ce
NOISNZIXT]
dNOY9 T1IH 90d N1 NIAD
AS NMVNQ

w
—
=)

SAv3T IHIM HO0d
Y34WVHD 00°SP X OT"

- LOO'Z

TAY4

00°cc

00°ST

123



g0 ¢ Emzm_

J1vOS|

AY

1drlemwonog
ENERIE]

3zIS ICTEN]

llemwonog

SLINO AYVINI¥d

ALD

zyenQ) pasn4
1LV

J1LL1] 1102/50/0C

IT FANLVIIdINIL MO
dNO¥S TIIH 90

[CEINE]0) |
99TCE|
NOISNILX3|
NIT NIAIN
A9 NMYHQ]

00°€T

00°'ST

SLY

IVOLLTYD-NON SSANMOIHL
SONIYAS ZLYVND Y04 SLOTS
0S'T—=

00'T—= =~

8T'€

124



S0 p Emzm_

J1vOS|

AY

ydi'aje|ddo]
ENERIE]

371

ae|ddoL

ICTEN]
SLINO AYVINI¥d

ALO|

zyenQ) pasn4
1LV

2L

IT FANLVIIdINIL MO
dNO¥S TIIH 90

1102/50/0€
[CEINE]0) |
99TCE|
NOISNILX3|

NIT NIAIN
A9 NMYHQ]

00°ST

SAv3IT IAHIM ¥O04
YIAWVYHD o0°St X OT*

Pt

F-0¢ F1VOS
vV 11vldd

(o

€881

8T°€

125



FECES Emzm_

J1VYOS
ydrjlemdo v

AJd JWYN 3714 JZ1S RIRTEN]
S1INN AYVINIYd
o)
__m>>n_0._. zyen uw>mk_mu_
T, LV
31111 T102/50/0C
J<EIDENS) |
II FINLYHIdWIL MOT SoTCE
dNOYD T1IH 90Y atiel s
A9 NMYEJ]

00°ST

€86

IVOILTYD-NON SSANMOIHL
SONIYdS ZLYVND Y04 SLO1S

SLY
~—00'T

8T'€

126



g0 9 mem_ _ o
1di-budszyiend v
AR N NELE] 3z1S OTILIN
SLIND A¥VWIId
ALD)
@C_\_QmNu\_m:O Z31en)) pasng
1LV,
Exfhdl 2102/€0/€¢]
a3Lvaa)
II RENLVHEIdWTL MO 991 ce
NOISNIIXT|
dNOY9 T1IH 90d N1 NIAD
A9 NMWA

SNOISNIWIA ONILLND ¥04 8 *Od 33S

S3A171S SSY19 NIIML3g
ANOg-TY.LSAYD ‘1ND OL

ST'ee

00°'ST

0T —==—

i

127



CECRVAEEE _
J1VYOS
1d1oisziend v
S
A — - SN v ATONIQYODOV LSNCaV
| +050°0 40 HLAIM ONILLND ¥O4 LNNOJIY SNOISNAWIA
uoneinbyuo) bumn) jusuodwo) u_h.wwm
-_~ i ¥INYOD 3LV1d WNNIWNTY OL HSN4
gatvaz| YINYOD LHOTY dOL HLIM QINOLLISOd
I JANLVHIdWIL MOT NOINAD W8/TXTXZ MOANIM ZLAVND
dNO¥S TIIH 80Y Jphs YDOLS FHL 40 1NO SININOJIWOD FHL
ONILLLND YO JONIYIATY FHL SI SIHL
05T {1+
doL B TIVM
a WoLlLog
8 ¢ | ¥
S | i o R o r
w rh._ doL R J P
(8]
| | | i
! f
N LT~ f=
o
o
| . - _ A
I _ 1157 —~
s
T Nv 4

128



T [4
T30 1 mem_ _ o
3dI"ZI3pIoH v
AT JWYN 3714 3z1S ORILAW T ) A
SLIND AYVINIY] w
ALD b ui -
Jaddo))| R | N
1LV =
ExfiAl :mﬂ@m\mw | I_I
II RENLVHEIdWTL MO zommmﬂm
dNOY9 T1IH 90d N1 NIAD
A9 NMWIA
SL'L
114 3SOTD DNVEVITO 9N
— =—00'E 14VdVY WIWZ STT10H £LXET

00000000 0OCOO0OOO

TVOLLIYD-NON

IVOILIYD-NON

T
|
00'vv

00'C—= =

"dAL NYHL 08'P

0000000000000
0000000000000
000000000000

— 60 606600060

000000000000
00000OO0OO0OO0OO0OOOO
00000OO0OO0OO0OO0OOOO

:
[l

0S'T

129



N 40 .H ._.m_m_Im_ _
J1VYOS
ydirppeIys v

AJd JWYN 3714 JZ1S IVIH3dINI

S1INN AYVINIYd

o)

plaIYys Joddo) wawu

T, LV
Enibal :%Wm\mw AUYSS3DAN 41 NIHIONIT NVD
II TUNLYYIdWIL MO EEIRAs | VOILIED LON H19N31

dNOYD T1IH 90Y atiel s
A8 NWYNG aI1 HLIM T13M 3LYIW OL a13IHS

T:T31VOS
T ¥ 31VOS V-V NOILD3S
g TIvl3d
1187
¥34WVYHD 00T X 010" m\\ R
l!\\
bX 0S/* A 92 - DNN 95-C
LbET1P
Y
90" 1%

130



1 Z
¢ 30 ¢ Em_._m_
J1VYOS
1dI'prpRIYS v
AJd JWYN 3714 JZ1S IVIH3dINI
S1INN AYVINIYd
pi7 Jaddop — b%
T, LV
Exlhdl :Awm»@m_\ww SANIT XVOD ILVAOWODIV OL SLND 3AIS TIVINS
11 JHNLYYIdWAL MOT — o SYOLDANNOD NId ILYAOWODIIV OL SSOUD DUV
4NOYS T1IH 90N I @T3IHS HLIM T13M 3LVIW OL arl
A9 NMYEJ]
JTYLIWIWAS SNOLLYDOT LNIOd TV
_ 0% 18 |
* _ _ - I — R
b [ osz
€90" | _ \
YI4WVHD PrETD
00T X 010"

69T

SLy

619

T€0d

390¥d 114 OL
S/8'D

131



Appendix E

Copper Dilatometer Schematic
Drawings

In this section, the newest dilatometer schematics are shown. As discussed, this design is
still in the prototype phase however the principle of this design is quite elegant and could
be the next design for capacitive dilatometry.
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Appendix F

User Guides

The process of evaporating the silver onto the quartz plates is found here. The initial
instructions were the instructions given from the 360/460 physics lab at the University of
Waterloo for thin film evaporation. An extended guide was written by Steffanie Freeman
covering the process in further detail. Additional observations will be noted here from
experience evaporating. The preparation and curing guide for Stycast 2850 epoxy is also
found here.
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UNIVERSTY OF WATERLOO

Physics 360/371 - Experiment 19

VACUUM EVAPORATION OF DIELECTRIC INTERFERENCE FILTERS

References:

Introduction:

Practicdl VVacuum Techniques; Brunner & Batzer, Chapter 2
Principles of Optics; Born & Wolf, Sect. 7.6.6
Thin HIlm Technology; Berry, Hall & Harris, Sect. 2.3, 2.4, 2.6, 3.6

Vacuum Depostion of Thin Fims; L. Holland

The purpose of the experiment is to familiaize sudents with vacuum systems and
the techniques of vacuum evagporation, and smple optica measurements.

The basc principles of the Fabry-Perot interferometer can be eadly
extended to the case of an interference filter where a didectric materid is usad to
separate two semitrangparent  reflecting layers. These filters can be used to
trangmit a farly narow band of wavdengths in the visble spectrum. With
vacuum evgporaion technigues it is possble to prepare uniform and continuous
didectric films and metdlic reflecting layers in the thickness range of hundreds of
Angsroms.  These rddivdy gsmdl thicknesses ae required to  atain
sami-trangparency  of the reflecting coatings and low order inteference to
aufficiently separate the  wave engths tranamitted.

1 Preparation:

Check theinitid conditions of the system are asfollows:.
Main vave control closed
Mains power off
Lesk valve closed
Diffuson pump off
Rotary pump off

Air admittance off

Turn on the cold water-cooling supply and turn the mains power to the coding unit on.

Sat the rotary pump by depressing the pump switch a the top of the control console
Now open the backing vave by tuming the main vave control a quarter turn clockwise
Observe the Pirani guage and dlow the pressure to drop bdow 0.3 mbar, once this is
ataned you may dat the diffuson pump by depressng the switch. The diffuson pump
ail will reech operating temperature in gpprox. 25 mins.
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Al

Caefully lift off the bell jar and placeit inthe holder. It isimportant that the rubber sedl
and sedling surfaces are kept clean.  Turn on the frequency meter and check that the
crysa ogdillator used for sample thickness monitoring has a frequency within 200 KHz

of 5MHz.  The rdationship between depostion thickness (t), frequency change (§ and
dendty of evaporated materid (?) is
Df =— where X isin Hz 0]

?isingm/cc
tisin angdroms

Densty Mdlting Point Refractive Index

2.7 gmice 660° C

NasAlFs 29 gm/cc 1000° C 133

4.

Prepare tunggen (W) and molybdenum (Mo) helix sources as described in gopendix A
and load as described with Al wire and NagAlFs powder.  Mount the sources (2 of each)
on the support posts. Measure distances between sources, dides and oscillator; then
weigh and mount clean glass didesin position. Refer to gppendix B.

Replace the bl jar, and the ludite implosion shidd.

Pumpdown. Close the backing vave and open the roughing vave by rotating the man
vave control one hdf-turn counter clockwise.  Allow the pressure (Frani gauge) to drop
to a least 0.8 mbar. Turn off the oscillator and turn on the glow discharge by sdecting
the H.T. control and increase the current to a maximum of 20 as read off the meter.
Once the glow has diminished, zero the potentiometer and turn off the H.T. control then

return the main vave control to the backing pogtion. SLOWLY open the HV. Vdve by
tuning it one hdf-turn cockwise.  Switch on the Penning gauge and set to range 1.
Range 2 may be sdlected as the pressure in the bell jar is reduced. Using grest care when
handling, you may now fill the cold trap with liquid nitrogen.

Usng the source sdector and LT control, evgporate 300 angdroms Al, 3000 angstroms
of crydite and 300 angstroms Al. Increase the potentiometer dowly a firg for eech
source 0 it is dlowed to outgas  During evaporation keep the pressure bdow 1 x 10
mbar with rates between 5 and 50 Hz per second as read on the oscillator frequency
meter.  Once you have the required thickness return the potentiometer to zero and sdlect

another source. For the sources lised in gopendix A, depending on source load and
condition, this corregponds to meter readings of :
Al 1620 (10V) 40-50 (30V)

Cryolite 20-22 (10V) 50-55 (30V)

142



Once dl evgporaion is compleed desdect the LT control and dlow the sources and
didesto coal for 5 minutes.

Clo= the H.V. vave by tuning the vave control 180 degrees counter-clockwise to
return it to the becking pogtion. ONLY when this is completed should the ar admittance
switch be depressed. Carefully remove the bell jar and the prepared films.

Weigh the glass dides and verify the congtant in the frequency equation, using

congant = % where W istotal weight evaporated
% istota frequency change

A isareaof thedide,

Sydem off. Replace bdl jar and turn off diffuson pump. Wait 30 mins, and then return
main vave control to the dosed podtion.  Turn off the rotary pump and the mains power
and close the valve on the cooling water supply.

Usng the spectrophotometer - computer set-up, you may obtan trangmisson versus
wavedength plots for your prepared filters as wdl as plots for saverd commercidly
prepared filters.  (These plots can be prepared during the period you are pumping down
and evgporaing.) The control program "SPECT" is usad. This is a comprehensve
progran  which dlows maximum flexibility in taloring your output. A program
flowchart is attached to illugtrate the various features of this program.

Snce the metdlic reflecting layer absorbs some of the light, an effective phase shift
occurs at the interface such that for 1st order

Io _ nh
2 . f
p
where 2y iswavedength of transmitted peek intengity
histhickness of didectric
g is effective phase shift

nisrefractive index of didectric

For 1« order reflection from thin metdlic films & norma incidence
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d=———— (Bomn and Wolf, Sect. 7.6.6) )

and F="-—o (Born and Wolf, Sect. 7.6.2) W)

where disthewidth of the tranamission peek a hdf intensity
R isreflectivity of the didectric metd interface.

From your plot of opticd trangmisson versus wavdength, deemine the reflectivity of
the dilectric metd interface.
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Appendix A: Computer - Spectrometer usage

To operate the setup, you must first turn on the computer, printer, DVM's and the
spectrometer. The control program will load automatically. When the CAL message on
the spectrometer goes out, set the control switch (located on the bottom front of the
unit) to the HOLD position. Use the MODE button to select %T.

To obtain:

i) Background:
- Ensure an empty sample holder is properly in place.

- Use the wavelength +/- keys to set the wavelength to 690 nm.

- Depress the Set Ref key (display should read 100%).

- Use the +/- keys to set wavelength to 325 nm (wait for a measurement to be
displayed)

- Click on the read background button.

- Move the control switch to sweep (SWP). The background is now being
recorded.

Note that the background only needs to be recorded once for the experiment.

ii) Filter Spectra:

- Set the control switch to HOLD

- Insert the filter in the appropriate holder and insert into the spectrometer.

- Set the wavelength (+/-~ keys) to the position of maximum intensity (as displayed
on the MEASUREMENT readout). For the commercial filters this will be near the
wavelength on the side of the filter, for your prepared filter you will have to “hunt” for the
wavelength of maximum intensity.

- Depress the Set Ref key (display will read 100%)

- Set wavelength to 325 nm (wait until a reading is displayed).

- Click on read spectra, then switch to sweep (SWP)

- When wavelength reaches 900 nm the program will prompt you for a target
flename. The path should be C:\DATA\filespec.

There are several other very intuitive options available to you in the program;
- Display Spectra (to screen). A good idea before you print.
- Print Spectra i.e. hard copy.

- Data from file: shows a list of all files in C:\DATA\ click on a file you wish to
retrieve.
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The Vacuum System
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Evaporation Guide

‘i 1.9xAf
p
t : thickness of evaporated material to obtain
Af: change in oscillation frequency of quartz crystal
p: density of material to be evaporated

For a description of how these types of vacuums work, visit http://tinyurl.com/4yttufv

Step 1: The vacuum chamber allows you to put a maximum of three crucibles in the evaporator.
They are labelled 1, 2 and 3, 1 being on the far left and 3 being on the far right. Insert the filled
crucible(s) into a basket heater and place it in the chamber. Remember which slot(s) you have
put your crucible(s) into. The ends of the basket heater attach by placing them between washers
and tightening the screws going through the washers. (It is a good idea to place an extra crucible
into the evaporator in case one of the heaters does not work.) Turn on the frequency output and
check that the frequency is within 200 KHz of 5 MHz . If not, you will need to replace the crystal
located in the box on the sample mounting stage.

Step 2: Make sure the arrow on the front handle is set to “backing”. If it is set to 'valves closed’,
turn the handle clockwise to select 'backing'. Turn off the return lines (with the yellow and orange
tags) to the left of the evaporator by turning the black handles to sit perpendicular to the pipes.
Turn on the rotary pump by pressing the 'rotary pump' button at the top end of the control panel.
Let the pressure reach approximately .3 mbar before turning on the diffusion pump, labelled 'diff
pump'. Allow the diffusion pump to heat up the oil for 30 minutes before proceeding to step 2.

Step 3: Begin to alternate between “roughing” and “backing” by turning the front handle to
the corresponding positions (clockwise for backing, counter-clockwise for roughing, aka. keep the
arrow on the front handle on the bottom half of the dial - switching with the arrow on the top half
operates different controls). These should be switched every few minutes until a pressure below
1071 T is reached on the top gauge. While it is set to roughing, you may turn on the button labelled
“HT” at the bottom of the control panel and slowly turn up the dial to its left to a maximum of
20 as read off the guage. This will allow you to reach the appropriate pressure more quickly. You
should see a purple glow appear as you turn up the dial (ionizing Nitrogen). Reduce the dial to
zero after a few minutes and turn off the HT button before switching back to “backing”. Make sure
you always turn this dial to zero before turning off the LT or HT buttons, or switching heaters.

Step 4: Once the appropriate pressure is reached, you should now open the return lines to the left
of the evaporator. Now open the valves using the front handle, you will feel the handle pop out
before you switch to open the valves, slowly turn the handle clockwise, you will see the valve open
in the chamber. Fill the metal container to the left of the bell-jar with liquid nitrogen. Turn on the
frequency output via the switch to the right of the digital reading. This will read the oscillation
frequency of the quartz which determines the thickness deposited onto your sample.

Step 5: Turn the heater knob to the number corresponding to the crucible you wish to heat (1,
2 or 3). Then push the “LT” button and very slowly turn up the black dial until you reach a
rate of frequency change which will allow your evaporated thickness to be achieved in a timely

147



manner, around 10-30 minutes, depending on thickness. Once the desired frequency is reached,
you may switch to another heater (remembering to turn down the dial to zero and shut off LT
before switching) or, if finished, you can switch the handle back to the 'backing' position. Wait
5 minutes to let the sample cool, then press the air admittance button at the top of the control
panel. You may now retrieve your sample.

Step 6: Turn off the diffusion pump by pushing the corresponding button at the top of the control
panel. Wait approximately 30 minutes, then shut off the rotary pump and close the return lines.
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Technical Data Sheet

STYCAST® 2850 FT

Thermally Conductive Epoxy Encapsulant

Key Feature: Benefit:

- Good thermal
conductivity

Dissipation of heat from
embedded components

Low stress on embedded
components

Low coefficient of
thermal expansion

Product Description:

STYCAST 2850 FT is a two component, thermally
conductive epoxy encapsulant that can be used with a variety
of catalysts. It features a low coefficient of thermal expansion
and excellent electrical insulative properties. The STYCAST
2850 FT Blue is recommended for use in high voltage
applications where surface arcing or tracking is a concern.

Applications:

STYCAST 2850 FT is designed for encapsulation of
components which need heat dissipation and thermal shock
properties.

Instructions For Use:

Thoroughly read the information concerning health
and safety contained in this bulletin before using. Observe all
precautionary statements that appear on the product label
and/or contained in individual Material Safety Data Sheets
(MSDS).

To ensure the long term performance of the potted or
encapsulated electrical / electronic assembly, complete cleaning
of components and substrates should be performed to remove
contamination such as dust, moisture, salt, and oils which can
cause electrical failure, poor adhesion or corrosion in an
embedded part.

Properties of Material As Supplied:

Some filler settling is common during shipping or
storage. For this reason, it is recommended that the contents of
the shipping container be thoroughly mixed prior to use. Power
mixing is preferred to ensure a homogeneous product.

Accurately weigh resin and hardener into a clean
container in the recommended ratio. Weighing apparatus having
an accuracy in proportion to the amounts being weighed should
be used.

Blend components by hand, using a kneading motion,
for 2-3 minutes. Scrape the bottom and sides of the mixing
container frequently to produce a uniform mixture. If possible,
power mix for an additional 2-3 minutes. Avoid high mixing
speeds which could entrap excessive amounts of air or cause
overheating of the mixture resulting in reduced working life.

To ensure a void-free embedment, vacuum deairing
should be used to remove any entrapped air introduced during
the mixing operation. Vacuum deair mixture at 1-5 mm mercury.
The foam will rise several times the liquid height and then
subside. Continue vacuum deairing until most of the bubbling
has ceased. This usually requires 3-10 minutes. To facilitate
deairing in difficult to deair materials, add 1-3 drops of an air
release agent, such as ANTIFOAM 88, into 100 grams of
mixture. Gentle warming will also help, but working life will be
shortened.

Pour mixture into cavity or mold. Gentle warming of
the mold or assembly reduces the viscosity. This improves the
flow of the material into the unit having intricate shapes or tightly
packed coils or components. Further vacuum deairing in the
mold may be required for critical applications.

Property Test Method Unit Value

Chemical Type Epoxy

Appearance Visual Black or blue liquid

Density ASTM-D-792 glen? 2.35-2.45

Brookfield Viscosity ASTM-D-2393 Pas 200 - 250
S5rpm#7 cP 200,000 - 250,000

Choice of Curing Agents
Curing agent Catalyst 9 Catalyst 23 LV Catalyst 11

Description General purpose with good
chemical resistance and

physical strength.

Low color, low viscosity, long pot life.
Excellent, thermal shock and impact
resistance. Excellent low temperature

Long pot life, excellent chemical
resistance, good physical and
chemical properties at elevated

properties and adhesion to glass. temperatures.
Type of cure Room Room Heat
Viscosity Pa.s 0.080 to 0.105 0.020 to 0.030 0.035 to 0.060 @ 65 °C
cP 80 to 105 2010 30 351060 @ 65 °C
Properties of Material As Mixed:
Property [ TestMethod | Unit Value
Catalyst 9 Catalyst 23 LV Catalyst 11

Mix Ratio - Amount of Catalyst per 100 parts of STYCAST 2850 FT By Weight 3.5 7.5 45

By Volume 8.5 17.5 9.5
Working Life (100 g @ 25°C) ERF 13-70 45 minutes 60 minutes >4 hours
Density ASTM-D-792 glcn? 2.29 2.19 2.29
Brookfield Viscosity ASTM-D-2393 Pas 58 5.6 64

cP 58,000 5,600 64,000

“Our service engineers are available to help purchasers obtain best results from our products, and recommendations are based on tests and information believed to be reliable.
However, we have no control over the conditions under which our products are transported to, stored, handled, or used by purchasers and, in any event, all recommendations
and sales are made on condition that we will not be held liable for any damages resulting from their use. No representative of ours has any aumomy to waive or change this

provision. We also expect purchasers to use our products in accordance with the guiding principles of the Chemical

Care® program.”
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STYCAST® 2850 FT

Cure Schedule: Temperature Cure Time
Cure at any one of the recommended cure °C Catalyst | Catalyst 23 Catalyst
schedules. For optimum performance, follow the initial cure 9 LV 11
with a post cure of 2-4 hours at the highest expected use 25 16-24 hr 16-24 hr -
temperature. Alternate cure schedules may also be possible. 45 46 hr 4-6 hr N
Contact your Emerson & Cuming Technical Representative for 65 12 hr >4hr N
further information. 80 816 hr
100 2-4 hr
120 30-60 min
Properties of Material After Application:
Property Test Method Unit Value
Catalyst 9 Catalyst 23 LV Catalyst 11
Hardness ASTM-D-2240 Shore D 96 92 96
Flexural Strength ASTM-D-790 mPa 92 106 117
psi 13,300 15,300 17,000
Compressive Strength ASTM-D-695 mPa 155 120 193
psi 22,500 17,400 27,900
Linear Shrinkage ASTM-D-2566 cm/cm 0.002 0.003 0.002
Water Absorption (24 hours) ASTM-D-570 % 0.03 0.02 0.05
Coefficient of Thermal Expansion ASTM-D-3386
at 10°°C 35.0 39.4 31.2
a’ 10°/°C 98.9 1115 97.9
Glass Transition Temperature ASTM-D-3418 °C 86 68 115
Thermal Conductivity ASTM-D-2214 W/m.K 1.25 1.02 1.28
Btu-in/hr-fé-°F 8.7 7.1 8.9
Temperature Range of Use °C -40 to +130 -65 to +105 -55 to +155
Outgassing(1) ASTM-E-595
T™L % 0.25 0.29
CVCM % 0.01 0.02
Dielectric Strength ASTM-D-149 kV/mm 14.4 14.8 15.0
V/mil 365 375 380
Dielectric Constant @ 1 mHz ASTM-D-150 - 5.01 5.36 5.36
Dissipation Factor @ 1 mHz ASTM-D-150 - 0.028 0.051 0.043
Volume Resistivity @ 25°C ASTM-D-257 Ohm-cm >10%° >10%° >10%°

@ per NASA Reference Publication 1124. Samples tested were cured for 24 hours @ 25°Cusing Catalyst 9, and 4 hours @ 80°C using Catalyst 11.

Storage and Handling:

The shelf life of STYCAST 2850 FT is 12 months at
25°C. For best results, store in original, tightly covered
containers. Storage in cool, clean and dry areas is
recommended. Usable shelf life may vary depending on method
of application and storage temperature. Certain resins and
hardeners are prone to crystallization. If crystallization does
occur, warm the contents of the shipping container to 50-60°C
until all crystals have dissolved. Be sure the shipping container
is loosely covered during the warming stage to prevent any
pressure build-up. Allow contents to cool to room temperature
before continuing.

Health and Safety:

The STYCAST 2850 FT, like most epoxy compounds
possesses the ability to cause skin and eye irritation upon
contact. Certain individuals may also develop an allergic reaction
after exposure (skin contact, inhalation of vapors, etc.) which
may manifest itself in a number of ways including skin rashes
W Underfills

Solder Alternatives  C.O.B. Materials

Film Adhesives ~ Thermal Interfaces &

@merson -
Cuming

and an itching sensation. Handling this product at elevated
temperatures may also generate vapors irritating to the
respiratory system.

Good industrial hygiene and safety practices should
be followed when handling this product. Proper eye protection
and appropriate chemical resistant clothing should be worn to
minimize direct contact. Consult the Material Safety Data Sheet
(MSDS) for detailed recommendations on the use of engineering
controls and personal protective equipment.

This information is only a brief summary of the
available safety and health data. Thoroughly review the MSDS
for more complete information before using this product.

Attention Specification Writers:

The values contained herein are considered typical properties
only and are not intended to be used as specification limits. For
assistance in preparing specifications, please contact Emerson
& Cuming Quality Assurance for further details.
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