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Abstract

We aim to have a comprehensive understanding of holographic correspondence and
to demonstrate how the holographic correspondence (or renormalization) can be applied.
Thus this thesis is divided into two parts. The first part is devoted to the former purpose
(chapters 1 to 4 including appendix A B, and C), and the second part is dedicated for the
latter purpose (chapter 5 to 7).

In Part I, the structure of the AdS/CFT correspondence is analyzed, and the properties
of the AdS spacetime is studied in the context of the AdS/CFT correspondence; Here, we
investigate the isometry group, the conformal structure, and generation of asymptotic
solution near the conformal boundary. This solution yields significant convenience for
the process of holographic renormalization. Moreover the properties of the Minkowski
spacetime are compared to those of the AdS spacetime. To develop a greater understanding
of the Lifshitz/quantum critical theory correspondence, the quantum phase transition is
studied. Furthermore The holographic renormalization is briefly reviewed.

In part II, the holographic renormalization associated with the Mann-Marolf (MM)
counterterm is investigated for the asymptotically Minkowski spacetime in (n+3) dimen-
sions. As a boundary condition, the cylindrical coordinate is considered. The solution
of the MM-counterterm is obtained by solving the given algebraic equation, and from the
counterterm solution, the boundary stress tensor is calculated. It is proven that the formula
for conserved quantities via the boundary stress tensor holds.

Next, we investigate deformations of Lifshitz holography with the Gauss-Bonnet term in
(n+1) dimensional spacetime. To admit the non-trivial solution of the sub-leading orders,
a value of the dynamical critical exponent, z, is restricted by z = n — 1 — 2(n — 2)a,
where @& is the (redefined) Gauss-Bonnet coupling constant. Such solution of sub-leading
orders correspond to the marginally relevant modes for the massive vector field and are
generated by U+039B ~ 0, at the asymptotic region. A generic black hole solution, which
is characterized by the horizon flux of the vector field and &, is considered in the bulk. We
explore its thermodynamic properties, which depend on temperature, by varying n and
a@. As a result, the contribution of the marginally relevant mode is found in a function of
%, and the relation between the free energy density and the energy density is numerically
recovered when the marginally relevant mode is turned off ( A = 0), is obtained.
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Chapter 1

Introduction

This thesis is concerned with the holographic correspondence principle, constructing the
foundations for exploring new regimes of the AdS/CFT correspondence. Applications
of the holographic correspondence are demonstrated for holographic renormalization in
asymptotically Minkowski spacetime and for Lifshitz spacetime involving a study of quan-
tum criticality. Here we introduce the original AdS/CFT correspondence conjecture and
discuss its interpretation as a UV/IR connection. Then we give an overview of this thesis.

1.1 The AdS/CFT Correspondence

In string theory, a new form of “duality” was conjectured by Maldacena [60], which is that

Type IIB string theory on (AdS;x S°)y plus some appropriate boundary
conditions (and possibly also some boundary degrees of freedom) is dual to
N =4,d=3+1U(N) super-Yang-Mills.

To show this, consider N parallel D3 branes, which have a Higgsed configuration and are
separated by some distance r. Then take the low energy limit, where the theory on the
D3 brane decouples from the bulk. This condition is written as

o =0, U= _ = fixed (1.1)

Oé/



where the second is the Higgs expectation value corresponding to this separation, which
remains fixed so that the mass of the stretched string is fixed. Thus U has dimensions
of mass, and is considered to be the energy scale at which the mass of a string state is
translated from the D3 brane (AdS description) to open strings (Yang-Mills description)
by the Higgs field that breaks the symmetry.

In this limit, the superconformal N' = 4 U(N) super-Yang-Mills theory has a symmetry
described by the conformal group SO(2,4), and the supergravity solution carrying D3
brane charge yields five dimensional Anti-de Sitter (AdS;) space times a five sphere, where
the supergravity solution can be trusted in the limit g/N > 1, that is, when N is large. Since
it was known that the supersymmetry group of AdSsx S° is the same as the superconformal
group in 3 + 1 spacetimes [11], Maldacena’s new duality conjecture is established.

Subsequent to this conjecture, Witten proposed a precise correspondence of observables
between the conformal field theory and the supergravity [90]. First, the ansatz for the
supergravity partition function computed at the boundary of spacetime was suggested to
be

Zs(®o) = exp(—Is(®)) (1:2)

where @ is a field on AdS,,;; and approaches @, at infinity. The generating functional for
the conformal field on the boundary of AdS,;; spacetime is then constructed so that ®,
couples to a conformal field O, i.e.

ZCFT = <6Xp/ (I)o O> . (13)
" CFT

Then the AdS/CFT correspondence is interpreted to be
Zerr(h) = Zs(h) (1.4)

for a given conformal structure h. Based on this, the equation of the motion for ® is
calculated at the boundary of the spacetime, and the singularity of the solution is identified
with the Green’s function under an SO(1,n + 1) transformation. As a result, it can be
shown that correlation functions in conformal field theory are derived by using the Green’s
function, and the dimension of the operator O in conformal field theory is influenced by
masses of particles in supergravity. Inspired by this idea, for AdS spacetime, the process
of obtaining well-defined holographic correlation functions, which is called holographic
renormalization, is more precisely constructed and is discussed in detail by [11, 81].



1.2 Introduction of Renormalization

The holographic correspondence can be interpreted as a “UV/IR connection”
Gauge/Gravity correspondence < UV/IR connection

i.e. the UV divergence in the field theory is related to the IR divergence in the gravity
theory [25]. As this interpretation is an important part of the holographic correspondence,
before proceeding to our study of holographic correspondence, we need to clarify what
causes divergences in the field theory and in the gravity theory. Also we must study the
remedy for those divergent problems, which is known as the field theoretical /holographic
renormalization method (or counterterm method). Here we briefly introduce the UV di-
vergence in the field theory, the renormalization method, the renormalization group, and
the IR divergence in the gravity theory. The details of the UV divergence, the field theo-
retical renormalization, and the renormalization group are presented in appendix B. The
Wilsonian renormalization is also reviewed in appendix C. The statistical renormalization
group is introduced in chapter 3.

Perturbative quantum field theory involves radiative corrections, which form loops that
carry large momenta k and yield infinity as k& — oo in the calculation of correlation func-
tions. This ultraviolet divergence was first discovered in quantum electrodynamics in the
1930’s. In order to resolve this divergence problem, Bethe, Feynman, Schwinger, Tomon-
aga, and Dyson proposed the renormalization method in the late 1940’s. The main idea
of the renormalization method is to obtain finite values by separating fields and physical
variables into the bare quantities (i.e. the infinite part) and renormalized quantities (i.e.
the finite part) via some regularization method, which provides a way to subtract the
infinity. As there is no restriction that the finite parts should be physical quantities, an
ambiguity occurs in the process of separating the infinite part and the finite part. This
ambiguity can be fixed by choosing a proper renormalization scheme, which works in a
way so as not to change the physical results. That is, the final physical result is required
to be independent of the renormalization scheme. This idea became a motivation for the
renormalization group later.

In the 1970s the renormalization group was developed in condensed matter physics by
Wilson in order to understand a certain property, which is known as universality. The
idea is based on the scale-dependent effective action, which is obtained by eliminating
the high energy degrees of freedom. The renormalization is performed by integrating over
momentum in the range A < k < Ay where Ay is a UV cutoff, or by decimating suitably
chosen subsets of fields until the sequence reaches a fixed point. This process does not



require any strong assumptions about the structure of the theory like renormalizability
in the field theoretic sense, and does not yield any divergence problems since the lattice
spacing itself plays the role of a natural cutoff. As a result, this process gives a bridge from
the microscopic state to the macroscopic state.

On the other hand, in gravity theory, the variation of the Einstein-Hilbert action yields
the Einstein equations and additional terms, which are associated with the variation of
metric derivatives at the boundary of the spacetime. Gibbons and Hawking pointed out
that the additional terms at the boundary must not be ignored but instead must cancel.
They introduced the Gibbons-Hawking boundary term to fix this problem,

= T6- G/ vV—gR st \/—_hK (1.5)

where ¢ is the determinant of the metric on the spacetime, R is a Ricci scalar with respect
t0 gap, h is the determinant of the induced metric on the boundary, and K is the trace of
its extrinsic curvature. While this new boundary term is well defined for spatially compact
spacetimes, it diverges for noncompact ones as r goes to co. That is, in gravity theory, an IR
divergence occurs by having infinite volume of the spacetime at the level of the action. As
a remedy for the IR divergent problem of the gravitational action, counterterms, which are
locally defined and covariant, are added into the action. In other contexts, counterterms
also play an important role by making a contribution to the conserved charges of the
spacetime. From a holographic correspondence perspective, counterterms are required not
only to make the action finite, but also to produce well-defined holographic correlation
functions. This process is called holographic renormalization.

1.3 Overview of Thesis

One of main objectives of this thesis is to get a more comprehensive idea of holographic
correspondence. To do so, we shall consider the basic structure of spacetime, field theory,
and holographic renormalization, with the aim of setting foundations for exploring new
regimes, such as AdS/QCD duality [38, 13, 53], gravity/condensed matter theory duality
[15, 18,46, 51,56, 65, 78] or gravity/fluid duality [19, 55, 77]. The other objective is to apply
this understanding to demonstrate how holographic renormalization can be performed in
non-asymptotically AdS spacetimes and how gravitational information is delivered to a
field theory via the holographic correspondence. To clarify these objectives, we divide our
approach for exploring the holographic correspondence into four steps and describe our
work for each step as follows.



The first step is to understand the basic properties of spacetime and the field theory.
AdS spacetime and conformal field theory possess the same isometry group, and this fact
makes it possible to establish the AdS/CFT correspondence as mentioned above. Thus it
is crucial to investigate symmetries for describing a spacetime and a field theory in order to
expand the breadth of the holographic correspondence. Another factor we should consider
is the properties of an asymptotic boundary of spacetime. The asymptotic boundary is a
place in which matter fields from the conformal theory reside, and where the gravitational
information is transferred to matter fields. Thus it is also important to find a physically
well defined boundary at an asymptotic region of a spacetime. With these factors in mind,
we analyze AdS spacetime comparing it to Minkowski spacetime, and briefly mention
Lifshitz spacetime in chapter 2. Conformal field theory is not covered in this thesis, but
an introduction to quantum critical theory is in chapter 3.1.

The second step is to find a method for holographic renormalization. Holographic
renormalization is the key process for constructing holographic correlation functions and
to accomplish the holographic correspondence. While field theoretical renormalization
methods (including the statistical renormalization) are well established, a standard method
for holographic renormalization has not been found (except for AdS spacetime, whose
general algorithm of generating counterterms is known [11, 61, 36]). Of course the method
of holographic renormalization could differ from field theoretical renormalization. However
it is important to study the field theoretic renormalization process from a holographic
perspective. One of the reasons is that holographic renormalization for asymptotically AdS
spacetimes is inspired by field theoretic renormalization methods, and so we should not
disregard a chance to apply it to other spacetimes. The other is that we could expect that
related phenomena such as renormalization flow could be reproduced via a holographic
dual description. In order to gain an understanding of renormalization, standard field
theoretic renormalization is reviewed in appendix B, and statistical renormalization is
reviewed in chapter 3.2 and 3.3 (the Wilsonian renormalization is also reviewed in chapter
C). The holographic renormalization for the AdS case is reviewed in chapter 4. Indeed,
holographic renormalization is a fundamental problem that should be resolved in gravity
theory, even apart from the holographic correspondence. The reason is that it involves
the gravitational action principle at the boundary of spacetime and provides a way of
yielding conserved quantities. With this motivation, the holographic renormalization for
the Minkowski spacetime is studied in chapter 5.

The third step is to apply the holographic correspondence. One way of approaching
this is to choose the spacetime and then find an applicable field theory to be its dual.
Such is the case for the Minkowski spacetime: it is relatively well understood, but its
dual field theory has not been found yet. Furthermore, if we assume a conformal field



theory is its dual, we do not know how the isometry group of conformal field theory
is to be connected to the isometry group of the Minkowski spacetime. An alternative
approach is to go from field theory to gravity theory, which is the case for the study of
high temperature superconductors or Lifshitz-like field theories. In this case, we should
configure the gravitational action so that it asymptotically shares the same symmetries as
the field theory. As an example of such a realization for the holographic correspondence,
the deformation of Lifshitz holography in (n + 1) dimensions is investigated in chapter 6.

The fourth step is to seek richer corresponding structures between the gravity theory
and the field theory. For example, in condensed matter theory, the idea of renormalization
group flow is implemented in the context of the holographic correspondence. This yields
interesting phenomena by inducing transitions of spacetime according to the energy scale.
For example, holographic renormalization group flow from UV Lifshitz spacetime to IR
AdS spacetime has been found [56, 18]. Or we can apply a modified gravitational action
by adding higher curvature terms, and see what new effects to emerge. In this regard, the
deformation of the Lifshitz spacetime with a Gauss-Bonnet term in (n 4 1) dimensions is
studied in chapter 7.



Chapter 2

Anti-de Sitter Spacetime

Anti-de Sitter (henceforth AdS) spacetime is defined by the vacuum solution to the Ein-
stein equations with the negative cosmological constant. AdS spacetime is a somewhat
unrealistic spacetime for describing our universe due to the negative cosmological constant
A, which is contrary to the modern cosmological observations consistent with the so-called
Lambda-Cold Dark Matter (A-CDM) description as determined from the observed data
of Cosmic Microwave Background Radiation (CMBR). Nevertheless, it has been actively
studied since some interesting features are shown in its theoretical aspects, and moreover
specific properties of this spacetime are essential in formulating the AdS/CFT correspon-
dence.

The purposes of this chapter are to illustrate the general properties of AdS spacetime
comparing it with Minkowski spacetime, and to understand distinguished characteristics
that make it possible to establish the AdS/CFT correspondence.

2.1 General Properties

The Einstein equations with cosmological constant in (n + 1) dimensions is
1
Guw =R, — §gw,R =8rGT,, — Agw (2.1)
where T, is energy-momentum tensor and is determined by the matter content in space-

time. In the absence of matter (7),, = 0), this simply becomes

2(n+1)

B=%n

(2.2)

7



where for A = 0 the scalar curvature is zero and becomes flat-Minkowski spacetime, for
A > 0 the spacetime is positively curved and is called de Sitter spacetime (henceforth dS),
and for A < 0 the spacetime is negatively curved and is known as Anti-de Sitter spacetime.
That is, those three spacetimes are vacuum solutions derived from the Einstein equations,
but different from the Minkowski spacetime, the de Sitter and the Anti-de Sitter spacetime
intrinsically (i.e. without matters) curved spacetimes.

One common feature of these three spacetimes is their maximal symmetry: they possess
the maximal number of independent Killing vectors. This is an intrinsic property of space-
time regardless of coordinates chosen and is given by n+1+n(n+1)/2 = (n+1)(n+2)/2
in (n+ 1) dimensional spacetime. Then the Riemann curvature tensor for any maximally
symmetric spacetime with (n+ 1) dimensions at any point and in any coordinates becomes

R
n(n+1)
For the Minkowski space M"™! the Killing vectors as generators of symmetry hold both
for Lorentz transformations, which has isometry group SO(1,n) with n(n+1)/2 generators,
and for translations with n + 1 generators, and so the Minkowski spacetime is represented
by the Poincaré group with (n+1)(n+2)/2 generators. On the other hand, the isometry
groups of the dS,,;; and the AdS,,;; become SO(1,n4+1) and SO(2,n) respectively with
(n 4 1)(n + 2)/2 generators.

Rpo,uz/ = (gpugm/ - gpugau)- (23)

In addition, for the non-zero cosmological constant cases, when matter is present with
energy density p and pressure p we have
p 0

=10 7p , (2.4)

the positive cosmological constant A (negative A) contributes positively (negatively) to the
energy, but negatively (positively) to the pressure.

2.2 Conformal Structure

2.2.1 Conformal Diagram

Let us consider the global coordinates of AdS spacetime
2

ds? = (:08—29< — dt* + d#* + sin® 6dQ7_,).



™

This coordinate makes the spacelike infinity finite, but it introduces a singularity at 6 = 7.
To obtain a spacetime smoothly extending to the boundary, we follow the general process
of compactification as follows.

Let us consider a manifold M with its boundary 0 M and introduce a function f, which
is called a defining function that satisfies some conditions (i.e. flogpm = 0, f'lom # 0, and
flm > 0), and plays the role of adding points at the boundary of the original manifold so
that the manifold becomes conformally compact. If d3? is a metric for the compactified
manifold and ds? is a metric for the original manifold, then

ds* = f%ds?, (2.5)
and to be general f can be replaced by
f— fe¥ (2.6)

where w is a function without poles at the boundary.

By going through this process, we can work with the conformally compactified space-
time and draw conformal diagrams. One for the AdS spacetime is depicted in Fig.2.1 and
one for Minkowski spacetime is also inserted in Fig.2.2 for comparison.

For the AdS case in Fig.2.1 (a), as we illustrated in (A.5), the compactification only
applies to the spatial coordinate #; there is no way to compactify the time direction, and
so the range of time still remains |¢| < co. Thus in the diagram spatial infinity is at the
finite length Z denoted as °, but the future and past-timelike infinities, which are ¢* and
1~ respectively, are just denoted at the top and bottom of the diagram.

Regarding spatial infinity, this conformal structure of AdS spacetime has a uniquely
well-defined boundary at spacelike infinity that provides an opportunity to formulate the
AdS/CFT correspondence.

The consequence of the timelike infinity is very interesting. That fact indicates that
AdS spacetime is not globally hyperbolic, and so a Cauchy surface does not exist; however,
a Cauchy surface can be formulated for the diamond shaped region in Fig.A.2 (b) and
so one can make predictions only in this region. Another feature is found by considering
geodesics as shown in Fig.2.1 (b). The geodesics normal to ¢ = 0 converge at p and ¢, and
all other timelike geodesics from p expand out and converge to q. This process keeps being
continued as timelike geodesics from the converged point ¢ re-expand out and reconverge
to another p and on and on. This fact implies that the timelike geodesic from p can never
reach the boundary . In contrast, a null geodesic from p can reach the boundary. This
property yields interesting physical results involving superradiance [35, 81].
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Figure 2.1: Conformal Diagrams and geodesics of the AdS spacetime

Now let us compare the conformal diagrams for the AdS in Fig.2.1 (a) and Minkowski
spacetimes in Fig.2.2. As seen in the diagrams, the big distinction is that the conformal
structure of the Minkowski spacetime has two kinds of infinities (disregarding timelike
infinity), which are the null infinities J* and the spatial infinity i°, represented by two
lines and a point. This means that from the perspective of formulating a dual theory like
AdS/CFT the conformal boundary of Minkowski spacetime is not uniquely determined,
which is different from the AdS/CFT. It can be either the null infinity or the spatial
infinity. Considering the conformal boundary to be a promising place for the gauge theory
to reside, null infinity might be not eligible. For the spacelike infinity, it is depicted as
a point not a line, and so it is hard to expect that physical fields admit smooth limit at
the point i°. These aspects of the conformal structure of Minkowski spacetimes make it
difficult to establish a dual theory.

2.3 Asymptotic Solution Near Conformal Boundary

For the AdS spacetime, it is known how to formulate gravitational solutions at the confor-
mal boundary in general [33], [31]. In this section, we study the construction of gravita-
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-y D,

Figure 2.2: Conformal diagram for Minkowski spacetime

tional solutions in the AdS spacetime by following [33, 81], and investigate the possibility
of applying the same method to the Minkowski spacetime.

Let us start with the gravitational action in (n + 1)-dimensional AdS spacetime

1 11 1 d
ity = ; " 2 3 Y 2.
gravity 16 GN //V‘ d vV G(R[G] + A) I " d .T\/_B ( F)

where G, is the bulk gravitational field and K is the extrinsic curvature. The equation

of motion is |

R, — QRGHV = —AG . (2.8)
and the curvature tensor is given by
1
Rn)\uy - Z_Z(GK,MGV)\ - GMAGV/-i) (29)

where [ is the AdS radius which is A = n(n — 1)/2[%. The equation is satisfied with

2

ds* = G, dztdx” = (—dt* +dr* +sin*0dQ2 ) (2.10)

cos?r

which is obtained in (A.6), but in this coordinate the metric becomes singular at r = 7
and is not defined at the conformal boundary r = 7. Thus we need to find a well-defined

11



solution at the conformal boundary. This can be achieved by determining the defining
function f, which is defined in (2.5) and, at the conformal boundary, f is additionally
restricted by

\df|> = G"0,f0,f. (2.11)

where G = f2G and which is related to
RG] = |df (G rouGor — GunGoi) + O(r ™). (2.12)

This quantity describes the curvature tensor near the boundary and the order r—* becomes
the leading order as the boundary is r = 0. The |df|? is obtained by solving the Einstein
equations with (2.12), and it becomes

1
|df|? = = (2.13)

Here we take the defining function f to be the radial coordinate r, and then the bulk metric
expanding near the boundary becomes

2 o
ds® = G, dr"dz” = ﬁ(dr2 + g;(z, r)dx"'dz?) (2.14)

which is known as the Graham-Fefferman coordinate system [37]. Expanding g;;(z,r) in
powers of r, its general form is given by

9i5(,7) = goyij + 9y T 2@+ + Gy + hyr™ logr? + O™ YY) (2.15)

where n is from the (n + 1)-dimensions and the logarithmic term with A, enters only for
even n. As the terms associated with odd powers of r vanish by the Einstein equations, for
convenience, we replace the parameter r with p by p = 72 and then the metric is rewritten
as

is? = G duide = 12 (L v 2.16
s =Gpartar = 4—p2+;gmxx ( )
where

9(x,p) = gy + -+ + ") + hmp"*logp+ -+ - . (2.17)

Plugging (2.16) into the Einstein equations, it yields
p(29" —2¢'g7 g + Tr(g7'g")g) + Rlg) — (n — 2)g' — Tr(g™¢")g = 0, (2.18)
D;Tr(g7q) — ng;j =0, (2.19)

_ 1 1 -

Tr(g™'g") — 5Tr(g'g'g'g) = 0 (2.20)
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where the prime denotes the derivative with respect to p, and D; is the covariant derivative
with associated with g, and R is the Ricci tensor of g. Expanding equations (2.18)-(2.20)
order by order in p with (2.17) and setting p = 0, the relations between coefficients in
(2.17) are obtained. In this process, cases of even n break down at order p™? unless the
logarithmic term is present. This is the reason that h, is present in (2.17) where h(y) is
restricted by

Tr(go) " hny =0, D'hnyi; = 0. (2.21)

Solving (2.18) for n = 2 and n = 4 cases, the g for k < n and the h(,) are expressed in
terms of g,

1 1
i=——=(Ry— R0 ).
9(2)ij n—2 ( J 2(n _ 1) 9(0) J>

1 1
= DyD*R;; — ————D;D;R — D D*
i n—4(4(n—2) WD = s Ty PR s Ty oy PP R
1 n—4
- R"Ryj + ———RIRy; RRi;
dn—2) " M T g N T Ty — 2
— - i 2.22

and these obviously become singular for n = 2 and n = 4. Thus, we instead obtain the
trace and divergence of g(,) from (2.19) and (2.20), and then g(,) takes the form

where

A@)ij = 90)i Tr9(2)
1 9 9 | 1
Awiy = —3 (Tl“ 92 — (Tr g(2)) )Q(O)z‘j +59@i 9k — 19@i T ) (2.24)
Integrating (2.23), it involves an integration constant ¢;;, which is not determined by the
Einstein equations, and as g;; and A;; are symmetric, t;; also becomes a symmetric tensor.
For n = 2, the integration of (2.23) yields

1
9(2)ij = §(Rg(0)z’j + ti;) (2.25)

where the t;; satisfy 4
Dlti]’ = 0, Trt = —R, (226)
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and for n = 4, the integration of (2.23) has the solution

1 1 1
Gyi; = gg(o)ij ((TFQ(Q))2 - Trg(22)> + 59(2)?9(2)@ - Zg(Q)ijTrg@) + i (2.27)
where the t;; satisfy
, 1
D't;; =0, Trt= ~1 (Tr(g(z))2 — Trg(22)>. (2.28)
For odd n, the g(4); is only restricted by
D'g(ayi; =0, Trg@) =0, (2.29)
and so becomes
Y(ayij = tij- (2.30)

In summary, in the AdS,,; spacetime we can take the metric, which is well-defined
near the boundary, in the form of (2.16) with (2.17), where the h) only appears for even
n. Then we find the relations between the coefficients gy, g, hn) and g¢,) by solving the
Einstein equations order by order in p. The g(;) for k < n and h,) are explicitly expressed
in terms of g(g) from (2.18), and those coefficients are determined if g is provided from
the boundary conditions of the spacetime. On the other hand, the g(,) should be obtained
by integrating (2.23), which is derived from (2.19) and (2.20), and so are accompanied with
the integration constant, which is the undetermined symmetric tensor ;.

In the holographic renormalization procedure, which will be discussed in Chapter 5, the
divergences of the action are shown as functions of g(g), and so the counter terms, which
remove the divergence of the action, are automatically generated as a function of g( ). The
h(n) for even n is connected to the conformal anomaly, and the g(,);; and t;; are related to
the expectation value of the boundary stress energy tensor by

2 35 en ni" ! + Xusloco]
= — = Imyis + Xijlaek

where S, is the renormalized bulk action and X;;[g()] is a function of gy for k < n.

Considering the possibility of applying this process to the Minkowski spacetime, it is
known that the relations of the coefficients of the metric are given in the form of differential
equation (not by the algebraic relations, which works for the AdS case), and moreover the
Einstein equations require some restrictions on g [31]. Thus it is hard to expect to obtain
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the general set (i.e {g(0),9(2), - ,9m)}) of metric solutions near the conformal boundary
with this method. In the holographic renormalization picture, this fact makes it difficult
to generate the universal set of the local counterterms and explains the reason that the
general algorithm to generate the counterterms is barely known for Minkowski spacetime.
Nevertheless, there was a remarkable try to generate local counterterms, in which the
counterterms do not take an explicit form, but are provided as solutions derived by the
given differential equation in [03, 64, 75]. This method is investigated in detail in Chapter
6.

2.4 Discussion

Some essential points are found in order to establish the gravity /gauge duality theory on
investigating the structure of the AdS/CFT correspondence. One is that the symmetries
of spacetime are equivalent to the symmetries of gauge theory. The other is that the space-
time has a well-defined boundary, which does not include any singularity at the infinity and
becomes a suitable place for the dual gauge fields to reside. In this section, we understood
what properties of the AdS spacetime make it suitable under these conditions by investi-
gating the isometry group of the spacetime and its conformal structure. Related to these
points, we also found some distinctions between the AdS spacetime and the Minkowski
spacetime by comparison. In addition, based on [33, 81], we showed a general derivation
of the metric solution near the boundary in the AdS,,; spacetime by solving the Einstein
equations, which is convenient for the process of holographic renormalization.

In section 2.1, general properties gleaned from general relativity theory are illustrated
for the AdS spacetime. The important note is that the AdS, ., spacetime is the max-
imally symmetric spacetime having the maximal number of independent Killing vectors
(n+ 1)(n + 2)/2. This symmetry of the spacetime is represented by the isometry group
SO(2,n), which is (n+2) Lorentz group and is identical with the group structure of confor-
mal field theory. On the other hand, the Minkowski spacetime M"*! is also a maximally
symmetric spacetime possessing (n + 1)(n + 2)/2 independent Killing vectors. However
the isometry group of the Minkowski spacetime is the Poincare group, which has the
Lorentz symmetry SO(1,n) plus the translation symmetry. Note that the symmetries of
asymptotically Minkowski spacetime are different from those of Minkowski spacetime. In
asymptotically Minkowski space-time, as null infinity is approached, the group of asymp-
totic symmetries is known as the BMS group; approaching spatial infinity, the group of
asymptotic symmetries is known as the SPI group [38]. It is not yet known what connec-
tion the SO(2,n) group has with the Poincaré group (or BMS or SPI group), making it
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difficult to build a (asymptotically) Minkowski/CFT correspondence.

In section 2.2, the conformal structure of AdS spacetime was studied and compared with
Minkowski spacetime. As shown in Fig.2.1, the AdS spacetime has a uniquely determined
conformal boundary at spacelike infinity, but as the timelike direction is not associated

us

with compactification, its conformal boundary at ¢ = 7 is stretched out. This conformal

feature gives an opportunity to establish AdS/CFT correspondence on AdS spacetime.

The conformal diagram for the (asymptotically) Minkowski spacetime has a spacelike
infinity and null infinities denoted as the point and the lines respectively at the boundaries
as shown in Fig.2.2. This indicates that if the boundary of spacetime, where dual gauge
fields will be placed, is chosen to be the conformal boundary, it is not uniquely determined,
but could either be null infinity or spacelike infinity. From the holographic duality perspec-
tive, it is difficult to consider null infinity as a place where the dual gauge fields reside, but
there have been several attempts for this case [32, 82| (for asymptotically flat spacetime see
[1, 2,4, 30, 69, 70]). Conversely the spacelike infinity is represented as one point, and so
it is hard to expect a smooth limit of physical fields to that point. These properties of the
conformal structure make it hard to formulate the duality theory of the (asymptotically)
Minkowski spacetime. However it is known that it is not necessary for the spacetime of
the dual gauge fields to be the conformal boundary, and so as an alternative for an asymp-
totically flat spacetime, one considers the asymptotic boundary to be an n-dimensional
hyperboloid #H, which agrees with the boundary conditions [0, &, 63, 64, 67, 75].

In section 2.3, we demonstrated how to derive the general solution of the metric near the
conformal boundary of the AdS,,; spacetime, which plays an important role in building
counterterms, by following [31]: set up the general form of the metric induced at infinity
and plug the metric into the Einstein equations. The coefficients in the metric are given
by algebraic relations, and this property enables one to automatically construct coun-
terterms in the holographic renormalization process. On the other hand, when applying
this method to Minkowski spacetime, the relations amongst coefficients in the metric take
the form of differential equations, and the Einstein equations require more restrictions on
those coefficients. Thus this algorithm does not produce big benefits for Minkowski space-
time in the holographic renormalization process. Distinct from this method, a remarkable
way to generate counterterms was suggested by Mann and Marolf for the asymptotically
Minkowski spacetime. This method is studied in chapter 5, where we set up the asymp-
totically flat metric for cylindrical coordinates in (n + 3) dimensional spacetime and test
the new counterterm method, where the counterterms are produced by solving a given
differential equation called the Mann-Marolf relation.

The Lifshitz spacetime, which will be introduced in Chapter 6 and 7, has recently drawn

16



a lot of attention in terms of strongly correlated systems via the holographic correspondence
formulation. Lifshitz spacetime is basically constructed by breaking Lorentz symmetry
but conserving scaling symmetry, and so it becomes anisotropic and non-relativistic. Thus
Lifshitz spacetime is invariant under spatial and temporal translations, spatial rotation,
and P and T symmetry, which is a fewer number of symmetries than AdS or Minkowski
spacetime [56]. This property suggests Lifshitz spacetime is dual to a Lifshitz-like field
theory in condensed matter physics. In term of the properties of the Lifshitz spacetime,
it is known that this spacetime yields nonzero components of the Riemann tensor, which
diverge as r — 0 if z # 1, in a parallel-propagated orthonormal frame, and possesses a
naked singularity, which is a null curvature singularity [27, 45, 52]. More properties of
these spacetimes are been being studied.
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Chapter 3

Quantum Phase Transition and
Statistical RG

In quantum critical phenomena associated with continuous (or second order) phase tran-
sitions, it is experimentally observed that different microscopic systems are characterized
by the same set of critical exponents, which determine the vanishing characteristic energy
scale and the diverging correlation length scale at the quantum critical point g = g.. This
is known as universality (or universal class), and later it is understood in the sense that
when different microscopic systems described by many parameters approach the critical
point, the scale-dependent parameters (or properties) of the system become much less im-
portant, and a few scale-independent parameters (or properties) survive. Thus systems
sharing the same (critical) parameter at the critical point are classified in the same univer-

sal class. In this chapter, we first study the quantum phase transition [$0] in section 3.1,
and understand the renormalization method in the statistical context [58, (8] in section
3.2 and 3.3.

3.1 Basic Concepts of Quantum Phase Transition

As mentioned in the introduction, the Wilsonian RG was developed for explaining unusual
physical phenomena called quantum critical phenomena. Here we understand physical
properties revealed in the quantum critical point at zero temperature and in the vicinity of
it at finite temperature. In the first subsection, we classify phase transitions and then focus
on the second order phase transitions. In the following subsection, the nonzero temperature
phase transition is discussed.
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3.1.1 Quantum Phase Transition

The thermodynamic state of a macroscopic system in thermal equilibrium is calculated
from the relevant thermodynamic potential {2 by using the partition function Z

Z =Y (3.1)

where T' is temperature. In the thermodynamic limit where the number of particles and
the volume go to infinity while their ratio remains constant, the (generalized) free energy
f =Q/V approaches a constant independent of V. Considering a system characterized by
a set of coupling constant ¢i,--- , g, the partition function in the thermodynamic limit
takes the form

Z(g1,- ,9K) = e~V (g .98)/T (3.2)

As the information of the system in the thermodynamic limit is derived from the free
energy above, we can discern some distinct physical properties by analyzing a function of
the free energy with respect to the coupling constants.

For this purpose, let us consider the free energy f(gi,---,gx) in the k-dimensional
coupling space. In general, the free energy is almost analytic everywhere, but in the ther-
modynamic limit, f(gi,--- ,gx) shows nonanalyticity at points, lines, or other manifolds
whose dimension is smaller than k. This nonanalyticity becomes the phase boundaries
separating different phases of system, and the region where f(gi,---,gx) is analytic in
coupling space defines the phase. Different types of nonanalyticity classify different types
of phase transition, and it is largely distinguished by the discontinuous (or first order) phase
transition and the continuous (or second order) phase transition. The former is character-
ized by f(g1,--- ,gx) being continuous but at least one of its derivatives with respect to g;,
0f/0g;, is discontinuous at the phase boundary. The latter is confined to cases for which
the f(g1,--- ,gr) and all its partial derivatives df/dg;,i = 1,--- , k are continuous, but it
exhibits a discontinuity in the second derivative of the free energy at the phase bound-
ary. In the discontinuous transition, a system is characterized by thermodynamic variables
such as the chemical potential or pressures. However in the continuous phase transition,
its properties can usually be characterized by an order parameter, which in general is a
quantity that becomes zero (i.e. complete disorder) in one phase and non-zero in the other,
and so measures the degree of order in a system by varying from zero to the saturation
value. Here we focus on the second order phase transition, especially the quantum critical
region.

The quantum phase transitions belonging to the second order phase transition are
accompanied by a quantum critical point leading to a nonanalyticity at the dimensionless
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coupling constant g = ¢., and mostly happen when A, which is the characteristic energy
scale of the lowest excitation above the ground state, vanishes as g approaches g. at zero
temperature. That is at the critical point the degrees of freedom of the system are coupled
to each other and act like a single entity. In most cases A can be written roughly as

A~ Jlg = g™ (3.3)

where J is the energy scale of a characteristic microscopic coupling, and zv is a critical
exponent. In general the quantum critical states are characterized by critical exponents
that characterize power law behaviour of various quantities. Besides v, there is a (for
specific heat), § (for order parameter), v (for susceptibility), ¢ (for critical isotherm)
and n (for correlation function); these six exponents are not independent of each other
but are related by scaling and sometimes by hyperscaling, and so two of them become
independent. An important note is that even though two systems may have different
microscopic details they are characterized by the same set of exponents. This peculiar
property of the exponents is said to be universal, and the same set of exponents are
classified to the same universality class. It is known that all materials can be sorted into
universality classes having the same critical exponents.

As having the vanishing characteristic energy scale at g = g., the same kind of singular
property of the continuous phase transition appears as a divergence of characteristic length
scale &, which indicates the typical length scale of the regions where the degrees of freedom
are strongly coupled, and the diverging characteristic length scale obeys

&~ Alg— g (3.4)

where v is a critical exponent and A is a momentum cutoff or an inverse length scale
of order the inverse lattice spacing. Comparing the rates of the vanishing characteristic
energy scale (3.3) and the diverging characteristic length scale (3.4), we see that

An~EF (3.5)
where z is a dynamical critical exponent, and so the characteristic energy vanishes the
inverse of the correlation length with power of z.

Besides static phenomena, one interesting feature is shown in dynamic phenomena in
the vicinity of a critical point. This is known as critical slowing down, and it is observed
that when one approaches the critical point, temporal correlations of the order parameter
decay slower and slower. Defining the correlation time 7. to be the typical decay time of a
temporal order-parameter fluctuation, 7. diverges as

T =& (3.6)
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where z is also the dynamical critical exponent.

Now let us consider the free energy f in the vicinity of the critical point. Considering
a magnet with free energy f(t,h), where t is called reduced temperature and is defined as
t = (T —1T,)/T. and h is the magnetic field, we can expect the f(¢,h) to be decomposed
into a singular part and a regular part

f(t,h) = fang(t,h) + freg(t, h) (3.7)

where the fq.(f, h) becomes dominant in the vicinity of the quantum critical point. As
physical properties should be unchanged under rescaling through the renormalization group
procedure (which will be discussed in section 3.2), in a continuous phase transition the
singular part fug(t, h) of the free energy should be homogenous as

faig(t, h) = b0 fog (bY't, bV ) (3.8)

where y; and y, are expressions standing for relevant critical exponents. However, since
time scales as (length)® in (3.6), at zero temperature the singular part of the free energy
should be modified as

Fong(g, h) = 07 PF fu (B¥og, b D). (3.9)

Thus in a quantum critical system, the time in some sense acts as an extra dimension z by
increasing the effective dimensionality of the system from D which is a spatial dimension
of the system to D + z in the vicinity of a quantum critical point, and so the system is
described by having different scalings of time and space in the continuous phase transition.
At finite temperature, the singular part of the free energy (3.9) is generalized to

fane(g, b, T) = b= P+ £ (Wo g, b9 h, b*T). 3.10
g g

Note that the quantum phase transition is a continuous phase transition. It happens
only at zero temperature and exhibits its diverging and vanishing properties for A and
¢ respectively, which refer to singularities of the ground state of the system. Since there
is no thermal fluctuation at zero temperature, the quantum phase transition is driven
by quantum fluctuations, and it occurs by controlling order parameters such as pressure,
magnetic field, or chemical doping.

3.1.2 Finite Temperature Transition and Crossovers

Strictly speaking, the quantum phase transition occurs only at g = g. and absolute zero
temperature 7' = 0. However it has been found that the quantum critical point can fan
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Figure 3.1: Two Possible Phase Diagrams

out to a wide quantum critical region over a broad range of values of |g — g.| at nonzero
temperature 7" > 0. Thus in describing the second phase transition, two possible phase
diagrams [30] can be considered as shown in Fig.3.1. For the first, the quantum phase
transition happens only at zero temperature; it does not have any phase transition (i.e.
the free energy is analytic) at any 7" > 0 as shown in Fig 3.1 (a). For the second, the
free energy is not analytic along the solid line terminating at the quantum critical point
at ¢ = g. and T" = 0 as shown in Fig.3.1 (b), and so the solid line becomes a locus of
second-order phase transitions at finite temperature. The shaded region indicates that
the theory of phase transitions in classical system driven by thermal fluctuation can be
applied. Based on the case of Fig.3.1 (b), we investigate dominant effects for each states
of the phase diagrams in the vicinity of a quantum critical point at nonzero temperature
regime.

So far the energy scale A, which characterizes the ground state of a system, is used
for our discussions, and now due to non-zero temperature, a second energy scale kgT
is included in our consideration. To characterize the dynamics at 17" > 0 we define the
thermal equilibration time 7.4, which is characteristic time taken for achieving local thermal
equilibrium after a weak external perturbation. We also roughly divide the phase diagram
into three regions as shown in Fig.3.2, which separates the quantum critical region from
the others.

In region I in Fig.3.2, it is found that the equilibration time 7.4 scale has a large value

22



1
T
1I
“‘..“\\‘ ”#p’
LY o+
LY r
% ri
1 “ 111
L)
1]
0 L -
g g

Figure 3.2: Separation of phase diagram into three regimes. The dashed line are smooth
crossovers at 1.

and so the dynamics of a (quantum) system is classically dealt with. Specifically, the
solid line of second-order phase transitions in Fig.3.1 (b) lies in this region, and the region
above the phase transition line describes the disordered phase in which the thermodynamic
average of the order parameter is zero but fluctuations are non-zero as the order is short
range. In the region below the phase transition line, the ordered (i.e. long range order)
state is placed, where correlation function decays to a constant at large distance.

In the regions II and III in Fig.3.2, the equilibration time 7, scale is short, and so there is
a competition between quantum fluctuations with energy scale A and thermal fluctuations
with energy scale kgT'. In the region II, thermal excitation of quantum critical ground
state is dominant by A < kgT', and in the region III, quantum fluctuation is controlling
a system by A > kgT. The dashed line between I and II, and II and III are smooth
crossovers at 7' ~ |g — g.|*".

The detailed phase diagrams are depicted in Fig.3.3, where the left is for a system
having no long range order at finite temperature, but the right is for a system for exhibiting
long-range order at finite temperature, and which is referred from [58].
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Figure 3.3: Two Possible Phase Diagrams

3.2 The Basic Idea of the RG Transformation

The statistical renormalization process consists of two steps

1. Mode Elimination (Decimation)

2. Rescaling

The first step is basically to reduce the information to the level just necessary for describing
the system, and this idea is performed by a coarse-graining operation. The operation
proceeds by integrating over momenta in the shell A < k < Ay, where Aq is UV cutoff.
Or in lattice theory, it is performed by blocking lattices (there are various ways to form
block variables) and by averaging over the block variables, and this process is repeatedly
carried out to a new lattice until the same process or the same blocking is not applicable.
As this process is carried out based on the scale invariance of a system in a certain range,
a final lattice has the similar properties with the original lattice. The second step applies
to the physical quantities such as length of a lattice, wave vectors, or fields (e.g. in a form
of A = Ay/b, where b is the step size of renormalization group transformation) to restore
the same form before the mode elimination. The combined process is illustrated in Fig.3.4,
which is referred from [55].

The effect of conducting two steps should be explained by the modification of the
coupling constant g in a way that the initial couplings g = (g1, g2, g3, - - - ) with the initial
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Figure 3.4: Pictorial Representation of RG Transformation

action S[®, g] replaced by the modified couplings ¢’ = (g1, 95, g5, -+ ) with the modified
action S’[®’, ¢'|. Then this combined procedure makes a map between the initial set of
coupling and the final set of couplings such as

g =R(bg) (3.11)

where ¢’ and g are sets of coupling constants, and the function R(b;g) transforms g to
¢' and is called renormalization group (RG) transformation, where b is the step size of
RG transformation. The form of R(b;g) takes a complicated nonlinear function of the
coupling constant, and also depends on a scaling factor b. The set of R(b;g) becomes
a semigroup, which possesses the same composition law as a group, but the inverse of
each transformation is not required; this group is labeled by a continuous parameter b.
That is, two successive transformation with scale factor b and b’ is equivalent to a single
transformation with the scale factor " = b'b. Assuming that

g =R(b;9), J"=RWU;q), (3.12)
the composition law allows
9" =R(V;R(b;g)) = R(V'd; g) = R(V"; 9), (3.13)

and then for given initial coupling ¢(® = g, the complete RG procedure yields a chain of
renormalized couplings ¢(™

g(n) _ R(b; g(nfl)) — 'R(b”; g)_ (3.14)
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Figure 3.5: pictorial representation of correlation length

Iterating the RG transformation R(b;g) on the (possibly infinite) set of couplings g =
(91,92, 93, -+ ), at a special point ¢g* = (g7, g5, 95, -+ ), it reaches a fixed point of the RG
satisfying

9" =R(b;g) (3.15)

and these points are called RG fixed points.

Now let us consider what happens to correlation length at fixed points. The correlation
length is defined by regions where spins on lattices are strongly correlated, and so largely
three states are possible: perfectly ordered, completely disordered, and correlated finite
region as shown in Fig.3.5, which is referred from [65]. By the RG procedure, the correlation
length is rescaled by

ele) = 2 (3.16)
with arbitrary b > 1, and at any fixed point ¢ = ¢’ = ¢* it yields
o Sl
¢(g") = (b ) (3.17)

As b is finite and positive, the above relation is satisfied with either £ = 0o or € = 0. That
is, at any RG fixed points a correlation length becomes infinity (strongly coupled) as shown
in Fig.3.5 (a) or vanishes (completely decoupled) as shown in Fig.3.5 (b). For the infinite
correlation length the fixed points are considered as critical points with continuous phase
transitions and are called critical fized points, and for the zero correlation length the fixed
points are called trivial fized points. In general, the RG transformation has more than two
fixed points or even a continuum of fixed points forming a certain manifold in coupling
space.
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3.3 General Properties of RG Flow

As we are interested in fixed points, let us consider an infinitesimal variation near the fixed
point ¢g* such as

6 =9 —g"=R(bg) — R(b;g"), (3.18)
for linear order in dg we can express it in the linearized differential form
dg; = % 6g; = Rij(b; 9%)dy; (3.19)
J g*

which is called the linearized RG flow in the vicinity of the RG fixed point ¢*, and where
R(b; g*) is a matrix in coupling space and takes a different form for each fixed points.
Local behaviour of the RG flow in the vicinity of a fixed point can be roughly predicted or
classified by determining the eigenvalues of the matrix R(b; g). In general we do not have
any constraints on the R(b; g) to be diagonalized, so we consider the matrix R(b; g) with
left and right eigenvectors. For our purpose let us take only the left eigenvectors vI and
the corresponding eigenvalues \,(b). By definition we obtain

vER(b; g°) = vEXa(b), (3.20)
and by projecting the coupling constant dg onto the left eigenvector vl of the matrix
R(b; g*) we take

Uy = V16g = Zva’i(;gi (3.21)

)

where u,, are special linear combination of the coupling constants and called scaling vari-
ables, and under the RG transformation, we have

ul, = uldg = vIR(b; g*)0g = Aa(D)v16g = Ao (b)uq. (3.22)

a —

As mentioned the RG transformation R(b; ¢g) holds semigroup properties and so two RG
transformations yield

R(V'; R(b; 9)) = R(V'b; g) = R(bY'; g) = R(b; R(V; 9)). (3.23)

This implies that the transformation matrices associated with the linearized RG flow near
a given fixed point satisfy

R(b; g")R(V;g%) = R(bV; g%) = R(V'; g")R(D; g7). (3.24)
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Since the matrices R(b; ¢*) and R(b'; g*), which have different values b commute in (3.24),
the eigenvectors v1 are independent of b and then (3.24) is expressed in terms of eigenvalues

Aa(B)Aa (') = Aa(BV). (3.25)

This has the solution as follows
Aa(b) = DY (3.26)

where the exponent g, is independent of b and is called the renormalization group eigen-
values associated with the scaling variables u,. Then (3.22) can be rewritten as

ul, = b u, (3.27)
or be expressed in the differential form as

du,,

W = YaUg- (328)

where u) = 0 from u, = Y, va,i(g; — g7). As we started by obtaining the linearized RG
flow (3.19) in the vicinity of the fixed point, the subsequent results (3.27) or (3.28) are
taken into account for the linear level, and so they give the linear level predictions about
growing or decaying properties of the scaling variables of u,. Then the local behaviours of
U, in the vicinity of a fixed point ¢g* can be classified into three cases due to a sign of the
Yo as follows

e y, > 0 : scaling variables u, are called relevant
the small initial deviation of u, from the fixed point grows exponentially upon iter-
ating the RG so that the RG flow is repelled from the fixed point

e y, <0 : scaling variables u, are called irrelevant
the small initial deviation of u, from the fixed point decays upon iterating the RG

e y, = 0 : scaling variables u, are called marginal
the RG flow in coupling space can approach (marginally irrelevant) a fixed point or
flow away (marginally relevant) from a fixed point; the local behaviour of the RG
flow is determined by considering higher orders in the coupling constants
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Chapter 4

Review of Holographic
Renormalization

In this chapter, we seek a comprehensive understanding by reviewing holographic renor-
malization for the AdS spacetime constructed in [31]. From a holographic perspective, we
might expect that the two-point correlation function at the boundary of the spacetime can

be written as )
5 Son—shell

0P(0) (%)% (0)(0) | g0

but this yields infinite answers due to the diverging on-shell action as r goes to infinity.
Thus the purpose of holographic renormalization is to formulate well-defined holographic
correlation functions. Inspired by field theoretical renormalization, holographic renormal-
ization follows the procedure:

(O(z)0(0)) = - (4.1)

1. To compute the most general asymptotic solutions
2. To regulate the divergence by restricting the radial coordinate to have a finite range
3. To add suitable covariant counterterms

4. To get renormalized on-shell action

Here we investigate each steps and briefly demonstrate the results for the one point func-
tion.
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General Asymptotic Solutions

As discussed in chapter 2, the general form of the asymptotic solution for AdS spacetime,
which is expanded near conformal boundary, becomes

2
ds® = G, dr"dx” = d—p2 + 1gij(az:, p)dz'da’,
4  p

g(x,p) = gy + -+ pga) + hayp”*logp + - -- (4.2)

where [2 = 1 is taken. For matter fields in the bulk of spacetime, the equation of motions
takes the second order differential equation, and two independent solutions associated with
p™ and p™mt™ are yielded in asymptotic region. Then the general form of the bulk fields
can be written as

F(z,p) = p™(foy(@) + foy(@)p+ -+ + p"(fromy (@) + log pfiony () +...) (4.3)

where n and 2m are non-negative integers. With this ansatz, solving the equation of mo-
tions iterately for a small value of p (i.e. the boundary is at p = 0), fior)(x), where k < n,

and f~(2n) (z) are uniquely determined by fr)(z). While f(,)(x) is not determined by the
near-boundary analysis, but is given by the Dirichlet boundary condition. Later, fq)(z) is

interpreted as the source for field theory, and f(gn) is related to conformal anomalies [31].
Regularization

Here we compute the on-shell action with these asymptotic solutions. We first set up
the boundary of the spacetime in a range p > €, where € is very small, and compute the
boundary term at p = €. Then as € — 0, a finite number of diverging terms are isolated,
and the on-shell action takes the form

Sreg [f(o); 6] = / d4ZU, /9(0) [e_”a(o) + ¢t a@) + ... — log e a(2y) + O(GO)} (4.4)
p=¢

where v is a positive number and only depends on the scale dimension of the dual operator,
and a(ar) becomes a function of f.
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Constructing Counterterms

To remove the divergence in the on-shell action, the counterterm can be constructed as
S| F(x, €); €] = —divergent terms of Syeqf(0); €] (4.5)

where f() is reexpressed by F(z,€), which is evaluated at the regulated surface p = ¢, via
fo) = fio)(F(x,€);€) in (4.3). That is, the coefficients a(or) are inverted to a(ar)(f0)(z)) =
QA (2k) (]—"(:m 6), 6).

Renormalized On-Shell Action

By adding the counterterms, the subtraction action is defined as
Ssub [.F(JJ, 6)7 E] = Sreg[f(O); 6] + Sct [f(l’, 6)7 EL (46)
and by taking the limit € — 0, the renormalized action is obtained

Sren [f(O)] = lg% Ssub [.F, 6]' (47)

From this renormalization process, the one point function of the operator O is defined by
the renormalized action

1 6Sren . 1 1 5Ssub
<OF>8 \/% 6f(0) el—r>IOI (Ed/2_m ﬁ 5.7:(1’, E)) ( 8)

where the second term indicates that its calculation is performed by using the subtraction
action and is taken to the limit of € — 0.

One Point functions

Supposing the gravitational action S[®, A,, G, ...], the one point function is defined by
using the renormalized action S, and each of them are expressed as
1 05,
® = (O(2))s = —— ~ ¢an-a)(T), (4.9)
VIO® 00 (x) AT
1 08,
Ay = (Ji(x))s = o ~ Ai@), (4.10)
. 9(0)(x) 0 A () ()
2 5Sren
G — (Tij(x)) ~ 9(ayij () (4.11)

T VI 89 (x)
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where O is the operator of the field theory, J; is the boundary symmetry current which
couples to the bulk gauge field A,, and T;; is the boundary stress energy tensor that couples
to the boundary metric g);;. Here ¢, Ay, and g(q);; are the asymptotic solutions of ®, A,
and G, calculated at the boundary of the spacetime, and are dual to (O(x))s, (Ji(x))s, and
(T;;(x))s in field theory respectively.
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Chapter 5

Holographic Renormalization in
Asymptotically Flat Spacetime

5.1 Introduction

As mentioned in the introduction, the holographic correspondence (gauge/gravity corre-
spondence) can be interpreted as a UV/IR connection, which means that a UV divergence
of the correlation function in field theory corresponds to an IR divergence of the gravi-
tational action at the boundary of the spacetime. In field theory, the way to remove the
divergence is known as the renormalization method, which is studied in detail in appendix
B. On the other hand, in gravity theory, for asymptotically AdS spacetimes an algorithm
to generate counterterms removing the divergence of the action had been found [11, 61, 36],
but for asymptotically Minkowski spacetimes a unique way to construct the counterterms
was not known. The reason can be found in different asymptotic behaviours of those
spacetimes. As seen in previous chapters, for the AdS spacetime the general asymptotic
solutions, expanded near the conformal boundary, are obtained by solving the decomposed
Einstein equations at the boundary of a spacetime (in chapter 2), and the counterterms
are automatically formulated from these asymptotic solutions (in chapter 4). However,
this method, i.e. boundary analysis of spacetime, is of little benefit to asymptotically
Minkowski spacetimes, because their asymptotic solutions are not fixed by the Einstein
equations. This makes it difficult to construct counterterms, as discussed in chapter 2.
Instead, it seems to be more relevant for asymptotically Minkowski spacetimes to obtain
the counterterms by solving the differential equations for each boundary condition.

Furthermore, in the process of the holographic renormalization, it is expected that the
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holographic correlation function is obtained from the gravitational action, and so build-
ing counterterms becomes a crucial factor[$1]. The importance of the counterterm is also
revealed in gravity theory by involving conserved charges of a spacetime. From the bound-
ary stress tensor formula, which will be discussed below, the counterterms participate
in yielding conserved quantities associated with the boundary action, which includes a
Gibbons-Hawking term. This chapter is concerned with both of these rationales for coun-
terterms, but since the dual field theory of the Minkowski spacetime has not been found
yet, we focus on checking our counterterm solution associated with the conserved quanti-
ties. That is, we obtain the counterterm solution for the given differential equations, which
is the procedure expected to be the basis for yielding well-defined correlation functions in
the future, and continue to check if our counterterm solution yields well-defined conserved
quantities via the boundary stress tensor.

Mann and Marolf [63] suggested an algebraic equation in the components of K, such
as
R = KoK — K,°K,, (5.1)

where R, is the Ricci tensor of hg, induced on OM, where haQ is the induced metric
defined at the boundary of the spacetime, and K is the trace of K, contracted with ho.
The motivation behind Eq. (5.1) comes from the Gauss-Codazzi relation

Rabcd = Rfé,ec{l + Kachd - Kadec (52)

where R, peq and RRbe ', are respectively the Riemann tensor on M and on the bulk space-
time M. For an asymptotically flat spacetime Rabcd obviously vanishes. Replacing; Ky
with a tensor K, and contracting (5.2) with 2 yields (5.1). The counterterm K, is
inserted into the action

16G/ V—gR SFG aM\/_K+87TG V—hK (5.3)
where the first two terms are the Einstein-Hilbert and the Gibbons-Hawking terms re-
spectively. It has been proven [03] that this counter term renders the action finite on
asymptotically flat spacetimes and is stationary under metric variations for two standard
asymptotic hypersurfaces, respectively referred to as “cylindrical” and “hyperbolic” bound-
ary spacetimes (OM, h).

The boundary stress tensor is defined as the functional derivative of the on-shell action
with respect to hg,, which takes the form

- 2 65 1 .
% = TR (%b - 7Tab> (5.4)
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where h,p, is the induced metric on the asymptotic boundary, 7, = Ku — Khyp is the
conjugate momentum of the gravitational field, and 74, is an analogous contribution from
the counterterm K. Then the conserved charge associated with the Killing vector £* via
(5.4) in cylindrical coordinates is

Qle] = 740 I A, ThE (5.5)

in (n+3) dimensions, where 7 is the trace of the induced metric on the r = const. boundary
at t = const., and C, is a Cauchy surface within a constant r hypersurface H, such that
C = lim,_, C, is a Cauchy surface in the cylindrical boundary H, and u® is a timelike
unit vector normal to C' in H,..

In practice, however, the variation of the action has additional terms as a consequence
of the definition (5.1); these are represented by A and must be added to eq. (5.4).
Despite this, we shall demonstrate that the quantities A% do not modify either conserved
quantities as given by (5.5) or the conservation of the boundary stress-energy for cylindrical
boundary conditions. Investigation of the connection between the boundary stress energy
in (5.4) with the counter term definition (5.1) indicated that the extra term A% vanishes
for higher than 4-dimensional spacetime and makes no contribution to the conserved charge
for 4-dimensional spacetime [64]. These computations were carried out using hyperboloid
coordinates for the boundary of the asymptotically flat spacetime, compatible with previous
studies [13, 12, 6]. Specifically the conserved charges were shown to agree [(4] with those
defined by Ashtekar and Hansen [0].

Our concrete objective in this chapter is to investigate the boundary stress tensor (5.4)
associated with the Mann-Marolf counterterm for cylindrical boundary conditions. As the
structure of the boundary and the falloff rates of the metric components differ from those in
the hyperbolic case, our aim is to understand the role played by A% in the context of defin-
ing a boundary stress-energy and conserved charges. As many spacetimes are commonly
described in coordinates that asymptote to cylindrical ones, using the cylindrical boundary
condition thus has great practical advantages for computation. By contrast, hyperboloid
coordinates are rather impractical insofar as they require a non-trivial transformation of
the coordinates of most asymptotically flat metrics.

With the same purpose, Astefanesei, Mann, and Stelea made some preliminary investi-
gations using cylindrical coordinates, but considered only leading order fall-off conditions
on components of the metric [9]. This is not sufficient for understanding the role played
by A% in the asymptotically flat boundary counterterm approach using (5.1).

We begin with defining an (n + 3)-dimensional asymptotically flat and static spacetime
in cylindrical coordinates, whose metric functions fall off at least as fast as r~ ("2, We then
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compute A as a power series in 1/r up to the relevant fall off levels that could potentially
affect the conserved charges. We find that i) to leading order, A% is manifestly zero for
arbitrary dimensions, ii) the first sub-leading order of A% for n = 1 is zero, iii) A% does not
vanish for n > 1, but iv) its non-vanishing does not affect conserved quantities. In addition,
we find that for n > 2 manifestly DT, = 0, but for n = 1 satisfying D*T,;, = 0 requires
a condition between higher-order coefficients in the metric. Finally, we show explicitly
how the conserved quantity formula (5.5) associated with the counterterm (5.1) works in
(n 4 3)-dimensional static spacetime.

This chapter proceeds as follows. In section 5.2, we review a variation of the action and
the boundary stress tensor demonstrated already in [63, 6], and introduce our definition of
asymptotic flatness in the cylindrical coordinates. In section 5.3, we obtain the solution for
MM-counterterm by solving decomposed Einstein equations, and then in section 5.4, with
the counterterm solution we find A% and investigate how the non-zero value of A% modifies
the conserved quantity formula (5.5). Also in section 5.5 we check the conservation of the
boundary stress tensor 7% in a sense that D,T% = 0. In section 5.6, we provide explicit
examples of how to compute conserved charges in (n + 3)-dimensional static spacetime. In
section 5.7, we discuss the results.

5.2 Preliminaries

5.2.1 A Variation of the action and the Boundary Stress Tensor

In this section, we start with the action (5.3). We compute the variation of the action with
respect to hy, and find the form of the boundary stress tensor.

Taking a variation of the action with respect to the metric and eliminating the equation
of the motion, we get

1
167TG M

where 7% = K% — [pob 79b = b _ [(hab To express 6 Ky in terms of kg, we take the
derivation of (5.1) with respect to hgp

5S = V—h [(ﬂ” YRR — zf(ab) S + Qh“bdf(ab] (5.6)

6Req = 0K L, " + (Kden - KmKnd) SR™" (5.7)
where L_;% implies R X R R
L™ =h"K.q+ 6205 K — 0°K5 — b K4, (5.8)
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Using the identity
(L7)ag™ (L)’ = 0565, (5.9)

(5.7) is changed to
Oy = (L71), [(mcd + (K’cdkkl -~ f(ff(g) (Shkl} , (5.10)

and then (5.6) is rearranged to

1 5 - \oa A -
68 = V=h |7 = 7" - K% 4 20 K.qK® — KCKY ) ) 6hap + 206 R
167G OM
R R . (5.11)
where 7% = K% — h* K and L% indicates
L = h®K.+ 05K — 6°KY — 68 K3, (5.12)
L = ped(Lh, 0 (5.13)
Using the fact that
1 1
SRupy = —Eh’“lDancShkl — 5h’lele(shab + W Dy D6y (5.14)
and doing integration by parts, (5.11) becomes
1 . ~ oA A\ A
08 = / V—h|m® — 7% — K® 4 2L K K™ — K2Ky
167G OM
—D2L% — D, D, L* + D, (D“Ekb + D”E’mﬂ hap.- (5.15)

where D, is a covariant derivative compatible with h,, defined on an n + 2 dimensional
hypersurface. If we define A® as

A = K —2L <f<cdf<ab — f(gfcg) +D?L?+h** DD LM — Dy, (D“ikb +Dbi’m) , (5.16)

(5.15) is written as

1
59 / V—h (W - A“”) Shap (5.17)

- 167TG OM
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and this form of the variation of the action yields the boundary stress tensor, which is
defined as the functional derivative of the on-shell action with respect to h.p, associated
with MM-counterterm

2 0 1
Tw = S = (ﬂ-ab — Tab — Aab) (518>

V/—hohe 871G

where only 77, which indicates the first two terms in the right side, is expected to yield
conserved charges. The explicit form of A% will be obtained in section 5.4.

5.2.2 Asymptotic Flatness

Adopting an approach to defining asymptotic flatness similar to that in hyperbolic coordi-
nates [13] [12], we define a spacetime (M, g) in cylindrical coordinates and confine ourselves
to this spacetime throughout this chapter. Assuming that a static spacetime (M, g) is ra-
dially smooth of order m at spatial infinity in (n + 3) dimensions, the components of the
metric take the asymptotic form

V A/r m
—mﬁz b /1) e L) (5.19)

where n > 1, r is a radial coordinate, and 7] are angular coordinates associated with the
metric ugg on the unit sphere S"™!, and l,w is C* in n/r and f®) = O(1/r™). Defining
functions w®(n?) at t = const. such that
- w(n?),  dz® = wdr + rw®dn?, (5.20)
, :
(5.19) transforms into

N datde? = —dt* + dr* + r*p (0) dndn®,

~ (k) _litk)’ ok — l( ) J (k) _ l k) (k)

g ww’ w” wA: Hap = li’Z)w?Awf’B (5.21)

in turn yielding the explicit form

’7 ) 2 N(k 1 2
ds’ <1+Z +I<:1 +O< +))dt (1+Z +k1 (Tm-i-l dr
T9 () 1 AU)
+2<Zﬁ+O(—Tm+1>)rdrdn’4+r2(u§%+ —;ﬁk —=+0 e} dn?dn®
k=1
(5.22)
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where ) a®) are smooth functions, and J%) are smooth vector fields, and ), 1), are

smooth tensor fields on S™*!'. The symbols O(r~(™*1) refer to terms that fall-off at least
as fast as 7~ ("1 as one approaches spacelike infinity, i.e., r — +o0o with fixed 1. Without
loss of generality, we find it convenient to substitute

T o B D U o : of 2 5.23
+Zrn+k—1 - +Z7m+k—1 + rm+l ( : )
k=1 k=1

in (5.22), and likewise for the gy-component ( 4 changes to v ). In order to simplify the

metric, we first try to remove Jﬁll) in (5.22) by using a coordinate transformation

1
=0t + —GWA@"), r=r  t=t,
/r-TL

n

_ I ma,_
dT]A = dnA + T_nG’(B) d7]B — WG(I)AdT’. (524)
Applying (5.24) into (5.22), the leading term of the g, 4-component is eliminated by choos-
ing

T =nGWPLY), (5.25)
and this allows us to set JS) = 0in (5.22). Subsequently we get rid of &? via the additional
coordinate transformation :

1

r=7T+ —_F(Q)(TIA)v
Tn

1
FOdr + —FQdn®. (5.26)
Tn )

dr = dr _nfn—l-l

Plugging these into (5.22), the 1/7!-term in di? can be set to zero via
a® =nF® (5.27)

where the leading term in rdrdn® is not affected. Generalizing these coordinate transfor-
mations to include higher orders of 1/r yields

1 1
T]A - T_]A + WGUC)A, r=7+ fn—l—k—lF(kJrl) (528)

where these transformations are sequentially applied to the above to the metric. We can
then show that

JW=s9 = =" =0,
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We finally obtain the simplified form of the metric

2 SN 1 \\2
2 _ a 2 Y Y 2
dS _(1_'_7“_") d?’ _(1+T_”+T”+1+O(T”+2>) dt

0 1 1 1 2 1
o2 (w4 sl + ety + O g ) ),

which we rewrite as

ds®* =N2dr? + hgdz®da®

2
1 1
:(L+g><h2+<%$+a—@?+ M”+~~)mﬂmb (5.30)
rn rh

el ab

where 2% = (t,n") are coordinates on the (n + 2)-dimensional hypersurface compatible
with the metric h,,, whose expansion is

O @ 2
meﬁ:—0+1—+7 +O(1>>ﬁ2
TTL

rn—i—l Tn+2

0 1 @ I 1
b2 (b bty e+ 0 ) Jar'n® (53

where a = t, A.

The boundary spacetime (OM, h) is actually a one-parameter family (Mg, gq) where
Mg C M and Mg converges to M with increasing Q. The boundary of a region (Mg, go)
for a certain value of € is described by (OMgq,hg). As Q is varied, we get a family
of boundaries that provide a specific way of ‘cutting-off’ the space-time M, with the
asymptotic boundary obtained as {2 — oo. In this chapter, our interest is in the class
“cylindrical cut-offs”, for which

QY =1+ 0. (5.32)

Note that the metric (5.30) takes the same form as the metric in hyperbolic coordinates
[64] except that hg, is further decomposed into a tt-component and angular components.
Naively one might expect that our result is easily derived from the hyperbolic case in ref.
[64] where Q is taken to be

QM = p+ O(p"). (5.33)

and the coordinate p is defined by p? = r? —t2. However this is not true since in hyperbolic
coordinates the boundary metric (parametrized by a surface p=constant) is manifestly
covariant under a variation, whereas in cylindrical coordinates the boundary metric defined
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at r =constant does not change fully covariantly. In particular, the tt-component and
angular components in the induced metric hy have expansions in different orders of r.
For example, taking a variation with respect to each surface parameter, i.e. p or r, in
hyperbolic coordinates

0 0 0
8_p <Phgb)> = héb)v (5.34)
whereas in cylindrical coordinates
0
8—( hfﬁ}) = 19 + 2721 (5.35)
-

In (5.35) only the angular components transform covariantly in the (n+1) dimensional sub-
space, whereas in (5.34), all components transform covariantly. This distinction introduces
new features and subtleties in cylindrical coordinate that are rather more complicated than
the hyperbolic case.

5.3 The MM-Counterterm Solution

Here we find the MM-counterterm solution Ky, in (5.1) by solving the decomposed Einstein
equations.

5.3.1 Solving Decomposed Einstein Equations

We start by setting up the spacelike normal vector n® on a cylindrical hypersurface
r =constant, where asymptotically » — oo, and calculate its extrinsic curvature K.
At the boundary the decomposed Einstein equations are

1 (Rab = Rab + Daab — QgAp — £nKab — KKab + QKchb, (536)
L (Reen®) = DKy — DK = —Dbry, (5.37)
Rgn®n® = —£,K — KK, + (Dya’ — d’ay), (5.38)

where a® and K, are defined by
a’ =n'Von, Ky = Vi, — neas, (5.39)
and the last equation can be rewritten as

R—K?+ K"K, =0. (5.40)
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For asymptotically flat spacetimes, the left-hand sides of (5.36) — (5.38) become zero as
r — oco. Equation (5.36) yields R, The remaining equations yield constraint conditions
between the coefficients in the metric, e.g. a, vV o 7(2) We solve the decomposed
Einstein equation in powers of 1/r, i.e. Ry = R( : + - R TnﬂlRﬁ) + - -+, where for
n = 1 the sub-sub-leading term must be Separately dealt Wlth from the n > 2 cases. This
is because when n = 1 the product of two sub-leading terms has the same order as the
sub-sub-leading term (both of order of 1/r?), whereas for n > 2 this product is of order of
1/r?™ and falls off faster than the sub-sub-leading term (of order 1/r"*!) and so does not
contribute at that order.

The n > 2 Case

In the asymptotically flat spacetime, which is described by the metric (5.30), the extrinsic
curvature is

1 1 n+1 1
o=l 4 e () = ol = 7 )+ (0 - S50 ) w0 () )
r r 2r
and taking the trace of it yields

gontb 1 (a(n+1)+gh(1))— ! ("+1)h<2>+0< ! ) (5.42)

r rn—i—l T”+2 2 T”+3

where K = K h® and h("™ = hfgb)h(o)“b for m = 1,2. The acceleration becomes

= (07 _%Daa). (5.43)

The first decomposed Einstein equation (5.36) is

1
0= 'R,((I(;) — nlu((zb) + — |:R((l? — (nlu((z? — nozlu((lb — 2h Mab + D Dba)}

1 (n+1) (n+1) 1
+ [Rﬁj} - (Wg? —p@, 0 B o — ), (5.44)

2 212 pnt3

the second one (5.37) takes the form

1 n
_ (1) _ 2 pepM _ (1)
0= o [Dﬂ +nD,« 5 (D hy — Doh )]
1 2 (n+1) by, (2) (2) 1
+ 5 {Dav( ) _ T(D hy — Doh + O s ) (5.45)
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and the last (5.38) gives

0= RO _ ”(”_;LUJFL{RM _ (_ 2n(n+1) _nlnt1),q 20 <1>>}

r r 72 T2 2t
1 2n+1 n+1)? 1
o [R@) _ (( | ) o _ | rQ_h(Q)ﬂ +O<rn+3)' (5.46)

Note that the asymptotic expansion of R((;bn) is defined as

1
Ry =35 (DCDahS?) + D°Dh{i — DDl Danh<m>) (5.47)

where m = 1,2, and R is the trace of (5.47)
R — pOabR M), (5.48)

As the solutions to the decomposed Einstein equations have to be consistent with each
other, we first compare the R’s, one from contracting R, in (5.44) with h(®% and the
other from (5.46). We get

2n 2n(n+1) n(n+1)
R 2 1 1
(1) =2D%a = ﬁ,u( ) — 7’2 a — 7’2 h( ), (54-9)
9 n n 5 2
R()_Tﬂh()_m”()__ﬁﬁ’/()' (5.50)

Now, taking the covariant derivative D® of (5.45) yields an expression for the Ricci scalar
via (5.47) — (5.48); this Ricci scalar agrees with (5.49) — (5.50) provided

D*HW =, (5.51)
1 1 1
D@ — (7 :; )@ p2,e _("%) L0 DR — _% KD, (5.59)

The n =1 Case

As mentioned, the n = 1 case needs to be separately dealt with from the case with general
n, because the sub-sub-leading order is expressed not only by the sub-sub-leading order
quantities, but also by a combination of the sub-leading order values.
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Setting n = 1 in the metric (5.30), the extrinsic curvature at the boundary of the
spacetime is

1 1 1
Ko = o)+ (4 =) = 55ty ) 3 (- o)~ 2 )40 5 ). 559)

and its trace is

2 1 1 1 a 1 1
Ke?_2(onsinm) (@ %0 4 Lympme ) 54
; 702(04+2h )+r3< WD SR 4 S h +0( (5.54)

The acceleration a, becomes
1 1
(O —-D, a+ —aD a) (5.55)
Solving the decomposed Einstein equations as the previous section, (5.36) yields

1 1
0 =Ry — oy + {Rfi,) - (uib) gy — 5h Wiy +Danoa)}
1 «
T {be) a (“ o+ Qh((j? — WP —apf) - 2 Shay + ahWpg)

1 1 1
= hUu) + S h O S h DnWed O —_pMep) — oD, Dya

1 1
- §(Dah,§§2 + Dyh) — DynlY )} (—3) (5.56)
(5.37) takes the form
1 1
0= {Dﬂ(” + Daov = 5 (Dbhfjb D, >] K ~® + (D*h) — D,h™M)

1 1
+ §h(1a)CDcoz - —h(l)Daa —aDAY —2¢W D4 h(l)CdD hgi) + h Y p,h)

1
+§h(1)bCDChfw - Zhg}l Deh/ >> (Db )] ( ) (5.57)

and (5.38) is

2 1 1
0=R® = 4 - {R(l) T( 4o — 20 2,0 )}

r2

+ = [R(Q) = (S,u — 4h® — 3ap® + 4ah® + 2a* — §h(1) &
r?

r

1 7 a 1 (1 . 1
+ Z(h(l))2 + Zhgl)h(l) — 2 W pMab 4 2p0) bDana)] +0 (ﬁ) (5.58)
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For the sub-leading order, we have the same consistency conditions (5.49) and (5.51) with
n =1 from (5.56) — (5.58); specifically (5.49) is

RP =2D% = —%a - %7(1) (5.59)
and from this, we can infer that
Dy Dyor = —aply) — 4Vl (5.60)
which is useful later in calculating A®. In addition, we have
1 = 2049 DA =0, (5.61)

by disposing of the supertranslation which requires the magnetic part of the four dimen-
sional Weyl tensor to be zero

kap = B + 200219 — 2y Wy 0y, (5.62)
tap = €, "D kyg = 0. (5.63)

Applying (5.49) and (5.61) to the sub-sub-leading order of (5.56) — (5.58), we obtain

1 6 2 8 2
= 5 = 57+ Za’+ Zay + S (V) =0, (5.64)
e Se 8wy 20my2  p2®  9papia =0, 5.65
ﬁ/L T—Q’Y + EOC’Y + ﬁ(v ) —|— « a = ( . )

2 2 2
D*® + 59+ ZayV 4+ Za® — 2D,aDa = 0. (5.66)

5.3.2 Solving the MM-relation

For convenience, redefining K, in terms of Q)4

A 1 -
Kuy = rQu = Q) + Q) + Q4 + - (5.67)
the relation (5.1) is rewritten as
TQ(QabQ - thQachC) - Ralr (568)
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and this is expanded as

RY =l (5.69)
RY) =2 QW) + (n —1)QL) — 20 Qu®Q) — uWpl) + uly), (5.70)
(n>2), RY =r2Q@uY + (n-1)Q

ab 2u Cch [L /L((Ib) + /L((lb), (5 { 1)
R 2 A 0 0
(n = 1)’ ((zb) = TZQ(Q)M((zb) M(Z)ruz(zb)

Mi) 2u(0) (o)cQ(Z)Jr R Rl)

+

row, L anm (1)ed, (0) 7’2 e D)
+ RO - LR — DRONOS) - TRORS,
1 e 1 @epm 1 ., 1 a I me
+ R+ R = 2Oy + S V) — 1) (5.72)

where the sub-sub-leading order is separately treated as noted above, and Q(i) is the trace
of Q.
The n > 2 Case

In order to solve the MM-relation, we need to solve (5.69) — (5.71) for Qu. Forn > 2,
Qup is uniquely determined as follows

Q% = 1y, (5.73)
2
O _ L [0 Ppm 0 pm)0e,00,0
Qa (n . 1) |: ab m Hab 1) Hap
2 0 e 1 (1)
* (n+ 1) Rcb + 2:“ :uab — Hap (5.74)
2
5@ _ 1 RA _ " p@,0 _ r? R(2> (0)c,,(0)d.,(0)
Qu = 52 [ ab " 9p "t Hab T G ) Hab
2 ) 1
o 1)%0)%(0) Rey) + 5Py ui?] (5.75)

where u, is the timelike normal vector and pi,, is the pull-back metrlc of pap for A, B
«91 .,0n41 on (n + 1)-dimensional spacelike hypersurface and Q' s Rg;)? ul™ or ,ul(lb)

= 0,1, and 2 are lowered and ralsed by hab As Rib) is constructed in terms of the

5"
S

pull back metric components u ) and p b , the first sub- leadlng order Q has just angular

components, since « is independent of time, ¢. Since Rab has tt and angular components,
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ij} also is expressed by tt and angular components. Plugging (5.44) and (5.45) into (5.74)
and (5.75), we finally obtain

QY =19, (5.76)
. 1
Q) = (n—1) {(n — D)+ aply) + 4Dl + Danoz} , (5.77)
. 1 [(n—-1) (n+2)

@ _ e @) ,,(0) ®)
Qab (7’L . 1) |: 972 ab + n T Hap + Mgy (578)

The n =1 Case

As seen in (5.70) and (5.72), when n = 1, Q, does not show up in the MM-relation and
so is not directly obtainable. However we can still derive the trace, Q®, which is

A 1 1
Q(l) :gR(l) + ﬁu(l), (5.79)
A 1 1 1 r? 1
2 2@ 4 @) (0, (0d . = (2 1 N2 L Zp@)p(1)ed
QP =5R®) 4+ JREuOUO 5y — (R 4 R
iR(l)cdR(l) . i (l)cdR i (1)\2 i (1) (1)ed 5.80
+ ) cd rQ:u cd + 87’2 (:u ) 87”2 Heg K ) ( . )

where Q(i fob)h(o)“b for i = 1,2, and the contracted with the timelike normal vectors,
Q(l )20 which is

A0 _ . (5.81)
O | 2
i =R = =™+ Gar . (5.82)

From these values, we can determine ng) up to certain ambiguities, and the forms of Qfl?
can be inferred as follows

QY =8 RY + 28, ROuO + N 1) + Ay D, (5.83)

where 1, B2, A1 and Ay are constants that arise from the ambiguities. They are not fixed
from (5.79) and (5.81), but are restricted to obey /31 +20; = %, and A\ +2)\y = % Applying
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(5.60) and (5.61) into (5.83), we have

QY =Bi(- cuég——v“h&?+«DwDum-+2ﬂx—2a-—2v<Uu%’—zaAuﬁ?-—4aAﬂ4?,
= B1(—2a — 7( ))/lgl)a) + 262(—2a — 27( ))/J((z);) 200( Ay + 2)\2)%1; )

= (B1 +262)(—2a — 29Nl — 20(ny + 22) Y
= —2apy =y (5.84)

As shown the above, regardless of the ambiguities we obtain a unique expression for Qfl?

Arbitrarily fixing the values f; = %, By =0, \; = % and Ay = 0, we can equivalently
express (5.84) as

QY = SHy + DaDyar. (5.85)

For the sub-sub-leading term, we guess a general form of Qﬁ) from (5.80) and (5.82)
Q((i) :/ﬁRﬁ) +T2“2R(2)N$¢) +m372§3)u(°>cu(°>d (0) ()—i—r /<54R )e (o)dug)

TQ (& 1 C
+x1 g +xa pOply) — gR(l)Ré? + gRglc)R(lb) - 573212#(1?,

1 3 .
+ 8/~L(1)u§) ey’ (5.86)

where x; for i« = 1,..,4 and x; for j = 1,2 are additional ambiguities, related by the
equations

1 1 1 1
I€1+2/€2: 5, —Ii3+2/£4: 5, /€1+I€3: 57 X1+2X2: 5 (587)

As we have seen, ambiguities in the multiplication of the first order terms are nullified due
0 (5.60) and (5.61). Expanding (5.86) we obtain

A 3 1 ) 2
Qut) = Nattey) + Mgy = S4By = 51Ol — Sty + Sy (5.88)

where we have redefined A3 = 2k1 + x1 and Ay = x2 — k1. The ambiguities A3 and A4 will
be fixed at the end of the calculation of [A%]®?) so that [A®]?) does not contribute to the

conserved quantities; it turns out A3 = —% and \y = % Our solution for Qﬁ) then becomes
1 1 3 w1 ) 0 . 2 "
Qo) =~ gt + 5y = 57O — A PuDu? — oty + S anDu@nu. (5.80)
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5.4 Explicit Form of A,

With the definition of asymptotic flatness in (5.30), we investigate A® by finding its
definite form with the solution of the MM-counterterm. Note that A% is a remnant term,
obtained from subtracting #%° from the variation of the MM-counterterm in the action, and
so is totally expressed by the MM-counterterm solution K% and its covariant derivatives.
Consequently, we shall see that A® does not vanish entirely. We next consider the role
that the non-vanishing A plays with respect to conserved quantities.

5.4.1 Calculation of L(®ab

L, is defined in (5.8) and is a shorthand expression for convenience to deal with terms
constituted of K,;’s. Our interest is to get L% which is defined in (5.13). First we expand
L, and (L7'),™ in powers of r

Lmrfd = L(O)mrfd + lL(l)mfrztd/ + %L@)m;d ey (59())
rn re
(L0 = (LD 4 (L)W, + g ()P 4 (5.91)
Plugging them into the identity relation (5.9), the relation is satisfied if
(LHDHLO™ = sran (5.92)
and
(L7 7 == (L ML @, (5.93)
(0) ki mn , - 14(0
AL U R (5.94)

o (L7 = = (L ML (L — (L7 L L

ij mn

where L&, can be directly read from (5.8)

1
LO ! = pp©s,© 4 (” - )5k5l — —5k o (5.96)

(O)leZ(j + Q(1)5Zg€5; _ 258'@ - h(l)klul(?))

(25@4(1” 0>5§5§) , (5.97)
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and for n > 2

. A 1
L(Q)HM — (h(O)leZ@ Q(Q)(;k(;z 25@@?{ _ h(?)klul(?)) + - (2522“%))1 _ ,u(2)52k5§)
(

v

5.98)

and for n =1
L(2)ijkl _ r( sz” + Q(2)5k51 _ 25kQ h(z)klﬂz(?) _ h(1)kl@§j}) + 258@§;371h(1)mz
_ @&)h(l)ab(swz p(Dkmp, (1) m/’bz] ) + %(26‘@”(2 (5k61 Ty l)abﬂat)élkéé
- 25@.#%3”#(1)””). (5.99)

When n = 1 the sub-sub-leading order term is separately considered from that of general n,
because the combination of the sub-leading order terms contributes to the sub-sub-leading
order. From the definition (5.13), L% expands as

- 1 1
ab __ Omn _ ~ p()mn _ _ = p(2mn 4 .
L™ = (h rnh pr+l h + )

_ ab 1 _ ab 1 _ ab
< ((L 1)(0)mn +r_n(L 1)(1)mn + v (L 1)(2)mn _|_)
~ 1 - ~
— 7(0)ab | ~ 7 (L)ab (2)ab 4 ..
= LM% 4+ ML + MHL + - (5.100)
where each order becomes
E(O)ab _ h(O)mn<Lfl)7(221ab, (5101)
L(l)ab _ h(O)mn(L—l)grlL')nab . h(l)mn(L—l)ggq)%&lx (5102)
( 9 , E(?)ab _ h(O)mn(L—l)STQLZLab h(?)mn(L—l);(’JLZLab’ (5103)
( _ 1>, E(Z)ab _ h(O)mn(z/fl)gzlab h(2)mn(L 1)%(1)7)101;
B h(l)mn(L 1)(1) ab + h(l)mlh 1)77’([/*1);27)1“1’. (5104)
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The n > 2 Case

cd

The inverse of (L)© ™ is

[ ab T ash T2 0 ab , Lsa b L (0
( )i = 5i5j__ﬂ"h +_5i:uj +_5¢Mj
n n

" (n+1) 2n" "
1 )b (0)a 1 (0)a (0)b 1 (0) (0)ab
- @b @, (@ @bt (0) (0)a 5.105
T AL ey pr s UL ey s VU L B (5.105)

and contracting (L)(O)m;d with A% we simply get

“1\(0)ab __ F(0)a r n—1 a 1 (0
(L 1)(0)b:L(0)b:n<n+1)<< . >h(°)”+ﬁu(0) b), (5.106)

Once (L‘l)gjo.) “* is calculated, we can subsequently obtain (L_l)gjl.) P4 and (L‘l)gjz.) P4 from
the relation (5.93) — (5.94). Contracting them with h(’% and plugging into (5.102) —
(5.103), we have

- . 2. 2nr? . 1
e " [2AMa _ T AWy _ 2T A1), (0)ay,(0b 4 (1), 0)ab
nm—n\" Y 7 ¢ RS ER AT
2n (n—1)2 2n
(1),(0)a,, (0)b _ pMab _ =% (1)ab 5.107
LT L T m+ 2t ) (5.107)
and
~ A 2. 2nr? . rr
T@ab " [ 2A@a _ T A@p©0a _ 2T A@2), (0)a,, 006 _ (2)tt 1, (0)ab
nm— 1\ ¢ 7 ¢ e v T Y
2 2 2 2 2
+ 2r7 Aot e, 0 _ (2n* +n+1)r u@a )0 _ (2n* +n+Dr Oy, O
n(n+1)2 n(n+1)2 n(n+1)2
2n (n — 1) 2n
2@ pOab (2),(0)a,, ()b p(2)ab _ (2)ab
ok Tt T (n+ 1)rz" )
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As a result, we find

- +1) (n—1)
fow_ " [ (O)ab _ (©)ay (0 5.109
i+ 1) 2 ! TR | 10
r r? (n—1) (n*+1)
Dan o\ ) (Dab . N ) (0)ab
n(n —1) [(n —1) T M * 2(n — 1)7"204
(n?+1)

0 (n —1)?
2(n —1)r? 4r2 2(n+1)
(=12 ) @a ©p M= 0 0 ©op
RS a -~ 7 a 5.110

o Y T amr et ) (5.110)

r (2n2 —5n + 3) ’7(2)U(0)au(0)b— (n3 —4n?2 —5Hn — 4) (2), (0)ab
n(n —1) 2(n+1)

_ 27;‘72”_—1;322 (2>ab} _ (5.111)

E(l)ab _

j2ab _

The n =1 Case

In 4-dimensional spacetime, the identity relation (5.92) with L® " in (5.96) gives
(L71)©@ab — f(O)ab 21 p(ab (5.112)
r

and from this, we can find

(L—1)§9>ab:g(5“5b+ 2#50) ue Ub). (5.113)
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Then, LM for i = 1,2 are expanded as

z(l)ab :(L—l)(l)ab _ h(l)mn(L—l);(;Zlab
. . 1 1
:g (TQQ(l)ab — QW ©ab ﬁ“(l)u(o)ab _ _2u(1)ab> ’ (5.114)
r r
[, (2)ab :(L71>(2)ab . h(l)mn(LA)%ab . h(z)mn(Lq)%ab + h(1)mzh(§)n(L71)£221ab

A A A A 1
. % (2Q(2)H(O)ab + Tng)h(o)ab . 2T2Q(2)ab + 2r2u(0)aQ(?b _ ﬁM(Z)u(O)ab

2 ~ ~ ~ ~
+ ﬁM(Q)ab . 2nglu(1)mnh(0)ab . 2T4(Q(1))2h(0)ab + T4Q(1)an$71121h(0)ab

+ QQ(l)M(l)M(O)ab + 37,4@(1)@(1)1113 _ 3@(1)M(1)ab _ 2T4Q(1)ac@(1c)b + 6@(?(1,“(1)136

4
220w B (02,000,020, 0, O 4 2 ) (e
2 T
1 4
i §(M(1))2h(0)ab + ’u(l)mnlugrlelh(O)ab . T_2'u(1)acu(lc)b) 7 (5115)

and finally it becomes

- 1 ~ 1 1
L(O)ab _ _M(O)ab L(l)ab _ ;alu(O)ab + _,y(l)u(O)CLb7 (5116)

2r
)b _ T 0,000 4 13 2

1! 4r
2i(,y(1))2u(o)ab + ga,y(l)u(O)au(O)b. (5.117)
r

j@w_ 1 w1 0)ab

5
2r

5.4.2 Calculation of A®
Recalling from (5.16) the form of A% is
A% = [ _ o[ (f(cdf(“b — Kgf(f;) + D?L% + D, D, LM — D, <D“Ekb + Dbi’m) ,
and we expand A% in powers of 1/r
1

a a a 1 a
A% = (A0 4 ZIARO 4 o [AT)D 4 (5.118)
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In order to calculate A%, we need to expand the covariant derivative as

(Déo)i(Q)kl I D((IQ)E(O)kl)

D, LF = DO Ok l(D(O)E(l)kl i D(l)E(O)kl) 4
a /rn

a a 7an+1

]_ ~ 1

where D((LO) is a covariant derivative compatible with h((l%), and fo’) and D((f) fori=1,2 are
denoted as

DOL@OR  — L@k | POk F@ml _ pOL f (imk (5.120)
DWLO — p@k fOml PO fOmk (5.121)
DWWk — p@k F)mi | WL F1)jmk (5.122)

In the above the connection is

. 1 . : ;
pe Sh0 (D,,hgg + D.h — Deh,(,?) (5.123)

where DY is simply denoted as D,. To simplify the terms having covariant derivatives in
A®_ we use the commutation relation in appendix D.

The n > 2 Case

Then we obtain the following values for each part of A% (5.16). The sub-leading orders
become

o W
{K“b — 2L (Ko K™ — KgKg)} =

r nn+1) gw, "+ 0 0w, ™ q), 0w, (1) b

a a . a DCLD
n(n —1) {(n - 1)7"4&“ (n—1)r P e (n—1) “

(5.124)

~ _ ~ ~ (1)

|:D2Lab + hakaDlLkl . Dk (DaLkb + DbLka):| —

1 1 1
r [_ n(n + )a @ M+l @y e @) ow  (RF )Dana

nn—1| (-1 T ol (n—1)
2n
Dan (1) D2 (1),,(0)a, (0)b —D2 (0)a,, (0)b . 5.125
L A e s PRl T (5.125)
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The sub-sub leading orders yield

S )
{K“b — 2L (K K* — K{jKﬁ)] =

r _(n— 1)h(2)ab " (n* + 1>Iu(2)ab 20 +7* +3n+1) o) (o (5.126)
n(n—1) 212 (n—1) n(n—1)(n+ 1)r ’
~ ~ B ~ (2)
|:D2Lab + hakaDlLkl o Dk (DaLkb + DbLka>:| —
nin—1) 2r? (n—1)r n(n — 1)r
3 2
(0" =2n" =n=2) papp ] (5.127)
n(n—1)(n+1)
As a result, we find the leading order and the sub-leading orders to be
[A®]0) =0, (5.128)
2 2n
A (D) — r D Db n D2, Dy, (0)a,, (00 D2 @ag, 00|
e ey L e Pl i D
(5.129)

Indeed, that [A?’](M) is non-zero is quite obvious, because from (5.16) the indices of the
first three terms in A% contain only angular components (note IA((EII)) = rQS))), whereas

the last four terms (beginning with Iig)) in (5.16) ) have both angular components and
tt-components. The angular parts all cancel out except for D*Db~()_ but tt-component
terms remain.

At sub-sub-leading order we obtain

r nd—2n?—-n-2) n +8n? +5n + 2 .
A T {( e ) papsy@ _ o ) (@), 0
1
_ %u@)ab} (5.130)

In contrast to the sub-leading case, in the sub-sub-leading term both K éi) (= TQEL?, given
in (5.78)) and f&) (given in (5.111)) carry both ¢t and angular components. Here we

see similarities with the hyperbolic case [64], for which K ﬁ) = ph((j,) and h® = 0 were
respectably obtained from the MM-relation and the decomposed Einstein equations. These
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require R® = 0, and yield [A®]® = 0. For the cylindrical case we are considering, we
find that the terms associated with h((fb) in K C(Li) and in flﬁ) cancel out in [A%]?) as shown
in appendix E. However, unlike the hyperbolic case, in the cylindrical case, h®) breaks up
into 1 and v® (explicitly h® = pu® + 2¢®); consequently the decomposed Einstein
equations imply R is non-vanishing and contributes to IA(UE? Indeed from eq. (5.50) we
see that R can be expressed in terms of any one of h 1? or v we have expressed
the result in terms of 4 in (5.78). The quantity v does not Vamsh but remains in
(5.130).

The n =1 Case

We also obtain each part of A% (5.16), where for the sub-leading order it becomes
. o 1 1 1
{K“b — 2L K g K — KgKg)] =2r (FO‘“(OW + FW)“(OM + D“Dba), (5.131)
. . . 1M

|:D2Lab + hakaDlLkl o Dk (DaLkb + DbLka):| —
3r 1 " 1 a u
—( - Fa,u(o) b T—47(1)u(0) - D Dba>, (5.132)
and for the sub-sub-leading order it is

. . 1@ g 3

|:Kab . 2Lcd(chKab . KSKCIZ):| — _ (7(2)u(0)au(0)a . 2a7(1)u(0)au(0)b . _M(Z)ab

L@, L @ oo_1 o0
I oy T = ey , (5.133)

)
|:D2Eab + hakale/kl . Dk(Daikb + Dbika):| _ 1( . 7(2)u(0)au(0)a + 20{,}/(1)“(0)0,“(0)17
T

1 1 1 2 1 1
= (2)ab _ (2),,(0)adb (2),,(0)ab “ (1),,(0)ab =~ 2 (0)ab = (~@)N\2,,(0)ab
+ g gk Y = gy T ey 4 oo+ g ()

2
. %D“Db,u@) . %Dan’Y(Z) 4 iDQIu(Q)ILL(O)ab 4 EDQ,Y(Z),UI(O)ab 42D D — 5r2aDDba

. 3T2’7(1)DanOj . %DeaDealu(O)ab + %DQO[Q,U(O)M) + %DQ(Q’}/U))M(O)M)

2 2
— 3%DQOzQu(O)au(O)b - 5%7(1)D2au(0)“u(0)b). (5.134)
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Up to sub-leading order we find

[A®)® =0 and [A?]M =0, (5.135)
where we have used D,Dya = —oz,ugl))) — 7(1)u£), which can be inferred from D%a =
—2a — 2~9W. The sub-sub-leading term is

a 2 a 2 a 4 a 6 a 4 Qa
(A2 = —ﬁﬁb@) b_ 57(2),“(0) b _ T_SQZM(O) b _ ﬁOW(I)M(O) b _ ﬁ(,y(l))m(()) b
+ ;D%Deau(o)“b +rD*D*~® — 5rD Db — 3%Dzazu(o)“u(o)“ — %DQ(a'y(l))u(o)“u(o)b.
r
(5.136)
These results for n = 1 are commensurate with the hyperbolic case [(4], which has mani-

festly vanishing [A%*]®) and [A®](") but non-vanishing [A®]?).

That we find A% non-vanishing implies that the boundary stress tensor in cylindrical
coordinates generally takes the form 7T, in (5.18) and not 77 in (5.4).

5.4.3 Conserved Quantities and A%

Since the boundary stress tensor is described not by T but by Ty, (due A% # 0), we now
consider how A is related to conserved quantities as given in equation (5.5). Plugging
T =T7 — Ay into (5.5), we see that A% will contribute to conserved quantities via

Q%) = —% ]{ A" /AUt A’ (5.137)

For n > 2 we find that Q2[¢] = 0. The sub-leading term contributes

1
A1) n+1 (0)a A (1) «(0)b
@10 =~ T AV,
r 1 n
— dn+1 D2 (1) 2D2
3G (n—1)n+1) Iﬁ((n+1) it ela ),
=0, (5.138)
where u(®? = —§? and ¢ = 1 has been used, and the total derivative on the closed

surface becomes zero. The sub-sub-leading order also makes no contribution, since from
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0)

(5.130) we see that [Ag)® contracted with the timelike normal vector u(”® vanishes, and

so [Q2]® obviously becomes zero.

For n =1 [A%]) = 0 and so only the sub-sub-leading term could possibly contribute.
Carrying out similar manipulations to the previous case, we get

1
L B ©)arp 1(2) ¢(0)b
Q) = ——— § uyFuO (AP,
1 3r 5r
- = d2 _D2 2 _D2 (1)
817G ‘Tﬁ(2 o+ D) ),
=0, (5.139)
where (0% = —§2 and % = 1 has been used, and the total derivative on the closed

surface becomes zero at the end. Indeed, this result is expected, because we required that
ij’,’ not contribute to conserved charges.

Hence Q® = 0 even though A® #£ 0. As a result the conserved quantity formula is of
the form (5.5) and is given only in terms of 77.

5.5 Divergence of the Boundary Stress Tensor, DT},

In [63], it was argued that the full boundary stress tensor is conserved in that DT, =
We reconsider this relation in view of the fact that A # 0.

Recall that the full boundary stress tensor, Ty, is

1

T =Th~ 5

Ag. (5.140)

Expanding its divergence in a power series yields

1
DT :[paTab](O) + T_n[DaTab](l) + [DT,,] @ ...

1 1 1
— [ [poT™ 0) DaAa (0) — [ rpeT™ (1) _ DaAa (1)
(D731 - il 2a®) + 5 (DT3P

([D“T;b]@) - L[D%ab]@) e (5.141)

1

Tn+1

+ Tn—i—l

(G

where D® is the covariant derivative associated with hgy.
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For n > 2, we have

rlifr,o 1 0,0 n (0) 1 (0) 1
T = h —~Wp = W (1
ab 87TG[ (27‘2 a T pz ) e * (n— 1)a Hap (n 1)7 Hap + n—
b 2,0 _ @),,0)
rntl (2(n — 1)r2 b n(n—1) T Hab (n— 1)7"27 ot | F ’

(5.142)

and plugging this and (5.128) — (5.130) into (5.141), we get

1 1 1 1 1 1
DT, = —  p~WH__—- - p~D 0—=0
b (87TG (n—1)r & 87G (n— 1)r o) T

= 0. (5.143)

where D“ is associated with hgz) . This verifies that the full boundary stress tensor, T, is
conserved.

For n =1, we take

- T 1 2 0 1 1 2 3 0 23 0
To=-3%0a {;( 7,27(1) uuy )) +5 <§uib) + 57 — S0y
0 0 1 a 3 a
4w, b O 2 e b 4 )2, 0, O
+ 5oy w4 S atu +r2(’y ) u + (5.144)

and substituting this with (5.136) into (5.141), it yields

1 1 1 22 3
DTy = (() O> [SWG ( — Tana — 57(1)Dba>

1 /3 14 20
SG( Dyy® — ana— 7()Dba>}+~~-,
1 1 3 8 37
8rG r? < oo el * o ber (5.145)

where the second sub-leading order does not vanish. To be conserved, we require
@ 4 402 — 37 4y
Dy 37 + 4a” — -5 =0 (5.146)
and this relation can be satisfied by applying (5.64) — (5.66).
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5.6 (n + 3)-dimensional Static Spacetime

In this section, we apply the boundary stress tensor method to (n + 3)-dimensional static
spacetime. We show that A% makes no contribution with respect to the conserved quan-
tities and obtain the conserved charges by using (5.5).

We examine the boundary stress tensor method associated with the MM-counterterm in
(n + 3)-dimensional static spacetime. In this spacetime, we check that A% = 0, and prove
that the boundary stress tensor yields conserved charges agreed with the usual definition

5] [71].

From the Schwarzschild-Tangherlini solution (also in [71]), the metric is
-1
ds? = — (1 - ﬂ) dt? + <1 - ﬂ) dr? + r2d2 (5.147)
r,«n Tn
where p is related to the mass M
(n + 1)An+1 27r(n+2)/2

M= T ) Y — 5.148
167G 1" T T((n+2)/2) (5.148)

and comparing (5.147) with our metric (5.30), they are related by

1 1

VW =—sp, a=sp, AP =0, iy =ufh=0 (5.149)

2 2

Substituting these values to the results (5.129) — (5.130) for n > 1 and (5.136) for n = 1, it
is straightforwardly proved that [A®]® = 0 for i = 1,2 for a general n. Since A® vanishes
for n > 1, the boundary stress tensor becomes

1 1 n 1 n 1 1
Ta - h( ) _ (Uh (0) (1) ,,(0) DaD
’ G rn- (2r2 ab + ab (n— 1)a'u“b * (n— 1)7 Hap (n—1) v )
(5.150)
and the conserved charge is directly obtained
Q[gt] /dn+1I / 0)qy O)tT;St 7
871G
1 n+1 (TL + 1)
“Sng’ | Anri(Z1) ( ~ g )
1
_ntl),, (5.151)
(n+2)

60



For n = 1 the boundary stress tensor has the form

1 1 1
T o _ 2 @ 152
b= TG <2r2hab gHtab ) (5.152)
and the conserved charge is
o= -1 [ /W d0 12 sin0(—1)( — =y ) = M (5.153)
- 87G 7 0 2t ) '

which corresponds to [71].

5.7 Summary and Discussion

In this chapter, the MM-counterterm was studied in asymptotically flat static spacetime,
and for the boundary condition the cylindrical coordinate has been chosen. We began with
defining the most general form of the asymptotically static metric in (n + 3) dimensions,
and then solved the decomposed Einstein equations and the MM-relation at the asymptotic
boundary of the spacetime. We found the MM-counterterm solution Kq to be uniquely
determined for n > 2, but had ambiguities for n = 1.

For n = 1, at sub-leading order these ambiguities can be nullified by choosing ,u((ll) =
—204;1((1%) and D,Dya = —ozugz) — 7(1);1&%). The quantity A,, consequently vanishes. At
sub-sub-leading order we found that while these ambiguities in f(ab cannot ensure that the
resultant contribution to A, vanishes, as displayed in (5.135) — (5.136), they can be chosen
to ensure that A, does not contribute to the conserved charge. These results are similar
to those obtained for the hyperbolic case [(4], which has manifestly vanishing [A%](®) and
[A®]M) | but non-vanishing [A®]?). The stress-energy tensor is conserved provided (5.146)
holds, which can be obtained by applying (5.64) — (5.66).

For n > 2 we find at both sub-leading and sub-sub-leading orders that K, is deter-
mined. The quantity A% turns out to be non-zero, as shown in (5.128) — (5.130). This
result indicates that the boundary stress tensor should be Ty, in (5.18) not 77 in (5.4).
However we find that A% does not contribute to the conserved charge (see (5.138,5.139));
only 777 produces conserved charges and so the form of the conserved quantity formula

(5.5) is still valid. We also investigated the divergence of the boundary stress tensor, and
found that D*T,, = 0.

We applied the boundary stress tensor method with the solution of the MM-counterterm
to the specific case, which is a static black hole in (n + 3)-dimensional static spacetime,
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and found that A manifestly is zero. We also obtained the conserved charge from the
boundary stress tensor. This agrees with the ADM mass, demonstrating that the boundary
stress tensor with MM-counterterm is also applicable using cylindrical boundary conditions.

As mentioned in Section 5.2.2, the asymptotic behaviours of the hyperbolic boundary
case and cylindrical boundary case are distinguished. In the hyperbolic case, all com-
ponents of the induced metric h,, can be expanded to the same order in 7, and so are
covariant under the variation. However in the cylindrical case the induced metric hg, is
again decomposed into t¢- and angular components; these components have expansions to
different orders in r. They do not covariantly transform, thereby not permitting infer-
ence of results from the hyperbolic case to the cylindrical case. Furthermore, these two
boundary conditions yield different solutions from the decomposed Einstein equations. In
the hyperbolic case, the sub-sub-leading order of the Ricci tensor and the trace of the
sub-sub-leading order of hy, become zero, so they in turn affect the sub-sub-leading order
of K,;, and subsequently imply that the sub-sub-leading order of A% is zero. By contrast,
in the cylindrical case the sub-sub-leading order of the Ricci tensor and the trace of the
sub-sub-leading order of hy, are not zero; they partly contribute to the sub-sub-leading or-
der of A% rendering it nonzero. Despite these differing properties between two boundary
conditions, we found that the MM-counterterm is still valid yielding different descriptions
of the boundary stress tensor in more than 4 dimensions for the respective cases.

These results for the MM-counterterm applied to asymptotically flat spacetimes are an
optimistic sign for holographic renormalization, and we anticipate that the MM-counterterm
is a good candidate to be employed, if one finds a holographic correspondence for the
Minkowski spacetime in the future.
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Chapter 6

Deformations of Lifshitz Holography

6.1 Introduction

In this chapter, we deal with the Lifshitz spacetime/quantum critical theory correspon-
dence, which is one of applications of gravity/condensed matter theory correspondences.
The quantum criticality was found by investigating phase transitions of modern materials
several decades ago. It was observed that a precarious point exists between two stable
phases of matter such as superconductors and ferroelectrics (or ferromagnets) in circum-
stances in which the temperature of a system has been driven to absolute zero and some
external parameter such as pressure or a magnetic field is applied. Since the critical fluc-
tuations are quantum mechanical in nature, this point is called the quantum critical point
and exhibits universally distinct characteristics upon fanning out to finite temperatures.
Over this region, which shares the same properties with the critical point, the quantum
phase transition emerges, and its properties are intensively discussed in chapter 3.

In quantum critical theory, time scales differently from space
t— Nt, ¥\ (6.1)

where z is the dynamical critical exponent; z = 1 corresponds to conformal invariance,
whereas z # 1 implies an anisotropic scaling invariance. Its geometrical dual description

is conjectured to be
dt*  dr*  dxz* + dy?
ds® = l2< - LY u) (6.2)

r2z g2 r2
which is called Lifshitz spacetime and obviously satisfies

t— Nt, r—Ar, T— AT (6.3)
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When z = 1, the metric (6.2) is that of (asymptotic) AdS spacetime, and (6.1) recovers
the conformal symmetry of the CFT. When z # 1, (6.1) restores the scaling symmetry
of quantum critical theories. Thus, in Lifshitz spacetime/Quantum Critical Theory (Lif-
shitz/QCT), the anisotropic scaling symmetry, when z # 1, is same for both gravity and
field theory, and it becomes the foundation for gravity/gauge correspondence.

In gravity theory, non-trivial spacetimes that asymptote to the anisotropic metric (6.2)
can be generated by having an anisotropic energy-momentum tensor with a contribution
of matter fields such as a massive vector field. An alternate approach also can be made
by including higher curvature terms into the Einstein action [34]; by appropriately tuning
the different gravitational constants, metrics asymptotic to (6.2) can be obtained. In this
chapter, we follow the first approach, investigating the Einstein action coupled to a massive
vector field in (n + 1) dimensions.

In Lifshitz field theory, an interesting feature associated with renormalization group
flow is shown as follows. When z = 2, the action of the Lifshitz field is

Srit = % / drd*z ((07@2 — n(v%)?) (6.4)
which has an anisotropic scaling invariance. This action describes strongly correlated elec-
tron systems and its fixed points of the system seem to flow to a non-Abelian gauge theory
by perturbing the action with a term —(V¢)?. Applying this feature to the holographic du-
ality picture, holographic renormalization flow is expected, for example, from a UV-Lifshitz
fixed point to an AdS fixed point under the relevant perturbation, and its existence is nu-
merically found in [56], where a Proca field is added and its essential physics for z = 2 in
(3+1) dimensions is that of a marginally relevant operator in the quantum critical theory,
which induces a flow from the z = 2 theory to a relativistic z = 1 infrared fixed point.

In this chapter, we consider (n + 1)-dimensional Lifshitz spacetime and ((n — 1) + 1)-
dimensional Quantum Critical Theory(QCT), and study their holographic duality. While
QCT is well described in a 2 4+ 1 dimensional context, more general theories of physics in-
cluding the standard model and gravity are implemented in a higher-dimensional context.
The success of the AdS/CFT correspondence therefore provides motivation to understand
the extent to which the broader notions of Lifshitz/QCT duality are applicable in higher
dimensions, and what different behaviour emerges. Motivated by these interests, we espe-
cially focus on the marginally relevant operators in the QC'T extended to higher dimensions,
with the goal of understanding their behaviour from the perspective of holographic duality.

As previous work in this subject has concentrated on the (2+1)-dimensional case [25],
we generalize the idea to (n + 1) dimensions with the same purposes; one of them is to
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show an implication of renormalization group flow from Lifshitz spacetime in the Ultraviolet
(UV) regime to AdS spacetime in the Infrared (IR) regime in any dimensionality at zero
temperature, which is found in [18],[56]. The other purpose is to form a description of
physical quantities near the critical point at finite temperature. To do so, we first consider
that the Lifshitz spacetime is in the UV regime and the AdS spacetime is in the IR regime.
At the boundary of the spacetime i.e. » — 0, we obtain the asymptotic solutions of Lifshitz
spacetime and expand the solutions to sub-leading orders by introducing a momentum
scaling A. Here in order to yield non-trivial solutions at sub-leading order, the equations
of motion restrict us to have z = n — 1. Due to A ~ 0, the Lifshitz spacetime is slightly
deformed by it, and from the perspective of the holographic correspondence, the deformed
solutions of the spacetime correspond to the marginally relevant operators of the field
theory. By constructing proper counterterms with these asymptotic solutions, we obtain
the well-defined action, and derive the free energy density and energy density. We also find
the expanded black hole solutions at near horizon r = r, to configure finite temperature
theory. Then we fix the undetermined parameters in the both metrics by using numerical
integration, and based on these values of the metrics investigate the behaviour of physical
quantities such as the free energy density F and the energy density £. Thus we observe
what properties are shown from those quantities depending on A*/T.

In section 6.2, the action, equations of motion, and basic setup are introduced, along
with an ansatz for which all constants are fine-tuned and normalized for both Lifshitz and
AdS spacetime. In section 6.3, asymptotic solutions consistent with marginally relevant
operators are derived by bringing in a dynamically generated momentum scale A (assumed
very small), which deforms Lifshitz spacetime in the high energy regime. In section 6.4, we
carry out holographic renormalization by building relevant counterterms. In section 6.5,
we match our asymptotic near-Lifshitz solutions with the results of numerical integration
of the expanded black hole solutions, and then in section 6.6 compute physical quantities
such as the free energy density F, and the energy density £€ for n = 3,4,5,6,7, and 8. In
section 6.7, we summarize and include a discussion of results.

6.2 Einstein Gravity with a Massive Vector fields
The action for gravity in (n + 1)-dimensional spacetime coupled to a massive vector field
is described by

1
2/€n+1

~ 1
[R+24] — —

2 Go

S = / &z =g ( EHQ + %BQD (6.5)
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where k,,1 = v/87G,, 41 in which G,,1; is the (n + 1) dimensional gravitational constant,
and H = dB and g, is the (n 4 1) dimensional coupling constant of the vector field. The
equations of motion are

1 1 . 1 1 v 1
. (RW — 59 R— Agw,> = <HWHV” - ZgWH?) tos <B#B,, - 5gWB2) , (6.6)

Rn41 v v
and
V,H" —yB” =0 (6.7)

where v is the squared mass of the vector field. For the action to yield solutions asymptotic
to those having the scaling symmetry (6.3), we require the spacetime metric

(LA A

12z r2 r2

(6.8)

to be a solution to the field equations, where z is arbitrary. Note that in these coordinates
r — 0 corresponds to the boundary of the spacetime.

The vector potential yielding a stress-energy supporting this metric is given by

z
=294 (6.9)

Kn+1 17
These ansatz and boundary conditions fine-tune the cosmological constant to be

i (z =12 +n(z —2) + n?
B 212 ’

and the squared mass and the charge of the vector field to be

(6.10)

—1 —1
7:_(71 )2 ¢ = (6.11)

[2 z

Regardless of the dimensionality of the spacetime, setting z = 1 in (6.8) yields AdS, 1
solution

2 2 2 2
dt* dr® da® 4 dy* + ) (6.12)

2 2
where the vector potential vanishes. As the cosmological constant has been already fixed

due to the Lifshitz boundary condition we introduce a scaling constant, a, into the AdS
metric and adjust its value to be

72

B n(n —1)
“= (z—=12+n(z—2)+n? (6.13)

66



Once we fix the cosmological constant (6.10) with space dimension n and dynamical critical
exponent z, then those values determine the scaling constant for the AdS spacetime metric.

In order to describe the renormalization group flow which involves breaking the anisotropy
of the spacetime by running from the UV Lifshitz to the IR AdS, we employ the ansatz

d 2
@2::F(—f&ﬂﬁ+%%+ﬂﬂ@ﬁ+dﬁ+~d), (6.14)
B = L phiyar (6.15)
Rn+1

so for the Lifshitz spacetime

1
Lifshitz: f=— p=—, h= — 1
ifshitz : f 5 P= o i (6.16)
whereas for the AdS,, 11 spacetime
AdS: f=p=—"" 2" p=o. (6.17)

(3n —4)

With (6.14) and (6.15), the equations of motion yield three independent non-linear ODEs
for {f(r),p(r), h(r)}

z(dn—6)h(r)*>  rf'(r) [ ' (1)?*  Bn=5)rf(r)p(r)
T 7o) 2y 27(r)p(r)
B (n _ 2)27“2]9,(7”)2 B 7“2f”(7’) 0
2p(r)? f(r) 7
_22h(7’)2 B rp'(r)  rAf(r)p'(r) P/ (r)? B r2p" (1) _
P ) 2fel) e e
L B DSOP PV (0= D) =D = DR

f(r) f(r) 2f(r)p(r) 4p(r)?

where y = (n —1)? 4+ (n — 2)z + 2% We shall rewrite the equations of the motion with the
new variables

p(r) = el e fr) =l () = k(). (6.19)

These variables have the added benefit of turning the second order differential equations
into first order and postponing the determination of rescaling ambiguities on f, p, and h.
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For further simplification, we introduce a new variable

1
2

x(r) = (4)( +4(n — D)zk(r)* = 2(n — Dm(r)q(r) — (n — 2)(n — 1)q(7")2> ) (6.20)

Putting (6.19) and (6.20) into (6.18) gives

© =D e,

(1) = o2 = k) = a0 — s
X k) kG (=)

(n=1q(r) g 4

So far we have worked with a general value of z in (n+ 1) dimensions. We are interested in
studying the effects of marginal operators, which have scaling dimension z4+n—1 in Lifshitz
spacetime, because of the different scaling of the time coordinate. While it has been shown
that the linearized equation of motion for the scalar part of constant perturbations in a
Lifshitz background in (3+1) dimensions [79] (and the gravitational field has solutions that
are marginal for general z), the vector field only admits a single degenerate solution at the
special value of z = 2, where the vector operator also becomes marginal. Applying this
analysis to (n+1) dimensions [18], the condition for having a single degenerate solution for
the vector field becomes z = n — 1, and this condition also is required from the equations
of motion to ensure non-trivial sub-leading orders of the asymptotic solutions. Henceforth
we deal with the case satisfying z =n — 1.

ra'(r) = —2(n — 1)zk(r) —

x(r)?,

x(r) 1 k(r):z:(r)g.

== > "D )

(6.21)

Then, in terms of the new variables k(r), q(r), and z(r), Lifshitz spacetime is described
by

vz =1
Lifshitz : ¢ = —2 = =2vz —1vz, k=Y"_" (6.22)

™

whereas for AdS spacetime

3n — 4
AdS:q=-2y "2 2=0, k=0 (6.23)

n

6.3 Asymptotic Behaviour

We consider the spacetime slightly thermally heated and so slightly deformed from the
pure Lifshitz case, restricting our considerations to z = n — 1. Under these assumptions,
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the general asymptotic solutions near the boundary i.e. »r — 0 become

vz—1
k(r) =
\/z
1 (z = 1)(=32+2(z — 1)®X) + 2(1 — 32) log(— log(rA))
) (1 " (z —1)?log(rA) " 22(z — 1)4log?(rA) +

et 2(3z — 1) log(—log(rA))
+ (rA) log™(rA) (B (1 * 2(z — 1)%log(rA) T ) " &(IOg(TA)JF

(22 — 42 +1) = 2(z — 1)*(22 = DA+ 2(62* — 52 + 1) log(~ log(rA)) ))
22(z —1)2(22 - 1) log' oy ’

(6.24)
_ 1 24 2(z — 1)*X = 2(32 — 1) log(— log(rA))
ar) = _2(1 "~ (z—1)log(rA) 22(z — 1)3log*(rA) o )
B 2\/2——1\/5(7%)%
2z —1
) —2(42% — 72 +2) +2(22 — 1)(32 — 1) log(— log(rA))
< log™(rA) (ﬁ (1 * z2(z —1)%2(2z — 1) log(rA) e )
N 1 (22242 +1) +2(2 — 1)']A —2(3z — 1) log(—log(rd))
* <log(rA) 22(z — 1)2log?(rA) * ))’
(6.25)
- 2 (# = DA+ (1 = 32)log(—log(rA)) =~
2(r) = 2\/;\/2(1 * (z — 1)%2log(rA) * (z — 1)41og?(rA) - )
B 2222— T
5 —2(42% — 52 + 1) +2(62? — 52 + 1) log(— log(rA))
< log(rA) (B (1 * z2(z —1)%2(2z — 1) log(rA) o )
N 1 (22=1+2(2—1)'A =203z — 1)log(—log(rp)) =~
<log(7"A) 22(z — 1)2log*(rA) * ))’ (6.26)

where A is a momentum scale, which generates a marginally relevant modes, and A* be-
comes an energy scale. As A — 0, the solution recovers the pure Lifshitz spacetime. The
parameters a and [ describe other modes of the solution, and A is nothing but a ‘gauge
choice’ [25]. In other words A is related to defining the scale A, and the solution {k,q,z}
transforms as

F(Ar;a, B;0) = F(eX/ZAr; e’”‘/(a - \N'B), e’”‘,ﬁ; A+ N) (6.27)
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where F' stands for the k,q and z functions. This is easily verified by noting that the
solutions k,q and x with A\ = 0 can be obtained by setting \' = —\, and replacing Ar,
a, and B with e™V?Ar, e®*(a + AB), and e*3 respectively, and then re-expanding the
solutions under the assumption |log(Ar)| > |A|. Here we fix this ambiguity by setting
A=0.

Since the Lifshitz spacetime lies in the high energy regime, we expand the solutions by
introducing an arbitrary scale p so that we can control the energy scale, and write

log(rA) = log(ru) — log % (6.28)

In the high energy regime where p > A, we can have an approximation such as

1 1
| |lestr) g (6.29)
IOgK IOg N
Upon expansion, equations (6.24) ~ (6.26) become
k(r) = VvVz—1
VZz
1 32(z — 1) + 2z(z — 1)?log(rp) + 2(3z — 1) log(—log (%))
X |1+ — 5 +
(=~ 17 log(L) 2202 — 1) log?(2)
(6.30)
—2+22(2 — 1)?log(ru) + 2(3z — 1) log(— log (&
q(r)z—?(l— _ (z —1)*log(rp) (2 ) log( g(A))Jr
(z —1)log(%) 22(z — 1)%log™(§)

o T P B z(z —1)?log(rp) + (3z — 1)log(—log(4)) -
=lr) = 2v M(l T o 1re(®) (= — 1)1 log(%) ’ )
(6.32)

Using these solutions for k(r), ¢(r) and z(r), we employ the change of variables (6.19) and
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(6.20) in reverse to obtain the original form of the solutions

B F? (T2 —4) +2(32 — 1) log(— log(rA))
flo) = (rA)2(—log(rA))=1 < (z —1)%log(rA)
(2321 — 14223 + 15222 — 572 + 6)
4z(z — 1)6log?(rA)
(32 = 1)*(52 — 2) log(—log(rA)) + (32 — 1)®log*(—log(rA)) =~
* z(z — 1)6log?(rA) * )
 P2(—log(rA))=1 (52 — 2) + 2(3z — 1) log(— log(rA))
Ple) = =GR (1 " 2(z — 1log(rh)
(312% — 642° + 10622 — 69z + 14)
422(z — 1)81log?(rA)
(32% 4 2622 — 212 + 4) log(—log(rA)) + (32 — 1)?(z — 3) log*(— log(r\)) o
+ 22(z — 1)81log?(rA) " )

(6.33)

(6.34)

where Fy and P, are constants. These expressions (6.33)-(6.34) also should be computed
in the high energy regime by applying (6.29)

1 Tz — 4+ 22(2 — 1)*log(rp) +2(32z — 1) log(log(%))
_ 1y .. .
1= 1+ (-~ 1 log (%) re) 63
1 52 — 2+ 2z(z — 1)%log(rp) + 2(3z — 1) log(log (%))
plo)= (1~ — D) (630)
upon rescaling the ¢t and x coordinates to
oo\ 1 A 1
t A log=1 (= —1 —_—— . .
- ( og 1(A)) FO , T — longl(%) POZL' (6 37)

6.4 Holographic Renormalization

In this section we derive physical quantities such as free energy density or energy density at
an asymptotic boundary of the deformed Lifshitz spacetime. We begin with the definition
of the free energy density

F=—-TlogZ =T5(g.) (6.38)
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where S, and g, are respectively the Euclidean action and the metric, and Z is the partition
function. Upon carrying out a variation of the on-shell action, boundary terms arise, and
to cancel these out a Gibbons-Hawking boundary term is added into the action. After
Euclideanization, the action and the metric can be explicitly written as

~ 11
S, = /d”“xf( S[R+2A] — < [-H? + 132]) /dnw‘K (6.39)
/{}n+1 4 2 H?’H—l

v

i = 2 (S0t + 2 g+ ) ), (6.40)

where € indicates the Euclidean version of the quantities.

Calculating the free energy density (the free energy per unit (n — 1)-dimensional spatial
volume), the Einstein-Hilbert action and Gibbons-Hawking term yield

"
Fen = — S limry/ f(r)p'( 7 (6.41)
2 +1 7‘—>0
jn—1 /
Fon = P lL)I% VYK = . ll_I)I(l)T(\/ rp(r) = ) (6.42)

where 74, is the induced metric on the boundary and K, is the extrinsic curvature defined
as K,, = V,n, in which n, is the normal vector on the boundary surface. The free
energy is ' = [d"'zF. However for the marginally relevant modes both (6.41) and
(6.42) are divergent as the boundary (r — 0) is approached. We incorporate boundary
counterterms [79, 10, 65, 78] into the action as a remedy for this problem. We construct
these counterterms as a power series in B% = B*B,, [27], so as to satisfy covariance at the
boundary, obtaining

Fer. = 5 lm V7 ZO( K"“ —@)j (6.43)
S lim /T () fcj(k(r)?— (Z;”)j (6.44)

J=0

where we have used (B? — (z — 1)/z) instead of B2, since these must vanish for the pure
Lifshitz case. The coefficients C; are not constants but rather a series of logarithmic
functions, with at least three needed to eliminate divergences.
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The final expression for the free energy density is

F = Fgu + Feu + Fer.
" tim /Fp(r) T (<” —2rdln) 170 | s, (k@«)? _las 1)) )

- 2Kp 412 70 p(r) f(r) o

(6.45)

To obtain the energy density, we use the definition of the boundary stress tensor to the
case in which additional non-vanishing boundary fields are present [50]. From the variation
of the action, we obtain

5S = gfaba%b + J%B,. (6.46)

where 7% is the boundary stress tensor. However we are here dealing not with scalar
matter fields but with massive vector fields, and so the usual charge defined by

a

Q=~— / A"z /08 kT (6.47)

where /o = \/Yzz -+ 72- is the spatial volume element, &, is a boundary Killing fields,
and k; is the unit normal vector to the boundary Cauchy surface, is not conserved. The
boundary stress tensor 7% must therefore be redefined so as to fix the matter fields in the
boundary. Employing the vielbein frame defined by

Yab = Nypetel, = diag(£1,1,1,---) (6.48)

where A A

el = ebda® = \/fdr, ¢ = /pdz;. (6.49)
We find that the variation of the free energy density retains its original form, but that 7%
is replaced with 7%, where

§S = \/AT4%6e + T B, (6.50)

with ,
T =T4e, TP =7"+—=J“B". 6.51
val (6:51)

The energy density is then given by

E= /", +T'B; (6.52)
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and the pressure is

P =—\T". (6.53)
Computing the distinct components of £, we find
2 6S 1 1 2 Knt1? (z—1)Y)’
Tab:_ — K ab_Kab + O( ab(_ n+1 B2_ )
ﬁévab Kn+12( K ) 21'%71—}—12 =0 I\ gg z
24 2 2 -1 Jj—1
and
08
t [
\7 - f<r)6Bt,
oo w1 (k(r)/F(r)’ oy , =D\
- ol VT (L +k<r>;]cj(k<r> )
" (1 2 c- D)
et G O GECURNIC) ST GO B RO
vivn ]:O

and other component of J* become zero. Putting these together into (6.52) yields

o o ((=Drp() S~ (e E DY
= s iy T (0 <>k<>+;q(k<> =
(6.56)
and
P=—F. (6.57)

To obtain a well-defined action principle, physical quantities of F (6.45), € (6.55), and J*
(6.56) should be finite with the asymptotic solutions (6.24)-(6.26), and the counterterms
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to render them finite are found to be

222 N (42 4223 — 322 — 22+ 1)
(22 — 1)(z — 1)3log®(rA) (2 —1)5(2z — 1)2log®(rA)
42(3z — 1)log(—log3(7"A)) fenn (6.58)
(z —1)5(2z — 1) log”(rA)

223
(22 —1)(z — 1)2log(rA)
2(142% — 22 — 102 + 3) + 42%(22 — 1)(32 — 1) log(— log(rA))

2(22 — 1)2(z — 1)*log®(rA)

1 <22(34z4 — 5423 + 7222 — 462 +9) + 8a(22 — 1)*(z — 1)°

Co =2(22 — 1) —

Cl =z +

 log?(rA) 22(22 — 1)2(z — 1)6
(62" +252° — 4527 + 212 — 3) log(—log(rA))  22(3z — 1) log?(— log(TA)))
(22 —1)2(z—1)8 (z—1)6(2z—-1)
(6.59)
. 22(1-32) 2%(152% — 142 + 3) a
¢ 422 —1)(z—1) 42z — 1)2(z — 1)3log(rA) * log?(rA)
2(32 — 1)%(52 — 3) log(— log(rA)) (6.60)

4(22 — 1)2(z — 1)5log?(rA)

where the first two are infinite series in 1/log(rA) that include powers of log(—log(rA))
such that the order of the log(—log(rA)) terms do not exceed the order of the 1/log(rA)
terms. It is sufficient for Cy to retain terms up to second order in 1/log(rA). Note that
there exists an ambiguity a in these expressions. This ambiguity does not affect numerical
evaluation of the free energy density and the energy density that we shall later compute,
though it does affect J t reflecting the reaction of the system to changes in the boundary
Proca field. Our counterterm construction (6.58) — (6.60) is minimal; additional terms
such as C3(B? — (2 — 1)/2)% or C4(B* — (2 — 1)/2)* would also yield solutions.

Applying (6.58)-(6.60) into (6.45), (6.55) and (6.56), the physical quantities become
n—1 3_ 9.2 _
Fo l vz (za— (223 — 2z 2Z+1)5>7
Knp12 vz — 1(22 — 1) (2z—1)(z —1)*
1 228 — 42244z — 1
E=— vz (za+(2 z A )5), (6.62)
Fn12v/z — 1(22 — 1) (22 —1)(z —1)4
gi_ LI (2(200 41850 - 2950 — 232 4 24— 5) | A(z— Do) o
B 2(z — 1)4(22 — 1)3 P '

(6.61)

o (6.63)
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Since the pure Lifshitz solution does not depend on a and 3, we expect in this case that
F=E=7J=0 (6.64)

regardless of the dimension of spacetime.

6.5 Finite Temperature

In this section, we consider the finite temperature theory by obtaining the expanded black
hole solution near horizon. Our goal is to describe the renormalization group (RG) flow of
the marginally relevant modes, and to predict behaviour of physical quantities such as the
free energy density F and the energy density £ near critical regimes in order to provide a
way of understanding the quantum phase transition from one phase to the critical point via
the holographic dictionary. For these purposes, we find that the RG flow is ensured in the
zero temperature limit A*/T — oo with A ~ 0 fixed, as found in [56]. We also investigate
the behaviours of F/T's and £/T's as functions of log(A?/T') at high temperature regime
A /T — 0.

6.5.1 Expansion and Physical quantities near horizon

We assume a black hole solution which is defined by f(ry) = 0 in the metric form of (6.14).
With an ansatz for the expanded form of the black hole solution, which are constructed
in a way that regularity requires g,; to have a double zero at the horizon and g,, remains
nonzero, the equations of the motion (6.18) yield

f(r):fo((1—i)2+ (1_L)3+(—6z2+14z+7)z+8(3z—2)h3 (1_L)4+,..),

Ty Ty 122 Ty
(6.65)
B ) (32 — 1)z — 4h3 LT 2 (32 —1)z —4h2 LT s 6.66
R e (e e = (e R L
2
hir) = v/ (1o (1= )
r+
r\° 2(—92% + 10z + 20) + 8h2(3z — 1) r\*
nfie ) ()
(6.67)
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where the constants fy and py are associated with scaling ambiguities of the coordinates
{t,z,y, -}, which function as the clock and rulers of the system. Upon fixing these, the
only variable left in the metric is hy. Different values of hy correspond to different black
holes and so we have a 1-parameter family of black hole solutions.

With (6.65)-(6.67), thermodynamic quantities can be calculated near the horizon of
the black hole. The temperature 7" is a quantity coming from demanding regularity of the
spacetime at the horizon, which is satisfied by identifying the imaginary time coordinate
7 with the spherical coordinate ¢ such as ¢ = 7 with p*> = a(r — r,)?. That is, the
Euclideanized metric components (7,7) correspond to (p, ¢) components of the spherical
coordinate

d 2
F(r)dr + S ~ dp? + pRde?, (6.68)
r
and substituting 7 with ¢ and r with p, it yields that o = i and [ = ry %% where
B . . o A
T = 4. The entropy density, s, obtained from the definition of the entropy, S = yrem
Then we find
oy JLd2f(r)
C2r V2 dr2 | (6.69)
T=r4
ln_l n—1
5= 27?Kn+12p(7"+) 7, (6.70)

where S = [sd" 'z.

The horizon flux, @, of the massive vector field is

d = fx/ﬁﬁ CdA = j{qﬁ "l (6.71)

where )
["2g, 5 dh
5o s <p<r> ; <r>) -
Fnt1 f(?“) dr r=rq
is the horizon flux density. Using (6.65)-(6.67) we obtain
Vi nt M7 1 (1%,
T=—"— =27p,° = 2hgp,* . 6.73
21’ ° o Fing1? ¢ oPo Kn+1 ( )

for the temperature, entropy density, and horizon flux density, and as shown above, those
are determined by parameters (fo, po, and hg) of the metric.
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6.5.2 Integrated First law of thermodynamics

Before embarking on our numerical calculations, in this section we obtain relationships
between the free energy density and the energy density derived in section 6.4 via the
thermodynamic variables s and T'.

First, by using the asymptotic solutions (6.24) — (6.26) we construct an r-independent
RG-invariant quantity

K= —% F)s (= atr) + m(r) + Kr)alr) ).
- <:> (1400 = )20 = (= D0)? = 02 + 200 = Da(rIk(r)a(0) ).
(6.74)
where plugging (6.30)-(6.32) into the above gives
= 2¢/z o (22 —32+1)
b= 1(1—22)( (1—2z)(z—1)25)‘ (6.75)

Near the horizon, this RG-invariant quantity is calculated by using (6.65)-(6.67) and ex-
pressed in terms of 7" and s by applying (6.73), which is

_ n—1 Kn 2
K =+/fop> =Ts lnjll . (6.76)

Next, from the free energy density (6.45) and the energy density (6.56) we obtain the
following relation

VIO 5 (5 o + icﬂ' )

p(r)

:% f(r)p(r)"glcn_m P(r) Tf' +Zc( (_1>>j>+f(, (6.77)

p(r)

which is more simply expressed as

n—1

E=F+ K. (6.78)

2
Rn+1

This relation is easily checked using (6.61), (6.62) and (6.76).
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Finally, combining (6.76) with (6.78) gives
F=&-Ts. (6.79)

which is the integrated form of the first law for these black holes. We will use this to check
the accuracy of our numerical results in section 6.6.

Considering the limit A = 0, since anisotropic scale invariance still holds, from the
Ward identity we expect that the pressure is equal to the energy [36]. From (6.57), we
have

Fo=—& (A =0), (6.80)

and in conjunction with (6.79), we obtain an analytic prediction for when the marginally
relevant modes are not excited

1
-FO = —50 = —ETSO (A = O), (681)

which will be used for a consistency check on our numerical results in section 6.6. Note
that the relation F = —¢& also holds for A ~ 0 case when g = 0, as is easily seen from
equations (6.61) and (6.62).

6.6 Exploring Near the Quantum Critical Point

6.6.1 Integrating towards the Lifshitz Boundary

To investigate Lifshitz spacetime in the UV-region, T" > A*, we re-expand the asymptotic
solutions into the high energy regime by using (6.29), and set the arbitrary scale p ~ 7";1,
thereby making the spacetime near-Lifshitz. This spacetime approaches an asymptotically
pure-Lifshitz having the black hole by supplying heat at much greater temperatures or

higher energy scales.

In this section, we numerically connect the expanded near-horizon black hole solution
with the near-Lifshitz asymptotic solution. By matching two solutions, we determine values
of log(Ary) for given hy, and then use these values to fix values of fy and py. With these
values fixed we compute the free energy density F and energy density &€ versus log(r/ry)
varying the value of hg. By collecting these data, we plot the free energy density and
energy density as functions of log(A*/T') and find their fitting functions, which gives the
sub-leading dependence of the free energy and energy density as a function of log(A*/T)
for A # 0. We also discuss how renormalization group flow is described in our context.

In our numerical work, we use r/r, as our radial variable, and unitless quantities such as
F/Ts, E/Ts, and A*/T are considered.
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Matching A

For extracting A, we start with the asymptotic solutions k(r), ¢(r), and x(r) in (6.30)-
(6.32), which are expanded ones to high energy regime by introducing the arbitrary scale
> A eventually setting p — TII. In the asymptotic solutions, we have only the variable
log(Ary) to be fixed. While near the horizon, the expanded black hole solutions (6.65)—
(6.67) are changed to functions of k(r), q(r), and z(r) by (6.19) and (6.20), and in this
process fo and pg drop out and hg only remains. Now, given values of hg, we numerically
integrate the near horizon solution toward the boundary satisfying the equations of motion
(6.21), and match the numerical solutions with the asymptotic expectation by adjusting
the value of log(Ar,) in the middle region. In our numerical work, the integration starts
at log(r/ry) ~ —0.015 and ends at log(r/r;) ~ —10*. Our numerical results for the k
function are shown in Figure 6.1, where the red dashed line is a fit for the asymptotic
expectation, the blue solid line corresponds to the numerical results, and the dots signify
the values used for finding the matching condition. We note that the agreement between
our numerical results and the asymptotic expectations is very strong.

The important outcome of this procedure is that a maximum value of hq is obtained. In
other words, if we keep increasing the value of hg then beyond a certain point we are not able
to find a matching condition connecting our numerical result to the asymptotic expectation.
Physically this means that at a large value of flux, the metric functions grow exponentially
as the boundary is approached, so they do not ever reach the boundary. This means that
under the condition of large flux and high temperature A*/T — 0, the spacetime having
the black hole (6.65)—(6.67) is no longer deformed, but rather is asymptotic to pure Lifshitz
spacetime. We also find that the maximum values of hg linearly increased according to
the critical exponent, z (or the spatial dimension) of the spacetime, n. We present this
behaviour in Figure B.1, and explicitly denote the maximum values of hg in Table 6.1.

On the other hand, a minimum value of the flux also exists and its value becomes
zero at the horizon. In this case, the massive vector field disappears and the spacetime is
described by an asymptotically AdS black hole.

Examining the situation for hy between 0 and h,,;, is non-trivial. However for a very
small amount of flux, we expect that the renormalization group flow is recovered in the
zero temperature limit A*/T — oo, which is found in [56]. That is, this result implies that
tuning the horizon flux via hg interpolates between the zero temperature RG flow [76] and
asymptotic Lifshitz black holes [79, 86, 14, 62, 29, 15].

80



0.707043

0.707043
k

0.707043

0.707043

-20 -15

(a) z=2and hy = 0.97128, log(Ar;) = —11141.7

0.86599F ‘ ‘ ‘ g
0.86599+ :
086599 —
0.86599+ :

0.86599¢

-10 -5 Or
r

Iog(—)
re

(¢) z =4 and hy = 2.28218, log(Ar,) = —2709.4

-20 -15

0912858 -

 0.912858 R

~o-

0912857} -

0.912857+
-20

-10
r
Iog(—)
ry

(e) z=6and hg = 3.56678, log(Ar,) = —2726

-15

0.816448¢
0.816448"
k 0.816448F

0.816448\

0.816448+
-20

|og(r—r+)

(b) z =3 and hg = 1.63428, log(Ary) = —4188.2

0.894403}
0.894403}
0.894403}

\ 0.894403: :
0.894403} s
0.804402} :
0.894402}
0.894402}, ‘ ‘ ‘ I

-20 -15 -10 -5 0

|og(r—r+)

(d) z=05 and hy = 2.92548, log(Ary)

= —2270.6

0.925792F
0.925792
0.925792
k 0.925792
0.925792}

0.925791

-10

|og(r—r+)

(f) 2 =T and hg = 4.20680, log(Ar,) = —908.7

-20 -15
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P 41

Figure 6.2: h,,q. versus z

hmaa:
z = 0.9713
z = 1.6343
z= 2.2822
z2=5 2.9255
z= 3.5668
2=7 4.2070
z= 4.8465
z= 5.4856
z=10 6.1244
z=11 6.7629
z=12 7.4012
z=13 8.0394

Table 6.1: maximum value of hg
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Matching fy, and p,

Since, given hg, log(Ary) is fixed, fy and py arising in (6.65) — (6.67) can be determined
by repeating the previous process with the functions of f, p, and h. Here we start with
(6.35)—(6.36), where we can neglect the @ and J involved in the exponent terms because
these contribute much less than the logarithmic terms as the boundary is approached
(technically these unknowns are hard to fix). Applying the same numerical technique, we
start to integrate the near horizon solution towards the boundary governed by the equation
of motion (6.18). Over a finite range, provided values of hy and log(Ar, ), the numerical
solutions and asymptotic expectations (6.35)-(6.36) are matched by finding values of for**
and pory?. Our numerical calculations are carried out over a range of 4 to 9 dimensional
spacetime. The results are shown in Figures 6.3 and 6.4 where the red dashed line is a
plot of the asymptotic expectation and the blue solid line is the numerical result.

Using the fixed constants A, fy, and py we can find matching values for temperature
(in unitless) via

log (%) =z log(Ary) + log(2m) — %log(fgriz). (6.82)

We also compute the entropy density, derived in (6.73) and determined by for3* and por?,
and plot s/T as a function of log(A*/T) in Figure E.1.

Energy Density, and Free Energy Density

Now we move to the free energy density (6.45) and energy density (6.56). Putting the
numerical results of k, ¢, and z functions into (6.45) by using (6.19) and (6.20), and
applying the counterterm (6.58) — (6.60), the free energy density and the energy density
are respectively depicted in Figures 6.5 and 6.6. We find that the free energy density
and the energy density have a flat region over some finite range of log(r/ry), yielding a
stable constant value for these quantities. In these figures we also illustrate oscillating
and divergent behaviours as the boundary is approached. Recall that initially the physical
quantities having marginally relevant modes diverge at the boundary, necessitating the
addition of counterterms to render them finite. The counterterms should be expanded
in an infinite series in log(Ar). However in practice the counterterms (6.58) — (6.60) are
truncated at a finite order, while our numerical results include higher orders than ones
we considered in the analytic calculation. This limitation is responsible for the unstable
behavior near the boundary that appears in Figure 6.5 and 6.6. In other words, the terms
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Figure 6.3: Extracting fo and py for z = 2,3, and 4
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Figure 6.4: Extracting fo and py for 2 = 5,6, and 7
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in the parenthesis in (6.45) and (6.56) no longer exhibit smooth behavior as the boundary
is approached but slowly start to oscillate due to the (imperfect) matching between the
numerical results and the truncated counterterm power series. These oscillations increase
as r decreases, and furthermore are amplified by the factor of +/fp*/2, which is rapidly
growing when 7 — 0. Note that the figures 3 and 4 depict fr**/for3* and pr?/peri and
are monotonically decreasing and increasing respectively at small r, whereas the functions
f and p rapidly grow in that region.

As the spacetime dimension increases we find that the flat region gets narrower and
the divergence behaviour starts more quickly from the horizon. The main reason for this
is due to the v/fp*/? factor commonly appearing in the free energy density (6.45) and the
energy density (6.56); both v/f and p*? vary as 1/r* (as shown in (6.36)) as the boundary
r — 0 is approached, whereas the quantities in the parentheses of (6.45) and (6.56) contain
no divergent terms.

6.6.2 Behaviours of F and £ near Quantum Critical Regimes

In this section, we plot data of the free energy density per T's (F/T's) and the energy
density per T's (£/T's), which are collected for various values hy in previous sections, as
functions of log(A*/T’). Figure 6.7 and 6.8 present our results for the quantities F/T's,
E/Ts, and F/E. We also include the fitting function depicted as a solid line. As expected
from analytic considerations for the leading order terms of F/T's and £/T's for A = 0,
which is (6.81), we recover from our numerical results the same value for the leading order
terms. In addition, the sub-leading contribution depending on log(A*/T") due to marginally
relevant modes with fixed A ~ 0 are numerically found in Figure 6.7 and 6.8. For each z,
the fitting functions of F/T's, £/T's, and F /& are presented in Table 6.2.

In addition, the marginally relevant mode should be consistent with the first law of
black hole thermodynamics, which is —F/T's + E/T's — 1 = 0. We plot this in Figure 6.9
as a check on the accuracy on our numerical results. We find that our numerical errors are
found between the order of 1072 and 107
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Table 6.2: fitting functions for %, %, and ]g:

6.7 Summary and Discussion

We investigated the Lifshitz/quantum critical theory correspondence. In gravity theory,
we obtained the asymptotic solutions, which are expanded to sub-leading orders where
the equations of motion restrict the value of z to be 2z = n — 1 so as to have non-trivial
solutions of the marginally relevant mode, and found the expanded black hole solutions,
which are characterized by the horizon flux (or hg), at near horizon. From the perspective
of the holographic correspondence, the asymptotic gravitational solutions correspond to the
marginally relevant operators of the field theory residing on the boundary of the spacetime,
and the quantum critical property at finite temperature is described. In this configuration,
one of our aims was to describe the renormalization group flow of the marginally relevant
operators between UV-Lifshtiz and IR-AdS at zero temperature limit A*/T" — oo based on
the studies [70],[18]. The other aim was to investigate the thermodynamic behaviours of
physical quantities depending on A*/T at finite temperatures in terms of the dimensionality
of the spacetime

With these purposes, we derived the equations of motion for Einstein gravity and
obtained asymptotic solutions in terms of functions k, ¢, and z and also in functions of
f, p, and h (used separately for later numerical work). Then we derived the free energy
density F and the energy density £, and performed the holographic renormalization with
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the gravitational action at the asymptotic boundary of the spacetime, where the relevant
counterterms are constructed to prevent the divergent terms. Moving to the horizon, we
obtained near-horizon expansions of (planar) black hole solutions, and calculated physical
variables such as the entropy density s, the temperature 7', and horizon flux ¢ defined
at the horizon r = r,, which are expressed by the metric parameters fy, pg,and A for
given hg. Before carrying out the numerical work, we proved that our analytical results are
consistent with the integrated first law of thermodynamics, and also made the prediction
that Fo/T's = =& /T's = 1/2 at A = 0, which means the marginally relevant modes are
turned off. Then we numerically computed the free energy density F/T's, and the energy
density £/T's in spacetime dimensions 4 to 9 for given hg, which are chosen near below
values from the maximum of hg, and then plotted their data as functions of log(A*/T") for
each dimension.

Our results indicate that the basic physics of Lifshitz/QCT duality [25] is valid in higher
dimensions. Regardless of dimensionality, with a small value of kg, renormalization group
flow under the marginally relevant operators for UV-Lifshitz to IR-AdS can be obtained
in the zero temperature limit A*/T — oo, commensurate with the 4-dimensional case
[18, 56]. Namely, in the zero temperature limit A*/T" — oo, which implies the zero limit
of hg, the AdS spacetime emerges, and so it implies that the renormalization group flow
is recovered by controlling hy to be very small. In high temperature regime A*/T — 0, we
calculated the free energy density over T's and the energy density over T's for given various
hg, and plotted data as functions of log(A*/T'). As analytically expected, the leading-order
values of F/T's and £/T's for A = 0 are numerically recovered as shown in table 6.2.
Moreover, the sub-leading dependence of these quantities are found in terms of log(A*/T),
with fixed A ~ 0. This illustrates how physical quantities such as F/T's and £/T's change
as functions of log(A*/T) upon approaching the critical point from a given phase. We
consequently found that higher dimensional Lifshitz black holes can hold more horizon
flux of the massive vector field, since the maximum value of hg increased with increasing
n. The sub-leading values generated by the marginally relevant modes on the F/T's and

E/T's have a weaker dependence on temperature 7" as dimensionality increases, as shown
in table 6.2.
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Chapter 7

Deformation of Lifshitz Holography
with Gauss-Bonnet term

7.1 Introduction

Continuing from Chapter 6 [25],[75], we investigate deformations of Lifshitz holography
with a Gauss-Bonnet term in (n 4+ 1) dimensions. Gauss-Bonnet gravity generalizes Ein-
stein gravity to include quadratic curvature terms. The equations of motion consist of the
Einstein equations modified by additional quadratic curvature terms ( with coupling con-
stant «) in such a way that the higher derivative terms cancel out. Unfortunately, as the
additional terms in the equations of motion identically vanish in four dimensional space-
time, effects from such terms manifest only in 5 dimensions or more. There are various
motivations for considering such higher dimensional gravitational theories.

First, in gravity theory, considering higher curvature terms expands the array of black
hole solutions of Einstein gravity to Gauss-Bonnet-Einstein black hole solutions. Exam-
ples include the Boulware-Deser solution for spherically symmetric spacetime [17],[39] and
the Gauss-Bonnet black hole solution in AdS spacetime [22],[20],[28],[72], and the proper-
ties of these black hole solutions have been studied [51],[87]. In supersting/M-theory the
Gauss-Bonnet term naturally arises in the effective low energy limit and leads to ghost-free
nontrivial gravitational self interactions [91]. Also in cosmology, it provides one approach
to understand the current acceleration of the universe in the context of the dark energy
problem [59],[73]. In brane-world scenarios it yields additional interesting features [24],[31].
From the holographic correspondence point of view, involving condensed matter systems,
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one expects that the higher curvature correction will induce interesting new effects [11],[57]
or provide a better explanation for physical phenomena shown in abnormal materials.

The main purpose of this chapter is to find what role the Gauss-Bonnet coupling plays
in deformed Gauss-Bonnet-Lifshitz (GB-Lifshitz) holography. In 5 dimensions this is the
simplest extension that can yield interesting effects in a four-dimensional theory; we shall
here examine any dimensionality. To do so, we assume GB-Lifshitz spacetime in the
ultraviolet (UV) energy regime and Gauss-Bonnet-AdS (GB-AdS) spacetime in the infrared
(IR) energy regime, and consider the special condition z = (n—1)—2(n—2)&, where z is the
dynamic critical exponent and & is the rescaled Gauss-Bonnet coupling constant (defined
below). This condition allows the massive vector field to describe the marginally relevant
operator, when the operator is expanded to sub-leading orders. To generate the sub-leading
orders of the gravitational solutions at the boundary, we introduce a momentum scale A,
which is very small (A ~ 0) and expand the solutions as a power series in this quantity.
Then these sub-leading terms slightly deform the GB-Lifshitz spacetime, which lies in high
energy scale A*/T — 0, at the asymptotic region. We also consider the finite temperature
theory by finding (planar) black hole solutions, which are expanded near the horizon. From
the duality perspective, this configuration leads us to expect that the gravitational solution
at the boundary of the deformed spacetime gives information about how marginally relevant
operators behave near critical points at finite temperature in quantum critical theory. Thus
we observe the behaviours of the physical quantities such as the free energy density or the
energy density, which show the properties of the marginally relevant operators, according
to different values of &. While at zero temperature limit A*/T" — oo at fixed A ~ 0, the
GB-AdS spacetime can appear and then it might be possible to find the renormalization
group flow between the deformed GB-Lifshitz and GB-AdS spacetime for future such as

[15],[56]-

In section 7.2, the Gauss-Bonnet-Einstein action with negative cosmological constant
coupled to a massive vector field is introduced, and its equations of motion are derived.
In section 7.3, we consider asymptotically Lifshitz spacetime in the high energy regime,
slightly deformed by a small value A, and calculate its asymptotic solutions. In section 7.4,
with these asymptotic solutions we perform holographic renormalization by constructing
the relevant counterterms so as to achieve a well-defined action principle. By doing so, we
obtain a well-defined free energy density F and energy density £. Moving near the black
hole horizon, in section 7.5, we derive the expanded black hole solutions in this region,
and obtain the thermodynamic variables defined at the horizon. Also we check that our
analytic calculations agree with the integrated form of the first thermodynamic law. In
section 7.6, we carry out numerical work with the asymptotic solutions and the expanded
black hole solutions. Choosing various values of & = %L, %07 0, —2—10, —m, —1%, we then fix
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the undetermined parameters (A, fo, and py) appearing in the metric for given & and hy,
which are variables characterizing black hole solutions, using numerical integration. Based
on these fixed values, we explore the physical quantities, and finally plot the free energy
density and the energy density depending log(A*/T') and find their fitting functions. From
this data, we analyze the physical behaviour of the free energy density and the energy
density according to & (or z) in section 7.7.

7.2 Higher curvature gravity with a massive vector
field

We start with (n 4+ 1) dimensional gravitational action modified by higher curvature terms
and coupled to a massive vector field

1 ~ 1 (1 y
= = 2A — —|=H?>+ LB? 1
R e e S R b I

where fpp1 = /87Gni1, A is cosmological constant, o is the Gauss-Bonnet coupling
constant and Lgg = R? — 4R, R" + R0 R**®. H = dB, and g, and ~ are the coupling
constant and the squared mass of the vector field respectively. This action yields equations
of motion for the gravitational field

G + oLy, — /~\gW = /{ZHTW (7.2)
where
1
G/ux - R,uzz - §g,u,uRa (7?))
1
Ly, =2 (RRW — 2R, R, — 2R*PRy0u5 + R, Rmm> — 59wklan, (T4
1 1 v 1
T = e (HW,HV” - ZQWHQ) + 0 <BuBl, — 5gWBQ), (7.5)

and for the massive vector field
vV, H" —~yB" = 0. (7.6)
At the asymptotic region (i.e. r — 0), for z # 1 we require the equations of motion to

admit the metric W2 de? 4 di?
"
d32:l2(—2 dr? | At dy? )

roF r r

(7.7)

96



which is supported by the vector potential described by

9L 4 g4y (7.8)

Kn+1 7

B =

These ansatz and boundary conditions fine-tune the cosmological constant to be

! X1 ~ X2
where we replaced the coupling constant of the Gauss-Bonnet o with &, which is
_ an—2)(n—3)
a = 2 , (7.10)
and the squared mass and the squared charge to be
(n—1)z s z—1 B
VE = (124 (7.11)
where the y; and x» are defined by
—1)(n—2
x1=22+(n—2)z+ (n—1)% X2 =2+ (n—2)z+ (n )2(n ) (7.12)

For given (n, z, a) we require that AdS,,;; spacetime is also a solution to the equations
with cosmological constant (7.9). In this case the metric is

> dr*  dx®* +dy? +---
i a2 000 o
where the a is the scaling constant defined by
Y n(n —1) ++/n(n —1)(1 — 2a)(n(n — 1) — 4x2a) (7.14)

2(x1 — 2x200)
appears because the cosmological constant (7.9) has been already fixed due to the Lifshitz

boundary condition.

In order to configure the spacetime to induce renormalization flow from UV Lifshitz
spacetime to IR AdS spacetime at finite temperature (thereby recovering isotropic scaling
symmetry at low energy), we employ the ansatz

Cl 2
ds? = z?( — f(r)df? + T—Z +p(r)(da® + dy? + - - )>, (7.15)
ol
B =2 n(ryat, (7.16)
Rn+1
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and these yield the solution for the Lifshitz spacetime

Lifshitz :  f= . p=—, _\/z ! = (7.17)
and for AdS,, 1 spacetime
AdS: f=p=ar"¥Ve, h=0. (7.18)
Plugging the ansatz (7.15) and (7.16) into (7.2) and (7.6) yields
_2zh(r)*  rp'(r) 2f/( () ) () | a () ) ()’
o) e 2 pt) 2 p(r) 2( P 2f(n)p(r)?
_ gﬁ(;; + rp (?) p'(r )) — 0, (7.19)
2(2n = 3)zh(r)*> rf'(r)  rf'(r)* (3n—5)r2f’(r)p’(r) _(n=2)%%p'(r)?
R TC CIPTIOE 27 () 2p(1)?
e G 3r3f’( () )PP () rp(r)® | 3(n = 3)rt f(r)p'(r)?
CRM ( bt SFOWOR AP P A
(n* = Tn+16)r*p'(n)* | rip'(r)*f"(r) | ' f )P’ (m)p"(r)  rip' ()" ()
* () SR E T e pr )7
(7.20)
. (n—Dzh(r)*>  r*W(r)> (n— 1) 2F(r)p(r)  (n=1)(n=2)r?p'(r)?
f(r) f(r) 2f(r)p(r) 4p(r)?
e (n—1)r' f'(r)p'(r)? (n—l)(n—4) p(r)*
+a( 2x2 + L (r)p(r)? + 16p(r)] >—O. (7.21)
For simplification we change variables via
pr) = el 52 fr) = I RS R = k() (7.22)

where m(r) is defined by using a new variable
y(r) = (4X1 +4(n = 1)zk(r)* = 2(n — Dm(r)q(r) — (n — 1)(n — 2)q(r)*

1/2
F (=8 + (1= Dm()a() + 5= 100~ D)) ) (7.23)

98



upon which (7.19)-(7.21) are rewritten as

ry'(r) = =2(n — 1)zk(r) — b ; 1)q(r>y(r), (7.24)

rq (r) = (nxfll) — zh(r)” - %W)z N 4(?2(7;)21) - Sq(r)g)

rk(r) = _y(2r> - 4(137;)111()2(27“) - Z];((:))g + i Prtrnatr) - (nx—lki()z)(r) HCE (gq(r)?)
(20~ iy o+ B KR,

In terms of the new variables k(r), ¢(r), and y(r), the Lifshitz spacetime is described by

VG- -23)

Lifshitz : ¢ = =2, y=2vz\/(z — 1)(1 —2a), k= NE : (7.27)
2
whereas for GB-AdS spacetime,
2
GB-AdS: ¢=—— y =0, k=0. (7.28)

NG
7.3 Asymptotic behaviour

Here we expand the asymptotic solutions (7.27) to sub-leading orders, which are generated
by a momentum scale A ~ 0, so that the Lifshitz spacetime becomes slightly deformed.
Here the non-trivial solution for the sub-leading orders, which become marginally relevant
modes for the massive vector field, are only allowed under the condition

z=(n—-1)—=2(n—2)a. (7.29)

by equations of motion (7.24)-(7.26). Henceforth we deal with the case satisfying the above
condition. Then the sub-leading orders admit the following form of the (Lifshitz spacetime)
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solution

V(z—1)(1-2a) [1 2+ (222 =5z —Da —2(z+1)(z — 2)a?
N (z —1)2(z+ (2 — 42)a) log(rA)

1 2 22 > — & 23 o 22
T iz + 2 — 42)@) log(rh) ((z_ 1)(_ 32% — 42%(2 = T)a + (102° - 65

— 202+ 3)a® — 2(z + 1)(2* — 262 + 1)&° — 4(z + 1)*(2 + 2)@4)

2
(z+(2—42)a)

— 18922 + 41z — 4)a* 4+ - ) log(— log(rA))> + - }

2z4+mq 2—ma2 log( Og( ))
A o) €14 o e B TR

)@)
X (223(32—1)+22 (22° — 512>+ 332 — 6 ) > <10g TA) )]
(7.30)

+ (22(1 —32) —22(42% — 252% + 132 — 2)a — (42° — 872" + 31527

ol z—(Bz+1a+2(z+1)a? B 1
alr) =2 [l -1+ 2—42)a)log(rh) (= 17z + (2 — 42)a ) log*(rA)

1
X | =—— 2% = 22%(2* + 22 + 2)& + 2(82% + 132 + 142 + 5)a* — 2(52* + 152°
2(z+2a)

1
—42)a)

+12z2+7z+1)@3+4(z+1)(z3+6z2+2z+1)@4) + e

X < — 2232 — 1) — 22(2% — 2122 + 122 — 2)a + - - ) log(— log(rA))) + - ]

X{§<1+(Z—1)2(22—1)( (2~ 42)a) log(rA ((Qz—l( (45 =72 +2)

+(102° — 212° + 11z — 4)a — 2(z + 1)@ )+ >+ >+C<1g(1/\)+"'>}’
(7.31)
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(z+3)a+2(2+1)
r) = 2vz\/ (2 — 1)( 1—204)[ ( 1)2(z + (2 — 42)a) log(rA)

n log(—log(rA))
(z —1)4(z + (2 — 42)a)3 log?(rA)

(1 —32) — 22%(2° — 182 + 82 — 1)a

4+ 2(72* —1232° 42122 + 82 — 1)a* + - >+ }

- QZ(Z_Qd) r 2z+mq 0 2—mo r 1
(22 —1)(1 — 207)( A) log™ ™ (r) {£<1 * (z—=1)%(z+ (2 — 4z)a) log(rA)
<—z(4z —D(z—1)+ (1422 =72+ 5)(z — D)a— 222+ 1)(z + 1)(z — 1)&?
X
(22 —1)
(223(32 — 1) + 22%(22% — 5122 + 33z — 6)a) log(— log(rA))) L )
(z—(z+1a)(z+ (z —42)a)?

+C(@+...)} (7.32)

where m; and my become respectively

2z — 1)a
1-2a

ma(z, @) = — Qi(i zz(i Ll)?) | (7.33)

my(z, &) =

Here 2z + my is equivalent to z+n — 1 by using (7.29). Note that the denominator of msy
must not be zero so as to ensure that the logarithmic term log? ™2 remains finite; recall
that we want slightly perturbed metric from the origin. Since (7.33) becomes singular
when a = m, where & decreases with increasing z, approachlng 7 as z — 00, we

require @ < 3, where the equality is removed when z = oo. This ensures ms is finite for
any z > 2. In Fig.7.1, we depict my versus z by varying &; we find that the value of ms
does not exceed —2 for |a| < 1 and any positive z.

In (7.30)-(7.32), a momentum scale A is taken to be very small compared to the energy
scale, where the Lifshitz spacetime lies. Thus A slightly deforms the Lifshitz spacetime
and by doing so generates the marginally relevant mode; the pure Lifshitz spacetime solu-
tions (7.27) are recovered when A — 0. Futhermore we see from (7.30)-(7.32) that these
solutions contain different modes due to the arbitrary parameters £ and . This introduces
an ambiguity related to defining the scale of A since the solution is invariant under the
transformation

F(Ar; ¢, 60) = F(M 7 Arje M (C = N€), eV &N+ ) (7.34)
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where F' stands for k, ¢, and y functions. We fix A = 0 in (7.30)-(7.32) as in previous work
where & = 0 [25] and [75].

By substituting (7.30)-(7.32) into the relation (7.22) and (7.23), the original functions
f and p are obtained as

log~2m? (rA) 1

/ 3 -
Wll_<z—1>3<z+<2—4z>a>310g<m)(Z (72 = 4) +22°(4° — 492

_ 2
E

+ 372 — T)a — 2(642* — 4872° + 4062 — 1112 + 8)a* + --- + (223(3z —1) +42%(2*

— 2122 + 122 —2)a + - - ) log(— log(TA))) + - } , (7.35)
b _ 210g2%(rA) 1 22(5z — 2(32% — 3822
2=y {1 T T IPG+ (2= 42)a) log(rh) ( (52-2) +22(32" - 38

+ 24z — 4)a — (382" — 3772% 4 28027 — 692 + 8)&° + - - + (222(32 — 1) 4+ 42(2* — 2122

+ 12z — 2)a — (222" — 3982% + 27427 — 662 + 8)a* + - - ) log(— log(rA))) + - }
(7.36)

where Fj and F, are integration constants. As we are assuming the Lifshitz spacetime in

‘ N ]
04— E— o5l
o8t 20

el 15} ]

m -08f [ nmp S

1.0} — ]

-10f ] N — o

osf— — —— ]

-12} ]
H L L L L L L L L L L L L L L L L L L 00 \\\\\\\\\\\\\\\\\\\
5 10 15 20 5 10 15 20
z z
(a) @ € {—1,-1/2,-3/10,—1/4} (b) & € {1/7,1/6,1/5,1/4}

Figure 7.1: my versus z for increasing values of & from bottom to top.
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high energy regime, we introduce an arbitrary scale u

log(rA) = log(ru) — log %, (7.37)
and expand the asymptotic solutions into UV regions where > A
1 1
_, o8lr)| oy (7.38)
log & log &
and then (7.35) and (7.36) become

1 1 3 — Z\Z — 2 og(r
f _@{” 170z~ @ —42)a) log(E) < (” 422(z = 1) log(ry)

+2(3z—1) log(log(ﬁ))) + 222 (423 — 4922 + 372 — 7 — (112 — 3)2(z — 1)*log(rp)

A
+2(2% — 2122 + 122 — 2) log(log(%)))aH_ . > 4. .}7 (7.39)
_i N (1_2d> 225z — 2(z — 1)?log(r
P {1 (2—1)3(2’—(2—4Z)d)3log(%)< (5 2+ 22(z — 1)* log(rp)

+2(3z—1) log(log(%))) + 2z (323 — 3322 + 222 — 4 —32(z — 1)*(3z — 1) log(rp)

+2(2% - 182% + 112 — 2) log(log(%)))& + - ) + - } (7.40)

where t and x coordinates are rescaled by

mo 1 A 1
t— (Alogm (B)) =4 oz —2 o (7.41)
A ) o log™ (&) Fo

7.4 Holographic Renormalization

As we are considering the spacetime at finite temperature, the action is related to the free
energy by the definition
F=—-TlogZ =T5(g.) (7.42)

where S, and g, indicate the Euclidean action and metric respectively. At the asymptotic
boundary near r — 0, the action includes the boundary term to yield the bulk equations
of motions such as

Se = Sbulk,e + Sboundary,e (743)
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where each term is written as

1 11
Sbulk,EZ/d”“x\/g(%z [R+2A+O‘£GB]——|: o2y B2:|)

n+1 gv 4 2
1 N
Sboundary = 2—/ dndiﬁ([( + 20é(J — QGGbKab)) (7.44)
Knt1 Js

and where G is the n-dimensional Einstein tensor on X corresponding to v, and J =
Japy® in which

1
T = g(QKKacKCb 4+ KKKy — 2K, KK gy — K2 Ky). (7.45)

Defining F' = [d" 'z F, the free energy density F, which is the free energy density per
unit (n — 1)-dimensional spatial volume, is

T (- (00 )
i Yo B b

(7.46)

Considering the boundary of the spacetime near » — 0, these quantities are divergent
upon insertion of (7.39) - (7.40), and so counterterms are required to render them finite.
These counterterms also should be constructed so as to preserve the covariance of the
action at the boundary and to yield a well-defined variational principle. To meet the
first condition, one convenient option would be to employ B? = B*B,, and to consider its
combination, which could be any form if cancelling divergences were the only criterion. We
take the counterterms in the combination of Cy + C,B? + CyB* + - - - and then replace B2
with — "“B2 w, because the counterterm should vanish for the pure Lifshitz
spacetlme

The counterterms are precisely expressed by

2 2 ~\\ J
/_ n_1 Z o Pnyi 2 (z =D —2a)
Fes = 2K2. }ﬂlg(l) rp(r ( Cj( g2 B z

v

c, (k(r)2 _(z=D= 25‘))j) (7.47)

lim / f(r)p(r 2

n (
2/<; ny1 0



where C; are not constants but rather series in 1/log(rA), which expand similarly to (7.30)
- (7.32). Thus the free energy density is finally written as

F :fbulk + Fboundary + Fc.t

P (=) ) (P POEE? (=P
“o2 VI p(r) ( o Tyt ( 2 ) pr ) 6 pr)
+20j (k(r)g— (z_l)il_m)) ) (7.48)

The counterterms are also compatible with the well-defined variational principle of
the on-shell action, and this process defines the boundary stress tensor, which yields the
conserved quantities. Here we obtain some physical quantities such as energy density &,
pressure P, and flow J¢ by finding the boundary stress tensor. To do this we start with
the variation of the action known as

6F = \/gﬂba%b + J*%DB, (7.49)

where 7% contributes to yield conserved quantities via

Q=- / A"/ ok T (7.50)

where /0 = \/Gp12; - 0w, _12,_, 18 the spatial volume element, &, are boundary Killing
fields, and k, is the unit vector normal to the boundary surface. In the presence of the non-
scalar fields, the boundary stress tensor 7% should be modified to include the contribution
of the massive vector fields, and to do so, we employ the vielbein frame at the boundary
of the metric

Yab = Mzpeaey, n = diag(+1,1,1,---) (7.51)
where A A )
el =elda® = \/fdr, €% = VD dx;. (7.52)
Then (7.49) is rewritten with the new boundary stress tensor 7
6F = /7 T4 + T Bs (7.53)
where
1

Tab _ iradeb&7 Tab _ 7_ab + —j(aBb). (754)

VY
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The energy density is expressed as

E = \Vok&T™ = /1, + T'B, (7.55)

and the pressure is given by
P =—\/7". (7.56)
From the variation of the action (7.43)-(7.45) with respect to the 745, we obtain for 7% the

expression
b 2 OF 1
Ta = — = 5
Nal 0Vab Kyt

2ZZC< ( ”“32 (_1)(1—2d)>j

[(K’y — K®) 4 2a(Jy® — 3J% — 2P P )

Go? z
2ikin — (1 —=2a)\’*
+ JR ;—1 BaBb< o Kn-;l BQ . (Z )( Oé)) )‘| (757)
9o o z
where R R A . R
Paveda = Raped + 2Rp[cGaja — 2Raicgap + RGajcYan, (7.58)

in which the R’s are various contractions of Riemann tensors defined on the n-dimensional
hypersurface associated with 7,. From the variation of the action with respect to the
vector field strength By, J* we obtain

7 0I5
gv;ﬂ lim /f (r)p(r) = ( (k‘(r)f(f)('f’))/ k() Z ic (k(r)Q (- 1)(21 _ 2&))j1)
gv:an }E}(l) VFr)p(r) = < — %y('r) + k(r) i:jcj (k<7,)2 (e 1)(Z1 _ 2&)>j—1>

(7.59)

where other components of J% vanish. Then the energy density becomes
gy

T [ - ™ ke +a (=1 rpr)’?
2/<; +1}5% rplr { " p(r) Hrsir) + ( 6 p(?‘)?’)

e’ (k(r)2 G 25‘))]}, (7.60)

- Z
Jj=0

&=
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and the pressure takes the same form of the free energy density with inverse sign

P=_F. (7.61)

To ensure a finite value of the action and a well-defined variational principle 05 = 0,
we expect our counterterms (7.47) to render the free energy density (7.48), the flow (7.59),
and the energy density (7.60) finite when r — 0. Expanding these functions with the
asymptotic solution (7.30)-(7.32), they take the form

1
log(rA)

1 1
F~ e (Fl[log('rA)]—F. (PN log? ™2 (rA) (Fg[ |+ )) + counterterms

(7.62)
where F stands for F, &, and J°, and F} and F; indicate the parts involving series of
log(rA) in the expression of F, £, and J*. As shown in (7.62), divergences occur as r — 0.
The divergences due to M% are eliminated by the two coefficients Cy and C, expanded
as a series in 1/log(rA). To prevent the divergences due to log> " (rA), another coefficient
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Cs of the counterterm is required. Then Cy, C, and C5 become

2(—=3+ 62+ (6 — 142)a + 4(—2 + 32)a?)

G- ~3+ 6a
2(z — 2a)(1 + 2(=2 + 2)@)(—=2 + (1 + 2)a)’
(z —1)3(22 — 1) (2 + (2 — 42)@)2 log?(rA)
(z — (14 2)@)? o a g g
3(22 = 17%(z = 1P(z + (2 — 42)) log"(rA) (32“ 22 =82 42 4 4
+ (=3 — 21z + 10927 + 332° — 1462" — 482" + 162°)& + - - ) +oee (7.63)
Cy =2 — 22(z — 24)(z — (1 + 2)a)’
(z—1)2(2z — 1)(2a — 1)(z + (2 — 42)a) log(rA)
2(—z4+ (1+2)a) , ,
T 2(2: D2 - D12~ L)z + 2 42)a) log(rA) (+66- 1024142
+(-3-9z+ 11322 — 1032 — 702" + 2425)07 + .. ) e, (7.64)
0y = 2%(1 — 3z + 4z2a) 2

- Dr - DA 1P 7 42z~ 12— P20 1Pz + (2~ 42)d) log(rA)
: <Z<3 — 142+ 152°) + (=3 + 32 + 652 — 1192° + 302")a + - - ) + 10g2A(7’A)
z?log(—log(rA))

* 41— 22)2(—1 4 2)5(1 = 262(—z + (1 4 2)a)(—z + (—2 + 42)@)3 log?(rA)

X <(1 —32)%23(=3 +52) + 22(—9 + 1102 — 5322% + 11542% — 9552* + 1202°)a + - - - )
(7.65)

where C and C keep expanding in an infinite series in 1/log(rA) as the asymptotic solu-
tions expand. However C; just consists of a finite number of terms, because the log® ™2 (rA)
quantity in (7.62) is divided by 1/log’(rA) (where i = 1,2,---) from F, and so when i
becomes 2 — my divergences due to log? ™2(rA) vanish. These solutions, however, have an
ambiguity A as shown in (7.65). It turns out that A does not affect numerical work for
the free energy density and the energy density, as we shall show in the next section.
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Inserting the solution (7.63)-(7.65) into (7.48), (7.59), and (7.60), we find

_l”_l V= z—(z «Q X
F _5721+1 \/(Z “1(1-2a) (( (z +1)a)C + (22 — 1)(z — 1)2(z — (=2 +42)&)3€>7
(7.66)
eI (= - 2d)
Kot1 v/ (2 — 1)z(22 — 1)(1 — 2&)3/2
- Y
g1 1 e~ Ds —23)a 1—2a)A
I s~ e D 2ma :
* 2 f) (7.68)
20z =141 —22)(z — (1+ 2)a)(z — (-2 +42)a)?” )’ :

where X Y, and Z are functions of z and &, and are displayed in (F.1). This result implies
for the pure Lifshitz spacetime to be

F=£=7J'=0, (7.69)

since ¢ = £ = 0 for the pure Lifshitz solution.

7.5 Finite Temperature

We have so far worked near boundary of the spacetime. We now move to the near-horizon
region of a black hole. In this section, we first obtain (planar) black hole solutions expanded
near the horizon, and find some thermodynamic quantities such as temperature T', entropy
density s, horizon flux density of the massive vector field ¢ at near horizon r = r,. Then
we prove the integrated first law by constructing an RG-invariant quantity X', and find the
relation Fy = —n(n, @)& from the integrated law of thermodynamics and the trace Ward
identity.

7.5.1 Expansion and Physical quantities near the horizon

Let us consider a black hole solution defined by f(r,) = 0, and expand the solution near
horizon r = r,. The expansions in powers of (1— ﬁ) are determined by equation of motion
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(7.19)-(7.21). We find

r\ 2 r\° 1
0=a((1-%) + (%) + mrare e
X (z(8h3(—2 +32) + 2(7 + 142 — 62%)) + 2(32ho" + 16ho*(1 + 2 — 62?)

4 2(—18 — 302 — 3522 + 292%))a + - - ) (1 - L)4 4 ) (7.70)

p(r) = po (1 ’

(4ho® + 2 — 32% — (16Rhy” + 2 — 112%)a@ + 2(—1 + 8ho” + 2z — 82%)a? + 82%a3)
* 2(z — 2a)(—1 + 2a) (
N (4ho® 4+ 2 — 322 — (16ho> 4+ 2 — 1122)a + 2(—1 + 8ho” + 2 — 82%)a? + 82%a°) (1
2(z — 2a)(—1+ 2a)

+> (7.71)

o =vTn((1-5) + (1 5) e

(2(2(20 + 102 — 922) 4+ 8ho*(—1 + 32)) + 4(8ho* — 4ho*(—1 4 22 + 92?)

4

+2(=21 — 272 — 52> + 142%))a + - - ) (1 - TL) + - ) (7.72)

+

where fy and py are constants, which are not determined by equations of motion, and
control the scaling of the metric by redefining the coordinates so that dt'? = fZdt* and
dr’? = pidz?. In the next section, we tune fy and py with log(%) shown in (7.39) and (7.40)
at the energy scale p = i by matching near horizon solutions (numerically integrated
towards asymptotics) and the asymptotic solutions. If f, and py are fixed by doing so, the
expanded black hole solutions (7.70)-(7.72) are characterized by two parameters hy and @.
Namely, (7.70)-(7.72) describe a two-parameter family {hg, &} of black hole solutions.

Thermodynamic properties of (7.70)-(7.72) are found by calculating temperature T
and entropy density s near horizon. The temperature is determined by demanding the
periodicity of the imaginary time coordinate 7 so that spacetime becomes regular at r = r,
and the entropy is defined by S = ﬁ which is proportional to the area of the black
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hole. Using our metric (7.15), the 7" and s can be written as

oy [1df(r)
S 2n V2 dr? — (7.73)
n—1
5 =2m— p(rﬁanl (7.74)
Kn+1

where S = f s d"'z. We also can calculate the horizon flux ® of the massive vector field
defined by

d = ]{\/&F[ CdA = 7{¢ "l (7.75)

where

n-2g (p(r)"zl dh(r)) (7.76)

l
QZS =
Vi) dr
is the horizon flux density. Plugging near horizon solutions (7.70)-(7.71) into (7.59)—(7.73),
each quantity becomes

ﬁ”+1 r=r4

/fo n—1 ln—l n—1 ln—2gv
A =9 2 = 2h 2 . .
| o S Do m% 1, [0} 0Do P (7.77)

7.5.2 Integrated First Law of Thermodynamics

So far we obtained the asymptotic solutions (7.30)-(7.32), and calculated the free energy
density (7.48) and the energy density (7.60). Then we derived the near horizon solutions
(7.70)-(7.71), and computed thermodynamic quantities such as temperature 7' and the
entropy density s near horizon in (7.77). Now we check the consistency of our calculations
by proving the integrated first law of thermodynamics.

To connect the physical variables of the asymptotic region and near horizon region, we
construct an RG-invariant quantity K to be a constant at both regions. First, by using the
asymptotic solution, we combine the functions ¢, k,y and m in an invariant combination.
Then K takes the form

i <OV o) ki) (a0~ Smorac?)] a9

2 2
. f(r)p(r)n%l 1 2 2 2 4x1
IO y(r) 4 malr? = 458007 = 2K0Dahylo) —

)
+ a( ~ 2+ (ngfi))} (7.79)
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which produces with (7.30)-(7.32)

2(z — (1+ 2)a)
VZ— 1y/z2(1 = 22)(1 — 2a)2

X < —23(1 =32+ 2%) + 2%(—6 + 282 — 482% + 212° — 42%)a + 2(—12 + 952 — 28727

K =

— 2)a)( — §
((2 4280 - TG o e T 2 = 10a)

+4242% — 2622* 4+ 722°)a% + (—8 + 1162 — 5142 + 11932° — 16302 + 11252°
—3222%)@° + (28 — 2312 + 68527 — 12832° + 18872* — 15582° + 4722%)a* — 2(7 — 272

— 6227 4+ 2462° — 472* — 2312° +902%)&° + 4(1 + 2)*(2 — 172 + 412 — 322° + 424)@6) ) :
(7.80)

Employing the expression for the free energy density (7.48) and the energy density(7.60),
we obtain the algebraic relation

fr)p(r)™= {% — k(r)y(r) + d( _n g 1) Tj)zz’:;;)?’)

3o (e - =002 ”

1
2

z

_ s et [0 =2rp () () S0P () (n=4) rp'(r)?
-5 VToe? (B o) " (5~ o)
e (k(r)2 _= 1)(; - 2‘3‘))1 iy (7.81)
or simply .
E=F+ ZQ K. (7.82)
K2,

Next, let us calculate K with (7.70)-(7.71) at r = r,. This yields for K

1 f<"/2

K =\/foP,? = Tsntl (7.83)

ln—l
and by plugging the above into (7.82), we find

F=E-Ts (7.84)
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which is the integrated form of the first law of thermodynamics. We have therefore proved
that our analytic calculation agrees with the first law of thermodynamics. We shall make
use of (7.84) for checking our numerical calculations, which are performed with the aim of
observing the behaviour of the marginally relevant modes where A ~ 0, in section 6.

For A =0, in [75] it was expected regardless of dimensionality that
1
-FO = —50 = —§T80 (785>

which is derived by using Fy = —& from the trace Ward identity in [36], and (7.61). This
fact was also proved by the numerical calculation in [75]. More generally, using (7.61) we
expect Py = ==&y implying

n—1

z
Fo=— & 7.86
’ n—1" ( )
in any dimensionality. In the Gauss-Bonnet case we are considering, z = n—1—2(n — 2)&
leads us to expect

2(n—2
Fo=—n(n,&)& where n(n,a) =1-— %d, (7.87)
n JR—

and

Fo n—1-2a(n—2) &o n—1

Jo S : — = — . (7.88)

Ts 2(n—1) —2a(n — 2) Ts 2(n—1)—2a(n—2)
In the next section we shall numerically compute n(n, &) function for n = 4,5,...,9 for all

values of & we consider. We will see that our results are consistent with eqs. (7.87) and
(7.88) in all dimensions.

7.6 Exploring Near the Quantum Critical Point

In holographic duality picture at zero temperature, we can imagine that the matter fields
residing on the boundary of the spacetime become those of the conformal field theory,
which is dual to the AdS spacetime in IR regimes, or the Lifshitz-like field theory (or
quantum critical theory), which is dual to the Lifshitz spacetime in UV regimes. Our
interests are to consider this configuration at finite temperature in the presence of the
massive vector field and the Gauss-Bonnet terms in the gravity action, and to investigate
the thermodynamic behaviour of the deformed GB-Lifshitz spacetime with a black hole,
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which from the duality perspective corresponds to the marginally relevant operators near
the quantum critical point. To generate the marginally relevant modes, the momentum
scale A is introduced into the asymptotic Lifshitz metric, and it is assumed that A ~ 0,
which is much smaller than the background temperature 7' (A* < T'). Hence it slightly
deforms the Lifshitz spacetime, recovering the pure Lifshitz spacetime for A = 0.

In this section, our aims are to show the implications of the Gauss-Bonnet terms for
holographic renormalization flow and to observe the behaviour of physical quantities such
as the free energy density F/T's and the energy density £/T's as functions of log(A*/T).

To do these, we first fix the undetermined parameters A, fo, and py (in the numerical

r? T

calculation we consider the quantities Ar,, f—{)r—, and pﬁorQ ). This is performed by nu-
+

merically integrating the near horizon solution towards the boundary and reading off the
matching values of A, fj, and pg. Based on these values the thermodynamic functions F
and & are numerically integrated from near horizon to the boundary, and their numerical
values are found for each hg in section 7.6.1. In section 7.6.2 we plot the data for F and £
in a function of log(4-), and find the numerical data corresponding to n(n, &) in (7.87).

7.6.1 Integrating towards the Lifshitz Boundary

As mentioned in section 5.1, we have scaling ambiguities in the metric due to the undeter-
mined constants fy and pg. We here find values of A for each hy by matching the numerical
integration of near horizon solutions with the asymptotic solutions at the middle regions,
and tune fy and py with the matching value of A for the same hy by using the same method.
For the numerical calculation, we set up the arbitrary scale y = rjrl and use dimensionless
quantities: r/ry, Ary, F/Ts, £E/Ts and A*/T.

Before performing the numerical work, we need to find the range of & and to decide
the specific values of &, as (7.70)-(7.72) describe two-parameter family {hg,a} of black
hole solutions, where the values of hg are variously taken for each & and will be discussed
further in the following subsection.

Analyzing the asymptotic solutions (7.30)-(7.32) in section 2, recall that ms yields the
restriction & < %, where equality is attained when z = oco. We expect that |&@| < 1 since
the Gauss-Bonnet term associated with the coupling constant & via (7.10) is considered as
a small correction to Einstein gravity. Then the range of & becomes

—1<ac< (7.89)

1
47
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and this corresponds to the range
n
§§z<3n—5 (7.90)

upon using z = n — 1 — 2(n — 2)a& from (7.29). To observe the a-dependence for a broad
range of values, we sparsely choose the values of &, which are the two positive values 1, 4

47 107
and three negative values —% (bigger than —2(n1_2)), —2(n1_2), —13—0 (smaller than —m),
and we also consider & = 0 [75] for comparison. Table 7.1 lists the cases that we consider.
z
a=1 a=i a=0 G=—3 | @= g5 | a=—5

n =4 2 2.6 3 3.2 4 4.2

n=>5 2.5 3.4 4 4.3 5 5.8

n==06 3 4.2 5 5.4 6 74

n="7 3.5 5 6 6.5 7 9

n=_§ ot 5.8 7 7.6 8 10.6

n=9 4.5 6.6 8 8.7 9 12.2

Table 7.1: values of 2z according to n and &

Matching A

In the asymptotic solutions (7.30)-(7.32), A is the only unfixed quantity. To fix A, we
expand these solutions into the high energy regimes by introducing the arbitrary scale u
and using the condition (7.38), which assumed that p > A. Then we set p = r,, which
means that our asymptotic solutions are described at the energy scale r,, and fit the
asymptotic solutions towards the horizon.

Near the horizon the expanded black hole solutions (7.70)-(7.72) should be changed to
in functions of k, ¢, and y by using the relations (7.38) so as to avoid the scale ambiguities
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of fo and pg for now. Then we numerically integrate the solutions towards the boundary
by obeying the equations of the motion (7.24)-(7.26).

At the middle region, we match the fitting of the asymptotic solutions with the numer-
ical integration for given hy by controlling the value of log Ar, as shown in Fig.7.2, which
displays the function k for n = 4 and for each value of & in Table7.1. The red dashed line
is the fitted asymptotic solution, that is the one including log Ar,, and the blue solid line
is the result of numerical integration of the horizon solution. In our numerical work, the
integration is performed from log(r/ry) ~ —0.15 to log(r/ry) ~ —10*.

Note that in Fig.7.2, the graph (f) shows the different behaviour from (a)-(e) by having
a positive slope, which means that the k function decreases as the boundary is approached.
This positive-slope pattern is observed only for the k function in the range & < —1/(2(n —
2)), which is equivalent to z > n; for & > —1/(2(n—2)) or z < n, the slope of & is negative,
meaning it increases as the boundary is approached. The signs of the slopes of ¢ and y
versus log(r/r, ) are negative for all values of @. Note that & is defined via h = k+/f from
(7.22), where f is the —gyu-component of the metric and h is the vector field potential.
Hence k only has information about the charge of the vector field and the Gauss-Bonnet
coupling constant &. Fig.7.2-(f) illustrates that when z > n the weight for the charge of
the vector field and & near the horizon become larger than at the boundary.

This process is performed by varying hg. Beyond the maximum value of log Ar, , the
numerical integration of the near horizon solution exponentially grows as the boundary is
approached, and so does not match the asymptotic solution. This means that if the horizon
flux ¢ in (7.77) is too large, which corresponds to high temperature, the deformation of the
spacetime is not allowed any more and becomes the asymptotically pure Gauss-Bonnet-
Lifshitz spacetime (having a black hole). Hence there exists a maximum value of hy.

The maximum values of hgy are recorded in Table 7.2, and show linearly increasing
dependence on the dimensionality of spacetime for the same &. For decreasing & the slope
gets larger as shown in Fig.7.3, where dots are the numerical data of the maximum value
of hg and the data obtained with the same value of & are connected with the line. For
n = 4, the dependence of & (or z) on the maximum values of hy are also found in Fig.7.4,
where the dots the maximum values of hg, and the lines are the fitting functions obtained
from the data. These are not linear; rather A, ~ —0.633878 + 0.553198z + 0.0680033 2
for Fig.7.4(a) and Ay, ~ 1.63775 — 3.84487a + 1.08805&° for Fig.7.4(b). These results
indicate that hg obviously depends on a.

A minimum value of the flux also exists; its value becomes zero at the horizon. In this
case, the influence of the massive vector field vanishes, and so the spacetime is described
completely by an asymptotically Gauss-Bonnet AdS black hole.
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Very small values of hy correspond to the zero temperature limit A*/T" — oo; in this
limit the AdS spacetime emerges in the IR regime. Hence for fixed A ~ 0, the slightly
deformed UV Lifshitz spacetime and IR AdS spacetime with Gauss-Bonnet corrections
emerge instead. Thus we might expect holographic renormalization group flow at zero
temperature similar to the & = 0 case [50], [I8] . The presence and nature of the renor-
malization flow interpolating both spacetimes for & # 0 has not yet been studied yet; it
remains for future work.

118



12F
10}

hmax

o N b O ©
T T T T T

Figure 7.3: Dots are the maximum value of hy for given n and &, and dots sharing the
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each different color of line respectively indicates & = i, %, 0, —%, and —%.
Pmaz

a=1 a=+ a=0 G=—3 | @= g5 | Ga=—%
n=4 0.7512 1.2616 1.6343 1.8298 2.6687 2.8917
n=>5 1.0416 1.7528 2.2822 2.5622 3.2519 4.0981
n==6 1.3288 2.2394 2.9255 3.2900 3.8614 5.3005
n="17 1.6147 2.7239 3.5668 4.0158 4.4818 6.5012
n==~8 1.8998 3.2073 4.2070 4.7406 5.1079 7.7011
n=29 2.1844 3.6900 4.8465 5.4647 5.7372 8.9004
n =10 2.4688 4.1723 5.4856 6.1884 6.3686 10.0992
n =11 2.7530 4.6543 6.1244 6.9118 7.0013 11.2977
n =12 3.0371 5.1361 6.7629 7.6346 7.6349 12.4958

Table 7.2: the maximum values of hq for each values of n and &
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Matching fy and pg

We have other variables left to be determined, which are fy and py in (7.70)-(7.72). Since
A is fixed, we tune fy and py based on the value of A for each set {hg, &} by using the same
method applied for A.

We bring the asymptotic solutions (7.39)-(7.40) expanded in the high energy regime in
terms of p, where y = 7', and fit the solutions with the determined value of A (given
{ho,a}) to the horizon. Near the horizon, we numerically integrate the equations of
motion (7.19)-(7.21) towards the boundary using (7.70)-(7.72) as initial conditions. At
the middle region, we adjust fori® or pord and read off the values for which both solu-
tions agree. This process for f and p functions is depicted in Figures 7.5 and 7.6 for
a=1/4,1/10,0,—1/20,—1/4,—3/10 in n = 4. The red dashed line is the fit of the bound-
ary solution and the blue solid line is the numerical result of the near horizon solution. For
n =>5,6,7,8,9 higher-dimensional cases we find similar patterns for the same values of a.

Since we have now fixed A, fy, and py, the thermodynamic quantities calculated in
(7.77) can be determined. The temperature is given by

log (%) = zlog(Ary) + log(27m) — %log(foriz) (7.91)

which is computed from the known values of A and fy. In next sections, we collect all data
on the free energy density F/T's and the energy density £/T's for given {hg, &}, where
the specific value of hg corresponds to each set of values {A, fo,po}, and fit their results
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Figure 7.5: Extracting fo and py for positive and zero & in n = 4
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to a function of log A*/T. We consider the dimensionless quantities F/T's and £/T's. For
the entropy density s from (7.77), we consider the dimensionless quantity s/T" 1/ as a
function of log(A/T), plotted in Fig.F.1.

Free Energy Density and Energy Density

The dimensionless quantities F/T's and £/T's, respectively the free energy density (7.48)
and the energy density (7.60), are numerically integrated from the horizon towards the
boundary for given {hg,&}. The results are depicted in Figures 7.7 and 7.8, where the
blue line is the numerical result and the red dashed line is read off from the stable value
in the flat region. As shown in Figures 7.7 and 7.8, F/T's and £/T's yield constant values
over some finite range of log(r/r ), but oscillate infinitely upon approaching the boundary.
The reason for these diverging and oscillating behaviours can be found in the holographic
renormalization process in section 3. Recall that the free energy density and the energy
density diverge as r — 0, and so the counterterms (7.63)-(7.65) were constructed to render
them finite. As mentioned, Cy and C; expand to infinite series in log(Ary); however only
terms up to 1/log*(Ar) (15 terms for each of Cy and C)) are computed due to limitations
of the analytic calculation. This finite number of terms is employed in the numerical cal-
culation of F/T's and £/T's. On the other hand, the numerical work includes higher orders
(i.e. higher than 1/log* Ar), and so the diverging properties are not totally eliminated by
our analytic solutions using counterterms.

In Figures 7.8 (b) and (c), which corresponds to cases of z = 4 and z = 4.2 respectively,
unstable behaviours are observed near the horizon. To see the whole pattern the scales are
zoomed out in Figure 7.9. This pattern of having a sharp peak near the horizon commonly
appears for the range z 2 n for any n and hg. This unstable behaviour of F/T's and
E/T's for z 2 n can be understood via the same rationale for the different pattern of the
k-function for z > n. That is, as z gets bigger and approaches z ~ n due to the decreasing
value of &, the effect of both the charge of the vector field and & gets bigger near the
horizon than at the boundary, causing unstable behaviour in both F/T's and £/T's.

7.6.2 Behaviours of £ and F near Quantum Critical Regimes
Collecting data for each of the values of {hg, &}, we plot F/T's and £/T's as functions of
log A*/T and find their fitting functions. These results are displayed in Figures 7.11 and

7.12, for which n = 4; the dots are the numerical results and the solid line is the fitting
function found. The fitting functions for each n are recorded in Tables 7.3, F.1, F.2, F.3,
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Figure 7.7: F/Ts and £/T's versus log(i) for positive and zero & in n = 4
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Figure 7.8: F/T's and £/T's versus log(;~) for negative & in n =4
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F.4, and F.5. We subsequently check that our numerical results for F/7T's and £/T's with
the marginally relevant modes agree with the integrated first law of thermodynamics in
(7.84) with an error of less than 107 as shown in Fig. 7.13.

It is straightforward to show using the data in the rightmost columns of tables 7.3,
F.1, F.2, F.3, F4, and F.5, that the values of Fy/& = —n(n,&) are consistent with the
expression (7.87). We illustrate the n = 4 case in Fig. 7.10, where the red dots are the
numerical data and the solid line is the expression for n(4,a&) given in eq. (7.87). We
recover the values of Fy/T's and & /T's in (7.88) in the absence of the marginally relevant
mode (A = 0) at finite temperature.

We also observed how F/T's and £/T's behave with the marginally relevant modes
according to different values of n and & when A*/T — 0. When A # 0 the marginally
relevant modes (generated by small values of A) contribute at sub-leading order to F/T's
and £/T's as functions of log A?/T, where A*/T — 0. From Figures 7.11, 7.12 and Tables
7.3, F.1, F.2, F.3, F.4, and F.5, we see that for the same dimension n, as z increases (or
& decreases), this sub-leading contribution decreases. Furthermore, for the same value of
&, as z increases (or n increases), this sub-leading contribution also decreases. That is,
when z increases due to either decreasing & or increasing n by z =n — 1 —2(n — 2)a, this
sub-leading contribution decreases.
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Figure 7.10: For n = 4, red dots are the numerical data and blue solid line is the fitting of

the n function

7.7 Summary and Discussion

Our main purpose has been to understand how the Gauss-Bonnet coupling constant &,

defined in (7.10), plays a role in the deformation of Lifshitz holography in (n+1) dimensions.
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a=1/4orz=2 —0.40— e | 0.60 — i s 4 | =067 = 2t
a=1/100r 2 =26 | —046— 57+ | 0.54 = o205 + - | —0.87— 22+

~ 0.76 0.76 3.00
a=0o0orz=3 _0'50_logAz/T+'” O50—W+ 10—W+
d=-1/200r 2 =32 | —0.52— 25+ | 048 — 27+ | —L1— (20 4

~ 0.69 0.69 3.76
a:—1/401‘2:4 —0.57—W+"‘ 043—W+ 13—W+
a=-3/100r =42 | —058— 2T+ | 042 — (207 4+ | —Ld— 2854

Table 7.3: fitting functions for

127

F £

Na
Ts> Ts? and &




—0.39970F
—0.39975¢

F -0.39980}
Ts - 0.39985}
—0.39990F
—0.39995¢

(a) For a =

7

-

—

—40000 -30000 -20000-10000 O

)

4

- Ts 060015

0.60010F
0.60005F

/

/
Py

A

,/

—0.6658}
—0.6660+
T F
- — —0.66621
c €

—-0.6664

—0.6666

o)

—40000 —30000 —20000 —10000 O

//
e

—40000 -30000 —20000 —10000

o)

0

(or z =2). Dots are numerical results running ho from 0.75120 to 0.75038, which corresponds to

log A* /T from —47748.5 to —3945.48. Solid line is the fitting function denoted in Table 7.3.

;
_0.4639] /
F —04640 /
Ts
_0.4641f /f
—0.4642] [
—20000 15000 —10000 —5000 0
AZ
o)
A=
_ 1
(b) For a = 15

- Ts o.5350f

0.5361

0.5360r
€

0.5358(

.

\“"“‘.

e

,,./'

—0.8652f

—0.8654
© -08656]
“F _ogess;
© € _0.8660F
- —0.8662}

—0.8664

—20000 —-15000 —-10000 -5000

AZ
log| —
L

)

0

/

;"f

—20000 —15000 -10000 -5000

o)

0

(or z = 2.6). Dots are numerical results running hg from 1.26160 to 1.26078, which corresponds

to log A*/T from —22390.6 to —1960.29. Solid line is the fitting function denoted in Table 7.3.

—0.4995}F

-0.4996]
— -0.4997} /
S
~0.4998] /
./’//'
-04999F . :
-15000  -10000  -5000 0
AZ
oo 7)
A7

- Ts

0.5005¢ [;' o -09980f
0.5004] i
: /i -09985}
S e 05008 P
0.5002} / S ooy
0.5001] L © _09995}
-15000  -10000  -5000 0
AZ
lo [—]
AT

/

J

ey

—-10000

o)

—-15000 —-5000

(¢) For « = 0 (or z = 3). Dots are numerical results running hg from 1.63430 to 1.63348, which corresponds to
log A%/T from —15503.7 to —15522.51. Solid line is the fitting function denoted in Table 7.3.
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First recall where & makes a contribution. In the Lifshitz spacetime without the Gauss-
Bonnet term (& = 0), the anisotropy of the spacetime is governed by the massive vector
field. This vector field allows a marginal mode only at z = (n — 1) [75]. When the Gauss-
Bonnet term is included in the Lifshitz gravity action, the marginal mode is now restricted
by z=n—1—2(n— 2)a. In other words z is determined not only by the massive vector
field but also by the value of &. Considering the marginal mode in the pure Lifshitz case
(i.e.A = 0) for the metric (7.15), & contributes to the function f = =z in the metric via
z and also modifies the charge of the massive vector field by ¢* = (1 — 2&). However,
in the deformed Lifshitz spacetime (i.e. considering marginally relevant modes generated
by A ~ 0), @ modifies both f and p in the metric with A and involves the massive vector

field, as shown in (7.30)-(7.32) or (7.35)-(7.36).

We found the asymptotic solutions in (7.30)-(7.32), and obtained the free energy density
in (7.48) and the energy density in (7.60) by holographic renormalization. We next derived
the near-horizon expansion of the black hole solution in (7.70)-(7.72), characterized by two
parameters hy and &, and calculated thermodynamic quantities such as temperature T’
and entropy density s in (7.77). As our metric solutions contain undetermined parameters
A in the asymptotic solution and fy and py in the near horizon solution, we numerically
integrate the horizon solution towards the boundary and match it with the asymptotic
solution plotted towards the horizon by controlling A, fo, and po for given {hg, &}. After
fixing those parameters, we numerically explored physical quantities such as the free energy
density and the energy density.

Numerically we found that there exists a maximum value of hy, which corresponds to
high temperature A*/T — 0. The smaller the value of & (or larger z) , the larger the
maximum value of hy. This explicitly demonstrates that & modifies hg or the horizon flux
of the vector field via hyg. The dependence of the maximum value of hy both on & and
n is shown in Fig.(7.3), and for n = 4 the maximum value of by according to z or « are
depicted in Figures (7.4) (a) and (b) respectively.

Smaller values of hg correspond to decreased temperature. For a very small value of Ay,
the zero temperature limit A*/T" — oo is approached. Due to fixed A ~ 0, our spacetime
can be configured as a slightly deformed Lifshitz spacetime in the UV regime and as an
AdS spacetime in the IR regime. Hence we expect holographic renormalization group
flow at zero temperature from UV Gauss-Bonnet-Lifshitz to IR Gauss-Bonnet-AdS. Such
renormalization flow was discovered in the AdS case [1&], [70], but when & # 0 the situation
remains unknown, and an interesting problem for further research.

To investigate the behaviour of physical quantities with the metric solution of the
deformed Lifshitz spaetime at high energy scale, which is expected to give information
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about the marginally relevant operators near the critical regime at finite temperature
via holographic duality, we confined ourselves to values of hy that are a little less than
its maximum value (which corresponds to the high temperature regime A*/T — 0), and
obtained the numerical results as shown in Table 7.4. For & > 0, the value of z becomes less
than n—1 — this case appears to have stable properties as no unstable behaviour is observed
for the k-function and the fitting for F/T's and £/T's. However for 0 > & > —#_2), the
value of z is in the range n — 1 < z < n, and instability is expected due to the free
energy density being larger than the energy density. Even worse properties emerge for
—ﬁ < &, where F/T's and £/T's both have an oscillatory sharp peak near the horizon
and the free energy density is bigger than the energy density. Here “~” indicates near the
value of —m + € or n & €, where € is small.

When A = 0, we analytically predicted the Oth order expressions for the free energy
density and the energy density from the integrated first law of thermodynamics and the
trace Ward identity. Our numerical results are consistent with these expressions, indicating
that the trace Ward identity is valid in the GB case (at least for z =n — 1 — 2(n — 2)a).

Finally we found the sub-leading behaviour of /T's and £/T's as a function of log A% /T,
which is expected to be the contribution from the marginally relevant mode at finite tem-
perature. As the value of z gets bigger due to either decreasing & or increasing n, the
factor associated with the sub-leading order (i.e. the magnitude of coefficient of log A*/T")
becomes smaller as shown in Tables 7.3, F.1, F.2)F.3, F.4, F.5.
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Table 7.4: These results are obtained at high temperature (i.e. hg is near maximum or

A /T —0).
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Chapter 8

Conclusion

This thesis is an effort to obtain a comprehensive understanding of the holographic cor-
respondence, and to demonstrate its applications to new regimes of the AdS/CFT corre-
spondence.

To achieve the former purpose, we found three important factors to establish the holo-
graphic correspondence from the original conjecture of the AdS/CFT correspondence [60)]
and subsequent primary studies [385, 90], which are summarized as follows. The first is that
having the same isometry group for gravity theory and field theory is a crucial condition to
accomplish duality. The second is that gauge/gravity correspondence can be interpreted
as a UV/IR connection. The third is that the gravitational partition function is equiva-
lent to the generating functional of field theory, which provides more a precise picture of
holographic correspondence and gives a way for direct applications. Chapters 2,3, and 4
are devoted to this purpose to understand the above factors in detail.

For the latter purpose, regarding holographic renormalization, the Mann-Marolf (MM)
counterterm method for the asymptotically Minkowski spacetime is studied in chapter 5,
and as applications for the holographic correspondence, the Lifshitz spacetime/quantum
critical theory correspondence is investigated in chapter 6, and 7.

The properties of AdS,, 1 spacetime in chapter 2 can be summarized as follows. The
symmetry of the spacetime is represented by the isometry group SO(2, n), which is the same
as that of conformal field theory. The AdS spacetime has a uniquely determined conformal
boundary at spacelike infinity, and by applying the boundary analysis, the general solution
of the metric near the conformal boundary of the spacetime can be generated. From this
solution, the divergent terms in the action are easily isolated, and so it automatically
constructs the counterterm and leads the holographic renormalization as shown in chapter
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4. We also pointed out the importance of the well-defined asymptotic boundary, which is a
place in which matter fields from the conformal theory reside, and where the gravitational
information is transferred to matter fields.

In chapter 3, we studied the quantum phase transition involving quantum criticality
and renormalization group flow associated with this scale invariant property of a lattice
system to accommodate the profound understanding for chapter 6 and 7.

As an application of the holographic renormalization, the Minkowski spacetime is inten-
sively studied. Different from the AdS spacetime, the conformal boundary of the Minkowski
spacetime can be either null infinity or spacelike infinity. Both have difficulties to be con-
sidered as a place where field theory resides, as discussed in chapter 2. If one disposes the
conformal boundaries, various asymptotic boundaries can be considered. The standard
boundaries that we usually use are hyperbolic coordinates, which is p = constant, and
cylindrical coordinates, which is » = constant where r? = p? — t2. As different boundary
conditions show different asymptotic behaviours at the boundary of a spacetime, it seems
hard to expect to build a universal set of local counterterms satisfying all different bound-
ary conditions, but it looks more optimal to have the counterterm as solutions derived
from a given differential equation or an algebraic equation for each boundary condition.
The MM-counterterm method validates this perspective in the sense that the solutions of
the MM-counterterm are derived from the given algebraic equation, which is called the
MM-relation, and yields local counterterms for each boundary conditions. It is verified
that the MM-counterterms yield conserved quantities, which agree with the well-defined
ones, for the hyperbolic coordinates [64] and also for the cylindrical coordinates in (n + 3)
dimensions in chapter 5 [75].

In the results, it is noted that the the 4 dimensional case is dealt with separately from
the other higher dimensions as it has ambiguities in the counterterm solutions, which are
not shown in other dimensions. For the sub-leading order, the ambiguity is removed by
the condition of fixing the supertranslation symmetry, but for the sub-sub-leading order,
the ambiguities can be fixed in a way not to disturb conserved charges. Also the form of
the boundary stress tensor is the same as the hyperbolic boundary case in 4 dimensions,
but has additional terms in higher than 4 dimensions. We find that these additional terms
are impotent and do not contribute to conserved charges.

In this study, the cylindrical coordinates provide great benefits by giving direct appli-
cations for many gravitational systems, since that is the most popular coordinate. How-
ever, despite this benefit, the difficulty of the cylindrical coordinate associated with the
MM-counterterm method arises in its calculation, which is more complicated than the hy-
perbolic case due to different asymptotic behaviours. That is, hyperbolic coordinates are
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manifestly covariant under variation of the metric with respect to a normal coordinate to a
boundary surface, but the cylindrical coordinate is not. More improvement regarding the
MM-counterterm in the cylindrical coordinate can be made by investigating it in stationary
coordinates, which are applicable to rotating gravitational systems.

From the perspective of the holographic correspondence, a holographic dual field theory
for the Minkowski case has not been found yet, but a conformal field theory can be a
candidate if a connection between the isometry groups of the Minkowski spacetime and
conformal field theory is found. Also if a field theory dual is found, it is expected that the
MM-counterterm will be employed to construct the holographic renormalization.

New regimes for the holographic correspondence were applied to the Lifshitz space-
time/quantum critical theory in condensed matter physics in chapters 6 and 7. The Lif-
shitz/qct correspondence is based on the same anisotropic symmetry of gravity and gauge
theory. On the gravity side, the anisotropic spacetime is generated by adding massive vec-
tor fields into the gravity action or is adjusted by adding higher curvature terms such as the
Gauss-Bonnet term, which work in a way to cooperate with the massive vector fields. The
properties of the Lifshitz spacetime have been recently studied and were found to possess
a naked singularity [27, 52]. On this topic, more research needs to be done. On the field
theory side, the anisotropic scaling occurs due to the property of critical slowing down,
which is that the temporal correlation function of the order parameter decays slower and
slower in the vicinity of a quantum critical point. Above this, unusual phenomena had been
discovered near the quantum critical point, but a theory explaining the phenomena has
not been found. Some properties of quantum criticality associated with the second order
phase transition are studied in chapter 3. Inspired by the AdS/CFT correspondence, it
is expected that the holographic correspondence provides a new framework to understand
quantum critical phenomena.

In the study of the deformation of the Lifshitz spacetime (chapter 6 and 7), we con-
sidered the Lifshitz spacetime in the UV regime and the AdS spacetime in the IR regime
in (n + 1) dimensions. At the asymptotic boundary i.e. r — 0, the solution of the pure
Lifshitz spacetime is expanded to the sub-leading orders, which are generated by A ~ 0,
and so the Lifshitz spacetime is slightly deformed at the asymptotic region. Here the non-
trivial sub-leading orders, which are the marginally relevant modes for the massive vector
field, of the asymptotic solution are only allowed for z = (n — 1) — 2(n — 2)&, where z is
the dynamical critical exponent. Also we find the expanded black hole solution, which is
characterized by the Gauss-Bonnet coupling constant & and the horizon flux of the massive
vector field, near the horizon » = r,. By numerical integration of the expanded black hole
solution toward the asymptotic region, we match both solutions at the middle regions, and
based on these values evaluate physical quantities such as the free energy density over T's
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Figure 8.1: holographic phase transition

(temperature times entropy density) and the energy density over T's.

The main results are as follows. We found the contributions of the marginally relevant
operators by observing the physical quantities depending on temperature according to n
and &, which show a weaker dependence on temperature as z increases or & decreases.
Moreover, we found the linear function 7(@) ~ 1.00 — 22=26, which relates Fy = —n(@)&
when the marginally relevant operators are turned off. The numerical data calculated for
n(a) function were computed to two decimal places. When & < 0, the free energy density
over T's becomes bigger than the energy density over T's, so it is expected that the system

becomes unstable and this instability gets worse when & <

et

From the perspective of the holographic correspondence, at the high temperature limit
(i,e. A*/T — 0) of the gravity theory with fixed A ~ 0, this configuration describes
the strongly coupled physics approaching the quantum critical phase at finite temperature
from the critical point due to marginally relevant operators. While at the zero temperature
limit (i.e. A*/T — o0) of the gravity theory with fixed A ~ 0, this configuration yields
the renormalization group flow from the Lifshitz-like field theory to the conformal field
theory. Then compared to the quantum phase diagram, which is studied in chapter 3, we
might draw the (hypothetic) holographic phase diagram as shown in 8.1, where only two
fixed points (the trivial fixed point is for AdS and the critical fixed point is for Lifshitz
spacetime) exist, two phases are drawn and the one on the right is not defined in this
configuration.

As examples for other applications of the holographic correspondence, the study of
heavy ion physics (e.g. strongly coupled quark-gluon plasma) has been successful [38, 43,
|. Condensed matter theory has also been actively studied. Especially, as most metallic
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systems are strongly coupled and can be engineered in laboratories, it has benefits to
have the possibility of direct experimental tests. There are some applicable candidates
to be studied with respect to this subject such as the dual description of the Hall effect
[39, 74] or Nernst effect. Recently, the most studied subject is high-temperature (high-
T.) superconductors [17, 419, 51], which were experimentally discovered in many materials,
but unlike conventional superconductors, a high-7, superconductor cannot be explained
by BCS theory. In the context of the holographic correspondence, the key problem for
resolving this mechanism is to build a proper gravitational model.
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Appendix A

Useful Coordinates of AdS Spacetime

The AdS,, 11 spacetime can be represented as the hyperboloid
—UP =V X7+ X =1 (A1)
where [ is the radius of curvature. This can be embedded in flat spacetime with
ds* = —dU? —dV? +dX7 + - +dX], (A.2)

which has two-timelike directions and n-spacelike directions. This spacetime has closed
timelike curves (CTC) as shown in Fig.A.1. However if one does not identify the time-
like direction with the circle S we can obtain the universal covering spacetime of AdS
spacetime.

There are several known coordinates of AdS,,;; spacetime for convenience of use and
these coordinates are obtained by proper coordinate transformation from (A.2). Here we
demonstrate four cases, where three of them will be used in chapter 5, as follows.

A.1 Global Coordinates

If we parameterize the hyperboloid in (A.2) in the following way:

U =lcoshrsint, V =lcoshrcost, X; = lsinhrcos#,, Xo = [sinhrsinf;cosbs, ---,
n—2 n
X,—1 =lsinhrcosf,_; H sin 6;, X, = lsinhr H sin 6; (A.3)
i=1

=1
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Figure A.1: Closed Timelike Curves

where t, 0, ¢ are periodic and have ranges of —7 <t <7, 0<6, <7, 0<6; <21 where

1=1,--- ,n—1,and r > 0, the static form of the metric is obtained
ds®> = I? (— cosh® rdt® + dr® + sinh®r d22_) . (A.4)
At t = const. and r = R, this spacetime with the radius R has the surface area 2F’T(nﬂ/)2 sinh? R,

2
and proper time d7 = dt cosh R elapses much faster at large distance.
Now let us redefine the parameter r in (A.4) with 6 by
0 =

t _ — | =e" Ab
an ( 5 + 4> e (A.5)

where 6 is defined in a range of 0 < 6 < 7 and this reparameterization brings the infinity
of r to be the finite value. One finds the metric of

2

ds® = m( — dt* + d§? + sin®d02_)), (A.6)

which becomes singular at ¢ = 7, and so the spacetime does not expand at and beyond

these points. Thus these points are defined as the boundary of AdS and yield the conformal
structure, which will be discussed in the next subsection. This coordinate also shows that
the AdS covers the region 0 < 6 < 7 of Einstein static universe, which are illustrated in
Fig.A.2a where the Einstein static universe is depicted by a cylinder and the AdS takes

half of the cylinder.

141



O=r/2 6=rm/2 ©=m/2 6=rm/2

o=0 . 4 — O=constant ©=0 l | ©=constant
t=5/2 ——> ] AT
x=constant |
| e = t' =infinity
t=0 ——| t=constant \:fi:/
g )
] - £ =-infinity
| - t'=constant |
t=-n/2 —> t=constant
-1 Aﬁi
(a) Global Coordinate (b) Diamond Shape

Figure A.2: Diagrams

A.2 Diamond Patch of AdS Spacetime

Let us redefine the parameters in (A.2) by

/ !/

U:lcos%, V:lsinj, (A7)
X :lcos%/sinhxcosel, Xzzlcos%sinhxsinelcos%, cee
' no2 t n
X,—1 = lcos 7 sinh x cos 6,,_1 H sin 6;, X,, = lcos 7 sinh y H sin 6;
and it yields
ds* = —dt”? + [* sin® %I(dx2 + sinh? y d22_)). (A.8)

This coordinate system covers only part of the AdS spacetime, which is the diamond shape
region in Fig.A.2b and has apparent singularities at ' = 0 and 7. This metric becomes

identical with £ = —1 Robertson-Walker spacetime which is
1
d82 = —dtQ + R2<t) (md?"Q + 7"2in_1) (Ag)

by using r = sinh y.
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A.3 Static Coordinates

If we introduce a coordinate transformation following

t t
U= (1% +1r%)"/? cos 7, V= (1*+ )2 sinz, (A.10)
n—2 n
X1 =rcosb;, Xo=rcosby, ---, X,,_1 =rcosb,_; H sinf;,, X, =r Hsin@i,
i=1 i=1
we obtain the familiar form of the metric
2 r’ 2 r2\ " 2 2 702
dS = — 1+l—2 dt + 1+l—2 dT “+r danl' (All)
A.4 Poincare Coordinates
Another interesting coordinate transformation is
l 1 — l
X,—U=—, X, +U=1 x0+—(n2— xf) , V=—n,
Zo ZTo i—1 Zo
[
X = —ux;, where i=1,...,n—1 (A.12)
Zo

where 7, x, and y only take real values and z > 0, and then one finds

12 &
ds® = p (—dt2 + Zd:p?) . (A.13)
0 i=0

This coordinate only cover half of the AdS spacetime and the other half will be covered by
expanding it to z < 0.
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Appendix B

Field Theoretical Renormalization

This appendix deals with the renormalization process so as to have a more profound un-
derstanding of holographic renormalization, (the subject of chapter 4) and to naturally
develop the arguments of the renormalization group, which plays an important role in the
context of the holographic correspondence associated with condensed matter physics. Here
we demonstrate the regularization procedure and calculate the leading order of self-energy
in ¢* theory by using dimensional regularization, and then discuss about the concepts of
renormalization and renormalizability. We also derive the renormalization equation under
the minimal subtraction scheme and apply this to obtain the running coupling constant
for the one-loop case for ¢* theory. Finally, we discuss properties of the renormalization

group.

B.1 Regularization Method: Dimensional Regulariza-
tion

As introduced in chapter 1, perturbation theory is accompanied with loop contributions,

which are divergent in the integration of correlation function. The process of rendering a

divergent integral to be calculable is called regularization, and the most common regular-
izations are

e Cutoff Regularization or Pauli-Villars Regularization

e Dimensional Regularization.
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The cutoff regularization is quite a traditional method: the main idea is to bring a cut
off momentum A instead of sending k£ — oo in the integration of the propagator, but the
problem is that the cut off momentum dependence usually causes unphysical features such
as violating a symmetry of the theory. While in Pauli-Villars (PV) heavy-mass particles
are introduced with that have the opposite statistics to the physical particles, so that the
loops from these heavy particles come in with a minus sign. The infinite-mass limit is
taken at the end.

Dimensional regularization might be the most convenient and practical method. It
basically takes the dimension of the spacetime to be D, which is regarded as a continuous
variable, and integrates products of Green’s functions that are Euclideanized. Then in the
resultant calculation, the divergence always shows up a form of the pole of the gamma
function, and the divergent part and the finite part are separated.

Here we calculate the amputated one-loop correction or the self-energy for the leading
order of the ¢* theory by using dimensional regularization method:

A / a1
—i%4(p) : Q 2 ) (274K —m?2 +ie

iN [ d*kg —1
=— — . B.1
2 / (2m)* k% 4+ m? + ie (B-1)

where Wick rotation is used in the second line:

t = —iT,

4y, - 74 2 __ 2
pogo & dk=idke K=k (B.2)

If the dimension of the spacetime is changed to D, the integral variables turn to

4k p dPk

B.3
and then the self-energy is written as
i [ d*kg —1 i\ dPkg 1
— % = —— —— 4_D/ ) B.4
i) = -5 /(27?)4I€2E+m2+i6_> 2 ! 2m)P k2 + m? (B4)
Applying the following identity
1 oo
5= /0 ds e, (B.5)



it yields

i dPkp [ 2 o i e 2 dPkp _.»
iy _ 4-D —(kg+m?)s _ _ 4—D/ —-m s/ —k%s
i%1(p) o / @m)P /0 ds e\"e o i dse —(27T)D€ B

(B.6)
iN yp [, e 1o/m\% z’)\4_D1/°° D
- _ - d m-s o __n - d m2s
o M /0 *¢ " @np <s> 2 B
(B.7)
: 221
_ M) b pg (B.8)

2 (471')%

where the Gaussian integral and the definition of Gamma function are used

/de e = (%)3 : I'(z) = /0 t*~letdt. (B.9)

If D =4, (B.8) is divergent as I'(—1) = co. To separate the pole giving the infinity of the
Gamma function, we use

['(n+1) =nl(n) =nl, (B.10)
and define € = 4 — D, then the Gamma function in (B.8) is manipulated
1 1
I'l1-D/2)=T(-1+4+¢€/2) = I'e/2) = ———-—=TI'(1 +¢€/2
( /2) =T(=1+¢/2) _+§(€/) _1+§<§)( €/2)
2
:—E—l—i—’y—i-O(e) (B.11)

where v = 0.57721 - - - and is called Euler-Mascheroni constant. From dimensional analysis
(in units of mass) we find

d’2(0¢)? = —D+2+2[¢g] =0 = [¢] = ——,

dPx)\ ¢t — —D+[A]+4¥:o = [\]=4-D, (B.12)
so when D = 4 the coupling constant is dimensionless, but when D # 4 it has dimen-
sionality mass*~. However, as the coupling constant A in (B.4) is combined with the
factor u, which does not exist in the original Lagrangian but was newly introduced by the
dimensional regularization process in (B.3), it becomes dimensionless again. Expanding u
in terms of small € yields

A=t P = NP = N1 elnp+---). (B.13)
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With (B.11) and (B.13) the leading-order of the self-energy (B.8) is expanded as

_@'Zl(p>:_i)\M<_g_1+7+...)(1+61nﬂ+...)

2 (47r)% €
nL_1 nL_1
1
:M(m): —+z’)\<m)2D (Inp+---)
(4m)=z € (4m)=

2y0 -1
= i)\%l + finite (B.14)

m)2 €

where the finite part depends on p. Restoring the original dimensionality by substituting
D = 4, we obtain

2
1

where as € — 0, the first term diverges, and so the infinity part and the finite part are

separated from the ¥;(p). Considering higher orders, we can write

B.2 Renormalization

By the regularization, the infinite part of a divergent integral becomes isolated, and so
the next step is to find a way to deal with it. This infinity can be absorbed into pa-
rameter redefinitions (i.e. m — mpg ) or be removed by adding counterterms 1/2%;, ;¢
to the Lagrangian. This process of eliminating the divergences is called renormalization.
Alternatively, we can define the renormalization as a procedure of working with measured
quantities instead of bare quantities.

Let us start with the original (or bare) Lagrangian

1 o L 55 g 4
i _Z — L B.1
L= (007 — me*— T (B.17)
and redefine the parameters as follows
¢R = Z;§¢) (Blg)
m3 = m? + om?, (B.19)
gr =2, Z3g (B.20)



where Z, is called the field-strength renormalization factor, ¢, m?, and g are bare quantities
containing the infinity, and ¢r, m%, and gr are the renormalized quantities. In order to
cancel the infinity of the bare quantities, the counterterms are added

L=_Lp+Lor (B.21)
where
Li= 5(00n)" — 5 — 2o (B.22)
EQT::%Q@——DQMWV——%(Z¢—1ﬁn%—5nf24¢%—t%mﬂzf—n¢§
= 30-(06m)" = 3mc% — 100k (B.23)
where
6, =Zy—1, 6m = (Zy — \)m% — 6m*Zy, 6= gr(Z, —1). (B.24)

In fact, we need to impose the renormalization conditions on (B.24) to fix the renormalized
parameters with the observed ones as follows

_@_ - + (terms regular at p* = m?) (B.25)

o p2 —m?
= —1\ at s=4m* t=u=0 (B.26)

where s = (py + p2)?, t = (p1 — p3)?, and u = (p; — ps)? are Mandelstam variables.

This renormalization procedure can also be interpreted from an alternative point of
view. From the beginning, we can start with the renormalized Lagrangian (B.22) and
consider it as a tree-level Lagrangian and then do perturbation on gz, which induces
divergent diagrams. This divergence is resolved by adding the counterterms, and so the
divergence at 1-loop order will be removed by the first order of the counterterm E(Cl)T

L="Lr+LY), (B.27)
and one on the 2-loop order will also canceled by adding E(CQ)T
L=Lr+ L8+ L8 (B.28)
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Then, as a result the full Lagrangian is obtained

L=Lr+ L5 +L8 +-..
=Lr+ Lot (B.29)

where note that if all orders of the Eg')T have the same structure as the Lg; for example if
the ,C(CZ?T has the form given in (B.22):
’ 1 u 1 ; 1.4
i = 502 (00r)° — 50m* O — 209 0%, (B.30)

and these counterterms are enough to get rid of the divergence in the above (B.27) — (B.29),
then it is said that the theory is renormalizable. However, if different forms of the coun-
terterms from the Lg are need to deter the infinity then the theory is non-renormalizable.

Then let us calculate the renormalized two-point correlation function,

1
2(p) = p?2 —m? —X(p) +ie

2

As the physical mass is defined by the pole of the propagator, [Go(p)]™! = 0 at p? = Moy

and yields

m2,, —m® —X(m2, .m?*) =0 = m,, = m’ 4 om? (B.31)
where dm* = X(m,,, m?). If expanding X(p) near at a, which is substituted by my,, it
is calculated

3(p) = B(p*, m?) L+ (p? — a)¥(p*, m?) - S(p) + - -

p?=a p?=a
= Z(mihwmg) + (p* — m;hy) Z/(m?)hy7m2) +X(p) + -
= om? + (p* —m2,) X' (m3,,,m*) + X(p) + - -- (B.32)

where f)(p) indicates the higher orders of the series. Plugging (B.32) to (B.2), the two-point
correlation function has the form

1
P2 = myy, — (P = my,,) 3(mg,,) — X(p) + ie

l 1 {

— ~

(p) +ie  (1=3%)p2—m2 —3(p)+ie

s
]
)
|
ﬁgw
s
<
S~—
—~
—_
|
¢
S~—
|
M

(B.33)
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1
where Z, = ﬁ Upon redefining the field ¢p = Z; ¢, the renormalized two-point
correlation function is obtained

Ga(z,y) = (QUT{d(2)d(y)} ) = Zo(UT{dr(x)Pr(y)}2) - (B.34)

This result also can be generalized to n-point Green’s functions (or n-point correlation
function)

N
GN(‘/ED T, TN, g) - Z¢2 GNR(xlv L, TN mRagR) (B35)
where the Gyg is finite. In terms of the amputated Green functions, it yields
1 1
GUP(py, -+ paim, ) = G e
N (P pNn;m, g) G G N (p1 pN)
1 ¥ am
= Z_évZ; GN (1, pN)
N
= Z¢ *GNR 1y PN P MR, gR) (B.36)

where Gy is a quantity appearing in scattering matrix.

B.3 Renormalization Scheme: Minimal Subtraction

In the renormalization procedure, the bare Lagrangian parameters are separated into the
renormalized quantity and the diverging quantity, for example

m? =m% — om?
where m% is finite and dm? includes infinity. In the traditional view, we set up m% =
m}%hy, where mfohy is the pole of the propagator, but there is no special reason to take the
renormalized mass mp as the physical mass value. As long as mp is finite, we can obtain
a well-defined Green function and derive the unique final result unrelated to the choice
of the mg. This idea, that a renormalization quantity is arbitrary, can also be applied to
or = Z,"%¢ and gp = Z;'Z3 g in which

1 Z Z, 2
I grmag [ £ A ] B.37

where the quantities in the parenthesis should be finite. There exist a lot of ways to
separate the Lagrangian or Lagrangian parameters into an infinite part and a finite part;
the different ways of doing it are provided by renormalization schemes (or renormalization
prescriptions). Note that
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1. There are many kinds of renormalization schemes.
e.g. mass-shell scheme, minimal subtraction scheme, BPHZ scheme, - - -

2. The choice of renormalization scheme depends on the physical situation.
The most commonly used one is the minimal subtraction method under dimensional
regularization

3. Regularization and scheme are different.
e.g. the mass-shell scheme can be applied with the dimensional regularization or the
cutoff regularization

4. In some cases, a regularization automatically requires a special scheme.
00 1
eg Y n=_(-1)=—5

5. A physical result is unchanged by a scheme.
e.g. as the full Lagrangian is the same, the pole of the propagator also remains the
same regardless of the renormalization mass

In the dimensional regularization, every divergence shows up as the pole of a I'-function.
For example the one-loop calculation of ¢* theory yields

V(p?) = _% (471)2’ I(2—D/2) /O T —1 )p?|*= P/

where the I-function is expanded to I'(2 — D/2) ~ 2 4 ... on a small value of ¢ =4 — D.
The minimal subtraction scheme considers the (1/¢) pole of the I'-function as the infinity
part and removes it by setting the Lagrangian parameters to have a form of

m? =mjy —om® =mp— > b’“(i’R), (B.38)
r=1 €
C ar(gr)
_ e ) B.39
g=n [gR + Zl - ] (B.39)

} (B.40)

€

b= ¢R[1 +i cr(gR)
r=1

where the coefficients a,, b,, and ¢, are functions of only ¢, and completely determined by
the UV divergence of the r-loops diagrams. The quantity p is the parameter introduced
in (B.3) and identified with the energy scale E of the renormalization group. That is,
changing the arbitrary scale p corresponds to changing the energy; in other words, it
means changing of the renormalization scheme by redefining the renormalized part and the
infinite part.
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B.4 Renormalization Group

As stated above, there is an arbitrariness to separate the divergent part and the finite part
in the renormalization process, and this arbitrariness basically becomes the basis of the
renormalization group. The general concept of the renormalization group is to see how a
physical system (e.g. m, g, Green’s functions etc.) is changed when the scheme is changed.
Here we consider the renormalization group under the minimal subtraction scheme, in

which physical quantities depend on the renormalization scale p.

Let us consider a bare Green function Gy(p;;g,m), which is independent of p by

construction; it then satisfies
d
—Gy =0,
du N
whereas the renormalized Green function satisfies

Gn(pisg,m) = Z; Gnr(pi; gr(i), me(), 1)

yielding
d N _~_1dZy yd
= Gy=-—2z7 =2 Z? —Gyr.
0 d,uGN 9 é d/L GNR+ @ d,uGNR

Rearranging the above on Gnpg

d Ndlnz,

@ NR — 9 d/,l/ NR,

0 dgr 0 dmi 0 NdnZ
+ 98 2 TR NR=
2 du

Gnr

O dp dgr - dp Omy
and multiplying p, we finally obtain RG equation :

0 0 0
940 il 0] Gra
{“aﬂ Bgn Rz, T | TNE
where the coefficients are defined as
5= %9m
du’
dInm?%
’ym /"L dILL Y
1 d
=_—u—1InZ
Y QMd,u nNZg

(B.41)

(B.42)

(B.43)

(B.44)

(B.45)

(B.46)
(B.47)

(B.48)



To calculate these under minimal subtraction scheme, we use the fact that bare parameters
are RG invariant. The coupling constant in (B.39) expands as

1 1
g=pu |:9R + ECH(QR) + 63@2(91%) + - ] (B.49)

and as ¢ is independent on p, we find

dg 1 1 dgr 1 , dggr
0= u—2 = euf z — €l 4 - L
e = {ga+€a1(93)+62a2(93)+ }Jru {u P i
1 1 1 d
0= egn + a1(gn) + —as(gr) + - + {1 + a4+ a4 - } iy (B.50)
€ € € du

Then the derivative of the coupling constant with respect to p takes the form of

d 1 1 - 1
N% = (1 +-a’ + Sa + - ) (EQR +ai(gr) + —a2(gr) + - )
I € € €

= Bgr(p),€) (B.51)

and this can be written as

(14 7o+ g+ ) (Ghlom) + etilon) + hlom) + -+
== <€9R +ai(gr) + %GQ(QR) +- ) : (B.52)

Expanding both sides of the equation and comparing powers of €, each order of € yields

Bp=0 for  k=>2, (B.53)
ﬂl = —JR, (B54)
daq day
Bo + b1 don Bo nggR ay, (B.55)

and when ¢ — 0 the B(gr,€) = Bo(gr) + €61(gr) becomes [y(gr). Thus the beta function
is determined by calculating (B.55), which is solved by finding the coefficients of 1/¢ from
the Feynman diagram.

For the 7, and the 7 in (B.47) and (B.48), the same procedure is applied.
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B.5 Physical Interpretation of RG

In context of the Renormalization Group (henceforth RG), the new parameter pu, called
the renormalization scale or sliding scale, is introduced and it is important to understand
the role of the parameter. The p defines a characteristic momentum scale we would like
to investigate, and in the end our main objective through RG is to study the dependence
of physical quantities on the scale .

One notable feature of RG theory is to produce more accurate results than ones from
perturbation theory by solving the differential equations (B.46) — (B.48), which is from the
fact that physical quantities are unrelated to the renormalization scheme. For the coupling
constant in ¢* theory, while the RG equation results in

gr(u) = — 9= (B.56)

1 — oz gr(p) In &

the perturbation theory for small g(u) yields

(1) ln%/ + O<93<ln %)2) (B.57)

Comparing the two results (B.56) and (B.57), the RG equation includes higher-powers of
logarithms occurring at higher-order in perturbation theory.

AN 2
g(p') = g(p) + T6.29

In general, the graph of the g-function can be sorted into four cases and for each case
the behaviour of the coupling constant depending on p can be predicted as follows

e case (a) : on given g(u) and pu, if ¢/ — oo (or big enough) then g(y') — oo
Thus perturbation theory breaks down and the theory itself becomes ill-defined in
that regime. This case applies to ¢* theory and to most theories except Yang-Mills
theory.

e case (b) : it describes g(u) — oo as u — oo, but different from the case (a), g is
finite in a certain range (or finite scale). e.g. 3(g) ~ bg"® where k < 1.

e case (c) : it contains a point where §(g) = 0 at g = g.. That is, if g < g, it satisfies
B = uj—l‘i > 0, so g increases as p increases, but if g > g, it satisfies g = pg—z < 0,
so g decreases as ;4 increases. Thus near g ~ g, the beta function is approximately

described by 5(g) ~ a(g. — g) where a > 0, and then the RG equation yields

/%dgz/%z/%du = g=g.—p " (B.58)
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g
Figure B.1: beta function versus coupling constant, (a),(b),(c), and (d) are labeled from
the top graph.

Therefore when p — oo, the coupling constant g approaches to g., where the g, is
called “UV fixed point”.

e case (d) : as 3 = ,ud—z < 0, g decreases as p increases. Thus the bigger the scale
i is, the better the perturbation becomes. Especially when u — oo the g goes to
0, and so in this case ¢ = 0 becomes “UV fixed point”. This theory is said to be

“asymptotically free” and is applied to Yang-Mills theory.

Now let us consider v in (B.48), which is one of coefficients of the RG equation,

1 d
= —u—In Z,.
7=k dp N Zg
Making a change of the renormalization scale ;1 — g/, the relation between the renormalized

fields is

[N

1 _1 Z/ B
Or=Zy 20 — Pp=724 ¢ = (Z—Z> dr=C (1, w)or (B.59)

where (7! = %’ Applying this relation to v by replacing Z ;/ ? with ¢, the coefficient v is
rewritten as p
Y(g(W)) = “/d_,/ In ¢ (1, ). (B.60)
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Then ( finally takes a form of

) B I d_ﬂ o g(u") M
C(i's 1) = exp M . v(g(u))] = exp [/gon dgﬂ(g)] : (B.61)

For the specific case of having the UV fixed point at g = g. (like case (¢)), if i’ approaches
to oo, v can be expanded near g, as

Y(9) =~ v(ge) +71(g = g=) + -+, (B.62)

and then plugging this to (B.61), ¢ is obtained.

I du L I v(g+)
C(u', ) = exp [v(g*)/ PR eI — (—) : (B.63)
“w

.

Thus the renormalized field at the new renormalization scale ' becomes

o —v(g%)
P = (E) Pr (B.64)

where (g.) is called “anomalous dimension”.

B.6 Renormalizability

In order to check if a theory is renormalizable, it helps to classify diagrams by the appear-
ance of ultraviolet divergences. As this divergence is roughly predicted to occur when the
power of momentum in numerator is bigger than the one in the denominator, we define
the superficial degree of divergence, D, as

D = power of momentum in numerator — power of momentum in denorminator (B.65)

and then can roughly expect

D>0 ; divergence o AP (B.66)
D=0 : divergence o logA (B.67)
D <0 ; no divergence (B.68)
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where A is a momentum cutoff. Considering the N-point Green’s function in momentum
space

(2W)d5(d)(p1 + -+ pn)GN(P1,- - DN)

= /ddxl e ddeei(pl'x1+"'+pN'xN)GN(xl, Cee TN, (B.69)

the dimensional analysis of this in mass dimension gives
(G (p)] +[6°(p)] = N[d"z] + [G ()]

= [Gn(p)] +(—=d)=N(—=d)+ N (%)

= vl =N (152 +a (B.70)

= [Ga2(p)] = -2 (B.71)
and then the mass dimension of the amputated Green function is calculated

[GN(p)] = =NI[Ga2(p)] + [Gn(p)]
d—2

=d—N (T) : (B.72)

In view of Feynman diagram, as all external momentum and masses in the propagator
can be neglected in UV-region, the structure of the n-th order Feynman diagram is simply

described by
1

e B.
e B

q" / Ak des - -
and this mass dimension becomes
D +nlg]. (B.74)
Then from (B.72) and (B.74) we find that the superficial degree of divergence takes

D=d-N (?) — n[g). (B.75)

Thus the divergence crucially depends on whether the mass dimension of the coupling is
negative or positive. If [g] < 0 it is non-renormalizable; if [g] > 0 it is super-renormalizable;
if [g] = 0 it is renormalizable. However this analysis is quite naive, and exceptional cases
often happen. The trivial case is that a diagram with no propagator and no loops has
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D = 0, but does not diverge. Also it is possible that a diagram would include a divergent
subdiagram, which makes worse the divergence, or a symmetry such as the Ward identity
could cancel or reduce the divergence.

A more qualitative classification on renormalizability is as follows

e Super-Renormailzable Theory:

— Only a finite number of Feynman diagrams superficially diverge.
— OR, Coupling constant has positive mass dimension

— e.g. ¢> theory in 4 dimensions
e Renormalizable Theory:

— Only a finite number of amplitudes superficially diverge; however, divergences
occur at all orders in perturbation theory.

— OR, Coupling constant is dimensionless.

— e.g. ¢* theory in 4 dimensions, QED, Electro-Weak, QCD
e Non-Renormalizable Theory:

— All amplitudes are divergent at a sufficiently high order in perturbation theory.
— OR, Coupling constant has negative mass dimension.

— e.g. ¢% theory in 4 dimensions, Fermi theory of weak interaction
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Appendix C

Wilsonian RG Equation

Here we understand the renormalization group in another context in order to make a bridge
between the field theoretical renormalization group and the the statistical renormalization
group, which is discussed in chapter 3. To begin with, we suppose a theory with the initial
UV cutoff Ag (e.g. Planck scale, ElectroWeak scale, etc.) and consider its generating
functional to be

2] = / [Dolets™ e (C.1)

where S™° denotes integration for all modes below Ay. Now let us separate the integration
section into two parts as

¢y = high momentum mode, p > A
¢r = low momentum mode, p < A (C.2)

where A < Ay, and then write

¢ = on + ¢r, J=Jg + Jr, (C.3)
[D¢] = [D¢1][Ddul, (C.4)

so that (C.1) turns to
Z[J] = /[D¢L] /[D¢H]eiS[qﬁL+¢H}+z‘(JL+JH)(¢L+¢H)

— /[D(bL]/[D(bH]eis[¢L+¢H}+i(JL¢L+JH¢H). (C.5)
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Let us suppose that we are interested only in low energy process (p < A). This allows us
to set Jy = 0 and to integrate it on ¢y

Z[J] = /[Dqgﬂeisﬁg[m]ﬂhm (C.6)

where

(iSilon] = / (D yg]eiSlor+on (C.7)

which is called “Wilsonian low-energy effective action”. The S%[¢r] can be considered
as the action of a theory with the UV cutoff A and would yield the same result as the
initial action SA0[¢] for the low energy scale, since this takes the same form of the gener-
ating functional Z[J] as seen in (C.1) and (C.6). Around the cutoff A, let us assume the
infinitesimal change from A to A — dA. Then the effective action would change

Sk — S4 ™ = 5 — ash (C.8)
and then the variation of S with respect to A would take the form

dSh
A dAff = F[S%] (C.9)

where F[S%] is provisional and should be found.

Returning to (C.1), let us separate the action into the interaction part and the free part
1 1
s¥io] = 5 [ 6D%"6 -+ Sl (€10)

where D0 is the free propagator with the UV cutoff Ay. Dividing the propagator into two
parts
DY = D" + Dy (C.11)

where D* and Dﬁo indicate the low energy and the high energy part of propagators re-
spectively, the generating functional (C.1) becomes

Ao

—1
Z[J] = / Dby |[Dsle 020" o1-30nDL" o8I0 +onl+I(0r+0m)

:/[ngL]e_éd)LDA1¢L_WA[¢L’J] (C12)
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where
e~ WhoL.J] :/[quH]e 2¢HD ¢H Sm?[¢L+¢H]+J(¢L+¢H) (C.13)

It is noted that if ¢, = 0, e""1%7] becomes a generating functional of a theory both
of UV cutoff Ay and IR cutoff A with the propagator Dﬁo. Changing variables by using

¢n=¢— 9L
1 Aal 1 Aal 1 Aal Aal
- §¢HDA O = —§¢DA ¢ — §<Z5LDA or +oD,° ¢r, (C.14)
(C.13) yields

-1
WAL _ 36D 6 / [Dle™29Pa 20 658 0HI+DNY 61)0. (C.15)

~ —1
and redefining variables with J = J + Dj\\o o1, the first term out of the functional integra-
tion on the right side expands as

1 —1 1 - ~
—50LD\" b= —5(] = DY (]~ J)
1 -~
= 5JDAOJ +JDA\J — —JD °J
1 -~
5JDAOJ+ 5JD,QOJJr Jor, (C.16)

and the first term inside of the functional integration changes to
1 Ayt 1 7 Aoy Ao Ao T 1 Ao 7
—§¢D 0 ¢:—§(¢—JDA )D,° (¢ — Dy J)—|—§JDA J. (C.17)
Thus the (C.15) becomes
o~ WheLJ] G%JD20J+J¢L6—§JD§0J Sl 5] o3 TDR0T

_ 3IDROIHIOL =S 614D} ] (C.18)

and by replacing (C.13) with (C.18) its generating functional (C.12) takes a form of

2= /[chL]e—§¢LDA‘1¢L—S?M[¢L+D’A‘°J]+J¢L+§JD/A‘°J, (C.19)
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Again considering the low energy scale regime, we set Jy = 0; consequently J = J,
and Dj\\OJ = ( are obtained. The interacting part of the action is yielded

Si/r\n [¢L + D/QOJ] = Si/r\m [‘bL] (0'20)

where S [¢1] becomes the interaction part of Wilsonian effective action.

To derive the RG equation, let us apply ¢, = 0 into

1
WAL, J] = S IDAT + T + Siy[ér + Dy J). (C.21)

which yields

[DA" ). (C.22)

nt

1
WA, J] = 5JDQOJ + SA
In the low energy scale, the derivation of (C.13) with respect to A becomes
d WA[O J] 1 5 d A71 5 —_WA
— N=—— | —D,° | — (0,1 2
dA* 267 \dh"* ) 57° (C.23)

A

and this is expressed again in terms of S;;

dshle] 1 / d'p dDM®
(

. as follows

52SA, B 5SA - 5SA
2m)1dA [w(p)w(—p) 56(p) 56(~) (C.24)

which is called the Wilsonian exact RG equation.

dn 2

Let us find a simple connection of the Wilsonian effective action with conventional QFT
quantities. Repeating (C.22), W0, J] indicates generating functional of connected Green
functions with IR cutoff A, and S2, [Dﬁo J] is the Wilsonian effective action with UV cutoff

A. Also (C.24) can be written in a familiar form, which is compared with LSZ formula, as

0" Sine 0]
0¢(p1) - - - 6¢(pn)

TN WAL
= HDA (pz) (5J(p1) .. -5J(pn) J=Q'

(C.25)

¢=0 i=1

~
amputated connected Green function

Thus the Wilsonian effective action means not only the low energy effective action with UV
cutoff A but also the generating functional of amputated and connected Green functions
with IR cutoff A.
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Then it is important to understand how a theory is influenced according to the cut-
A in terms of (infinitely many) local operators O; such as

off scale A. Let us expand S;
Shi=>_ / d'xg;0; (C.26)

1n’
(09)%, 6%, ¢°,(0%¢)*, and ete
where ¢; are coupling constants. Among the infinitely many terms in S*, significant con-
tributions of operators can be obtained by counting their mass dimensions. Provided that
the mass dimension of an operator O; is [O;] = ¢;, the coupling constant has the mass
dimension [g;] = 4 — ¢; and can be redefined with the dimensionless coupling constant \;
as

gi = NN (C.27)
Then the initial action (C.26) is re-written as
She =) NA / d*rO; (C.28)

where A is a characteristic scale of S* and so \; ~ 1 is expected. Assuming a theory in
the energy scale E, the operators O; has the scale of £%, and so we can predict the effect
of the operator in the UV cutoff A to be

\ B\ %4
gi | &°20; ~ N N - (C.29)

If 6; > 4, the operator becomes “irrelevant” in low energy regimes (for small values of F)

and this case is comparable to non-renormalizability in the ordinary RG theory. In a case
of 9; = 0, it is said that the operator is “marginal” and comparable to renormalizable. If
0; < 4 the operator becomes “relevant” and corresponds to super-renormalizability. Thus
in the Wilsonian picture, the non-renormalizable terms are physically unimportant in the
low energy regime, and the non-renormalizable terms in the action S do not influence
processes at low energy scales; (super-)renormalizable terms are enough for describing the
low energy process.
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Appendix D

Useful Commutation Relation

D.1 Useful Commutation Relation

DyD, (D’“Dh) =D, D*(D*a) = Dy[D?, D*]a + D*D*a
=— Dy (R(O)kmmlDla) +D’Da
:%D% + D*D% (D.1)
D? (D@%) =[D? D*|D’a + D*[D? D'|a + D*D*(D%a)
— _ ROk CcaDeDba _ R(O)el:: “D¢D,ov — D° <R(0)ebc aDea>
— Do (R(O)eC CbDeOé) + Dan(DQQ)

2
—9ROD D, + 2. D*D’a + D*D’D’a (D.2)
T
Dy D*(D*Dba) =Dy, D*|(D*Dba) + D*[D?, D’ + D*D"(D?a)
- _ R(O)@c caDeDba _ R(O)ebcaDcDea — Do (R(O)ec caDea> + Dan(D2oz)

2
:R(O)CaechDea 4 _ZDana 4 DanD2Oé (DS)
r
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where the commutation of two covariant derivatives acting on w. and t,;, is

[Dg, Dy|w. = RO dwd

abc
[Dav Db]tcd = R(gl))ceted + R(c?l)) detce‘
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Appendix E

Graphs of Entropy Density for
Chapter 6
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Figure E.1: Entropy density per unit temperature versus log(A?/T)
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Appendix F

Supplements for Chapter 7

F.1 X,Y,and Z in F, &, and J' in (7.66)-(7.68)

X =2%(—14 22 +22% — 22%) + 22(—6 + 272 — 3427 — 142° + 182%)a — 2(12 — 1012
+3092% — 4062° + 1442* + 122°)a% + (=8 + 120z — 57427 + 14052° — 18422*
4 10532° — 19425)a% + (20 — 1912 + 69322 — 15952° + 23832* — 17182° + 4082%)a*
—2(—1+ 21z — 1502% + 2622% 4 492" — 29525 + 902%)a° + 4(1 + 2)*(2 — 172
+ 4127 — 322° + 42%)a° (F.1)

Y =2%(—1+4z — 42* + 22°) + 2*(—6 + 31z — 702> + 662° — 302")a + 2(—12 + 952
— 3112% 4+ 5602 — 5022* 4 2002°)a2 + (=8 + 1122 — 4902% + 1209z% — 19342*
+16892° — 61825)a° 4 (28 — 215z + 589z% — 11552° 4 20952* — 21342° + 7922%)a*
+ (=14 + 38z + 2202% — 6682% + 1262* 4 6542° — 3082%)a° + 4(1 + 2)*(2 — 172
+412% — 322° + 42%)a"%) (F.2)
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7 =2°(=5 + 24z — 232% — 222° + 182* + 202°) + 2*(11 + 232 — 39527 + 7032% — 402*
—3182° — 1762%)a + 2°(1 — 140z + 4022% + 20502° — 64612* + 36102° + 11062°
+ 77627)a? + 2%(—37 + 1052 + 11982% — 70622° + 22992* 4 255932° — 299482°
+ 630827 — 38322%)a° + 22(53 — 3512 + 10592% — 47882° + 220162* — 311252°
— 133412° + 4951427 — 242992% + 79822")a* — 2(—16 + 3282 — 24012% + 70522°
— 169152* + 628382° — 1193352°% 4- 5183227 + 664352° — 580182" + 189522'0)a°
+ 4(—28 + 218z — 16042% + 33692 — 17682* + 226512° — 769222° + 6731127
+118722° — 3172527 + 120022'0)a° — 8(—7 — 462 — 232% — 10922° + 84392*
— 116162° — 866525 + 2174827 — 28202° — 82262° 4 38442'0)a" + 16(1 + 2)?*(—2
+ 232 — 32227 + 13962° — 22402 + 6652° 4 17242° — 167627 4 4802%)a® (F.3)

F.2 Graph of Entropy Density depending on log(A*/T)
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F.3 Table 7/Ts and £/Ts for n=15,6,7,8 and 9
(n=5) % £ ;

ad=1/4orz=25 | —0.38— &m+ - | 0.62 — x4 | —0.63— 5+
a=1/100r z =34 | —046— 2075+ - | 0.54 — 2205 4o | —0.85— 205+
a=0orz=4 —0.50— 5+ | 0.50 — B 4 | =100 2
a=-1/200r =43 || —0.52— 2P+ | 048 — 220 + - | —L.08— 24 -
a=-1/60rz=5 | —056— 2 07m+ - | 044 — 220+ | —1.25— 384
a=-3/100r z=58 | —0.59— 207+ | 04l — 2 + - | —1db— 58

Table F.1: fitting functions for 7% £
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(n=6) % = z
a=1/4orz=3 —0.37T—iem | 0.62 — ity o | —0.60— 22t
aG=1/100r z =42 | —046— 2zt | 0.54 — p2Em 4o | —0.84— 200+ -
d=0o0rz=>5 —0.50— 0+ | 0.50 — B 4 | —L00— 2
a=-1/200r z =54 || —0.52— 207+ | 048 — 20 + -+ | —L08— 2054 -
a=-1/80rz=06 | —0.55— 2055+ | 045 — D055 4o | —1.20— A+
a=-3/100r z="74 | —0.60— m+ - | 040 — 2000 + - | —148— 3854 -

Table F.2: fitting functions for %, %, and % inn==o6

(n=7) % £ z
ad=1/4orz=35 | —037T—F5+ - | 0.63 — 225+ | 0583004
a=1/100r =5 | —0.45— 285+ | 0.55 — 280 4o | —0.83—  28n+ -

~ 0.60 0.60 2.40

a=0orz=6 —O.50—W+"' O.50—W+"‘ —1.00—m+"‘
a=-1/200r z =65 || —0.52— 2B+ | 048 — 28 + -+ | —L08— 204 -
a=-1/100r =7 | —0.54= 2007+ - | 046 — 20075 + -+ | —117— 284
a=-3/100rz2=9 [ —0.60—p 2007+ | 040 — 20 4o | —1.5— 2 4

Table F.3: fitting functions for
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(=) % £ £
a=1/4orz=4 —0.36— ep o | 0.64 — 5B e | —05T— R
a=1/100r =58 | —0.45— 2 0m+- - | 0.55 — 2m 4o | —0.83— 227+
a=0o0rz="7 —0.50— 2055+ | 0.50 — 208 e | —1.00— At
a=-1/200r =76 || —0.52— 207+ | 048 — 20 + - | —1.09— 204 -
a=-1/120r z=8 | —0.53— 20075+ - | 047 — 205 4 -+ | —L14— 2804
a=-3/100r z=10.6 | —0.60— 57+ | 040 — 227 4o | —1.51— 354

Table F.4: fitting functions for %, %, and % inn==8

(n=9) f i :
ad=1/4orz=45 | —0.36—5Fp+ - | 0.64 — 585+ | —0.56— gt
ad=1/100r 2 =6.6 | —0.45— 7+ | 0.55 — 22807 + -+ | —0.83— 225+
G—0orz—8 _0_50_$+... 0.50_%4_... —1_0—$+...
a=-1/200r z =87 | —0.52— 2 Pr+- - | 048 — 280 4o | —1.09— 2R+ -
d=-1/l4orz=9 | —0.53— 2005+ - | 047 — 20 4o | —113— 200+
a=-3/100r z =122 | —0.60— 7+ | 040 — 2% + -+ | —1.53— 55 4 -

Table F.5: fitting functions for
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