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Abstract

A Horizontal Axis Wind Turbine (HAWT) experiences imbalanced loads when it operates
under yaw loads. For each blade element of the aerodynamically imbalanced rotor, not only
is the angle of attack unsteady, but also the corresponding incident velocity, a fact usu-
ally unfairly ignored. For the unsteady angle of attack, a pitch oscillating airfoil has been
studied experimentally and numerically when 3.5× 104 ≤ Re ≤ 105. For small wind tun-
nel airfoils, Particle Image Velocimetry (PIV) was utilized to determine the aerodynamic
loads and the pressure �eld where other measurement techniques are either intrusive or
very challenging. For dynamic airfoils in highly separated �ow �elds, i.e., deep dynamic
stall phenomena, loads were calculated successfully based on the control-volume approach
by exploring ways to reduce the level of uncertainties in particular for drag estimation.
Consecutive high resolution PIV velocity �elds revealed that increasing the reduced fre-
quency was followed by an enriched vortex growth time and phase delay as well as a reduced
number of vortices during upstroke motion. Moreover, the locations of the vortices after
separation were in�uenced by each other. Laminar separation bubble height also showed a
reducing trend as the reduced frequency increased. The nature of the vortex sheet vortices
before stall were explored in two Reynolds numbers, with and without laminar separation
bubbles, at low angles of attack. For all cases, a vortex sheet was the result of random
vortex sheding while a longer vortex sheet was more favorable for lift augmentation. A
wake study and averaged drag calculation at low angles of attack were also performed
with Laser Doppler Anemometry (LDA) for Re = 105. For the unsteady incident veloc-
ity, longitudinal freestream oscillations have been studied numerically, since experimental
study of an unsteady freestream is challenging. In this regard, the streamwise freestream
velocity and pitch angle of incidence oscillated with the same frequency in a wide range of
phase di�erences. Changing the phase di�erence caused variation of the results, including
signi�cantly augmented and dramatically damped dynamic stall loads, both increasing and
decreasing trends for vortex growth time during phase increase and shifted location of the
maximum loads. The results showed strong dependency on the velocity and acceleration of
the freestream during dynamic stall and the dynamic stall characteristics di�ered signi�-
cantly from those of the steady freestream states. The results also demonstrated consistent
trends regardless of the airfoil shape and the Reynolds number while Re = 105 and 106.
The vortex study presented here not only provides information about the unsteady aero-
dynamic forces, but also knowledge regarding airfoil noise generation and distributed �ow
for downstream objects beyond wind turbine applications.
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Chapter 1

Introduction

A Horizontal Axis Wind Turbine (HAWT) rotor usually operates with yaw errors or is sub-
jected to wind disturbances as a result of complex environmental e�ects. These resultant
yaw loads impact the performance of the wind turbine. HAWTs under yaw loads experience
aerodynamically imbalanced rotors with regular performance a�ected signi�cantly by over-
predicted or under-predicted loads. During one wind turbine rotor revolution, the angle of
attack as well as the incident velocity of each blade section varies. Since an idealized yaw
load can be categorized as a periodic load, the wind turbine blade section under yaw loads
can be modeled as an oscillating airfoil, and the blade element experiences an unsteady
incident velocity as well. Studying unsteady airloads on wind turbine airfoils is important
due to signi�cant load variations and then the assumption of a steady angle of attack
cannot be applied in particular when the angle of attack of the dynamic blade element
passes through the dynamic stall angle. The dynamic stall phenomena, including energetic
vortices, result in intensi�ed aerodynamic loads. Many details regarding the dynamic stall
vortex process as well as the corresponding aerodynamic loads remain unknown, and are
the main subject of this study. This subject is also relevant to helicopter blade rotors,
Vertical Axis Wind Turbines, maneuverable wings and Micro Air Vehicles.

This thesis is arranged in the following manner:

Chapters 2, 3 and 4: These three chapters provide a state-of-the-art overview, ex-
perimental description and the numerical simulation details, respectively.

Chapter 5: The dynamic stall phenomena were investigated with the PIV technique
at the Reynolds number of 4 × 104 using the SD7037 airfoil. The PIV velocity �elds
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were post-processed to determine the loads and the pressure �eld by �nding the sources of
uncertainty and decreasing them for the challenging case of a dynamic airfoil. The e�ects
of the reduced frequency on the laminar separation bubble (which is small for the dynamic
cases), leading edge and rolling-up trailing edge vortices and aerodynamic loads will be
discussed in detail. Because there is no literature regarding the dynamic SD7037 airfoil, a
numerical simulation is considered as an alternative method of comparison.

Parts of this chapter have been published in the "ASME Fluids Engineering Confer-
ence" [32], "Applications of Laser Techniques to Fluid Mechanics" [31] and "International
Symposium on Particle Image Velocimetry" [36] conference proceedings.

Chapter 6: Numerous investigations have been conducted to investigate large scale
dynamic stall vortices but there is a signi�cant lack of studies related to the �ow structure
for low angles of attack before dynamic stall phenomena. This chapter focuses on the real
structures of these vortices, which usually appear as vortex sheets. A pitch oscillating
S822 airfoil within the static stall angle has been considered for this chapter. The PIV
method has been performed for visualization purposes as well as a numerical study as
another alternative. LDA was used to measure the averaged drag values. Moreover, with
the aid of LDA and the numerical simulation, the details of the wake structure have been
investigated. There are no other publications studying the �ow �eld of the pitching S822
airfoil.

This chapter was presented in the EUROMECH Colloquium 528 (February 22-24, 2012;
Oldenburg, Germany). A related paper is also under second review to be published in the
Springer book - proceedings series.

Chapter 7: Whether an unsteady freestream can a�ect dynamic stall behavior in
terms of vortex processes and aerodynamic loads has been investigated in this chapter
using the NACA0012 airfoil and numerical simulation at Re ≈ 105. Because of the di�cul-
ties of creating a time-varying freestream experimentally, the usefulness of Computational
Fluid Dynamic (CFD) approaches is apparent. No CFD simulation study has been com-
pleted thus far to investigate the interaction of a pitch oscillating airfoil with an unsteady
freestream velocity with the application in HAWTs (the same oscillation frequencies with
high amplitude). The NACA0012 airfoil has been chosen since there are enough experi-
mental studies related to pure pitch oscillating cases in the literature.

An article including these results is under publication in the "Journal of Fluids and
Structures" [35].

Chapter 8: This chapter is a continuation of Chapter 7 investigating the e�ects of
airfoil shape and Reynolds number on the behavior of the dynamic stall phenomena under
an unsteady freestream. For this purpose, the unsteady �ow �eld around a pitching S809
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airfoil at Re=106 was simulated numerically. Moreover, the e�ects of a full range of phase
di�erences between oscillating systems (oscillating airfoil and oscillating freestream) are
considered in detail.

Some results regarding the S809 airfoil have been presented at the "Green Energy
Conference IGEC V" [33] and published in the "Journal of Applied Energy" [34]. Another
manuscript has also been submitted to a scienti�c journal and is under second review.

Chapter 9: The main points of this dissertation are highlighted.

1.1 Objective

The �rst step of this study was started with questions regarding the dynamic stall phe-
nomena that a HAWT blade element faces and the ability of state-of-the-art techniques to
capture the details of this phenomena. Although a few manuscripts have been published
very recently regarding some of these questions, the lack of research in this area needs to
be addressed. The questions that have motivated this study are as follows:

1. Can the control-volume approach based on the PIV velocity �eld (which has been used
for static objects) determine reliable aerodynamic loads for a dynamic airfoil?

2. How can the accuracy of the calculated PIV loads be improved?

3. How do dynamic stall vortices impact each other?

4. How does the calculated pressure �eld from the PIV velocity �eld coincide with the
vortical structure of the dynamic stall phenomena?

5. What is the in�uence of the reduced frequency on the laminar separation bubbles and
dynamic stall vortices?

6. What is the nature of a vortex sheet?

7. Do the results of an oscillating angle of attack within static stall angle di�er from those
of the static angle?

8. Is the incident velocity variation periodic for a rotor of a HAWT under yaw loads?

9. How does the combination of an unsteady incident velocity and unsteady angle of attack
(Coupled Oscillating State) a�ect the dynamic stall loads?
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10. Is the overall performance of the vortices from the Coupled Oscillating State the same
as that of just angle of attack oscillation?

11. What is the contribution of a vortex sheet?

12. Are the results from the Coupled Oscillating State a�ected by the Reynolds number
and the airfoil type?

This dissertation has been organized to answer these questions.
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Chapter 2

Background

2.1 Horizontal Axis Wind Turbine (HAWT)

With today's high demand for renewable energy, wind turbines have been the subject of
much ongoing numerical and experimental research. In terms of e�ciency and robustness,
the Horizontal-Axis Wind Turbine (HAWT), a lift-based propeller type turbine, is the
current choice especially for commercial �rms [15] for Re > 6× 105 [120], where

Re = ρcU∞/µ (2.1)

and ρ and µ are the air density and viscosity respectively, c is the airfoil chord length and
U∞ is the mean freestream velocity. Recently, small HAWTs have become very practical,
with extensive applications such as in sailing, remote communities, micro grids and farms
[81]. Considering the airfoil elements from root to tip of a small HAWT blade under
normal operation, the Reynolds number that an airfoil element can experience starts at
approximately 3.8× 104 [111].

Frequently, natural wind has a strong wind shear with altered direction and velocity
magnitude which results in yaw loads [15, 42]. In some cases, the rotor of the wind turbine
also operates under yaw errors regardless of the wind conditions [42]. The amount of power
produced by a HAWT under yaw loads is very uncertain, has a signi�cant impact on the
performance of the turbine and causes fatigue damage. Ambiguities in force determination
in di�erent �ow conditions are the main reasons for these uncertainties. Studying yaw loads
is important even for pitch controlled [58] and small HAWTs [41, 61, 74, 138]. Therefore,
in wind turbine technology, there is a great demand for further research on unsteady
aerodynamic forces.
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2.1.1 Yaw loads

Figure 2.1 shows two di�erent potential wind disturbances that cause yaw loads for a
HAWT [42]. In this �gure, the six o'clock position is the zero azimuth angle, Ψ = 0.
The positive horizontal cross�ow (Figure 2.1-a) is the resultant of the yaw angle, which
indicates the mean in�ow vector makes an angle with the rotor axis. With a positive
horizontal cross�ow Vy, the advancing blade is on the rotor side (π/2 < Ψ < 3π/2) where
the direction of the air velocity vector from the blade rotation ( rΩ ) and the direction of
the cross�ow Vy are the same. On the contrary, the retreating blade is on the rotor side
(3π/2 < Ψ < π/2) where the direction of the air velocity vector from the blade rotation and
Vy are opposite. Figure 2.1-a (last row) shows that at π azimuth, the blade element has the
minimum angle of attack and the incident velocity reaches its maximum value; at Ψ = 0,
the representative blade element has a maximum angle of incidence and is subjected to the
minimum incident velocity. The periodic oscillations of the angle of attack and incident
velocity occur with the same frequency but with π phase di�erence.

Positive horizontal shear (Figure 2.1-b) is one of the consequences of spatial variation
of horizontal in�ow velocity along the rotor for many reasons including upwind obstruc-
tions. In this situation, each blade element is facing a maximum angle of incidence and
a maximum incident velocity when the magnitude of the horizontal in�ow is the highest
(Ψ = π/2). The reverse condition (a minimum angle of incidence and a minimum incident
velocity) occurs at the lowest magnitude of the horizontal in�ow (Ψ = 3π/2). In this
condition, both the angle of attack and the incident velocity are oscillating in one cycle
with the same frequency while they are in phase.

Oscillating airfoils with application to HAWTs have been studied numerically and ex-
perimentally. The incident velocity also shows an oscillating behavior which was unfairly
ignored in previous wind turbine studies [58] but has now become a topic of very recent
research [99].

These two examples show that when the rotor is under yaw loading, the angle of attack
and the incident velocity can oscillate with a wide range of phase di�erence, Φ, from
in-phase to out-of-phase. This study discusses the e�ects of the phase di�erence, as it
changes in a wide range as a result of di�erent yaw loads or combinations of them. Since
this study focuses on a 2D airfoil, the freestream velocity oscillation is the same as the
incident velocity oscillation.
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Figure 2.1: Two types of wind disturbances causing yaw loads; a) positive horizontal
cross�ow/yaw error, Vy; b) positive horizontal shear, Vz(y); top �gures from [42] with
permission.
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2.2 Sinusoidally oscillating airfoils and dynamic stall

An airfoil oscillates about the 1/4 chord location according to the sinusoidal mode:

α = αmean + αamp sin (2πft) (2.2)

where αmean, αamp and f represent mean angle of attack, pitch oscillation amplitude and
oscillation frequency, respectively. The harmonic oscillation provides a positive pitch rate
for half the cycle, the upstroke (↑), and a negative pitch rate for the second half, the
downstroke (↓) with the reduced frequency k,

k =
πfc

U∞
. (2.3)

Since pitch oscillating airfoils provide load variation in one cycle, understanding the
details is critical for designing and controlling systems operating under these conditions.
Load variation will be more signi�cant if an unsteady angle of attack passes the static stall
angle. If the e�ective angle of attack of a lifting surface subject to unsteady motion exceeds
its static stall angle, dynamic stall occurs [59, 68]. The combination of stall phenomena,
inherently unsteady, and unsteady angle of attack motion results in delay of stall, the
development of a dynamic stall vortex and the loads exceeding the static one. Dynamic
stall lift augmentation was �rst reported by Kramer [98]. Lift augmentation is considerable
since dynamic stall lift values can be more than twice the static stall ones [19]. Dynamic
stall phenomena associated with pitch oscillating airfoils have been considered for many
years, with a wide range of applications such as helicopter blade rotors, wind turbine blades
and maneuverable wings. For more than two decades, McCroskey and his colleagues made
tremendous e�orts to investigate the details of the dynamic stall phenomena [53, 62].
McCroskey also published two excellent reviews related to this study [65, 66]. However,
although extensive recent experimental studies [56, 57, 89, 93, 100, 132] as well as numerical
studies [8, 24, 70, 107, 108, 118, 129, 132, 143] have been reported, dynamic stall issues
have not been addressed completely.

The stages of dynamic stall events are presented in Figure 2.2 for the NACA0012
airfoil. As the airfoil passes the static stall angle the boundary layer behaves di�erently
from the static airfoil, with no separation. The majority of the �ow is attached to the
airfoil [17, 59, 68], with global behavior similar to that of the steady airfoil before stall.
Gradually, �ow reversal appears at the rear of the airfoil, resulting in a thicker boundary
layer at the rear portion. For 0.005<x/c<0.3 of the leading edge, the boundary layer
breaks down or separates upstream of the �ow reversal and a Leading Edge Vortex (LEV)
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forms and then the lift-curve slope increases. The maximum lift value occurs when the
vortex meets the trailing edge [59] and then an abrupt lift drop is experienced with vortex
shedding [17, 56, 57, 62, 64, 68]. McCroskey classi�ed dynamic stall as either light or deep
[66]. For a low maximum e�ective angle of attack, slightly higher than the static stall angle
of attack, a light dynamic stall occurs. The thickness of the separated �ow at the trailing
edge, the viscous layer, is on the order of the thickness of the airfoil. A deep-stall regime is
the result of a high maximum angle of attack. The vortex dominates, the thickness of the
viscous layer increases to the order of the airfoil chord, and most notably for aerodynamic
loads, signi�cant load augmentation is observed [17]. A second LEV forms in the fully
separated �ow. This vortex carries a relatively low pressure wave and causes a second lift
peak [62, 68, 82]. Flow reattachment from the trailing edge to the leading edge gradually
occurs after the static stall angle during downstroke, with the speed of 25 − 35% of the
freestream velocity [17, 68]. To satisfy conservation of circulation (Kelvin's circulation
theorem),

DΓ

Dt
= 0, (2.4)

a counter-clockwise rotating vortex called the Trailing Edge Vortex (TEV), which is another
source of circulation, appears [85]. A TEV diminishes the lift value [98] and appears in the
form of either a vortex sheet or a roll-up vortex. During post stall, the shed LEV and TEV
in the form of a vortex pair looking like a mushroom, called a mushroom-wake structure,
convect downstream to reach the freestream velocity asymptotically [82]. The shape of the
TEV, the time its shape is changed, and its contributions to lift reduction are important
subjects of this study.

One of the dominant motion parameters in dynamic stall phenomena is the frequency
of oscillation. Decreasing the reduced frequency advances LEV formation and dynamic
stall with the lower LEV strength [52, 64, 68, 82]. This current study looks at the e�ects
of reduced frequency on dynamic stall phase delay as well as the locations of the vortices
before and after stall in detail.

Although airfoil geometry can a�ect static stall characteristics, it is not a dominant
parameter compared to the motion parameters that in�uence deep dynamic stall charac-
teristics [69]. The Reynolds number also has only small e�ects on dynamic stall charac-
teristics [17]. In this study, the e�ects of an airfoil's shape and the Reynolds number on
dynamic stall will be discussed, but unlike in previous studies, here the freestream velocity
is unsteady.
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Figure 2.2: Schematic of the dynamic-stall events for NACA0012 airfoil, k = 0.15 and
Re = 2.5× 106; adapted from [17].
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2.3 Oscillating freestream velocity

A time-varying freestream velocity is one of the important parameters for unsteady aero-
dynamic loads. Theoretical and experimental studies have shown that the e�ects of the
time-varying freestream velocity are more signi�cant in the presence of separated and dy-
namic stalled �ows. Pierce et al. [54, 84] conducted experiments to demonstrate the e�ects
of the accelerating and decelerating unsteady freestream during pitch oscillation of the air-
foil when the frequency of the airfoil pitching was di�erent from that of the freestream.
Favier et al. [27, 28, 29] used fore-and-aft translational motion of the airfoil in a steady
freestream velocity to simulate relative instantaneous velocity variation. Based on their
results, the phase di�erence between the unsteady velocity and the periodic angle of attack
changed the magnitude and behaviour of the aerodynamic loads signi�cantly. Favier con-
tinued this work using laser based techniques [12] and CFD modeling [26, 63]. Most of the
above studies are based on the aerodynamics of helicopter rotors. In very recent studies,
experiments were reported by Shi and Ming [109, 110] with pitching delta wings under an
unsteady freestream velocity with application to a maneuverable delta wing. The results
showed that a decelerating freestream velocity during pitch up can delay the dynamic stall
angle. In some studies, regardless of their applications, a gusty environment was presented
as a longitudinal oscillating freestream [60, 86, 87]; because of the nature of the gust, the
amplitudes of the oscillations are usually low with great variation in the frequency of the
oscillations.

As mentioned, in some of the previous studies, instead of an oscillating freestream, the
equivalent movement of the body in a steady �ow was studied. Recently, Wong et al.
[137, 136] compared these two cases for a �at plate and showed that oscillation of the body
instead of the oscillation of the freestream are not equivalent even at low frequencies; thus,
in the rest of this study, an unsteady freestream means an oscillating freestream.

For a sinusoidally varying freestream, the horizontal velocity was oscillating governed
by:

U(t)

U∞
= 1 + λ sin (2πft+ Φ) (2.5)

where λ is the reduced amplitude, de�ned as

λ =
Uamp
U∞

(2.6)

and U∞ of the steady freestream is considered as Umean, with Φ representing the phase
di�erence between the oscillation of the airfoil and the oscillation of the freestream velocity.
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Because of the di�culties of creating a time-varying freestream experimentally, the
problem of a time-varying freestream velocity is usually ignored. Thus, the usefulness of a
Computational Fluid Dynamics (CFD) approach for evaluating this problem is apparent
[59] and is the main focus of Chapters 7 and 8. As with the amplitude of pitch oscillation,
increasing the incident velocity amplitude ampli�es oscillation e�ects [58]. Since the am-
plitude of the incident velocity can be large for wind turbines [58], the value of λ = 0.6 has
been considered for this study.

2.4 Laminar Separation Bubble (LSB)

For a low Reynolds number, when a laminar boundary layer transits to a turbulent one,
it may form a Laminar Separation Bubble (LSB) at certain angles of attack. Since the
airfoil/object geometry is an important parameter determining the existence of an LSB
and its size, there are many variations in the literature. Carmichael for 3 × 104 ≤ Re ≤
7 × 104 [16] and Pelletier and Mueller for 6 × 104 < Re < 2 × 105 [83] reported that
no LSB was observed while according to Ol et al. [78], an LSB was observed at Re =
6 × 104 while di�erent types of the airfoil were tested by those researchers. That means,
besides the Reynolds number values, the type of the airfoil is also important for LSB
formation. Aerodynamic e�ciency, the ratio of the lift/drag, is reduced in the presence of
an LSB [6, 101]. Figure 2.3 shows a schematic of an LSB by Horton [44]. When laminar
�ow near the leading edge cannot resist the adverse pressure gradient, the attached �ow
starts to separate. Since the �ow at the separated boundary layer is very sensitive to
disturbances, laminar to turbulent transition occurs after separation close to the airfoil
surface [6, 7]. The turbulent �ow improves momentum transfer causing reattachment and
forming a recirculation region called the LSB [6, 7, 88]. The turbulent boundary layer
keeps the �ow attached after the LSB [88].

Angle of attack also in�uences LSB characteristics. As the angle of attack increases,
the laminar separation moves forward [45, 79]. As the Reynolds number is increased, the
height of the bubble is decreased while the reduction rate of the height is higher than that
of the length [22, 79].

For the dynamic case, as the incidence increases, the airfoil shows the same charac-
teristics as in the static case [47, 57, 64]. The LSB length of a dynamic airfoil decreases
signi�cantly compared to that of the static case, while the LSB length is not sensitive to
the frequency of the oscillations [57]. Although LSB characteristics are not yet fully under-
stood, for an unsteady airfoil, the temporal aspect makes the study of the LSB even more
complicated. This study investigates the e�ects of the reduced frequency on LSB height at
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even in generic two-dimensional test cases many effects like moving
laminar turbulent transition [6,7], vortex shedding [8,9], and
multimodal structural deformations [10] are influencing each other.

The laminar-turbulent transition in this Reynolds number range
takes place along laminar separation bubbles (LSB). Figure 2
describes the physics of a LSB. The oncoming laminar boundary-
layer separates, which is caused by a pressure increase along the
airfoil contour. According to Spalart and Strelets [11] and Rist [12],
the separated flow performs the transition process from laminar to
turbulent flow following a gradual development of the primary
instabilities from Tollmein–Schlichting instabilities toward Kelvin–
Helmholtz instabilities [13]. The resulting turbulent fluctuations in
the flow enhance momentum transport toward the wall, and the flow
reattaches to the airfoil contour. The resulting region of circulating
flow is called the LSB. LSBs are usually not desired in airfoil design
because they increase the pressure drag of the airfoil due to a higher
displacement thickness level of the boundary layer.

In this contribution, we want to provide validated and efficient
numerical tools, which cover all the above-mentioned challenges of
fluid-structure interactions at transitional low Reynolds numbers.
This is done in three steps:

1) Generating an Airfoil: We want to draw on naturally evolved
airfoils. Therefore, the shape of the hand pinion of a seagull was our
design paradigm, also because the hand pinion of bird wings is
known to be the thrust producing part [14], which is favorable for
future MAV design. As a result, the SG04 airfoil was developed;

2) Defining the Approach and Setting up Numerical Simulations:
To understand the influence of flexibility, a comparison between a
flexible and a rigid SG04 airfoil is necessary. This comparison, with
its optimization problem of maximizing the propulsive efficiency,
can only be done economically bymeans of computational methods.
For the aerodynamics of the rigid airfoil, the validation of the
transition prediction is of particular interest. In this connection,
Radespiel et al. [7] contributed a generalized eN method for a
flapping SD7003 airfoil. To simulate flow phenomena interacting on
a highly-flexible thin structure and involving laminar separation
bubbles, high qualitative and time resolved coupling schemes for
fluid-structure interaction problems are adopted [10,15]. Using a
partitioned coupling approach, well-validated fluid as well as
structural solvers are linked together in a simulation environment
with the aid of flexible data transfer libraries [16]. Three coupling

aspects need to be addressed: the data transfer across nonmatching
interface grids, the time integration and equilibrium iteration of the
whole coupled system and the grid deformation of the fluid grid to
take the updated geometry into account. For the first aspect, a
conservative data transfer scheme based on the Lagrange multipliers
and the Galerkin discretization is developed. Further, the flow solver
needs the capability to solve the governing equation onmoving grids;

3) Validation Case: The computational methods have to be
validated. Therefore, rigid and flexible models of the SG04 airfoil
were manufactured in lightweight design. High-resolution particle
image velocimetry (PIV) of the boundary layer was used to capture
velocity fields and turbulent shear-stress distributions around the
airfoils. Investigations were performed both for steady cases at
constant angle of attack and for an unsteady case with the oscillating
airfoils at a reduced frequency of k� 0:2. To capture structural
modes of the flexible airfoil, deformation measurements were
applied.

II. Birdlike Airfoils

A. Aerodynamic Design

Compared with conventional airfoils, two major design aspects
can be foundwhen examining the airfoil of a seagull in the vicinity of
its hand pinion: first, a large maximum camber compared with
artificial airfoils, and second, the position of maximum thickness is
situated close to the leading edge, see also Fig. 3.

There are several reasons why the position of maximum thickness
is located near the leading edge. Considering the wing anatomy, the
skeleton and muscles run in this section, whereas at the trailing-edge
region of the airfoil, only the feathers determine the airfoil shape.
From an aerodynamic point of view, there are also advantages of this
design. On the one hand, the adverse pressure gradients along the
upper surface can be kept reasonably small. This yields thin laminar
separation bubbles with low-pressure drag losses, which can be seen
in the drag polar of the airfoil discussed later on in Sec. VI.A.2. On
the other hand, thin airfoils have normally a small range of applicable
angles of attack where no stall occurs. Airfoils with their position of
maximum thickness in the vicinity of the leading edge exhibit an
increased nose radius, which results in a relatively large angle of
attack range with attached flow.

A large relative camber of 8% was measured by BILO using
narcotized birds [17]. However, observations in nature revealed that
this value is usually smaller for gliding flight, although in wind-
tunnel experiments with living birds the maximum camber during
one flapping stroke was found to vary from 8 to 12%.

Based on these design aspects, a new birdlike airfoil, the SG04,
was developed [18], see Fig. 4. This profile has amaximum thickness
and a maximum camber of 4%, where the maximum camber is
located at x=c� 40%. At operational angles of attack between 0 and

Fig. 1 Sketch of the generic airfoil by Heathcote and Gursul [4].

Fig. 2 Sketch of a LSB by Horton [40] (corrected).
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Figure 2.3: LSB sketch by Horton [44].

di�erent oscillation frequencies. The LSB height can be used as an indicator instead of the
LSB length since the length of the LSB does not change versus the frequency noticeably
with a smaller size than that of the static case [57].

2.5 Force measurement from the velocity �eld

For measuring unsteady aerodynamic loads of small wind tunnel models, applying fast-
response miniaturized pressure sensors [95] and a direct force measurement technique [97]
are not practical. Challenges regarding these methods indicate the importance of calcu-
lating aerodynamic loads based on velocity �elds from new techniques such as the PIV
method.

The control-volume approach has been applied recently in PIV velocity �elds to de-
termine the aerodynamic forces on an object. In 1997, Noca et al. [76] calculated forces
around a stationary circular cylinder by applying the control-volume approach while the
pressure term was eliminated analytically. Unal et al. [122] applied the control-volume
approach by considering the pressure term for the oscillation cycle of a circular cylinder.
Because of the low accuracy of the processing algorithms at that time and the limitations
of the experimental equipment, this method was not much used by other researchers. In
2006, Scarano and Van Oudheusden with their colleagues at Delft University started using
this technique to evaluate loads for a stationary airfoil [18, 116, 123, 124, 125] and for a
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square cylinder [127]. They also applied this approach for the time-resolved PIV technique
to evaluate unsteady aerodynamic forces on a static square cylinder[55]. Since 2011, they
extended this technique to examine dynamic airfoils [43, 91, 92]. Very recently, David et
al. [21] and Rival et al. [95] also calculated aerodynamic loads of dynamic airfoils based
on this approach. Load calculation based on the control-volume approach of PIV velocity
�elds has been extensively validated for static objects. The dependency of the unsteady
forces of dynamic airfoils on many parameters makes applying this technique for dynamic
airfoils more complicated. This study seeks ways to increase the accuracy of this method
for dynamic airfoils and to make it more reliable for further studies.

It should be mentioned that the aerodynamic loads based on unit span can be normal-
ized with the mean freestream velocity

[cl, cd] =
[l, d]

1
2
ρU∞

2c
(2.7)

where l and d are the lift and drag forces.

2.6 Airfoil selection

SD7037 airfoil: This airfoil shown in Figure 2.4a was designed in 1987 by Selig and
Donovan with application in sailplanes at low Reynolds numbers. Experimental studies
investigated the use of SD7037 for small wind turbines [37]. Based on the lift and drag
data from its smooth and rough surfaces, the maximum lift coe�cient of the SD7037 is
insensitive to leading-edge roughness; therefore, it is a good candidate for wind turbines.
Moreover, the SD7037 has a large drag bucket (a high lift range for low drag) [37]. The
static SD7037 airfoil was also smoothed, named SD7037(c), and tested for Re ≥ 0.6× 105

[104]. The smoothed coordinates have been used in this study.

NREL airfoils: The S822 shown in Figure 2.4b and S809 shown in Figure 2.4c airfoils from
the S series family were designed by the National Renewable Energy Laboratory(NREL)
speci�cally for Horizontal Axis Wind Turbine blades [120]. The S822 is a thick airfoil
designed for the tip of the blade. Many experimental studies have reported on the static
S822 airfoil for Re ≥ 105 [37, 105, 106, 114, 115]. For the static S809 airfoil Somers [113]
reported aerodynamic coe�cients, while the measurements were taken at Delft's low-speed
low-turbulence wind tunnel. Pitch oscillating studies of the thick S809 airfoil have been
considered for almost two decades. Ramsay et al. [93] tested a two dimensional S809
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airfoil under stationary and dynamic conditions. In the dynamic case, the airfoil under-
went pitch oscillations at di�erent mean angles of attack and oscillating amplitude for
Re > 0.75× 106. The e�ects of airfoil roughness were also considered in their study. The
dynamic S809 airfoil has been studied recently by semi-empirical strategies as well as CFD
methods [34, 40, 108, 143].

NACA0012 airfoil: This airfoil shown in Figure 2.4d has been evaluated in many theo-
retical and experimental studies and extensive information about its characteristics during
dynamic stall have been reported [17, 30, 57].

In this study, the unsteady freestream velocity are examined with the NACA0012
and S809 airfoils since the dynamic stall characteristics of these airfoils under a steady
freestream exist. For the rest of the investigation, the SD7037 and S822 airfoils are used.

(a) SD7037 airfoil                                                              (c) S809 airfoil

(b) S822 airfoil                                                                  (d) NACA0012 airfoil

Figure 2.4: Selected airfoils; a)SD7037 airfoil [104], b)S822 airfoil [120], c)S809 airfoil [120]
and d)NACA0012 airfoil.
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Chapter 3

Experimental Setup

3.1 Wind tunnel

Experiments have been performed in a low speed closed circuit wind tunnel shown in
Figure 3.1, built by Sperandei [119], located in the Turbulent Flow Lab of the University
of Waterloo. A frequency controlled axial fan accelerates the air �ow through the test
section. The test section is made of 3mm thick �oat glass which is suitable for laser based
tests. Orlando [80] modi�ed the wind tunnel by adding two turbulence reduction screens,
made of �ne metal mesh installed before the contraction. With this modi�cation, the
upstream turbulent intensity is 0.85% for 10m/s air velocity and it decreases to 0.75%
with 35m/s air velocity.

Wind tunnel calibration was completed with a manometer and a pitot tube in the
empty test section after cleaning the turbulence reduction screens as shown in Figure 3.2.
The behavior of the air velocity versus the fan setting is almost linear (Inlet wind velocity
= 0.6× Fan setting - 1.1). The error of inlet velocity is around 0.14 m/s by considering
two sets of velocity calibrations taken with a one week interval.

3.1.1 Two dimensional wind tunnel

The two dimensionality assumption of the wind tunnel was examined by the oil �lm vi-
sualization technique [80]. Figure 3.3 shows the boundary layer development at Re ≈ 105

for the S822 airfoil at α = 3o. The laminar boundary layer covers the leading edge until
the boundary layer is separated at the separation oil line. The turbulent boundary layer is
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Figure 3.1: Wind tunnel schematic [119]; Dimensions in mm.

Figure 3.2: Wind tunnel calibration of temperature [80] and inlet wind velocity.
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reattached to the suction surface at the reattachment oil line to form a laminar separation
bubble. More than 80% of these two oil lines are parallel to the spanwise length of the
blade indicating the two-dimensional �ow �eld. Three-dimensionality found in less than
20% of the blade close to the wind tunnel walls and they do not a�ect the mid-span of
the blade where the data were taken. Wind tunnel wall e�ects are also decreased with a
dynamic airfoil [17, 97].

The blockage ratio of the wind tunnel,

Blockage ratio =
Model frontal area

tunnel cross section area
, (3.1)

limits either the size of the airfoil or the maximum angle of attack since the maximum
recommended blockage ratio is 7.5% [9]. The speed range of the wind tunnel also dictates
a low Reynolds number study.

Freestream Velocity

c

Figure 4.5: Top view of the airfoil’s suction side showing oil film surface flow visualization,
Rec = 9.5 × 104 (U0 = 26 m/s), α = 3◦, − − − separation oil line; –·– reattachment oil
line; —– cropped area for Figures 4.6 and 4.7

images from left to right. For angles of attack from 0◦–6◦ the separation bubble can be
seen to decrease in size and move slightly towards the leading edge as the Reynolds number
increases. This is analogous to the findings of Nakano et al. [16, 17] and Gerakopulos et al.
[22] where the separation bubble on the suction side of a NACA 0018 airfoil decreased in
size and moved upstream as the angle of attack increased. For small angles of attack, the
flow does not reattach to the airfoil until Rec ≈ 8× 104 (U0 ≈ 23 m/s). This is consistent
with reports by Lissaman [20] and Carmichael [21] that at this Reynolds number the airfoil
chord is long enough for reattachment to occur. Flow reattachment is visible when the
reattachment oil line moves away from the trailing edge. Both the surface flow and smoke
wire visualizations show no flow reattachment at Rec = 6.8 × 104 (U0 = 20 m/s) and
flow reattachment at Rec = 8.7 × 104 (U0 = 26 m/s). As the Reynolds number increases
the separation bubble is seen to decrease in size and move upstream. This phenomenon
was also measured by Gerakopulos et al. [22]. With increasing Reynolds number the
boundary layer transitions to turbulent farther upstream, which causes reattachment to
take place farther upstream. This is the cause for the decrease in separation bubble size
with increasing Reynolds number.

64

Figure 3.3: Oil �lm visualization for the S822 airfoil at α = 3o, Re ≈ 105 [80]; separa-
tion oil line; . reattachment oil line; | | midspan of the blade where the measurements
were taken.

3.2 Airfoil information

For the deep dynamic stall study, the chord length of 26 mm with the maximum angle of
attack of 22◦ was considered. Based on a Reynolds number of 4× 104, the SD7037 airfoil
was chosen. The 3D blade was designed to attach from one end, Figure 3.2. A three-axis
CNC mill with 0.025 mm tolerance machined the airfoil and its attached shaft from one
piece of 6061 aluminum. The airfoil was polished and painted in black to minimize the
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laser beam re�ection. Measured with a caliper, the chord length and thickness of the airfoil
are 25.92mm and 2.38mm, respectively. An angular adjustment device was machined to
�x the location of the airfoil at zero angle of attack, Figure 3.5.

To maximize the range of the Reynolds number(Re = 105), the S822 airfoil, designed
for this range of Reynolds number, was selected. The chord length of 55mm was chosen
with the maximum angle of attack of 8◦. For the S822 airfoil, at the angle of attack of 8◦,
maximum lift to drag ratio occurs [103]. The S822 airfoil for the current experiment was
built and documented by Orlando [80].

3.3 Dynamic motion control

A layout of the airfoil motion control is shown in Figure 3.6. A rigid shaft coupling (Ruland
CLX_4_4_F ; see Appendix A for details) connected the shaft of the airfoil to the shaft
of the motor, Figure 3.2. The coupling tolerates the maximum rotational speed of 4000
rpm/60Hz, which is more than enough for this setup.

To actuate the airfoil, a brushless servo motor (T0603-A0-N-CG-N-F-A-A Cleveland
Motion Controls MDM-5000; Appendix A), Figure 3.2, was selected based on the size of the
airfoil, the desired RPM, and the anticipated loads. The servo motor features 8000 counts
or 22 positions within a single degree of shaft rotation. With this, it is possible to do high
precision motion such as quick oscillations or consistent rotations. Due to its relatively
low rotor inertia, it is able to quickly shift speeds, either accelerating, decelerating, or even
changing direction making it suitable for sinusoidal oscillations. In continuous rotation,
its maximum speed is 508RPM/8 Hz for 360 degree when provided with a 24VDC/12A
power supply; then, for a sinusoidal mode with 11 degrees amplitude, the rotor can rotate
much faster. The recommended PSR power supply from Galil Company (PSR-12-24;
Appendix A) was used.

A single axis PID controller and drive (Galil Motion Controls CDS-3310; Appendix A)
was used to operate the servo motor. The digital and analog outputs make triggering
external systems such as the PIV processor in the actual position of the shaft possible.
Its maximum encoder feedback rate was 12 MHz, and its minimum control loop update
time was 250 microseconds. It interfaces with the computer via a RS-232 serial port or an
Ethernet cable. The Ethernet cable was recommended if the scope of the Galil software is
used.
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Figure 3.5: Angular adjustment device for zero angle of attack

PSR Power Supply 
(24 VDC)

CDS-3310

Servo Motor
(MDM 5000)

Galil Software

PIV timing box

Airfoil

Encoder 
position

TTL Signal
 (±10 V)

Figure 3.6: Motion control layout
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3.3.1 Galil software

To produce sinusoidal motion, the controller's vector mode is used, which is intended to
guide a two-axis system along a prescribed pro�le on a 2D plane of motion. Vector mode
can still be used with a single-axis controller to generate sinusoidal motion. A program in
vector mode is provided in Appendix B. The optimum performance signi�cantly depends
on the process of tuning a PID (Proportional, Integral, and Derivative ) �lter1. If one of the
oscillation parameters, such as the weight of the oscillating object, amplitude, or frequency
of the oscillations, is changed, the tuning parameters should be modi�ed. The scope of
the software can show "RPA Axis A reference position", the calculated position from the
program which can be used as a reference to compare with, "TPA Axis A encoder position",
the actual position of the axis which should be matched with the RPA, "TEA Axis A
position error" which shows the di�erence between RPA and TPA values. Figure 3.3.1
shows the scope for these parameters for 15Hz frequency and 244 counts (11 degree) of
amplitude; the maximum error for pitch up motion is 3 counts and for pitch down motion
is 6 counts. These values are almost repeatable for each cycle. For triggering the PIV
system, the OC function has been chosen. This function sends the TTL signal to channel
23 based on the main encoder position at each cycle and can trigger the external system
for rise down step. For example, OCA=44 means to trigger the system when the actual
position of the shaft meets 44 counts (angle of attack of 2 degree). A Labview code was
used to invert the polarity of the trigger signal, since the PIV Timer Box (Section 3.5.1)
does not accept a negative polarity. For triggering the PIV system, the scope of the Galil
should be closed to minimum the signal time lag.

3.4 Laser Doppler Anemometry (LDA)

Laser Doppler Anemometry (LDA) is a non-intrusive optical method for measuring velocity
components with a high data rate at a speci�c position in a �ow and has frequently been
used for measurement in the wake of airfoils [12, 13]. Principles of the LDA can be found
in Albrecht et al. [5]. For the purpose of this study, the LDA is used to measure the
velocity �ow �eld in the wake of an S822 airfoil with the Reynolds number of 105 for both
static and sinusoidally oscillating cases. A Dantec FiberFlow LDA system with a Coherent
Innova 70, 5 W Argon Ion laser was used for the measurements. The laser beam passing
through a Dantec 60X41 transmitter is divided into green (wavelength of 514.5nm), blue

1http://www.galilmc.com/support/appnotes/optima/note3413.pdf;
http://www.galilmc.com/support/appnotes/miscellaneous/note5491.pdf.
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(wavelength of 488nm) and violet (wavelength of 476.5nm) light while the violet light has
been used just for beam alignment. The two-component Dantec 60X81 probe is in back
scatter setup, the receiver and the incident light are located on the same side. The probe
includes a 310mm 50X57 focal length lens and a 55X12 beam expander. The LDA bias
error is based on the error of beam separation distance which is negligible on the measured
velocity [5]. A three-axis traverse was used to mount and move the LDA probe with the
accuracy of 0.013mm, 0.013mm and 0.0063mm in x, y and z directions, respectively. Since
the vertical direction in the wake of the airfoil is considered, this direction is chosen as
the z direction. To acquire a high data rate for velocity components, the probe is rotated
45 degrees, Figure 3.8, with the following magnitudes of the transverse and streamwise
velocities [5]:

Ux = Ublue cos
π

4
+ Ugreen sin

π

4

Uy = Ugreen cos
π

4
− Ublue sin

π

4
.

(3.2)

The rotation of the probe has ±0.5o uncertainty, but inserts negligible bias error on the
measured velocity [80]. The precision errors are reported in Appendix C.

BSA Flow software controlled the traverse and analyzed the returned raw information
[2]. The LDA measurements were taken on the middle of the airfoil span with the speci�c
measurement location at x/c = 1.25 from the trailing edge. An order of 105 data points
were collected for each experiment. Dynamic cases needed more data points compared
to the static case and increasing the reduced frequency of the oscillations increases the
number of data points. More details of the LDA setup with a static airfoil were explained
in Orlando [80] and Skensved [112].
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Figure 3.8: Rotated LDA probe[80]

3.4.1 Mean drag coe�cient

Bohl and Koochesfahani determined the mean drag load on an airfoil using the integral
momentum theorem [14]. Figure 3.9 shows the control volume de�nition for this analysis.
In this �gure, a pressure gradient exists in the wake of the airfoil which can be replaced by
the Navier-Stokes relation. Fluctuations in the wake which are important in dynamic cases
can be measured by the Root Mean Square (RMS) method (δu and δv). For a dynamic
cycle, mean velocity (umean) in the wake of the airfoil can be averaged (uavg) based on all
phases. By considering the pressure term and �uctuations while U(h) 6= U∞ and [−h h]
is the measurement domain in the y coordinate, the mean drag coe�cient was calculated
using the following equation [14]:

Cd(mean) =
2

c

∫ +h

−h

[
uavg(y)

U∞
(1− uavg(y)

U∞
) +

1

2
(1− U(h)

U∞
)(1− uavg(y)

U∞
)

−(
δu(y)

U∞
)
2

+ (
δv(y)

U∞
)
2

− 1

2
(1− U(h)2

U∞
2 )

]
dy.

(3.3)

For validation of the results (Table 3.1), the drag values from Equation (3.3) for the static
case, Re=105, are compared with drag values calculated based on the two-dimensional
momentum and continuity equations by Selig and McGranahan [106]. For the LDA mea-
surement the �uctuation e�ects in the wake have been taken into account. then, the drag
values are slightly higher than those measured by Selig and McGranahan while the the
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Figure 3.9: Control volume for mean drag coe�cient; adapted from Bohl and Koochesfa-
hani [14]

Table 3.1: Static drag coe�cients for the S822 airfoil, Re = 105.

Angle of attack −7.19◦ −2.75◦ 0◦ 3.19◦ 7.89◦

LDA measurement, Equation 3.3 0.032 0.035 0.038 0.045 0.026
Experimental results [106] 0.025 0.028 0.034 0.044 0.022

e�ects of the �uctuations in the wake were ignored [106]. This is one possible reason for
the di�erence.

3.5 Particle Image Velocimetry (PIV)

As shown in Figure 3.10, the basic principle of standard PIV is based on introducing tracer
particles in the �uid �ow and then illuminating the particles with a dual-cavity laser. The
particle positions are frozen in image pairs captured in a pre-selected time interval, 4t.
Particle displacements between two images in time frame 4t provide a velocity �eld [90].
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Figure 3.10: Basic principle of PIV

3.5.1 PIV setup

In the current setup, a smoke generator (Le Maitre Special E�ects Inc Red Devil) with
a remote control seeded a large amount of particles. Smoke �uid (Corona Integrated
Technologies Inc 100A) produced large enough particles which lasted long enough for each
test, suitable for laser based techniques. It is recommended to �ll the wind tunnel with the
smoke at the beginning of each test and not add smoke during the test, because adding
smoke during the test a�ects the turbulent intensity of the �ow. A Nd:YAG laser (NewWave
Research Gemini PIV) illuminated the particles. This dual-cavity laser results in micro
second time di�erence between pulses. Each pulse has a 5 ns duration and a wavelength
of 532 nm. Since a full front view of the airfoil is needed, the laser illuminated the test
section from the top and bottom walls of the tunnel. Figure 3.11 shows that the green laser
beam is divided into two parts with a plate beamsplitter. The vertical beam is rotated
90 degrees with the Edmund optics Laser Line Mirror (Appendix A). It can re�ect more
than 99 percent of the beam to create even laser beams. Two cylindrical lenses spread the
beams into two light sheets, re�ected into the test section parallel to the �ow �eld by two
laser mirrors. To minimize the errors, the two light sheets from the top and the bottom
should cover each other in the mid-span of the test section.
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Figure 3.11: PIV light sheet arrangement.

The Dantec dynamics FlowSense EO 4M camera (Appendix A) with a sensor resolution
of 2048 × 2048 pix2, captured the images. Due to the small �eld of view, a 60mm f /2.8
Nikkor lens was selected. The �elds of view of x

c
= y

c
≈ 1.4 and x

c
= y

c
≈ 3 with an image

resolution of 2048 × 2048 pix2 were chosen while the time interval between frames was
set to 4 ∼ 10µs. The scale factor of the images is calculated by taking an image from a
custom-made block, Figure 3.12, set in the mid span of the wind tunnel test section where
the light sheet was located.

For each phase, 500 image pairs were acquired. The images were collected in several
sequential experimental runs since generated vapor on the window of the wind tunnel
increased the level of the noise after 50 image pairs. The 80N77 Timer Box (Appendix A)
synchronized the laser and camera when it is triggered with a TTL signal from the motor
controller. For the highest frequency of the oscillation, the maximum error of triggering is
around 0.2o. It should be noted that since the airfoil is small, one camera was su�cient
for capturing the whole �eld of view and there was no need for an extra laser. Thus, the
errors associated with multiple cameras and lasers are removed. Because of the small �eld
of view, the spatial resolution has also been increased. Figure 3.13a shows an image taken
for the dynamic case. The particles are visible for both the pressure and suction surfaces.

3.5.2 PIV data processing

For calculating the velocity �eld, the PIV images were processed with the PIV adaptive
method of the Dantec DynamicStudio software and an in-house hierarchical PIV iteration
code. The in-house PIV post processing code was written to understand the basics of the
PIV post processing algorithms. The accuracy of the in-house code was evaluated with
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Figure 3.12: Custom-made block for calculating the scale factor of the PIV images

the generated synthetic images, Section 3.5.5, but the experimental PIV images have been
post processed with the PIV adaptive method. For the PIV pressure and load calculations,
the in-house pressure and load calculation codes were applied which will be discussed in
the following sections.

Since the velocity of a �uid is a function of two fundamental dimensions, length and
time, by determining the displacement of the particles between two images in the time
step, the velocity �eld is achieved. Image processing calculates the movement of the par-
ticle clusters through each area of interest or interrogation area (IA), where one velocity
vector is located. Basic PIV data processing algorithms calculate just straight-line dis-
placements of �uid parcels; then, they lose the curvature information of displacements;
therefore, these methodologies su�er inherently from a lack of accuracy in the analysis of
�ows with large velocity gradients. Advanced PIV methods were created to enhance the
quantity of detection of particle motion in complex �ows. Although these techniques are
computationally expensive, they are appealing because of enriching the accuracy of the
results and expanding the spatial resolution and dynamic range of the velocity.

The in-house hierarchical PIV iteration code [39, 38] is a combination of predictor
corrector and multi-grid interrogation, so-called super resolution FFT. This method is
divided into two parts: Dynamic IA location [131, 133] and halving IA size [102]. Here,
the hierarchical PIV iteration code was employed for processing the synthetic images.
Three level steps with the �nal re�ned 32x32 pixels for each IA and a 50% overlap in the
interrogation areas were chosen. The number of the particles for each IA was �xed by the
synthetic image generation algorithm. For this case, 8 particles for each IA were chosen.
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Figure 3.13: PIV results from illuminating the top and the bottom surfaces of an oscillating
airfoil; a) an instantaneous PIV image; b) velocity map of one PIV image pair.
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If the number of the particles is increased, smaller IA can be applied. Finally the velocity
�elds were post processed by �ltering, interpolation, smoothing and averaging to decrease
the erroneous velocity vectors particularly ones located close to the airfoil surface.

The PIV adaptive method of the Dantec DynamicStudio software can change the size
and the shape of each IA based on the local �ow gradients and particle densities iteratively
where the center position distance from an IA to its neighbor was set to 16 pix. This
algorithm can work very well for a small �eld of view similar to the current study. Each
resultant velocity vector was validated by the universal outlier detection local neighborhood
with size 3 × 3. Figure 3.13b shows a sample velocity vector map. There are just a few
outliers without phase averaging proving the low noise level of the images.

The precision PIV errors are listed in Appendix C which result from uncertainty of
velocity �uctuations. For other sources of errors, Particle Image Velocimetry books [3, 90]
are suggested.

3.5.3 Integral forces calculation

Based on linear momentum, the aerodynamic loads on an object, surrounded by a control
volume (CV) of unit depth �xed in space and bounded by control surface (CS), (Fig-
ure 3.14), are determined indirectly by integrating �ow variables inside the control volume:

~F = −
∫ ∫ ∫

V

d

dt
(ρ~U)dV −

∫ ∫
s

ρ~U(~U · n̂)dS −
∫ ∫

s

Pn̂dS +

∫ ∫
s

(¯̄τ · n̂)dS (3.4)

where n̂ is the unit vector, ~U the velocity vector, P the �ow pressure and ¯̄τ the viscous
stress tensor. In the pitch oscillating case, loads are phase averaged due to periodic motion
and the unsteady term at low reduced frequency is eliminated:

~̄F = −ρ
∫ ∫

s

~̄U( ~̄U · n̂)dS −
∫ ∫

s

P̄ n̂dS +

∫ ∫
s

¯̄τ · n̂dS (3.5)

where the �ow is considered as incompressible �ow. The overbars show phase averaged
values. Assumptions of a 2D domain transfers the integration of the control surface to a
line or contour integration. Choosing a counter-clockwise direction for the line integration,
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substituting the phase averaged values and ignoring the overbars give the total force (~F ):[
d
l

]
= ρ

∮ [
−uu dy + uv dx
−uv dy + vv dx

]
−
∮ [

P dy
−P dx

]
+µ

∮ [
2∂u
∂x
dy − (∂u

∂y
+ ∂v

∂x
) dx

(∂u
∂y

+ ∂v
∂x

) dy − 2∂v
∂y
dx

]
+ ρ

∮ [
−u′u′ dy + u′v′ dx
−u′v′ dy + v′v′ dx

] (3.6)

where ~F =

[
d
l

]
represents the drag (d) and lift (l) forces.

Figure 3.14: Sketch of the 2D control volume and control surface de�nitions for determining
integral aerodynamic forces; right: control volume boundaries for a pitching airfoil during
post stall superimposed with the vorticity �eld.

3.5.4 Pressure determination

Integrating the phase averaged Navier-Stokes equations gives the mean pressure acting on
the control surface. The tensor form of the phase-averaged pressure is

− ∂P̄

∂xi
= ρŪj

∂Ūi
∂xj

+ ρ
∂U ′iU

′
j

∂xj
− µ ∂2Ūi

∂xj∂xj
. (3.7)

To integrate gradient information, a 2D surface is generated and then central di�erence
is used in the whole body except along the surface boundaries where forward/backward
di�erence is applied. Figure 3.15 shows an example of the calculated pressure coe�cient
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(Equation 3.8) �eld around the dynamic SD7037 airfoil while the low pressure waves in
the LEV and TEV are perfectly captured. The pressure coe�cient is calculated based on

CP =
P − P∞
1
2
ρU2
∞
, (3.8)

where P∞ is the freestream static pressure.

To avoid error propagation associated with integration methods for calculating aero-
dynamic loads, pressure was calculated through the Bernoulli relation for the upstream
and the lower sides of the control surface. The Navier-Stokes equations are integrated
numerically by a forward-di�erencing method in the x-axis direction for the suction side
of the control surface. In the wake the downstream side is integrated by a second order
central-di�erencing (standard �ve-point) scheme while the �rst and last nodes were known.

0.4
0

CP

Figure 3.15: PIV pressure �eld around the SD7037 airfoil at α = 20.5o ↑ (α = 11o +
11osin(2πft), Re = 4× 104 and k = 0.08); for the details of the case study see Chapter 5.

3.5.5 Synthetic images

For evaluating and validating the custom in-house velocity code and calculated aerody-
namic loads, standard or synthetic images generated by an in-house code were used. The
synthetic image generation code was developed by Young [142] based on Monte Carlo sim-
ulations with basic velocity functions such as a step function. Since there is no open source
standard images with an object inside, for this study this code was updated to generate
images with an object. e.g. an airfoil. Several (N) resultant velocity �elds within the time
interval ∆t/N from a CFD simulation were interpolated to the uniform Cartesian grid.
The rectangular grids were used as input for the particle displacement between synthetic
image pairs at N steps. It should be noted that interpolating the CFD velocity �eld inserts
an error by its own nature. Figure 3.16 shows a sample of a synthetic image.
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Based on the synthetic images, the accuracy of the velocity �ow �elds from the in-house
code was around 1.2%. For calculating the aerodynamic loads, the information from the
CFD velocity �eld was imported to the load calculation code to minimize the velocity error.
The CFD velocity �elds were post processed with the PIV control volume approach to get
the aerodynamic loads. The aerodynamic loads from the control volume approach were
compared with the CFD loads and showed lift coe�cient errors between 0.9% and 2% and
drag coe�cient errors less than 4.5%.

Figure 3.16: Generated synthetic image around an airfoil

3.5.6 Vorticity, circulation and vortex trajectory

The curl of the phase-averaged 2D velocity �eld

ωz =
∂u

∂y
− ∂v

∂x
(3.9)

de�nes the vorticity �eld.

Based on Stoke's theorem, the targeted vortex circulation, Γ, inside a rectangular area
A can be calculated,

Γ =

∫ ∫
A

ωzdA, (3.10)

where, the clock-wise vortex (ωz < 0) and counter-clockwise vortex (ωz > 0) are sepa-
rated and considered for LEV circulation (ΓLEV ) and TEV circulation (ΓTEV ), respectively
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[35, 85]. The center of each individual vortex with the maximum vorticity magnitude was
considered as the vortex core. As the distance from the core of the vortex increases, the
magnitude of the vorticity decreases and it does not change the circulation values. In
Equation 3.10, for each individual vortex covered by A, the size of A was increased manu-
ally and gradually until there was no change in the calculated circulation. This indicated
that the determined circulation was converged and the optimum size of A was reached.
A vortex core which has the maximum circulation can be tracked manually to �nd the
location of that vortex.
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Chapter 4

Numerical setup

The Computational Fluid Dynamic (CFD) �ow solver packages ANSYS Fluent version 13
[1], for the S809 and SD7037 airfoils, and version 12.1, for the NACA0012 and S822 airfoils,
were employed to model the two-dimensional �ow �eld over an oscillating airfoil under a
constant freestream velocity as well as an unsteady freestream velocity. In this chapter,
turbulence models for dynamic stall phenomena are discussed and compared. Details of the
mesh generation and solver setup are presented. The results are validated with wind-tunnel
measurements for static and dynamic cases.

4.1 Unsteady Reynolds-Averaged Navier Stokes (URANS)

The unsteady �ow �eld is simulated by solving Unsteady Reynolds Averaged Navier-Stokes
(URANS) equations (Equations 4.1 and 4.2) iteratively. In Fluent, URANS equations are
solved based on the �nite volume method. The following equations are the di�erential form
of the two-dimensional, incompressible time averaged Navier Stokes while their components
are replaced by their decomposed form of mean and �uctuation:

∂ui
∂xi

= 0, (4.1)

∂ui
∂t

+
∂
(
uiuj + u

′
iu
′
j

)
∂xj

=
∂

∂xj

[
µ

ρ

(
∂uj
∂xi

+
∂ui
∂xj

)]
− 1

ρ

∂p

∂xi
, (4.2)

where the overbars for the mean quantities are not shown. For the numerical simulation,
modeling the Reynolds stress u

′
iu
′
j term is challenging and it will be discussed in the

following section.
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4.1.1 SST k − ω turbulence model

In URANS equations, the Reynolds stresses u
′
iu
′
j can be modeled according to the Boussi-

nesq hypothesis,

− u′iu
′
j =

µt
ρ

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3
kδij, (4.3)

where µt is the turbulent viscosity and k is the kinetic energy. For turbulence closure, the
Shear-Stress Transport, SST k − ω, model [71] is capable of capturing the �ow structures
of dynamic airfoils associated with leading edge vortex formations for a wide range of the
Reynolds numbers [4, 71, 75, 77, 94, 129, 143]. This model is a combination of the k − ω
model of Wilcox [135], for the near-wall region, and the k− ε model of Jones and Launder
[48], for the far �eld region. The kinetic energy, k, and the speci�c dissipation rate, ω,
transport equations [1] are

∂

∂t
(ρk) +

∂

∂xi
(ρkui) =

∂

∂xj

(
Γk

∂k

∂xj

)
+ G̃k − Yk (4.4)

∂

∂t
(ρω) +

∂

∂xi
(ρωui) =

∂

∂xj

(
Γω

∂w

∂xj

)
+Gω − Yω +Dω. (4.5)

G̃k and Gω are generation terms due to mean velocity gradients, Yk and Yω are the dissi-
pation terms, Dω is the additional cross di�usion term between the k− ε model and k−ω
formulation, and Γk and Γω are e�ective di�usivity

Γk = µ+
µt
σk

and Γω = µ+
µt
σω
, (4.6)

where σω and σk are modeled with the blending function F1. The turbulence viscosity, µt,
is modeled by blending function F2

µt =
ρk

ω

1

max[ 1
α∗
, SF2

a1ω
]
. (4.7)

Moreover according to Bradshaw's hypothesis, the turbulent shear stress should be pro-
portional to k in the boundary layer which agrees with Equation 4.7 [71]. For more details
of this method, the canonical manuscript of Menter [71] is suggested.
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Low-Reynolds number correction

Although the SST k − ω model is for fully turbulent �ows, it accommodates the transi-
tional regime with a low-Reynolds number correction. With this correction, the turbulent
viscosity (µt) is damped by the coe�cient α∗ [1, 135]

α∗ =
0.024 + Ret

6

1 + Ret
6

, (4.8)

where

Ret =
ρk

µω
, (4.9)

and here k and ω are related to the k − ω model only.

Transition SST model

In this model, the SST k − ω turbulence model is integrated with a correlation-based
transition model of Menter et al. [72, 73] using local variables. The two SST k − ω
equations are coupled to two transport equations: the intermittency, γ, and the transition
momentum-thickness Reynolds number, Reθt. Utilizing the advantages of the SST k − ω
model for predicting massively separated �ow, the transition SST model (or the γ − Reθt
model) can predict the laminar-turbulent boundary layer transition more accurately based
on local variables. The intermittency transport equation (Equation 4.10) causes transition
onset, considering small instabilities in the laminar �ow, based on local variables.

ρ[
∂ (γ)

∂t
+
∂ (Ujγ)

∂xj
] = Pγ1 − Eγ1 + Pγ2 − Eγ2 +

∂

∂xj

[(
µ+

µt
σγ

)
∂γ

∂xj

]
, (4.10)

where Pγ1 and Eγ1 are transition sources and Pγ2 and Eγ2 presents the destruction / re-
laminarization sources.

The nonlocal information of the turbulence intensity, in�uenced by k decay and freestream
velocity variations, and freestream pressure gradient are conveyed by the transitional mo-
mentum thickness Reynolds number transport equation:

ρ[
∂
(
R̃eθt

)
∂t

+
∂
(
UjR̃eθt

)
∂xj

] = Pθt +
∂

∂xi

[
σθt (µ+ µt)

∂R̃eθt
∂xj

]
, (4.11)

where Pθt is the source term and σθt is the model constant [1]. Further details regarding
this model can be found in the work of Menter et al. [73].
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4.2 Mesh

A C-grid layout, Figure 4.1, has been generated by ICEM CFD [1], for the S809, SD7037,
NACA0012 and S822 airfoils. For the sake of outer boundary e�ect elimination all the
computational domain boundaries were placed about 20c from the airfoil surface [136, 137,
143, 35, 34]. For all the airfoils, there are 500 nodes around the airfoil. Close up views of
the meshes around the airfoils are shown in Figure 4.2. The non-dimensional wall distance
is kept less than one (y+ < 1). Increasing the grid resolution was numerically very ex-
pensive especially for a dynamic case. To determine the independence of the results from
the grid resolution, the number of cells in the grid was increased to create �ner meshes.
In some cases the number of the cells were doubled, but testing higher resolution grids
gave similar results indicating the independency of the results to the grid size where the
criteria for grid independence was based on the aerodynamic loads. The �nal grid sizes are
provided in Table 4.1.

Figure 4.1: Computational domain covered with a C-type mesh
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NACA0012

S822

S809

SD7037

Figure 4.2: Close up view of the C-type mesh around airfoils.
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4.3 Solver setup

The airfoil and the whole computational domain were oscillating together according to
equation 2.2 like a rigid body about the 1/4 chord location by a compiled user-de�ned
function, Figure 4.3. Besides the dynamic mesh, the velocity of the freestream can oscillate
horizontally described by equation 2.5 via a user-de�ned function to create an unsteady
airstream. At di�erent angles, the straight sides of the domain can be either inlet or
outlet. Since the boundary conditions were changing during pitching, inlet/outlet velocity
was used for all external boundary conditions. The inlet/outlet velocity can be used if the
overall continuity of the domain is ful�lled [1] and the boundaries are far from the object.
In this study, the inlet and outlet areas normal to the in�ow velocity were always equal and
the boundaries were located far enough from the object, 20c. For the airfoil surface, the no-
slip condition was set. Since the �ow is incompressible, the pressure based Navier Stokes
solution algorithm was used. For the pressure-velocity coupling scheme, the SIMPLEC
and PISO coupling algorithms for steady and unsteady RANS simulations were chosen.
The second order upwind method for spatial discretization gave satisfactory results. The
convergence criteria for the residuals were O(5 × 10−5) in magnitude for all cases. As
another criterion for judging the convergence, load values were monitored manually for
the �rst few steps. After the loads and the other residuals were converged, a small time
step size was introduced for the rest of the simulation to satisfy that the rest of the steps
were converged. Moreover, to determine the optimum time step, a few simulations were
run with shorter time steps and the �nal resultant load loops were compared. When the
load loops were temporally independent or were not changed by decreasing the time step,
the optimum time step was obtained. The time step size usually is presented based on the
characteristic time of the airfoil (τ)

dt = τ(c/U∞). (4.12)

For each case study, the optimum τ values are reported in Table 4.1. Because a dynamic
mesh was used, the �rst-order temporal discretization was �xed for the transient formula-
tion by the software. After the �rst pitching cycle, shown in Figure 4.4, the aerodynamic
load loops become periodic even for the unsteady freestream velocity cases.
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Figure 4.3: Dynamic mesh facing a horizontally steady/unsteady freestream velocity

Table 4.1: Numerical setup information

Airfoil
Size of the mesh

(cells)
Method

τ
(equation 4.12)

NACA0012 2× 105 SST k − ω
(low-Re correction)

10−2

S822 2× 105 Transition SST 10−2

S809 2.5× 105 Transition SST 10−3

SD7037 2× 105 Transition SST 10−2
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Figure 4.4: History of the lift coe�cient for the pitch oscillating NACA0012 airfoil

4.4 Numerical simulation validation

4.4.1 Static case

For the static case, the high angles of attack around the static stall angle were targeted
because most discrepancies between numerical and experimental results usually occur at
these angles. The numerical results are compared with published experimental results.
In Figure 4.5 for the NACA0012 airfoil at Re = 1.35 × 105, the numerical results of the
k−ω, the SST k−ω with low-Reynolds number correction and the transition SST models
are compared with experimental results of Lee and Gerontakos [57]. More information
regarding the experimental study is provided in Chapter 7. For the S809 airfoil at Re = 106,
Figure 4.5, the numerical results with the SST k − ω model with low-Reynolds number
correction and the transition SST models are compared with the experimental results of
Somer [113], measured at the Delft low speed, low-turbulence wind tunnel. Moreover, for
the fully turbulent simulation, the results of Johansen [46] using the SST k− ω model are
shown. For both cases, the superiority of the transitional prediction methods to the fully
turbulent models is obvious. The SST k − ω with low-Reynolds number correction and
the transition SST models agree well with the experimental results, but after stall, the
transition SST results are more accurate for predicting separated �ow �elds.

43



Figure 4.5: Static lift coe�cients from experimental and numerical methods; Left:
NACA0012 airfoil, Re = 1.35× 105; Right: S809 airfoil, Re = 106.
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4.4.2 Dynamic case

SST k − ω model

To con�rm the accuracy of the numerical simulation, the instantaneous loop loads for the
NACA0012 airfoil (Re = 1.35×105) are compared with the existing experimental results of
Lee and Gerontakos [57] for sinusoidal pitch oscillation with a steady freestream in Figure
4.6. More information about this case study is provided in Chapter 7. This case was
also numerically modeled by Wang et al.[129]. They applied the same turbulence model,
the SST k − ω model with low-Reynolds correction, but the aerodynamic loads showed
an unstable behavior particularly during upstroke as shown in Figure 4.7. It was found
in this study that one of the key parameters to give a more stable simulation is the cell
skew factor. For the current mesh, the cell equi-angle skew is almost zero except for two
small areas close to the leading and trailing edges with the maximum value of 0.1. If the
value of this factor increases, the results become more unstable. Although the cell skew
factor is always important for a quality mesh [1], sometimes a value much higher can give
good results for di�erent cases, but for dynamic stall phenomena, this factor should be
as small as possible. Wang et al. [130] in another study improved the results which are
shown and compared with the current result also in Figure 4.7. At pitch down motion,
the current lift loop slightly oscillates around the experimental lift curve and it is closer
to the experimental one than that of Wang et al. [130] which covers the upstroke curve
instead of the downstroke one. These small oscillations during downstroke are a result of
reattachment and relaminarization and are not related to the mesh quality.

Besides integral lift and drag forces, the wake streamwise velocity pro�les from numeri-
cal and experimental methods are compared in Figure 4.8. The numerical model predicts a
narrower wake and smaller wake de�cit. At α = 15◦ ↑ (upstroke), the �ow is attached with
a narrow wake. In this region there is good agreement between the two methods. At higher
angles of attack with separated �ow, the wake de�cit and the wake thickness increase. The
wake pro�le at α = 25◦ demonstrates massive separation after stall. The overall trends
of the curves for y/c < −0.3 di�er. There will be a discussion later that the numerical
simulation advances the dynamic stall point. Thus, the vortical structures as well as wake
velocity pro�les during post stall cannot be exactly the same for both methods.

Transition SST model

The chosen pitch oscillating parameters for the S809 airfoil (Re = 106) provide the op-
portunity to validate the simulated predictions with the experimental results of Ramsay
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Figure 4.6: Comparison of dynamic load loops from the current numerical simulation and
experimental method [57] for the NACA0012 airfoil; Legend: � experimental data [57],

simulation.

et al. [93] with the same parameter values. The information regarding this case study
is reported in Chapter 8. In Figure 4.9, the lift coe�cient and the drag coe�cient from
numerical and experimental methods are compared. Although the aerodynamic loads are
slightly over predicted at the dynamic stall angle, good overall agreement between the
results of the two methods indicates the ability of this numerical method to predict such a
complicated �ow structure. The advantage of the transition SST model for capturing the
correct location of dynamic stall, which is usually challenging, is also visible. For compli-
cated �ow �elds associated with dynamic stall, during downstroke the boundary layer is
signi�cantly separated and interaction of the separated vortices expands the wake. Thus,
numerical prediction of the aerodynamic loads during downstroke is inherently challeng-
ing. Figure 4.9 demonstrates that at downstroke the two curves from experimental and
numerical methods are very close.

4.5 Summary

The agreement between the numerical and experimental methods is an indication of the
reliability of the current numerical setup which is a combination of many chosen parameters
such as a quali�ed mesh, an optimum time step and a proper turbulence model. More
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Figure 4.7: Dynamic lift loops for the NACA0012 airfoil; Legend: � experimental data
[57], current simulation, numerical results of Wang et al. [129], . numerical
results of Wang et al. [130].
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Figure 4.8: Wake streamwise velocity pro�les at one chord from the trailing edge of the
NACA0012 airfoil.

Figure 4.9: Instantaneous numerical aerodynamic loads and experimental measure-
ments [93] for the pitch oscillating S809 airfoil under steady incident velocity.
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validations for each individual case study will be in their corresponding chapters. The SST
k − ω with low-Reynolds number correction and the transition SST models could predict
static stall and deep dynamic stall which are challenging numerically. The transition
SST model was slightly superior than the SST k − ω for predicting the exact location of
the dynamic stall (maximum lift value) and gave more robust results during pitch down
motion. It should be noted that the SST k − ω model is capable of capturing the �ow
structures of dynamic airfoils associated with leading edge vortex formations for a wide
range of Reynolds numbers with an acceptable accuracy [4, 77, 94]. The disadvantage of
the transition SST model is that it has two more equations causing longer simulation time.
In this study, simulations were run over 8 CPUs, for the SST k−ω turbulence model, and
over 16 CPUs, for the transition SST model, in parallel using the facilities of the Shared
Hierarchical Academic Research Computing Network (SHARCNET) and Compute/Calcul
Canada. The transition SST method was used for all the cases except for the NACA0012
airfoil because the �rst series of simulations were done for the NACA0012 airfoil with the
maximum 8 parallel CPUs. After SHARCNET increased the number of ANSYS licenses,
for the rest of the airfoils, the transition SST model was used with 16 parallel CPUs.

49



Chapter 5

Load determination and vortex study
(SD7037 airfoil, Re = 4× 104)

An examination into the dynamic stall phenomena of the oscillating SD7037 airfoil has
been performed experimentally and numerically. PIV post processing has been done to
calculate aerodynamic loads and pressure �elds which are challenging for the dynamic
airfoils. For a reduced frequency range of 0.05 ≤ k ≤ 0.12, the behavior of the laminar
separation bubble and dynamic stall vortices have been studied in detail.

5.1 Case studies and approaches

Sinusoidal pitch oscillation, Equation 2.2, of the SD7037 airfoil is considered in this chapter
while αmean = 11o and αamp = 11o. The e�ects of the reduced frequency (k), Equation
2.3, are investigated with k = 0.05, 0.08 and 0.12. For all cases, the Reynolds number of
4×104 was �xed. The Cartesian coordinate system with its origin is shown in Figure 3.14.

The experimental part of the current study employed particle image velocimetry (PIV)
while a computational �uid dynamics (CFD) simulation was performed for the same �ow
�eld with the transition SST method.
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50 image pairs 1000 image pairs

Figure 5.1: E�ects of the number of image pairs on visualization; vorticity �eld of k = 0.08
and α = 20o ↑.

5.2 PIV-based load determination

5.2.1 Uncertainty analysis

Besides statistical uncertainty analysis, given in Appendix C, the uncertainty of the PIV-
load values has been considered by using the relevant sources such as the number of samples,
the location of control-volume surfaces and spatial resolution.

Number of samples

Increasing the number of samples or image pairs (N) decreases the statistical errors, given
in Appendix C. For visualization purposes, the e�ects of the number of samples on the
resultant vorticity �eld are presented in Figure 5.1 for the dynamic case of k = 0.08
at α = 20o ↑ with highly separated �ow after dynamic stall. The vortical structure
demonstrates no signi�cant di�erence by increasing the number of image pairs twenty
times and the details of the vortical structure are captured well. On the contrary, the
calculated loads in Table 5.1 indicate the load sensitivity when the number of images is
changing from 250 to 500. The e�ects of the number of image pairs on load calculation
is more signi�cant for dynamic cases especially for the cases with dominant vortices. For
N> 500, it does not change the estimated loads signi�cantly. It can be concluded that for
visualization purposes, very low N values (50 images with high quality raw images) give
satisfactory results and all the main �ow structures are captured but for load calculation
purposes, after 500 samples loads remain insensitive.
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Table 5.1: Load determination sensitivity to the number of samples.

k α load N=250 N=500 N=1000

0 12o Cl 0.66 0.70 0.71
Cd 0.24 0.18 0.17

0.05 17o ↓ Cl 1.30 0.63 0.63
Cd 0.70 0.43 0.44

0.08 20o ↑ Cl 1.00 1.40 1.40
Cd 0.65 0.53 0.50

Control-volume surface location

The examination of all cases shows that the loads are not very sensitive to the locations of
the upstream and the lower boundary surfaces, Figure 3.14. Changing the location of the
top surface results in ±4.5% and ±5% uncertainty for the lift and drag values, respectively.
It also should be noted that the top surface should not be very close to the airfoil because
the level of the image noise in that area is high. Changing the location of the downstream
surface gives ±3% uncertainty for lift values. The maximum uncertainty was observed
for high angles of attack during dynamic stall regardless of the reduced frequency value
and after static stall for the static case. Calculating drag values are very challenging.
Some correction methods for the drag determination were introduced by Scarano, Van
Oudheusden and their colleagues [43, 91, 124, 125, 126]. For the dynamic case, the situation
should be worse since stronger vortices with high velocity variation introduce signi�cant
uncertainties in the pressure �eld. In this study, when the e�ects of the control-volume
surfaces were investigated and at the same time the corresponding vortical structure was
examined, the trends of the results showed a signi�cant uncertainty for the calculated drag
value when a vortex center was close to the downstream control-volume surface. Figure 5.2
is used as an example for the case that the wake is dominated by vortices at α = 20.5o ↑ for
k = 0.08. Three di�erent locations (I, II and III) are marked in the near wake. According
to the numerical simulation, Cd for this angle is predicted as 0.48 while the calculated PIV
drag coe�cients are 0.45, 1 and 1.2 when the downstream boundary is located at locations
I, II and III, respectively, but the lift values do not di�er. That means, closer to the center
of the vortex, more uncertainty in the drag value is expected. Hence, there is a strong
dependency of the drag value to the boundary location when the vortices are present.
High velocity gradients from the vortices increase the level of uncertainty of calculated
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Figure 5.2: Downstream control-volume boundary locations; velocity �eld of k = 0.08 and
α = 20.5o ↑.

pressure arrays. Since the magnitude of the drag is small compared to the lift and the
pressure term is a dominant term for the load calculation, errors in the calculated pressure
values result in inaccurate drag values; it can be concluded that the wake vortices a�ect
the accuracy of the drag values.

Shifting the top boundary and the downstream boundary locations from close to the
airfoil to c/2 away from it changes the lift values slightly for each angle of attack; averaging
the mentioned calculated lift values give the �nal lift load for that angle. For drag calcu-
lation, the same method was used just for the top boundary. For the drag calculation, the
control volume downstream boundary is �xed where the wake is less disrupted with the
vortices. In some cases, the whole wake inside the �eld of view is covered with vortices and
�nding a good location for the downstream boundary is impossible; then, a larger �eld of
view would be helpful, but the e�ects of spatial resolution should be considered.

Spatial resolution

The spatial resolution is introduced as the number of pixels over the chord length. Con-
sidering the same IA (16 pix), the �elds of view x

c
= y

c
≈ 1.4 and x

c
= y

c
≈ 3 results in a

maximum spatial resolution of 1500 pix/c and a minimum spatial resolution of 700 pix/c,
respectively. In Table 5.2, for the static case at α = 6o, the calculated PIV lift value is
almost converged for the resolution greater than 1200 pix/c and captures the numerical
lift with an acceptable accuracy. Conversely, the drag value of this static angle is more
accurate when the �eld of view is large; i.e. the spatial resolution of 700 pix/c. Figure 5.3
shows that at a small angle of attack, the near wake is occupied with a trailing edge vortex
sheet, for the nature of a vortex sheet see Chapter 6. According to the discussion in the last
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section, the vortices introduce error in PIV drag calculation; hence, for a large �eld of view,
the downstream control volume can be far from the airfoil trailing edge where the e�ects
of the vortex sheet can be ignored. For k = 0.05 at an angle of attack of 9o ↑ in Table 5.2,
the PIV load values follow the same trends as the static case, but shifting to the dynamic
airfoil, the contribution of the spatial resolution in calculating loads specially drag values
is increased. At α = 17o ↑, the vortex sheets are replaced with rolling vortices, thus the
small �eld of view of 1500 pix/c provides a reliable value for the drag since the whole near
wake is not covered with vortices. At high angles, because of the highly separated �ow,
the PIV load values from the spatial resolution of 1500 pix/c are closer to the numerical
ones than those from lower spatial resolution of 1200 pix/c. Figure 5.4 shows a comparison
between the PIV drag cycle and the numerical drag loop, for the statistical uncertainties
see Appendix C. For calculating the drag values from the PIV velocity �elds, the large �eld
of view (700 pix/c) for 0o ≤ α ≤ 11o during upstroke and 0o ≤ α ≤ 5o during downstroke
was used and for the rest, the small �eld of view (1500 pix/c) was selected. There is good
agreement between two methods.

The contribution of the spatial resolution will be highlighted by increasing k. In Ta-
ble 5.2, For k = 0.08, the large �eld of view can not give a correct drag value for the angle
of attack of 5o ↑, since a higher reduced frequency requires more spatial resolution; hence,
for k = 0.08 and 0.12, if the spatial resolution of the large �eld of view is increased, drag
values at low angles of attack provide accurate values. For the lift calculation, a higher
reduced frequency requires more spatial resolution. For example in Table 5.2, for high spa-
tial resolution, the di�erence from the numerical value is high for α = 21o during upstroke
because of the high reduced frequency (k = 0.12) as well as high angle of attack where the
�ow is highly separated. As another example, for α = 9o ↑ which is located in the linear
part of the load curves with an unseparated boundary layer, the lift coe�cient di�erences
between the high spatial resolution PIV and the numerical approaches are 0.04, 0.07 and
0.13 for k = 0.05, 0.08 and 0.12, respectively. Therefore in this study, for load calculation
purposes, the minimum possible �eld of view will be chosen to have the maximum spatial
resolution. For the drag value, increasing the �eld of view increases the possibility of �nd-
ing a proper location for the downstream boundary which is not covered with vortices, but
at the cost of spatial resolution which plays a signi�cant role in capturing real loads.

5.2.2 Static case

For the static case, as another alternative, the open source XFOIL program [23] has been
used which is very popular for analysis and design of an airfoil. The XFOIL code calculates
lift and drag of a subsonic airfoil based on the pressure distribution. The experimental
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Table 5.2: Load determination sensitivity to the spatial resolution.

k α load 700 pix/c 1200 pix/c 1500 pix/c
numerical
result

0 6o Cl 0.68 0.85 0.86 0.88
Cd 0.04 0.03 0.02 0.04

0.05 9o ↑ Cl 0.76 1.90 0.95 1.10
Cd 0.09 0.03 0.02 0.08

0.05 17o ↑ Cl 1.30 1.80 1.71 1.60
Cd 0.12 0.50 0.48 0.45

0.08 5o ↑ Cl 0.35 - 0.59 0.67
Cd -0.04 - 0.02 0.05

0.08 21.5o ↓ Cl 0.32 - 1.06 1.00
Cd 0.05 - 0.50 0.43

0.12 21o ↑ Cl 1.04 - 2.20 1.95
Cd -0.02 - 0.70 0.79

Figure 5.3: Trailing edge vortex sheet for the static airfoil at α = 6o.
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Figure 5.4: Comparison of the determined PIV (with the error bars) and numerical drag
cycles for k = 0.05.
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results of Selig et al. based on the pressure integration method [104] are available for Re
= 6 × 104. In Figure 5.5, the static lift values from the PIV method are compared with
those of XFOIL [23] and the experimental results of Selig et al. [104]. For Re = 6× 104 at
higher angles, XFOIL overpredicts the lift and drag values compared to the experimental
method of Selig et al. [104]. The same condition was applied for Re = 4× 104; the XFOIL
load values are higher than the current PIV results (except the drag values close to stall)
and the stall points are very close. The trends of the load curves after stall are almost the
same. This �gure shows that the calculated PIV load values are reliable for the static case.

5.2.3 Dynamic case

Figure 5.6 shows a comparison between the numerical and experimental lift cycles for
k = 0.08. The linear part of the lift cycle during upstroke, α ≤ 16o ↑, from both methods
almost cover each other with the same trend. For the area close to the dynamic stall angle
(α = 18.5o ↑), the numerical simulation underpredicts the lift values. Both methods can
predict two load peaks during upstroke. The most marked discrepancy between the PIV
and numerical results occurs during downstroke motion because of the three dimensional
nature of the �ow during downstroke [128]. Although there is good overall agreement
between the numerical and experimental load cycles especially during upstroke, analyzing
the details of the vortical structure can be used as another indicator to show if the calculated
loads correspond with the nature of the vortical structures.

The stages of the dynamic stall process from both PIV and numerical methods are
plotted in Figure 5.7 for varying upstroke and downstroke angles, for the statistical uncer-
tainties see Appendix C. Static pressure coe�cient contours are also plotted in Figure 5.8.
During upward pitch motion the �ow is mainly attached except a small separated �ow at
the trailing edge as well as where the LSB is formed. A further increase in the angle of
incidence results in LEV formation which is shown at α = 16o ↑ in Figure 5.7 and then at
α = 17o ↑ in Figure 5.8 where the clock-wise LEV covers half of the suction side with low
pressure values. Hence, the LEV causes a large pressure di�erence between the pressure
and suction sides, resulting in high lift; then, when the LEV is developing the slope of the
aerodyanmic load should be increased noticeably which is visible in Figure 5.6. The lift
coe�cient reaches the absolute maximum at the dynamic stall point. The stall angle is
α = 18.8o ↑ by numerical prediction and α = 18.5o ↑ according to PIV data. The numerical
approach postpones the dynamic stall about 0.3o. Consequently, some of the subsequent
aerodynamic events are postponed. Figure 5.7 illustrates that at the dynamic stall point
the LEV covers the entire suction side with very low pressure. After the airfoil stalls, a
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Figure 5.5: Static lift and drag coe�cients of the SD7037 airfoil versus angle of attack
including XFOIL results for Re = 4× 104 and = 6× 104 and experimental results of Selig
et al. for Re = 6× 104 [104] and current PIV results for Re = 4× 104.
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counter-clockwise vortex from the pressure surface gradually rolls up at the trailing edge
resulting in a quick drop in lift. At the end of full stall, this TEV reaches its maximum size
and is shed into the wake. Following the streamline plots, emergence of a second LEV is
evident at α = 20.5o ↑ from the PIV method and α = 20.7o ↑ from the numerical method,
Figure 5.7. The growth of the second LEV enhances the lift performance during the up-
stroke motion though its strength subsides in comparison with the �rst LEV, Figure 5.6,
as is evidenced by the higher pressure, Figure 5.8. At α = 22o from the PIV method and
α = 21.8o ↑ from the numerical method, the second LEV reaches the end of the airfoil, cor-
responding with a second lift peak during the upstroke motion while slightly before it the
�rst trailing edge vortex is shed. As for the downward pitch motion, at α = 20.5o ↓ from
the numerical simulation, the new LEV covers the whole suction side. The LEVs during
the downstroke motion are not as strong as the upstroke and in turn do not signi�cantly
alter the aerodynamic loads. At α = 5o ↓ there is no sign of vortex formation, and the �ow
remains attached until the end of the cycle. It can be concluded that the load cycle trend
coincides with the vortical structures of the �ow.

5.3 Reduced frequency e�ects

5.3.1 LSB characteristics

Here the e�ects of the reduced frequency on the LSB characteristics and the laminar-
turbulent transition are investigated with the aid of the PIV method. Since a LSB is
smaller in dynamic cases compared to that found in static cases [57], capturing the laminar-
to-turbulent transition and the LSB characteristics shows the ability of the high resolution
PIV technique to detect the details of the boundary layer. For the location of the transition,
normalized Reynolds shear stress −u′v′/U2

∞ has been used as an indicator, similar to the
study of Bansmer and Radespiel [6] who used −u′v′/U2

∞ ≥ 0.1%. The laminar turbulent
transition location (XT ) based on the chord length is shown in Figure 5.9. Moreover,
the streamlines in this �gure demonstrate the separation location (XS) based on the chord
length. The �gure also shows the dependency of the separation and the transition locations
on the reduced frequency. The trends of the transition location variation are shown in
Figure 5.10a. Increasing the reduced frequency moves the transition location upstream.
Moreover, a higher angle of attack results in an earlier transition location which is consistent
with the results of other studies [30, 47, 64, 79]. The transition point moves upstream faster
when the corresponding angle is closer to the LEV formation angle; thus in Figure 5.10a,
a signi�cant drop in the k = 0.05 curve exists. Based on the discussion in Section 2.4, the
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Figure 5.6: Comparison of the determined PIV (with the error bars) and numerical lift
cycles for k = 0.08.
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Figure 5.7: Experimental and numerical vortical structures for a pitch cycle of k = 0.08.
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Figure 5.8: PIV pressure coe�cient for k = 0.08.

height of the LSB (hb) (the height of the LSB at transition location) is an indicator for the
LSB size for a dynamic airfoil. Figure 5.9 as well as Figure 5.10b show a reduced frequency
increase results in a thin LSB; therefore, the contribution of the LSB to aerodynamic e�ects
is reduced when the reduced frequency is increased. It is obvious that higher Reynolds shear
stress dominates the shear layer at a higher reduced frequency. The higher shear stress
increases the energy of the boundary layer and then the separated bubble reattaches faster
resulting in a smaller LSB. Figure 5.10b also indicates an almost linear trend of the hb
augmentation versus the angle increase. The hb di�erence between the two angles is also
visible in Figure 5.11. The hb augmentation versus angle of attack increment is very similar
to the trend of the bubble length versus angle of attack of a static Eppler 61 airfoil for
Re = 4.6× 104 [101].

5.3.2 Lift cycles

Experimental lift coe�cients from di�erent reduced frequency values are shown in Fig-
ure 5.12. A high reduced frequency of 0.12 delays dynamic stall resulting in an augmented
lift value. For k = 0.12, the only peak lift during upstroke is observed close to the end of
the upstroke cycle. Decreasing k to 0.08 results in two lift peaks in pitch up motion while
the maximum lift magnitude is decreased compared to that of higher k. A similar result
was observed by McCroskey et al. [68] for a NACA0012 airfoil while k varied considerably.
Further k reduction results in three lift peaks with much lower lift values. For k = 0.12,
the �rst lift peak during downstroke is noticeable; for k = 0.08, the magnitude of the �rst
downstroke lift peak is decreased and for k = 0.05 the peak has almost vanished. Based on
the vortical structure, each lift peak indicates a developing LEV which meets the trailing
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Figure 5.9: LSB characteristics versus reduced frequency based on normalized shear stress
superimposed with the streamlines; XT : laminar-turbulent transition location based on
the chord length; XS: separation location based on the chord length.
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Figure 5.10: Reduced frequency e�ects on (a) Laminar-turbulent transition location, XT ,
and (b) LSB height, hb (the height of the LSB at the transition location); lines for visual-
ization only.

Figure 5.11: LSB characteristics versus angle of attack (k = 0.08) based on normalized
shear stress superimposed with the streamlines; XT : laminar-turbulent transition location
based on the chord length; XS: separation location based on the chord length.
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Figure 5.12: E�ects of the reduced frequency on determined lift coe�cients from the PIV
velocity �elds; arrows show lift peaks during upstroke.

edge of the airfoil. Since decreasing the reduced frequency advances dynamic stall, the
boundary layer feeds low strength dynamic stall vortices (see Section 5.3.3); then, the re-
sults show that the PIV lift calculation method can capture the lift peaks associated with
even weak vortices.

5.3.3 Vortex circulation

Comparison between Figures 5.12 and 5.13 reveals the contribution of the LEV to the lift
trend. A higher reduced frequency increases the circulation of the LEV vorticity resulting
in lift augmentation. After stall the TEV rolls up and increases in size and strength. Sig-
ni�cant lift reduction during post stall indicates the negative e�ects of the TEV. Therefore,
there should be a strong correlation between the strength of the LEV and the correspond-
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ing TEV in terms of the magnitude of the circulation as is obvious in Figure 5.13 which
agrees well with the results of Prangemeier et al. [85]. When the TEV reaches its maxi-
mum circulation, it separates from boundary layer and at this angle the lift value starts
to increase because the next formed LEV causes the second lift peak. The higher lift peak
at dynamic stall results in a lower lift value at the end of the lift reduction process. That
means, the higher TEV circulation results in more lift drop during post stall.

It should be noted that for k = 0.12, the lift drop occurs in a very short time between
angles 22o and 21.8o ↓ where the TEV reaches the maximum value. Because of the high
frequency of oscillation for this case, it was impossible to get the experimental data between
angles 22o and 21.8o ↓. Thus, in Figure 5.13, the experimental circulation values of the
TEV are not available between angles 22o and 21.8o ↓. To �ll out this gap, the numerical
circulation values of k = 0.12 are provided in this �gure. A good agreement between nu-
merical and experimental results exists. As discussed before, the numerical results slightly
underpredict the lift values during stall and then the corresponding vortex circulation from
the numerical simulation is slightly lower. The dynamic stall angle di�erence between the
two methods is about 0.5o which is visible as a 0.5o shift between the curves of the two
methods in Figures 5.13.

Phase delay (∆α) and pinch-o� process

When the LEV is fed by the boundary layer, the strength of the vortex is increased until
it pinches o� while the circulation of the vortex reaches the maximum value. The phase
di�erence between the dynamic stall angle and the angle of the maximum vorticity circula-
tion of the dynamic stall LEV is called phase delay (∆α). Rival et al. [95] found for their
case study that there was a negligible phase delay and thus the rolled-up TEV formation
occurred right after the maximum LEV circulation. Panda and Zaman [82] mentioned that
after vortex separation, the lift drops. Here, with the aid of the high resolution velocity
gradients from the PIV velocity �eld, it is possible to see a signi�cant phase delay (∆α)
and the rolled-up TEV formation occurred right after the maximum lift value (dynamic
stall angle). Based on the current results, Figure 5.13, the LEV does not always separate
immediately after stall and it depends on the reduced frequency. For k = 0.12, 0.08 and
0.05, ∆α = 1o, 0.5o and 0o are seen, respectively, which all agree with those of the nu-
merical results. For the �rst LEV, the vortex growth time, the time between the vortex
generation until vortex pinch-o�, shows an increased rate as k increases. That means, as
the vortex growth time increases, the boundary layer feeds the vortex resulting in higher
vorticity values and then a higher lift peak. As the vortex growth time decreases, more
LEVs are observed during upstroke, two LEVs for k = 0.08 and three LEVs for k = 0.05
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Figure 5.13: Circulation of dynamic stall vortices; left: PIV results for k =0.05, 0.08 and
0.12; right: PIV and numerical results for k =0.12.
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which agree with the numerical results as well.

5.3.4 Vortex trajectory

The locations of the dynamic stall vortices are tracked in Figure 5.14. Slightly after LEV
formation, the slope of the lift curve increases which corresponds to α = 15o, 16o and 17o

for k = 0.12, 0.08 and 0.05 in Figure 5.12, respectively. Figure 5.14 shows that despite the
reduced frequency and the angle di�erence, the streamwise location of the LEVs at these
three angles is the same. Before stall, the LEV is located close to the top surface of the
airfoil, as the angle of attack increases the center of the vortex mass moves down with the
airfoil surface. At higher frequency, since the angle of the vortex formation and development
is higher, the curves in Figure 5.14 are located slightly lower. The approximate speeds of
the LEV traveling over the top surface of the airfoil are 13% − 20% of the freestream
velocity. Recorded speeds of LEV convection over an airfoil show noticeable variation
such as 30% of the freestream velocity from Chandrasekhara and Carr [20] and 55% of
the freestream velocity from Ericsson and Reding [25]. Di�erent locations of the LEV at
the dynamic stall angle have also been reported. The midchord location was reported by
McCroskey et al. [68] while Lee and Gerontakos [57] located the vortex close to the trailing
edge. Here, when dynamic stall occurs (α = 20.5o, 18.5o and 17o for k = 0.12, 0.08 and
0.05), the centers of the vortex mass are at 75% of the chord length. Interestingly, it is
the same location for all three observed cases. After stall, both TEVs and LEVs move
upward, but as the vortex vorticity increases (for higher k values), it moves upward more
slowly and it is closer to the airfoil surface. LEV separation from the boundary layer does
not a�ect the trend of the vortex location. On the contrary, when the TEV reaches the
maximum strength and pinches o� (α = 18.5o, α = 21o and α > 17o for k = 0.05, 0.08 and
0.12), both LEV and TEV shift downstream and for the LEV a signi�cant downward drop
is observed. For a LEV with small vorticity (low k value), the drop is more signi�cant.
After a small angle change of 0.5o, the LEV moves downstream and upward. It should be
noted that the data between angles 22o and 21.8o ↓ for k = 0.12 are not available showing
that in this small angle increment the vortex grows and moves very rapidly. For the TEV
of k = 0.08, at α = 22o, changing the direction of airfoil pitch at the end of the stroke
results in a signi�cant downward movement of the vortex and after a small angle of 0.5o,
the vortex moves upward during downstroke. For far downstream, upward movement of
the vortices is the same for both up and down strokes, as was observed in other studies in
far downstream [137].
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Figure 5.14: Locations of center of vortices for di�erent k and α; (a) LEV ; (b) TEV;
broken line: data is not available; lines for visualization only.
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5.4 Summary

The main achievement of this chapter was calculating aerodynamic loads from the PIV
control volume approach not only for the dynamic airfoils but also for deep dynamic stall
phenomena. In this regard for a quali�ed PIV load determination strategy, the following
points should be considered. Increasing the number of images above 500 does not pro-
vide more accurate loads and for visualization purposes a much lower number of images
are su�cient. The PIV drag errors are mostly attributed to the high velocity gradient
from vortical structure of the wake. In this regard, �nding a location for the downstream
control-volume boundary which is not distributed with the vortices is essential, but the
lift coe�cient is not very sensitive to the vortical structure. The PIV load determination
accuracy depends directly on the spatial resolution especially for dynamic cases with high
reduced frequencies and high angles of attack. To decrease the small discrepancy coming
from the varying location of the top and downstream control-volume boundaries, the re-
sultant calculated lift was averaged for the speci�c domains but for calculating drag, the
downstream boundary is excluded. There is a reasonable agreement between the numerical
load and PIV load loops. Moreover, the determined PIV lift loops correspond with the all
vortical structure of the follow.

The results have also shown that, a low reduced frequency advances the dynamic stall
angle and moves the fully developed secondary LEV to the upstroke. For k = 0.05, three
LEV form during upstroke, for k = 0.08, the number of the LEVs reduces to two and
�nally for k = 0.12, just one LEV is fully developed during the upstroke while the lift
augmentation regarding this vortex is signi�cantly higher than the others.

In this range of the Reynolds number, the LSB appears in the oscillating cycles before
LEV formation. The LEV advances at lower angles of attack with the reduction of k. That
means, the LSB disappears faster for low k values. Normalized shear stress contours show
that the transient location is moving upstream when either the reduced frequency or angle
of attack is increased. The transition point moves upstream faster when the corresponding
angle is closer to the LEV formation angle. Increasing k reduces the height of the bubble.
Since the LSB usually a�ects the overall performance of the airfoil, LSB height reduction
by increasing the reduced frequency should be considered.

Vortex circulation reveals more details regarding vortex characteristics. As the reduced
frequency increases, the magnitude of the vortex (both LEV and TEV) circulation increases
which corresponds with the lift behavior. Higher reduced frequencies increase the phase
delay showing that even with a signi�cant lift drop after stall, the boundary layer still feeds
the LEV. There is a good agreement between calculated circulations from the numerical
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and experimental methods; the numerical simulations underpredict the circulation values
of the dynamic stall vortices similar to the dynamic stall lift. It is suggested that for
the numerical methods, besides load comparison with the experimental ones, as another
indicator, the circulations from the vortices should be compared. With the aid of the
calculated whole velocity �eld from the PIV method, then calculating the circulations is
possible.

The trajectory of the vortices shows that dynamic stall occurs when the center of the
LEV is at 75% of the chord length regardless of the reduced frequency values. Not only
is the circulation of the LEV and TEV linked together, the TEV contributes to the LEV
location and vice versa. For example, when the LEV reaches the stall point (not the
maximum circulation), the TEV starts rolling up; after stall, the LEV moves upward, but
it does not move downstream until the TEV reaches its maximum circulation.
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Chapter 6

Unsteady �ow structures before stall
(S822 airfoil, 3.5× 104 ≤ Re ≤ 105)

The trailing edge vortices have a signi�cant impact on the resultant wake structure and
aerodynamic loads (Section 2.2), but less attention has been given to these vortices at low
angles of attack when they appear mostly like vortex sheets. In Chapter 5, it was shown
that the generated vortex sheet a�ects the load determination from the control-volume
approach; a question is raised regarding the real structure of a vortex sheet. This chapter
is organized to answer this question by experimental and numerical investigation of an S822
airfoil in pitching motion at low angles of attack for two Reynolds numbers, one without
a laminar separation bubble and the other with the bubble. More details of the wake and
the aerodynamic loads are also presented for the oscillating case within static stall angle.

6.1 Case studies and approaches

The airfoil oscillates sinusoidally according to Equation 2.2 where αmean = 0o and αamp = 4o

and 8o are presented for the experimental and numerical setup. The reduced frequency of
k = 0.025, Equation 2.3, was �xed for all cases.

Smoke wire �ow visualization [80] and PIV images show the vortical structures of the
static and dynamic cases for Re = 3.5 × 104 and Re = 105. The airfoil was sized to
maximize the Reynolds number. Laser Doppler Anemometry (LDA) was employed for the
wake study and mean drag measurements for Re = 105 while the data were measured at
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the mid-span of the airfoil at x/c = 1.25 from the trailing edge; the coordinate system is
shown in Figure 3.9.

For all cases, a numerical simulation with the Transition SST method for Re = 105 and
with the laminar assumption for Re = 3.5× 104 has been employed.

6.2 Flow visualization

Numerical and experimental �ow visualization of static and dynamic cases are presented
for two Reynolds numbers (Re = 3.5× 104 and 105). For Re = 3.5× 104, Figure 6.1 shows
repeatable shedding vortex structures resembling von Karman vortex-shedding patterns.
As the angle of attack increases, the separation points move forward [49] and the trailing
edge boundary layer thickness increases resulting in larger vortices with lower shedding
frequencies. At α = 8o, the shear layer �lament of this thick airfoil is extended in the
streamwise direction in the near wake. Vortex shedding frequencies of 340 Hz and 580
Hz were reported for α = 8o and α = 0o [80], respectively. The vorticity �eld from the
numerical simulation agrees well with the smoke wire experimental results. Shifting to the
dynamic case, the same vortex pattern was obtained, shown in Figure 6.2. The vortex
shedding pattern resembles the von Karman pattern and the dynamic oscillation of the
airfoil does not change the organized vortex pattern. Similar to the instantaneous images,
the same repeatable shedding vortex pattern is visible in the phase averaged PIV vorticity
�eld as well as the numerical results. From the �gures of the static and dynamic cases, the
boundary layer is separated from the suction surface. Oil surface visualization also showed
that the separated boundary layer was not reattached for the static case of Re = 3.5× 104

[80].

As the Reynolds number increases the separated bubble reattaches to the airfoil and
forms an LSB. For Re = 105 of this study, the separated boundary layer is reattached to the
suction surface, Figure 6.3a at α = 3o. Also in Figure 3.3, the separation and reattachment
lines marked by the oil surface visualization technique indicated the existence of the LSB.
Yarusevych et al. [140] showed that for the static NACA 0025 airfoil, as the Reynolds
number increases and the LSB forms (Re = 1.5× 105), the vortical structure was a�ected
and an unorganized vortex pattern with a narrow wake was formed. The PIV images in
Figure 6.3 at Re = 105 show that there is no speci�c shedding vortex pattern and the
random location of the vortices in the wake results in two parallel shear layers of phase
averaged PIV velocity �elds in the near wake. As the angle of attack increases, the location
of the LSB moves forward [80] (Figure 6.3b shows an attached �ow in the vicinity of the
trailing edge). Figure 6.4 shows that similar to the static case, the vorticity �elds of the

73



Figure 6.1: Flow patterns of the static case for Re = 3.5 × 104; upper: smoke wire
photographs [80]; lower: vorticity �eld from numerical simulation; a) α = 0o; b) α = 8o.

PIV method as well as numerical simulation of the dynamic airfoil show that the random
locations of the vortices form vortex sheets as they convect downstream until they separate
from the shear layer. In this case, the LSB forms at α > 5o, showing a delay of boundary
layer transition compared to the static case, agreeing with the results of Gerontakos [30].
Figure 6.4a shows that at α = 3o ↑ the �ow is separated without reattachment, but at
higher angles of attack such as α = 8o the �ow is mostly attached to the airfoil, Figure 6.4b.
That means, regardless of the LSB existence, the vortex patterns are not organized for the
dynamic case at higher Reynolds number resulting in trailing edge vortex sheets which are
also consistent with the numerical results.

6.3 Wake study at Re = 105

The numerical results for Re = 105 are also validated by the LDA measurements shown
in Figure 6.5. This �gure illustrates the averaged mean velocity for dynamic cases with
amplitude of 4o and 8o showing good agreement between the numerical and experimental
results. Increasing the amplitude changes the structure of the averaged mean velocity
from one peak structure to a double peak structure with a lower velocity de�cit. Figure 6.6
shows that a higher amplitude causes a broader velocity wake pro�le with a smaller velocity
de�cit at most phase angles causing the double peak structure for the averaged one shown
in Figure 6.5. The airfoil oscillation makes a narrower wake than that of the static airfoil
resulting in increased velocity de�cit, Figure 6.6, also shown by Lee and Gerontakos[57].
For the static case, the LSB decreases the size of the velocity wake [139], but in Figure 6.6a
for the dynamic case, no signi�cant changes in the wake velocity pro�le are seen after LSB
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Figure 6.2: Flow patterns of the dynamic case for Re = 3.5 × 104, α = 8 sin(2πft) and
k = 0.025; a) α = 0o ↑ (an instantaneous PIV image); b) α = 0o ↓ (an instantaneous PIV
image); c) α = 0o ↑ (phase averaged PIV vorticity �eld); d) α = 0o ↑ (numerical vorticity
�eld).

Figure 6.3: Flow patterns of the static case within 1c of the wake for Re = 105; upper:
instantaneous PIV image; lower: phase averaged PIV vorticity �eld; a) α = 3o ↑; b) α = 8o;
for legend see Figure 6.2.
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Figure 6.4: Flow patterns of the dynamic case within 1c of the wake for Re = 105, α =
8 sin(2πft) and k = 0.025; upper: instantaneous PIV images; middle: phase averaged PIV
vorticity �elds; lower: numerical vorticity �elds; a) α = 3o ↑ (upstroke); b) α = 8o; for
legend see Figure 6.2.
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Figure 6.5: Averaged streamwise mean velocity pro�les (x/c = 1.25 and Re = 105)

formation.

For the simulations, Turbulent Viscosity Ratio (TVR) contours indicates laminar-to-
turbulent transition. The TVR is de�ned as

Turbulent Viscosity Ratio (TVR) =
turbulent viscosity (µt)

molecular viscosity (µ)
(6.1)

and is an indicator of the �ow turbulence behavior. If µt is greater than almost two
orders of magnitude of µ, the �ow can be considered as turbulent [129]. Here, based on
the TVR �eld, the �ow is considered as turbulent when the TVR is close to 100. For
dynamic cases at low angles of attack, the bubble does not reattach. Figure 6.7a indicates
that laminar to turbulent transition occurs in the separated boundary layer area close to
the trailing edge of the airfoil when α = 4sin(2πft). Figure 6.7b, c show the averaged
turbulent intensity and kinetic energy pro�les at x/c = 1.25. The discrepancy between
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Figure 6.6: Streamwise mean velocity pro�les; a) α = 8sin(2πft), numerical results; b)
α = 4sin(2πft), numerical results; c) static case, LDA measurement (averaged values).
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Figure 6.7: Turbulent parameters for α = 4 sin(2πft) (Re = 105); (a) Turbulent Viscosity
Ratio (b) averaged turbulent intensity (x/c = 1.25) (c) non-dimensional averaged kinetic
energy (x/c = 1.25); solid line: numerical results; data: LDA measurement.

numerical and experimental results show that the Transition SST method predicts a nar-
rower and less turbulent wake compared to the experimental results. Numerical turbulent
intensity pro�les for each phase and experimental turbulent intensity pro�les for the static
case are shown in Figure 6.8. For all phases, a double peak structure is obvious representing
the shear layer cores [139]. Although the numerical method underpredicts the turbulent
variables, a comparison between dynamic and static cases reveals a narrower, but more
turbulent wake for the dynamic cases [57].

6.4 Aerodynamic loads

Figure 6.9 shows the range of the unsteady loads that the blade element experiences at
each cycle compared with the static case from experimental results [105]. For the selected
amplitudes and reduced frequency reported here the aerodynamic loads are very close to
the static ones, but the unsteady behavior of the loading would imbalance the rotor. At
each cycle, the mean drag value from the LDA measurement is also determined from equa-
tion 3.3 where x/c = 1.25. For α = 4 sin(2πft), the mean drag values from numerical and
LDA measurement are 0.0268 and 0.0275S±0.0009, respectively. For α = 8 sin(2πft), the
mean drag values from numerical and LDA measurement are 0.0282 and 0.0323±0.0011.
The information related to the statistical uncertainties has been provided in Appendix C.
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Figure 6.8: Turbulent intensity pro�les (x/c = 1.25 and Re = 105) (a) α = 4 sin(2πft),
numerical simulation (b) static case, LDA measurement.

6.5 Summary

For both static and dynamic cases, there is overall agreement between numerical and
experimental results. This study has revealed that at a low Reynolds number of 3.5× 104,
shedding vortices for dynamic and static cases resemble the von Karman vortex street.
The organized shed vortices are also visible in PIV phase averaged vorticity �elds as well
as the numerical vorticity �elds.

For both static and dynamic cases, numerical simulations predicted the separated
boundary layer at Re = 3.5 × 104 and the LSB at Re = 105. Compared to the static
case, dynamic cases delay the LSB formation and the laminar to turbulent boundary layer
transition. Although there is a good agreement between numerical and experimental re-
sults, the transition SST model slightly underpredicts the turbulent parameters.

For Re = 105, regardless of static or dynamic cases and with or without LSB formation,
vortex sheets are replaced by vortices that shed to the wake without any organized pattern.
Because of the random pattern of these vortices, following each individual vortex in an
instantaneous vorticity �eld does not provide useful information; instead, the resultant
vortex sheets can be studied. It is interesting that during dynamic stall, these random
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Figure 6.9: Aerodynamic loads (Re = 105); Solid lines: dynamic cases from numerical
simulation; Broken lines: static cases from experimental result [105]; (a) α = 4 sin(2πft),
(b) α = 8 sin(2πft)
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vortices are replaced with organized leading and trailing vortices; then one more de�nition
should be added to the dynamic stall phenomena: dynamic stall phenomena shifts the
random vortical pattern to the organized repeatable vortical pattern.

It should be noted that the results indicate the reason for selecting the S822 airfoil
for this chapter. For the selected low Reynolds number boundary layer separation was
observed and for the higher Reynolds number a LSB formed; then, the study could cover
the contributions of the LSB.

For Re = 105, compared to the static case, the airfoil oscillations decrease the wake
thickness but have higher turbulent intensity. The LSB decreases the wake thickness of
the static airfoil, but it does not a�ect the wake thickness of the dynamic airfoil.

Increasing the amplitude of the oscillations makes a thicker boundary layer resulting in
a low velocity de�cit.

In one cycle, except at the LSB and the small trailing edge separated �ow, the �ow is
mainly attached to the airfoil. Dynamic loads are close to the static values as expected
from attached �ows, but present unsteady aerodynamic coe�cients that each blade element
will face at each cycle. Overall, the results show that with the S822 airfoil at Re = 105,
no signi�cant di�erence between the static and dynamic cases with αamp < αstatic stall was
observed; then for large scale wind turbines, the small yaw errors do not change the overall
performance of the blade element. Although the rotor experiences unbalanced loads, the
maximum loads remain less than static stall ones.
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Chapter 7

Unsteady freestream and dynamic stall
(NACA0012 airfoil, Re = 1.35× 105)

Dynamic stall was studied under a steady freestream velocity in Chapter 5. Here e�ects
of horizontal oscillations of the freestream velocity superimposed on a pitch oscillating
NACA0012 airfoil are investigated using Computational Fluid Dynamics (CFD). Because
of the oscillating freestream, discussions regarding the variation in the loads, the circulation
of the dynamic stall vortex pairs, the critical angles, vortex growth time and the secondary
lift peak locations are the objectives of this chapter. There is also a study in the shape
and size of the vortex sheets (trailing edge vortices before stall, Chapter 6) and their
contribution to load augmentation.

7.1 Speci�cations of simulated cases

A Single Oscillating State (SOS) means just the angle of attack is oscillating and the
freestream is steady. The combination of both oscillating angle of attack and oscillating
freestream is called a Coupled Oscillating State (COS).

Here, a NACA0012 airfoil was pitch oscillating according to the sinusoidal mode given
in Equation 2.2. For the sinusoidally varying freestream, the horizontal velocity was os-
cillating governed by Equation 2.5. The details of the cases in this study are provided in
Table 7.1 where the phase di�erence between the oscillation of the airfoil and the oscillation
of the freestream velocity, Φ, and the reduced amplitude, λ, were de�ned in Equations 2.5
and 2.6. It should be noted that because of the availability of experimental results for a
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Table 7.1: Details of simulated cases (Re = 1.35 × 105); values of all the parameters
except those of freestream velocity oscillation are the same for both the numerical and the
experimental setups [57].

Airfoil NACA0012
Reynolds number, Re 1.35×105

Inlet turbulent intensity 0.08%
Angle of attack oscillation (Equations 2.2 and 2.3)

Reduced frequency, k 0.1
Mean angle of attack, αmean 10◦

Amplitude of oscillation, αamp 15◦

Freestream velocity oscillation (Equations 2.5 and 2.3)
Reduced frequency, k 0.1
Reduced amplitude, λ 0.4,0.6,0.8
Phase di�erence of oscillations, Φ 0, π

4
, π

2
, 3π

4
, π

pitch oscillating condition [57] to validate the CFD results, the pitch oscillating parame-
ters are consistent for all cases. For the numerical approach, the SST k−ω model coupled
with a low-Reynolds number correction was applied for Re ≈ 105, when the airfoil was
under dynamic stall. In Section 4.4.2, the results of the current numerical simulation for
sinusoidal pitch oscillation with a steady freestream have been validated by the existing
experimental results of Lee and Gerontakos [57].

7.2 Pitching angle of attack with in-phase freestream

velocity oscillation

For this case, the airfoil is sinusoidally pitch oscillating with

α = 10 + 15 sin (2πft) [deg] (7.1)

while a time-varying freestream velocity,

U(t)

U∞
= 1 + 0.6 sin (2πft) (7.2)

is superimposed. The rest of the information can be found in Table 7.1. For this case, when
the angle of attack increases, the freestream velocity accelerates and in the same manner,
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at pitch down motion, the time varying freestream velocity decelerates. To see the dynamic
e�ects of in-phase movement (Φ = 0), all the results for this case are compared with the
pitch oscillating case with a steady freestream condition, the SOS.

7.2.1 Aerodynamic loads

Figure 7.2.1 shows the aerodynamic loads for a pitch cycle for both the SOS and COS. The
main interest in dynamic stall phenomena is the load augmentation compared to the static
stall, which are summarized in Table 7.2.1. At points A and A′ (prime (′) indicates the
COS), the reversed �ow at the trailing edge moves upstream. For the steady freestream
velocity, the aerodynamic coe�cients are increased slightly compared to the static stall
case. At this point, for the SOS, the values from experimental and numerical results are
very close showing that at upstroke the curves overlap as shown in Figure 4.6. For the
unsteady freestream velocity, the lift coe�cient is slightly higher at point A′. The lift
coe�cient increases with a constant slope until a Leading Edge Vortex (LEV) forms. The
growing LEV increases the slope of the lift curves at point B and B′. Compared to the
experimental results, the numerical simulation for the SOS advances the stall point around
1.5◦. The maximum lift value is underpredicted by less than 4.5% showing this numerical
simulation can predict dynamic stall with good accuracy. The in-phase unsteady freestream
velocity advances the stall point (point C ′) about 1.2◦ with an increase in more than 2.68
lift coe�cient units compared with point C. Drag coe�cients start to rise dramatically
after points A and A′. Compared to the static stall, drag increases for points C and C ′ are
0.96 and 2.12 units for the SOS and COS, respectively, showing the high impact of dynamic
cases on the drag coe�cients. After static stall (point SS), the drag coe�cient increases,
but after dynamic stall the drag coe�cient drops signi�cantly similar to the lift coe�cient.
There is a discrepancy between steady and unsteady freestream velocity during post stall.
For the COS, after point C ′, another peak in aerodynamic loads is visible representing a
very energetic leading edge vortex. More details are discussed in the next section. After
points D and D′, the �rst LEV at pitch down motion helps to recover part of the load
coe�cients leading to the �rst downstroke peak [57, 89, 129]. The same scenario as the
�rst upstroke maximum peak occurs for the �rst downstroke maximum peak; that means,
point E is advanced compared to that of the experimental results and point E ′ occurs
earlier than point E. Lift and drag values for point E ′ are 1.85 and 0.85 units higher than
point E. For both the SOS and COS, the �ows are fully attached close to α = −5◦.
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7.2.2 Flow structure

To interpret the behavior of the �ow �eld under dynamic stall, the following �gures have
been prepared: Figure 7.2 for the TVR, Figure 7.3 for the pressure ce�cient and Figure
7.4 for the non-dimensional vorticity �eld while Figures 7.2 and 7.3 are superimposed with
streamlines. The TVR is de�ned in Equation 6.1. Based on the TVR �eld, Figure 7.2, the
�ow is considered as turbulent when the TVR is close to 100 [130]. The pressure coe�cient
is introduced in Equation 3.8 where P∞ is the static pressure of the incoming �ow at one
chord ahead of the airfoil location.

Beginning with upstroke, the �ow �eld undergoes di�erent �ow phenomena in a full
cycle of pitch oscillation demonstrated in the following:

Attached �ow and �ow reversal: At a very low angle of attack, laminar �ow is
attached to the airfoil surface except in the small trailing edge region which was also seen
in experiments [57]. The reversed �ow at the trailing edge for both the SOS and COS
starts moving upstream at α = 12.9◦. For the numerical simulation in Figure 7.5, a super-
imposition of velocity vectors, vorticity �eld and streamlines indicates the existence of the
reversed �ow at the trailing edge (α = 16◦ ↑ for the SOS). Reversed �ow at the trailing
edge was also reported in the experimental results [57]. According to the experimental re-
sults, another characteristic is a roughly linearly increasing lift coe�cient [57]. Figure 7.2.1
shows that the lift coe�cient from the numerical simulation during 12.9◦ < α < 20.3◦ has
an almost constant slope β1. For the COS, a constant lift slope β

′
1 during 12.9◦ < α < 18.1◦

is also seen. The in-phase oscillating freestream is not changing the linear behavior of the
lift augmentation, but the slope is much higher than that of the SOS, β′1 > β1. Later in
this section, there will be a discussion about the wake di�erences between these two cases.

Leading Edge Vortex (LEV) formation: Later a LEV forms, grows and moves
toward the trailing edge. Based on the experimental results [57], LEV formation caused
a sudden rise in aerodynamic loads. The same trend has been observed in the numerical
loads (Figure 7.2.1). The slopes of the lift curve change suddenly after α = 20.3◦ (point B)
and α = 18.1◦ (point B′) for the SOS and COS, respectively. LEV formations are shown in
Figures 7.2, 7.3 and 7.4. For the SOS, the LEV length is 28% of the chord length, twice the
initial LEV length from experimental results. A LEV, a very low pressure vortex, enriches
the strength of circulation resulting in an overshoot in the lift coe�cient, shown in Figure
7.2.1. For the COS, an accelerating freestream velocity results in the advancement of point
B′ by 2.2◦ compared to that of the SOS (point B) and increases the strength of the LEV
causing higher aerodynamic loads before stall. After the LEV generation, the lift curve
rises almost linearly with an increased slope β2 > β1 and β′2 > β′1 for the SOS and COS,
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Figure 7.2: Turbulent viscosity ratio �eld superimposed with �ow streamlines for the SOS
and COS (λ= 0.6 and Φ=0 for the COS).
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Figure 7.3: Pressure coe�cient �eld superimposed with �ow streamlines for the SOS and
COS (λ = 0.6 and Φ=0 for the COS).
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Figure 7.4: Instantaneous vorticity �eld for the SOS and COS (λ = 0.6 and Φ=0 for the
COS).
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 (a) (b) 
  
 

Figure 7.5: Close up view of the �ow reversal at α = 16o ↑ for the SOS; the reversed �ow
visualized by velocity vectors and streamlines superimposed by the vorticity �eld which
agrees with Lee and Gerontakos [57], for legend see Figure 7.4.

respectively, while β′2 > β2 (Figure 7.2.1).

Trailing edge vortex (TEV): A counter-clockwise rotating vortex which is another
source of circulation exists to satisfy conservation of circulation. The di�erence in vortical
structures can be visually enhanced if the vorticity �elds are simply subtracted [137].
Figure 7.6 shows this instantaneous subtraction (ωz, COS − ωz, SOS). Before dynamic stall,
the TEV mostly appears in vortex sheet form as shown in Figure 7.6, for α = 10.5o (before
LEV formation), α = 18o and α = 20.3o (close to stall). After the airfoil passes the
mean angle of attack (10o), where the velocities of the SOS and COS are the same, the
di�erence between the aerodynamic loads between the two cases increases. At α = 10.5o,
aerodynamic loads from the COS are slightly higher than those of the SOS. Although there
is no sign of the LEV, the size of the TEV and the way that it is convected downstream can
be one reason for the load di�erence. The TEV from the COS appears as a longer vortex
sheet. The longer vortex sheet from the COS follows Katz and Plotkin [51] in that a longer
vortex sheet of small vortices is favorable for a lift increase. At higher angles, the sheet
of vortices are longer and their di�erences are more visible. Wong et al. [137, 136] also
showed that the trailing edge vorticity variation a�ects the force history. For the COS, the
velocity during upstroke is accelerating. By considering just the longitudinal freestream
velocity after the mean angle of attack, the distance that a particle moves from the trailing
edge under an unsteady freestream (

∫
U(t)dt) is more than that of the steady freestream

(Umean∆t). If the particles travel faster, the vortex sheet extends further to form a longer
vortex sheet. The longer vortex sheet reduces the lift reduction caused by the TEV.

Secondary LEV formation: During the �rst LEV growth, a counter-clockwise vortex
is generated close to the leading edge, shown at α = 22◦ in Figure 7.4. Beside it, a clockwise
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LEV is formed later to form a pair of LEV, shown at α = 23.2◦. Gradually, the clockwise
LEV is growing while the counter-clockwise one is moving rearward and disappearing.
This complicated structure indicates an unstable boundary layer during the second LEV
formation [129].

Figure 7.6: Instantaneous vorticity �eld subtraction between the COS (λ = 0.6 and Φ=0)
and SOS before dynamic stall.

Stall: As LEVs are growing, the �rst low pressure LEV occupies more of the suction
surface area resulting in an increase of the normal force on the pressure surface. Dynamic
stall occurs when the lift reaches its maximum value and based on the vorticity �eld,
dynamic stall occurs when the outer surface of the LEV meets the trailing edge. Figure 7.7
shows a close up view of the vortical �eld of dynamic stall overlaid with the streamlines
for the COS. For all cases in this study, the outer surface of the LEV streamlines meets
the trailing edge also seen in the vorticity �eld. Streamlines in Figures 7.2 and 7.3 show
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the LEV for the SOS at α = 23.2◦ and for the COS at α = 22◦. At this point the airfoil
is stalled and a high TVR dominates the LEV as shown in Figure 7.2. In Figure 7.3, for
the COS, very low pressure on the suction side and very high pressure on the pressure side
compared to the steady freestream velocity indicates high loading on the airfoil.

 

Figure 7.7: Close up view of dynamic stall vorticity �eld (negative values) overlaid with
streamlines for the in-phase COS; for legend see Figure 7.4.

LEV shedding: After stall, the LEV keeps growing in size and then leaves the suction
surface. In Figure 7.4, the �rst separated LEV in the wake is visible at α = 24.7◦ and
α = 23.2◦ for the SOS and COS, respectively. During the shedding process, a large area
on the suction surface has high TVR values especially for the COS seen in Figure 7.2.

Full stall TEV: After dynamic stall, the counter-clockwise vortex gradually rolls up
and �nally sheds to the wake. Figure 7.4 shows the growing and shedding of the �rst
negative roll up vortex after α = 23.2◦ ↑ to α = 24.8◦ ↓ for the SOS. For the COS,
the process of formation to shedding of the �rst TEV occurs in 2◦, after α = 22◦ ↑ to
α = 24◦ ↑. The developed TEV has a TVR value (Figure 7.2) greater than 100, a very low
static pressure level (Figure 7.3) and high vorticity magnitude (Figure 7.4). The TEV has
been shed to the wake before the next LEV covers the whole suction surface and then the
next TEV is initialized.

Secondary upstroke LEV growth and shedding: The boundary layer of the COS
feeds a secondary LEV with high vorticity. Therefore, this very low pressure secondary
LEV grows in size rapidly and then creates the second load peak at α = 24.7◦ ↑ where
this secondary LEV covers the whole suction surface, shown in Figure 7.4, and then it
is shed to the wake, α = 25◦ in Figure 7.4. For the SOS, the secondary LEV is shed at
downstroke. For the rest of the cases, the location of the second maximum lift peak related
to the secondary LEV will be discussed in sections 7.3 and 7.4.

First downstroke LEV growth and shedding: Gradually, at downstroke, the
negative vortex of the leading edge vortex pair occupies the suction surface. Similar to
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the �rst LEV, increasing the size of the vortex recovers the lift force to create a maximum
peak in downstroke. For the SOS, at α = 23.6◦ ↓, the vortex reaches the trailing edge and
then starts to shed. For the COS, the maximum lift occurs at α = 24◦ ↓. Figures 7.2.1
and 7.4 show that the �rst downstroke LEV is not as strong as the upstroke one and that
the aerodynamic coe�cients do not recover to the values at the stall point.

Small vortices: Figure 7.2.1 shows small lift peaks after the secondary LEV for both
the SOS and COS. These are the result of small vortices which have very low circulations.
Figure 7.4 shows some of these small vortices after α = 23.6◦ ↓, and α = 24◦ ↓ for the SOS
and COS.

Reattached �ow: At α = 1◦ ↓ for both the SOS and COS, all small vortices have
disappeared, but the �ows are not fully attached at the trailing edge which agrees with the
experimental results [57].

7.2.3 Circulation and pinch-o� process

Figure 7.8 compares the dimensionless circulation for the �rst LEV and the following
TEV for the SOS and COS. For the COS, the circulation of the LEV has a greater slope
and reaches the maximum value sooner in comparison to that of the steady case. The
accelerating freestream speeds feeding of the LEV in the boundary layer. Dynamic stall is
advanced for the COS about 1.2o compared to the SOS while the circulation is 1.5 times
greater. In Figure 7.8, the phase delay (∆α) shows that the maximum LEV circulation
occurs later than the peak lift distribution (dynamic stall). According to Figure 7.8, this
phase delay (∆α ≈ 1.4o) cannot be ignored and the TEV is formed after dynamic stall.
Figure 7.9 shows the TEV clearly after dynamic stall and before peak circulation for the
SOS. This means that after dynamic stall, the boundary layer keeps feeding the LEV where
∆ΓLEV
U∞c

= 0.45 and 0.7 for the SOS and COS, respectively and at the same time the TEV is

growing and rolling up where ∆ΓTEV
U∞c

= 2 and 2.8 for the SOS and COS, respectively. Since
the TEV has a negative e�ect on lift augmentation, an increase in the TEV circulation
contributes to the lift reduction despite the LEV growth. When the LEV pinches o�, the
boundary layer stops feeding it and this location is the maximum circulation. The overall
trends of the TEV circulation curves are similar in Figure 7.8. The TEV circulation curve
for the SOS, compared to that of the COS, is shifted due to the dynamic stall delay and
has lower circulation similar to the LEV circulation cases above. This indicates that the
strengths of the LEV and the TEV are strongly connected which agrees with the results
of Chapter 5.
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Figure 7.8: LEV and TEV dimensionless circulation for the SOS and COS (λ = 0.6 and
Φ=0). Lines are for visualization only. ∆α: Phase delay between the maximum lift
(dynamic stall) and the maximum circulation.
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Figure 7.9: TEV formation after dynamic stall and before LEV separation at α = 24.4o ↑
for the SOS; for legend see Figure 7.4.

Table 7.3: Summary of critical angles of attack (Re = 1.35× 105).

COS

λ Φ

First

upstroke

Lift peak

Second

upstroke

lift peak

First

downstroke

lift peak

0.4 0 22.3◦ 24.8◦ 22.9◦

0.6 0 22.0◦ 24.4◦ 24.0◦

0.8 0 21.7◦ 24.0◦ 24.5◦

0.6 π/4 21.0◦ 24.0◦ 24.1◦

0.6 π/2 20.2◦ 24.3◦ 21.0◦

0.6 3π/4 22.4◦ - 24.0◦

0.6 π 24.6◦ - 20.3◦

7.3 Reduced amplitude, λ, in�uences

Three di�erent reduced amplitude (λ = 0.4, 0.6 and 0.8) cases were studied. For this
section, Φ=0 was chosen while the rest of the information is the same as in Table 7.1. A
comparison of aerodynamic coe�cients in Figure 7.10 shows that increasing 0.2 units of
λ advances the stall point slightly (Table 7.3) and increases the lift and drag coe�cients
almost 1 and 0.5 units, respectively, because the velocity of the freestream during dynamic
stall is higher. Aerodynamic load enrichment with increasing λ has also been reported by
Leishman [58]. At low angles of incidence, there is no signi�cant di�erence. The overall
form of the curves is almost the same for these cases and the secondary lift peak at upstroke
from the secondary LEV exists for all three cases. The behavior of the boundary layer in
advancing the secondary peak will be discussed in the next section.
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Figure 7.10: Aerodynamic loads for λ = 0.4, 0.6 and 0.8 with Φ=0.

7.4 Phase di�erence of oscillation, Φ, impacts

The e�ects of the phase di�erence between the oscillation of the airfoil and oscillation of
the freestream velocity on aerodynamic loads are now considered. For this section, λ =
0.6 was chosen and the rest of the information is the same as in Table 7.1. Figure 7.11
shows lift and drag coe�cients for Φ = 0, π

4
, π

2
, 3π

4
and π. The results show the signi�cant

impact of the Φ parameter on loads. For Φ ≤ π
2
, the loads are signi�cantly high, the �rst

maximum peak moves forward and the second LEV shedding occurs at upstroke. More
details about the critical angles of attack are provided in Table 7.3. For Φ > π

2
, the second

LEV shedding is postponed to the downstroke (for Φ = 3π
4
, it is completely at downstroke)

which is similar to that of pure pitch oscillation and is consistent with the results of Favier
et al. [29] from their experimental facilities. For Φ > π

2
, although separation of the �rst

LEV is postponed, the LEV cannot increase the aerodynamic loads. For the Φ = π case,
the aerodynamic loads during the dynamic stall process (α > 15◦ ↑) are much smaller than
those of the pitch oscillating case with uniform freestream velocity; that means, dynamic
loads are damped signi�cantly.

The behavior of the boundary layer based on vortex growth time from the LEV forma-
tion to dynamic stall is shown in Figure 7.12 which reveals two di�erent trends. In this
�gure, the time is made dimensionless by the frequency of the oscillations, f . The time
di�erence between curves for each Φ shows the vortex growth time. As Φ increases from
the zero value to Φ = π

2
, the vortex growth time is decreasing continually, but for Φ > π

2
,
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the trend is reversed and vortex growth time increases. Thus, the chart is divided in two
regions. In the �rst region, as Φ increases from the zero value, the maximum freestream
velocity, Umax, shifts forward slightly before the dynamic stall angle which a�ects the force
history before stall while the freestream velocity during dynamic stall (DS), UDS, is greater
than Umean. If dynamic stall happens sooner, it becomes closer to Umax, which is suitable
for load augmentation and then the vortex growth time is decreased. Moreover, in this
region, all the secondary lift peaks occur during upstroke. For a SOS, the second lift
peak can be advanced to an upstroke location when the reduced frequency is decreased,
Chapter 5. Under low reduced frequency, the aerodynamic loads are decreased, but for the
COS the loads are signi�cantly increased when the second peak is located during upstroke
0 ≤ Φ ≤ π

2
. It is concluded that in the �rst region, the boundary layer does not follow the

behavior of pitch oscillating airfoils as mentioned in [68]. For the second region, Φ > π
2
,

UDS is lower than Umean and Umax occurs away from dynamic stall at very low angles.
In this range, the boundary layer delays dynamic stall to increase the loads. As a result,
vortex growth time is increased. It should be mentioned that because UDS is very low, the
overall load cannot be increased in this range. In these two regions, the boundary layer
behaves di�erently and then the previous assumption of increasing the vortex growth time
for load augmentation cannot always be correct.

Figure 7.11: Aerodynamic loads for Φ = 0, π
4
, π

2
, 3π

4
and π with λ = 0.6.
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Figure 7.12: Angles and times of LEV formation and dynamic stall versus Φ during up-
stroke (λ = 0.6); time di�erence between two curves for each Φ shows the vortex growth
time; lines are for visualization purposes.

7.5 Summary

A pitch oscillating NACA0012 airfoil was simulated numerically to understand the prob-
lem of a lifting object under dynamic stall associated with an unsteady freestream velocity
at low Reynolds number, Re ≈ 105. The cyclical integral forces and �ow structures in-
cluding LEV and TEV initiation, propagation and shedding agreed well qualitatively and
quantitatively with those existing in the literature.

Increases in loads in the dynamic case are challenging from design and control points
of view. From the results of this study, the aerodynamic loads show that for a pure pitch
oscillating airfoil under a uniform freestream velocity, the stall point lift coe�cient is 2.5
times greater than that of the static airfoil. The lift augmentation is more signi�cant when
the pitch oscillating airfoil is combined with an oscillating freestream with 0 ≤ Φ ≤ π

2
.

The in-phase oscillations, Φ = 0, showed 5.4 times greater lift than that of the static
freestream. This value was ampli�ed when the reduced amplitude was increased. The
low pressure LEV caused a very high pressure di�erence between the pressure surface and
the suction surface when the �ow was not attached indicating that very high loads are
applied to the airfoil for the Φ = 0 case. As a future study, three dimensional modeling
of the �ow �eld will reveal more details of the dynamic stall phenomena. Comparing

100



the steady and in-phase unsteady freestream cases showed that high LEV circulation was
favorable for high lift values and the coupled strength of the LEV and TEV resulted in
higher circulation for the TEV. Vortex circulation revealed a signi�cant phase delay of LEV
pinch-o� (maximum circulation) after dynamic stall (maximum lift). During this phase
lag, the TEV was growing, rolling up and decreased the lift values although the boundary
layer was feeding the LEV. The contribution of the TEV on lift values was more visible
when it appeared like a vortex sheet before dynamic stall. An accelerating freestream
during dynamic stall speeds the vortex sheet expansion in the wake. The resultant longer
vortex sheet for in-phase unsteady freestream increased lift signi�cantly before stall since
the longer trailing edge vortex sheet was favorable for increasing lift values.

The high phase di�erence, Φ > π
2
, decreases the aerodynamic loads. For the Φ = π

case, the lift and drag loads are almost 3 and 5 times, respectively, lower than those of the
SOS. The dynamic stall loads for this case were even lower than those of static stall which
is opposite to the concept of dynamic stall which usually augments loads.

The location of the maximum freestream velocity a�ects the force history before stall.
Despite variation in the loads, decreasing Φ from Φ = π

2
and increasing Φ from Φ = π

2
have

an important common characteristic: they both increase the vortex growth time. This
result reveals an important insight that increasing vortex growth time can either increase
or decrease the dynamic stall loads.
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Chapter 8

On interactions of angle and freestream
oscillations (S809 airfoil, Re = 106)

Based on the results of Chapter 7, the unsteady freestream showed signi�cant impact on
the �ow �eld of the oscillating angle of attack. The current chapter is organized to reveal
the contribution of the airfoil type and the Reynolds number on the angle and freestream
oscillations while −π ≤ Φ ≤ π is covered. For these purposes, a CFD simulation of a pitch
oscillating S809 airfoil subjected to an oscillating incident velocity with Re = 106 is consid-
ered. The e�ects of the interacting oscillating systems when the airfoil undergoes dynamic
stall will be discussed in relation to the vortical structure and resultant aerodynamic loads.

8.1 Simulated cases

The S809 airfoil is oscillating sinusoidally. The resultant angle of attack is based on Equa-
tion 2.2, while the incident velocity variation can be described as Equation 2.5.

The descriptions of each parameter and their values are described in Table 8.1. For
the steady incident velocity, a uniform freestream (U∞) is considered and for the unsteady
freestream velocity, Umean = U∞. Both SOS and COS have the same frequency of os-
cillation, f , with the same reduced frequency (k), Equation 2.3. In order to understand
the e�ect of the unsteady incident velocity, di�erent phase di�erences, Φ = 0, ±π

4
, ±π

2
,

±3π
4
and π, were selected. Other constant oscillating system parameters, shown in Table

8.1, were chosen since they produce a strong LEV and TEV (or LEV-TEV pair) during
dynamic stall as well as the experimental results of pure pitching motion with constant
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Table 8.1: Details of simulated cases (Re = 106)

Parameters value
Chord length c 0.45m
Reynolds number Re 106

Mach number Ma 0.1
Reduced frequency k 0.077
Mean angle of attack αmean 14◦

Amplitude of oscillation αamp 10◦

Reduced amplitude λ 0.6
Phase di�erence of oscillations Φ 0,±π

4
,±π

2
,±3π

4
, π

velocity exist in the literature [93]. In Section 4.4.2, the results of the simulation for the
pitch oscillating case under steady freestream have been validated with the experimental
results of Ramsay et al. [93] considering the same parameter values.

8.2 COS versus SOS

Vortical structure and aerodynamic loads provide further insight into the behavior of the
airfoil boundary layer under di�erent circumstances. The temporal evolution of vortices
based on the angle of attack has been plotted over one cycle in Figure 8.2 for −π ≤ Φ ≤ π
of the COS versus the SOS. The vorticity, ωz, is made dimensionless with chord length
and Umean (note that for the SOS Umean = U∞). The plots start from the upstroke. After
the dynamic airfoil passes its static stall angle of attack (αstatic stall = 15.23◦ [113]), a small
LEV with a negative voriticity value is formed and gradually grows. In Figure 8.2, at
an angle of attack of 22.5◦ ↑, a LEV is visible for all cases. When the �rst LEV during
upstroke meets the trailing edge, dynamic stall occurs and then a TEV with a positive
vorticity value forms and gradually is growing and rolling up. In Figure 8.2, a TEV (the
�rst TEV after dynamic stall except for Φ = 0, ±π/4 and π/2 cases showing the second
one) close to the trailing edge is visible for all cases at an angle of attack of 24◦. The
LEV separates from the suction surface with a phase delay after DS. For the SOS, one
LEV is fully developed in the upstroke and the second LEV meets the trailing edge of the
airfoil during downstroke. Aerodynamic load comparisons between the SOS and COS are
presented in Figure 8.2 for in-phase and di�erent out-of-phase oscillating cases. Details
regarding critical angles of attack are indicated in Table 8.2. Comparing the SOS and COS
results shows signi�cant discrepancies and they are discussed in the following section.

103



One of the important dynamic stall characteristics is signi�cant load augmentation.
For the SOS, the dynamic stall load values are ClDS = 2.14 and CdDS = 1.09. For COS,
changing Φ results in variable dynamic stall loads. Figure 8.3 shows the dynamic stall load
di�erence (∆loadDS) compared to the constant values from the SOS:

∆loadDS = loadDS(COS)− loadDS(SOS), (8.1)

where load can be either lift coe�cient, Cl or drag coe�cient, Cd. This �gure shows that
the lift coe�cients can increase close to three units, for Φ = π/4, or decline almost two
units, for Φ = π and −3π/4, compared to those of the SOS; they are even lower than the
static stall value [113]. The drag values can also be almost 1.5 units higher or 1 unit lower
than those of the SOS.

The loads are decreasing as the magnitude of Φ increases (Figure 8.2) and the upstroke
and downstroke curves are switched between Φ < 0 and Φ > 0; that means the downstroke
aerodynamic loads are higher than upstroke ones for Φ < 0 which are di�erent from the
SOS load loops.

For the SOS, the dynamic stall load value is the maximum (max) value in the whole
cycle, ClDS = Clmax and CdDS = Cdmax. On the contrary, for the COS, the maximum
load may di�er from the dynamic stall load; see Table 8.2 for dynamic stall angles as well
as maximum load angles. Figure 8.3 also shows the maximum load di�erence (∆loadmax)
compared to the constant values from the SOS:

∆loadmax = loadmax(COS)− loadDS or max(SOS). (8.2)

For out of phase oscillations, the dynamic stall loads are not always the maximum loads
in each cycle. The maximum values (for Φ = −π/2, ±3π/4 and π) can appear even at low
angles, as shown in Figure 8.2.

After TEV pinch o�, the LEV-TEV vortex pair is shed to the wake. The counter-
rotating LEV-TEV vortex pair convect downstream while another pair is ready to develop.
Typical behavior of LEV generation for the SOS is that the �rst LEV has the maximum
vorticity. On the contrary, for some cases such as Φ = −π/4, shown in Figure 8.2 during
downstroke, the level of vorticity for the �rst downstroke vortex pair is higher than that
of the �rst upstroke pair.

The TEV before LEV formation appears as a vortex sheet visible in Figure 8.2 at
α = 12◦ ↑, but for Φ 5 −π/4, the length of the vortex sheet is very short.

For the SOS, one load peak is observed during upstroke, but for low Φ values, e.g.
Φ = 0, the second load peak is also at upstroke.
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To explain these discrepancies, the range of Φ is divided into some sub-domains based on
the freestream acceleration during dynamic stall (aDS) and the freestream velocity during
dynamic stall (UDS).

8.3 E�ects of freestream velocity and acceleration dur-

ing dynamic stall

In Figure 8.4, the angle of attack oscillation and streamwise freestream velocity oscillations
with di�erent Φ values are presented versus time (t), made dimensionless by the frequency
of the oscillation (f). A part of the angle of attack oscillation curve is shown as the dynamic
stall domain, 22◦ ↑ < α < 24◦ ↑, where for all cases, dynamic stall occurs inside this
domain (see Table 8.2). During dynamic stall, located inside the dynamic stall domain,
the freestream is accelerating (aDS > 0) for Φ ≤ 0, and for the rest of the domain, the
freestream velocities are decelerating (aDS < 0). The freestream velocity during dynamic
stall is higher than the mean velocity (UDS > Umean) when −π/2 < Φ ≤ π/2 and for
the rest UDS < Umean. The freestream acceleration during dynamic stall (aDS) and the
freestream velocity during dynamic stall (UDS) will be used as two indicators for dividing
the Φ domain into four ranges. They are:

a) UDS > Umean and aDS < 0:
This subdomain occurs for 0 < Φ ≤ π/2. Since the freestream is decelerating during
dynamic stall, the maximum velocity occurs before dynamic stall and this causes a signi�-
cant dynamic stall load augmentation. For Φ = π/4, since the angle of maximum incident
velocity, 21◦, is close to the angle of dynamic stall, 22.7◦, the angle where maximum load
occurs is the same as that of dynamic stall, 22.7◦ (Table 8.2). Thus dynamic stall loads
for Φ = π/4 have the highest load values in the entire Φ domain and are more than double
those of the SOS. For Φ = π/2, Table 8.2 indicates that a maximum incident velocity
occurs 8.3◦ sooner than dynamic stall. Based on this angle di�erence, the maximum Cl
advances 6◦ compared to the dynamic stall angle, but the maximum drag angle is still
very close to the dynamic stall angle (Figure 8.2f). Figure 8.3 also shows that at Φ = π/2
the maximum and the dynamic stall curves for the drag coe�cient overlap each other, but
they di�er for the lift coe�cient while the aerodynamic loads are still high compared to
those of the SOS. Thus in this subdomain, the location of the maximum lift value depends
on the location of Umax, but the location of the maximum drag value is coupled with the
location of the dynamic stall angle.
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Figure 8.3: Load di�erence versus Φ, Equation 8.1 and 8.2.

Table 8.2: Summary of the critical angles of attack (Re = 106).

Φ
.

SOS −3π/4 −π/2 −π/4 0 π/4 π/2 3π/4 π

Reversed �ow at trailing edge
14.0◦ ↑ 10.8◦ ↑ 11.9◦ ↑ 15.1◦ ↑ 15.4◦ ↑ 14.5◦ ↑ 13.2◦ ↑ 13.2◦ ↑ 12.0◦ ↑

1st LEV formation
19.7◦ ↑ 16.0◦ ↑ 17.6◦ ↑ 20.3◦ ↑ 20.7◦ ↑ 20.6◦ ↑ 20.5◦ ↑ 19.0◦ ↑ 18.1◦ ↑

DS/TEV formation
23.2◦ ↑ 23.7◦ ↑ 23.5◦ ↑ 23.4◦ ↑ 23.0◦ ↑ 22.7◦ ↑ 22.3◦ ↑ 22.7◦ ↑ 23.3◦ ↑

2nd LEV formation
23.3◦ ↑ 23.2◦ ↑ 23.7◦ ↑ 23.5◦ ↑ 23.2◦ ↑ 23.0◦ ↑ 22.6◦ ↑ 22.5◦ ↑ 22.3◦ ↑

2nd LEV pinch-o�
23.9◦ ↓ 22.7◦ ↓ 23.7◦ ↓ 24.0◦ 23.9◦ ↑ 23.8◦ ↑ 23.9◦ ↑ 23.0◦ ↓ 20.9◦ ↓

No vortex
13.1◦ ↓ 14.9◦ ↓ 8.7◦ ↓ 7.8◦ ↓ 4.5◦ ↓ 8.7◦ ↓ 8.7◦ ↓ 10.9◦ ↓ 14.2◦ ↓

Maximum incident velocity − 6.9◦ ↓ 14.0◦ ↓ 21.0◦ ↓ 24.0◦ 21.0◦ ↑ 14.0◦ ↑ 6.9◦ ↑ 4.0◦

Maximum Cl 23.2◦ ↑ 8.7◦ ↓ 13.8◦ ↓ 22.8◦ ↓ 23.0◦ ↑ 22.7◦ ↑ 16.3◦ ↑ 13.5◦ ↑ 8.0◦ ↑

Maximum Cd 23.2◦ ↑ 21.8◦ ↓ 19.8◦ ↓ 23.7◦ ↓ 23.0◦ ↑ 22.7◦ ↑ 22.5◦ ↑ 22.6◦ ↑ 19.7◦ ↑
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Figure 8.4: Angle of attack and streamwise freestream velocity oscillations with di�erent Φ
versus dimensionless time (tf); note dynamic stall for all cases in this study occurs inside
the dynamic stall domain.

b) UDS > Umean and aDS > 0:
This subdomain occurs for −π/2 < Φ ≤ 0. Since the freestream velocity is accelerating,
the maximum velocity is located slightly after dynamic stall; thus, the dynamic stall loads
are lower than Φ = π/4, but still very high compared to the SOS load values. In Figure 8.2
at an angle of attack of 23◦, which is close to the dynamic stall angle for all cases, the LEV
of Φ = 0 has the maximum vorticity for aDS > 0. Increasing the magnitude of Φ decreases
the vortex strength signi�cantly; the LEV of Φ = π has minimum vorticity. The dynamic
stall aerodynamic loads are dominated by the strength of the vortices. Figure 8.5 shows
that the vortex circulation of Φ = 0 is signi�cantly higher than that of Φ = π showing the
same trend as their dynamic stall loads. The in-phase COS, Φ = 0, increases the vorticity
of the �rst LEV substantially in comparison with the SOS resulting in signi�cant aerody-
namic load augmentation (2.5 units and 1.1 units augmentation of Cl and Cd respectively)
at an angle of attack of 23.2◦ when dynamic stall occurs. This strengthening is due to the
close location of Umax to dynamic stall. For out-of-phase oscillations Umax is located at
downstroke where strong vortices exist. The dynamic stall vorticity is increased because
of high UDS, but the maximum aerodynamic loads are in downstroke close to the location
of Umax. After the maximum circulation, the vortex pinches o� from the boundary layer.
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Figure 8.6 shows that the maximum circulation of the downstroke vortices is higher than
that of the upstroke ones which di�er from the general behavior of the SOS boundary layer
indicating that the boundary layer is more a�ected by the unsteady freestream velocity
than unsteady angle of attack. Another interesting observation for out-of-phase oscillations
in this subdomain is that the downstroke curve is located on top of the upstroke curve.
Comparing to subdomain (a), the dynamic stall load values and locations are close, but
the locations of the maximum loads di�er. When the maximum loads are located in down-
stroke, the boundary layer is a�ected for the entire downstroke increasing the aerodynamic
loads in comparison with the upstroke.

c) UDS < Umean and aDS < 0:
This subdomain occurs for π/2 < Φ ≤ π where the maximum freestream velocity is located
at a low angle of attack during upstroke. Of interest for high Φ values, the overall LEV-
TEV vortex pair process during dynamic stall has not changed as shown in Figure 8.2. Low
UDS values cause lower vortex circulation, as seen for example in Figure 8.5 for Φ = π.
Thus, the dynamic stall aerodynamic loads are reduced consequently. For Φ = 3π/4 in
Table 8.2, the high angle di�erence between Umax and dynamic stall, 15.8◦, increases the
angle di�erence between Clmax and ClDS, 9.2◦, but does not have an e�ect on the angle
di�erence between Cdmax and CdDS and Cdmax ≈ CdDS. As Φ reaches its highest value, π,
Cdmax occurs close to CdDS and Cdmax ≈ CdDS but it is about 8 times lower than that of
the SOS. Thus it can be inferred that a high angle of attack is of primary importance in
the peak drag coe�cient location; less vorticity in the dynamic stall vortices results in low
peak drag values at high Φ; then, this subdomain can decrease the overall drag value of
the whole cycle.
For Φ = π, the Clmax value is close to that of the SOS. Clmax is shifted close to the max-
imum incident velocity and the di�erence between Clmax and ClDS increases to almost 2
units, Figure 8.3. For this subdomain, since the angle of attack of Clmax is lower than the
static stall angle, there is no sign of the LEV and then the focus should be on analyzing
the behavior of the TEV. The TEV appears as a vortex sheet before the LEV is formed.
A TEV with counter-clockwise rotation causes a downward normal force on the object
resulting in lift reduction. The longer TEV sheet decreases the negative e�ect and is more
favorable for lift augmentation [35, 51]. For Φ = 3π/4, Clmax is located at α = 13.5◦ ↑.
At α = 13.5◦ ↑, Figure 8.7 displays a longer TEV sheet for Φ = 3π/4 compared to that of
Φ = π with the lower lift value. For the SOS, at α = 13.5◦ ↑, the length of the vortex sheet
is close to that of Φ = π and the lift values are also similar at this angle. According to
Gharali and Johnson [35], the freestream velocity a�ects the expansion speed of the TEV.
At α = 13.5◦ ↑, the freestream velocity is very close to the maximum value for Φ = 3π/4,
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then the TEV expands faster resulting in a longer vortex sheet. For Φ = π, since the speed
of the freestream is very close to Umean, the TEV length is almost the same as that of the
SOS. Figure 8.5 also shows that the low freestream velocity causes the rolled up TEV after
dynamic stall for Φ = π to decay very slowly.

d) UDS < Umean and aDS > 0:
This subdomain occurs for −π < Φ ≤ −π/2. Since during dynamic stall the freestream
is accelerating while UDS is very low, the maximum freestream velocity is shifted to low
angles of attack. The typical behaviors of the maximum and dynamic stall aerodynamic
loads are almost the same as those of subdomain (c) with a main di�erence: the down-
stroke aerodynamic loads are higher than upstroke ones. This discrepancy is due to the
maximum loads located at downstroke and as discussed before, they dominate the overall
aerodynamic loop characteristics. Similar to the other cases, there is a phase di�erence
between the maximum velocity and Clmax agreeing with the results of Prater and Lian
[86]. Cdmax is located at downstroke, but at high angles of attack, α > αmean, similar to
subdomain (b). During pitch down motion at low angles of attack, the vorticity of the
consequent LEV-TEV pairs decrease until the �ow is attached during downstroke. Table
8.2 (no vortex row) indicates the angles of attack at which there is no rolled up vortex
connected to the boundary layer of the airfoil. For the SOS, after an angle of attack of
13.1◦ no rolled up vortex is attached to the airfoil, but for the COS, this angle is advanced
at high Φ; for example for Φ = π, there is no attached vortex at 14.2◦ (compare it with
α = 4.5◦ for Φ = 0, Table 8.2). These small vortices do not have high circulation to
increase the aerodynamic loads and when they disappear a vortex sheet covers the wake,
as shown in Figure 8.2 at α = 13◦ ↓. Figure 8.8 shows a close up view of the vortex sheet
at α = 13.8◦ ↓ where Clmax for Φ = −π/2 is located. Similar to the upstroke, during
downstroke the longer vortex sheet results in higher lift values.

8.4 Vortex growth time

Figure 8.5 shows that the LEV separation from the boundary layer (maximum vortex
circulation) occurs slightly after the dynamic stall peak lift (Table 8.2); thus the phase
delay can be ignored. When the LEV meets the trailing edge and dynamic stall occurs,
a very small TEV is formed to complete the vortex pair. The emerging TEV gradually
grows and covers a part of the suction surface where the LEV was located. Comparing
with the results of Chapters 5 and 7 indicates that a lower reduced frequency and higher
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Figure 8.5: Vortex pair circulation for Φ = 0 and Φ = π.

Figure 8.6: Circulations of the �rst upstroke and downstroke vortex pairs (Φ = −π/4).
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Figure 8.7: Vortical wake structure at α = 13.5o ↑.

Figure 8.8: Vortical wake structure at α = 13.8o ↓.
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Reynolds number causes a short phase delay.

The vortex growth time can be made dimensionless by the frequency of oscillation f ,

Dimensionless vortex growth time = f [vortex separation time− vortex onset time].
(8.3)

The vortex growth time for the �rst two LEVs is tracked and compared in Figure 8.9
based on di�erent Φ values. For −π/4 ≤ Φ ≤ π/2, since the second fully developed LEVs
are located in upstroke, their vortex growth times are very short. The �gure also shows
that during pitch down motion when the freestream is accelerating (Φ < −π/4), the second
vortex experiences faster freestream velocity and grows faster than the �rst one, in contrast
to decelerating freestream (Φ > π/2), the second LEV grows slowly. It can be concluded
that a higher freestream velocity decreases the vortex growth time while increasing the
vortex circulation.

The surrounding �ow and the a�ected boundary layer in�uence the vortex generation
and pinch o� [35, 96]. For the SOS at the angle of attack around 19.7◦ ↑, the �rst LEV
generates, but for the COS, this angle varies about 5◦ based on di�erent Φ. For Φ = 0,
the �rst LEV initiates at 20.7◦ ↑ and as Φ increases, LEV formation occurs earlier and
�nally for Φ = π it occurs at 18.1◦ ↑. For the SOS, dynamic stall occurs at an angle of
attack of 23.2◦ and for the COS, for various Φ, the dynamic stall stall angle variation is less
than 1.5◦. The ways that the boundary layer is adjusted at di�erent domains are shown
in Figure 8.10 for the �rst LEV. As the magnitude of Φ increases, the vortex growth time
increases except subdomain (a), UDS > Umean and aDS < 0 (0 < Φ ≤ π/2), in which the
boundary layer has the opposite behavior. In this subdomain, as Φ increases, dynamic
stall occurs closer to Umax to increase the aerodynamic loads. This trend of the boundary
layer results in shorter vortex growth time. These two di�erent behaviors of the boundary
layer in the whole Φ domain move toward increasing the dynamic stall vortex circulation
and show that increasing vortex growth time is not always favorable for enriching vortex
circulation.

In Figure 8.10, the range of −π/4 ≤ Φ ≤ π/2 has the shortest vortex growth time and
then the second LEV is fully developed during upstroke; see Figure 8.2c-f that the second
lift peak is located during upstroke. For the SOS, if the reduced frequency is decreased,
the boundary layer decreases the vortex growth time and then the second peak can occur
during upstroke while the dynamic stall loads are decreased signi�cantly [68]. Conversely,
for the COS, the aerodynamic loads are increased dramatically while the second peak is
located upstroke showing that the behavior of the boundary layer di�ers from that of the
SOS.
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Figure 8.9: Dimensionless LEV growth time (Equation 8.3) versus Φ.

Figure 8.10: Angles and time of the �rst LEV formation and dynamic stall (Re = 106)
versus Φ. Angles are in upstroke. Note di�erence between curves shows vortex growth
time.
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8.5 Pressure distribution

The simulated pressure distribution supports the above discussion and provides more in-
formation. In Figure 8.11, the pressure coe�cient (Equation 3.8 where P∞ is the static
pressure of the incoming �ow at one chord ahead of the airfoil location) is plotted for the
SOS as well as for two critical Φ values, 0 and π, of the COS. In this �gure, the streamlines
are superimposed to present more details; for example, the reversed �ows at the trailing
edge are very clear in the �rst row which is common to the S809 airfoil [143], see Table 8.2
for critical angles of reversed �ows. In one cycle, a strong suction usually occurs during
the �rst LEV formation and development. For the SOS, the �rst LEV corresponds to the
maximum aerodynamic loads occurring during dynamic stall. After convection of the �rst
LEV, the higher pressure waves replace the �rst LEV resulting in drastically dropping
aerodynamic loads. Among these three cases, the Φ = 0 case has the strongest suction
corresponding with the highest aerodynamic loads occurring in dynamic stall. On the con-
trary, for Φ = π, the deterioration in suction, linked to the low incident velocity at high
angles of attack, reduced overall aerodynamic loads considerably.

8.6 Summary

In this chapter, the pitch oscillating S809 airfoil con�guration, subjected to unsteady in-
cident velocities and compared with the steady incident velocity, was investigated using
CFD with the Reynolds number of 106. For di�erent Φ values, the boundary layer showed
di�erent and some times opposing behavior. Based on vortex interaction visualization and
aerodynamic forces, the Φ domain was divided into four subdomains according to UDS and
aDS: (a) the UDS > Umean and aDS < 0 (0 < Φ ≤ π/2) condition increased the circulation
of the dynamic stall vortex pair and the dynamic stall loads were ampli�ed consequently
while the maximum aerodynamic loads were equal to the dynamic stall loads; (b) the
UDS > Umean and aDS > 0 (−π/2 < Φ ≤ 0) condition postpones Umax after dynamic stall
and when maximum loads were located at downstroke, the downstroke vortices had higher
circulation than dynamic stall vortices, di�ered from the SOS, and the overall aerodynamic
loads during downstroke are higher than those of upstroke although dynamic stall loads are
signi�cantly augmented; (c) the UDS < Umean and aDS < 0 (π/2 < Φ ≤ π) condition shifts
Clmax close to the Umax location at low angle of attack during upstroke before the static
stall angle with a long vortex sheet while the dynamic stall loads are decreased dramati-
cally; (d) the UDS < Umean and aDS > 0 (π < Φ ≤ −π/2) condition showed damped loads
similar to subdomain (c) and switched upstroke and downstroke loads as in subdomain
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Figure 8.11: Static pressure coe�cient distribution (Re = 106); left column: SOS; middle
column: in-phase oscillations of COS (Φ = 0); right column: out-of-phase oscillations of
COS (Φ = π).
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(b) since the maximum loads were located in downstroke. Overall, the location of Clmax is
related to the location of the maximum freestream velocity, but the location of the maxi-
mum drag value is close to the dynamic stall drag value, while its overall value decreases
as the magnitude of Φ increases. Load controlling systems for di�erent applications can
also bene�t from this variety in results under di�erent Φ. When UDS > Umax, the second
LEV was fully developed in upstroke because of the short vortex growth time although
aerodynamic loads are signi�cantly high. That means for the COS, shorter vortex growth
time is not always favorable for load reduction. These results of 0 ≤ Φ ≤ π are consistent
with those of Chapter 7, although the airfoil was NACA0012 and the Reynolds number,
Re≈ 105, was one order of magnitude smaller.
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Chapter 9

Conclusions and outlook

9.1 Conclusions

This study was organized to gain in-depth information about dynamic stall phenomena
with the application to HAWTs under yaw loads. In the following the main �ndings are
highlighted, although the summaries of previous chapters provide more details. Overall,
this study is divided in two main parts based on a steady and an unsteady freestream.

Part I Experimental and Numerical study of a pitching airfoil under a steady freestream
for 3.5× 104 ≤ Re ≤ 105:

The main achievement of this part was that now calculating the PIV aerodynamic loads
by a control-volume approach is possible not only for a dynamic airfoil but also for the
deep dynamic stall phenomena when the dynamic stall vortices have made the �ow �eld
very complicated. The following items are also resulted from this part of study to answer
questions 2-7 in Section 1.1.

• The PIV aerodynamic loads under high reduced frequencies can be determined, but
at some cost. For the drag estimation, the downstream control-volume boundary
should not be located close to the center of the vortices. The spatial resolution
plays a signi�cant role and should be high. High quality image pairs are needed
for Reynolds shear stress calculation as well as to decrease errors. Finally, each
individual determined load was considered reliable when it converged, agreed with
the numerical simulation, and corresponded with all �ow structures.
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• The high resolution PIV study gave more insight into the vortical structure of dynamic
stall phenomena. Increasing the reduced frequency results in enriched vortex growth
time and phase delay. The vortex circulation and trajectory analysis showed that
at high reduced frequency, a TEV started rolling up after stall and decreasing the
lift value while the LEV was growing with a signi�cant phase delay. After the LEV
was pinched o�, it did not move downstream until the TEV was separated from the
boundary layer; thus, there is a strong correlation between dynamic stall vortices.

• The calculated PIV pressure �eld showed low pressure waves at the center of vortices.
If the circulation of a vortex decreases, the pressure level of that vortex increases
agreeing with the lift trend.

• The height of the bubble was introduced as an indicator for studying the behavior
of the LSB versus reduced frequency variations. Increasing the reduced frequency
decreases the bubble height while advancing the laminar to turbulent transition.
Hence, increasing reduced frequency results in a thinner LSB; in terms of the load
study, this conclusion is valuable since LSB formation is not favorable.

• Based on the phase averaged PIV results and the CFD simulation, the trailing edge vor-
tices appeared as a sheet vortex at low angles of attack. Flow visualization showed
that a vortex sheet presented shed vortices that were separated randomly from the
training edge without a particular pattern. Dynamic stall phenomena create a bar-
rier between the random vortical pattern and the organized vortical pattern with
repeatable LEVs and TEVs.

• For HAWTs, which usually work under small yaw errors, a pitching airfoil study within
a static stall angle showed no signi�cant vortical and wake di�erences, although the
rotor experienced unbalanced aerodynamic loads in one revolution.

Part II Numerical study of a pitching airfoil under an unsteady freestream for 105 ≤ Re ≤
106.

Analyzing the HAWT blade elements showed that when the rotor is operating under
yaw loads, the incident velocity is oscillating periodically similar to the angle of attack os-
cillation. Therefore, the e�ects of the oscillating incident (freestream) velocity on dynamic
stall events have been studied. Changing the main parameter Φ, the phase di�erence be-
tween the freestream oscillation and the airfoil oscillation, from −π to π with the same
frequency of oscillations has provided some answers for questions 9-12 in Section 1.1.
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• According to the aerodynamic loads and �ow structures, the Φ variation was divided
into four subdomains based on UDS and aDS. Several times augmented dynamic
load values to several times damped dynamic load ones (some dynamic stall loads
were damped even under static stall load values) were reported. The maximum loads
appeared in locations di�erent from the location of the dynamic stall loads and even
in some subdomains, the maximum loads were located during downstrokes.

• At low Φ values, the vortex growth time showed completely di�erent trends and circum-
stances than that of the pitching airfoil under a steady freestream. As the vortex
growth time decreased, the aerodynamic loads increase and the second LEV appears
during upstrokes. Thus, the assumption of decreasing vortex growth time to decrease
aerodynamic loads does not apply for low Φ values. The maximum vortex circula-
tion also did not always belong to the dynamic stall vortices; all these observations
completely di�er from those of the steady freestream.

• An accelerating freestream at low angles speeds the vortex sheet expansion in the wake
and resulted in a longer vortex sheet which increased lift signi�cantly since the longer
trailing edge vortex sheet was favorable for the lift augmentation.

• The overall results were consistent when the Reynolds number and the shape of the
airfoil were changed.

9.2 Outlook

Both experimental and numerical methods have limitations in many respects. Hybrid
PIV-CFD methods are recommended to overcome the limitations of each method. CFD
methods can predict the �ow �eld in an area with poor experimental data, can post process
the velocity �eld with advanced algorithms and also can extend the 2D �ow �eld to a 3D
one.

For future consideration, signi�cantly higher spatial resolution should be taken into
account for PIV load determination of dynamic airfoils with high reduced frequencies.

Three-dimensional PIV and CFD studies are also recommended especially with indus-
trial applications. Although 3D studies are both numerically and experimentally expensive,
they can provide valuable information regarding dynamic stall and vortical structures espe-
cially during downstroke. For 3D PIV techniques such as the stereoscopic and tomographic
methods, the pressure and load calculation codes should be upgraded to 3D. In this regard,
3D synthetic images are needed to validate the upgraded codes.
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The Time-Resolved PIV technique provides the opportunity to calculate instantaneous
loads and to visualize dynamic stall events just for one cycle. Since the Reynolds number
in this study is moderate, selecting proper PIV equipment plays an important role.

A tremendous e�ort is needed to measure the incident velocity variations of large scale
wind turbine blades under dynamic loads. It will be valuable to show the incident velocity
variation domain versus angle of attack variation range for a HAWT blade element under
di�erent circumstances.

Because of di�erent causes of yaw loads, many states are possible. Analyzing each
individual or combination of these states provides frequency of oscillation and reduced
amplitude domains which can be used for future studies of dynamic stall in HAWTs.
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Appendix A

Experimental setup equipment

Ruland CLX_4_4_F rigid shaft coupling
CLX is for one piece clamp style; Its material is Black oxide steel, indicated as F in the
model number. The size of the bores is .25", with a tolerance of +0.002”/+ 0.0005”.
http://www.ruland.com/ps_couplings_rigid_clx.asp.

T0603-A0-N-CG-N-F-A-A Cleveland Motion Controls MDM-5000
0603-A0: a 60mm frame, N: no thermal protection (standard), CG: 2000 incremental en-
coder(standard), N: no brake (standard), F: �ying leads termination(standard), A:0.250"
shaft w/�at, and last A: IP 65 w/o seal - standard ingress protection; The T0603 model
provides a stall torque of 1.8 Nm and peak torque of 5.90 Nm.
http://www.torquesystems.com/mdm-5000-brushless-servo-motor.asp.
http://www.torquesystems.com/downloads/servo_motors/mdm-5000_ordering.pdf.

PSR-12-24 power supply
Its output is 12 Amps at 24 VDC while it needs 100-240 VAC, 50/60 Hz as its input.
http://www.galilmc.com/products/psr-power-supplies.php.

Galil Motion Controls CDS-3310
It features a unique programming language with built-in functions for various modes of
motion, such as point-to-point positioning, contouring, and vector motion. There are 8
TTL uncommitted inputs and 10 TTL outputs, as well as 2 uncommitted analog inputs
and 1 analog output for custom applications. Moreover, with optional DB-28040 more 8
analog inputs and 40 digital inputs and outputs can be added.
http://www.galilmc.com/products/cds-3310.php.
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Edmund optics Laser Line Mirror
The 25mm Diameter mirror for 532nm laser beams. It is 0o, but located in 45◦.
http://www.edmundoptics.com.

Dantec dynamics FlowSense EO 4M camera
It can take pictures at 16.3/20.4 full resolution frames per second with an interframe time
of 200 ns. It is capable of 2x, 3x, 4x, and 8x vertical and horizontal binning, allowing to
take higher sensitivity photos at the cost of resolution. This makes it suitable for PIV
applications when the light levels are low. A bandwidth of up to 160 MB/s is essential to
sustain a secure image transfer for extended periods of time. For this purpose, a Camera
Link Frame Grabber is connected to the system PC's PCIe bus. This makes on-camera
memory unnecessary.

80N77 Timer Box
This timer Box comes with 8 independent output channels, and 2 input channels. This
is enough to run a camera, which uses 1 output, and a dual-cavity laser, which uses 4
outputs.
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Appendix B

Galil program

This program creates a sinusoidal oscillation for the airfoil and triggers the PIV system
with a TTL output

'Tuning parameters

'Tuning parameters will be changed if the oscillating parameters, such as

'frequency and amplitude, the freestream velocity and the mass of the airfoil

'are changed.

#PARAM

STA 'stop motion

MOA 'motor off

TM250 'control loop update time 250 microsecs

(For high frequencies TM250 and for low frequencies TM1000 are recommended)

ILA=-.1 'integrator limit (< 0 makes tune independent of KI)

PLA=.4 'pole (adds low pass filter)

KDA=233 'derivative constant

KPA=27 'proportional constant

KIA=.1 'integration constant

FVA=1 'velocity feedforward

FAA=9 'acceleration feedforward

AG2 'amplifier gain (maximum)

SHA 'motor on

WT2000

'Main subroutine
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#START

'Constants

per=70 'period in millisecs

amp=233 'amplitude in counts

init=-1 '+1=downstroke, -1=upstroke

VSS = (2*3.1416*amp)*(1000/per)/4 'vector speed (/1 if TM1000)

VA68431360 'vector acceleration (max)

VD68431360 'vector deceleration (max)

VM XN 'vector mode axes

'Linear motion

SP1250 'linear speed

AC12500 'linear acceleration

DC12500 'linear deceleration

PA amp*init 'move to initial position

BGA 'begin motion

AMA 'wait for finish

WT500 'wait for 500ms

'Sinusoidal motion

CR amp, (1-init)*90, 360 'draw circle

BGS 'begin motion

#LOOP

OCA=44,0 'trigger at absolute position

CR amp, (1-init)*90, 360 'draw circle

AV @INT[2*3.1416*amp] 'wait for finish

JP#LOOP 'repeat

EN

'Reset subroutine

#STOP

STA 'stop motion

AMA 'wait for finish

WT500 'wait for 500ms

PA0 'move to zero position

BGA 'begin motion

EN
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Appendix C

Uncertainty analysis

The statistical uncertainty for the LDA and PIV methods are estimated according to Bene-
dict and Gould [11] and shown in Table C.1. The RMS is used for calculating �uctuations
(e.g. δu) around the phase-average (time-average) parameter while N is the number of
uncorrelated observations.

If a parameter (B) is a function of uncorrelated variables (n), B = f(y1, y2, ..., yn),
linear uncertainty propagation can be used to determine the uncertainty [11, 50],

εB =

√
(
∂f

∂y1

εy1)2 + (
∂f

∂y2

εy2)2 + ...+ (
∂f

∂yn
εyn)2. (C.1)

For example, the uncertainty of the vorticity can be determined according to Equa-
tion C.2. For the PIV vorticity �eld, considering the values of Table C.1, εωz has been
determined 2.9% while it is dimensionless by U∞/c.

εωz =

√
2

2
(
εu
∆y
− εv

∆x
). (C.2)

The same methodology has been adapted for aerodynamic loads, Equations 3.3 and
3.6 for the LDA and PIV techniques, respectively. The calculated uncertainties have been
provided in Chapters 5 and 6.
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Table C.1: Statistical uncertainty for LDA method, Re = 105 and PIV method, Re =
4× 104.

Uncertainty de�nition LDA PIV

εu = δu√
N

εu
U∞

= 0.26% 0.52%

εv = δv√
N

εv
U∞

= 0.30% 0.48%

εu′ = δu√
2N

εu′
U∞

= 0.18% 0.37%

εv′ = δv√
2N

εv′
U∞

= 0.21% 0.34%

εu′u′ = 2δ2
u√

2N

εu′u′
U2
∞

= 0.03% 0.21%

εv′v′ = 2δ2
v√

2N

εv′v′
U2
∞

= 0.03% 0.18%

εu′v′ =

√
1+

1
N

∑
u′v′

δuδv
δuδv

√
N

εu′v′
U2
∞

= 0.03% 0.12%
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