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Abstract

This study investigated the applicability of Particle Image Velocimetry (PIV) as a velocity mea-
surement technique for use in wind tunnel flows. To carry out the investigation, a small scale
wind tunnel was designed and built to be used specifically with PIV. The tunnel employed a novel
contraction geometry which was compared to six other contraction designs using a computational
fluid dynamics (CFD) software package. The wind tunnel configuration allowed for full optical

access in the test section to allow for PIV measurements in three dimensions.

The calibration and characterization of the flow quality within the wind tunnel were performed
using PIV. Velocity measurements were obtained in the empty test section to assess the degree
of uniformity, alignment, and turbulence at various test speeds. The longitudinal velocities were
found to deviate by an average of 1.8% along any given velocity profile. The flow was found to
be well aligned with the test section walls, deviating by no more than +0.20° in most cases. As
well, the turbulence levels in the test section were found to be low, with average intensities of

2.0% and 0.5% in the longitudinal and transverse directions, respectively.

Following the characterization of the flow in the empty wind tunnel, a square cylinder was placed
in the test section and PIV measurements were performed at a Reynolds number of 21400. Mean
velocities and turbulence intensities measured around the square cylinder were found to compare

well with previous works conducted at similar Reynolds numbers in water flows.

As a final validation of the wind tunnel/PIV system, measurements were made of the flow over
a 1:18 scale Formula One racecar model at a free stream velocity of 40 m/s. The PIV system
collected a large quantity of velocity information around the model, providing insight into the

aerodynamic aspects of racecars such as downforce devices and vehicle draughting.

The experiments performed in this study led to the conclusion that PIV is indeed a measurement
technique with high potential for use in small wind tunnels, providing more spatially resolved
velocity data than any other known measurement technique. The advancement of digital camera
technology will make PIV a more practical measurement technique for use in larger wind tunnels

as well.
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Chapter 1

Introduction

1.1 Wind Tunnels and Measurement Techniques

The wind tunnel has come to be recognized as a fundamental research and design tool in the field
of aerodynamics since its conception in the early 1900s. The amount of information gained from
wind tunnel experiments has always been limited by the nature of the measurement techniques
employed. Flow visualization techniques such as string tufts, dye and smoke injection have been
limited to strictly qualitative observations. Techniques such as pitot probes, hot-wire anemome-
try, and laser Doppler velocimetry (LDV) have only been capable of providing quantitative results
in a very small area of the total flow field at any one time. The desire for a more complete char-
acterization of a given flow field led to the development of a new measurement technique known

as PIV.

1.2 Particle Image Velocimetry (PIV)

Particle Image Velocimetry (PIV) is a relatively new measurement technique capable of providing
quantitative velocity information using the basic principle of flow visualization. With PIV, two

pictures of a flow field are captured within a very short time. If points in the flow field can be
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traced from the first picture to the second, its displacement can be recorded and then divided
by the time separation, giving a velocity. The major advantage of PIV is the ability to quickly

measure these velocities over a relatively large area in a non-intrusive manner.

1.3 Thesis Objectives

This study focused on the union of the two systems introduced above: the application of Particle
Image Velocimetry in a purpose-built wind tunnel. While a small number of wind tunnel experi-
ments have been conducted using PIV, it remains a largely unexplored measurement technique in
wind tunnel flows. The wind tunnel in this study was designed and built to be used specifically

with PIV, and its initial flow characterization and validation were performed using PIV.

In undertaking this project, four main objectives were formulated.

1. Wind Tunnel Contraction Design - The wind tunnel used for this study employed a novel
contraction geometry which was designed and tested using a computational fluid dynamics
(CFD) software package. The contraction is an important section of any wind tunnel,
responsible for accelerating the air flow to test speeds. The first objective therefore was to
determine the optimal contraction design through simulation, and to put the design into

practice by incorporating it into the purpose-built tunnel.

2. Compatibility of the PIV Measurement Technique in the Wind Tunnel - Once fabricated,
the wind tunnel was used in combination with the PIV measurement technique. The second
objective of this study was to explore the compatibility of the two elements by performing
PIV velocity measurements in the wind tunnel. The conclusions drawn here would indicate
the feasibility of PIV as a reliable and user friendly measurement technique in the wind

tunnel.

3. Performance of the Wind Tunnel/PIV Combination - Assuming PIV to be a feasible mea-

surement technique in the tunnel, it would then be necessary to determine whether the
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PIV/wind tunnel combination could provide accurate flow fields and velocity measure-
ments. Therefore, the third objective involved the reproduction of a well-studied flow field

for comparison and validation of the system used here.

4. Versatility of the Wind Tunnel/PIV Combination - The final objective in this study was
to test the versatility of the wind tunnel/PIV system by performing measurements over a
complex geometry. The degree of success realized in this experiment would determine the
level of flexibilty of the wind tunnel/PIV combination when faced with more difficult flow

conditions.

1.4 Thesis Outline

Chapter 2 discusses in detail the design of the small scale wind tunnel used in this study, including
the CFD design study of the contraction section. The following chapter briefly reviews the
fabrication of the wind tunnel, highlighting any unique manufacturing solutions specific to this
study. Chapter 4 describes PIV in more detail, while reviewing relevant literature on the topic of
PIV and wind tunnels. As well, the PIV system and components used for all the experiments in
this study are described. In Chapter 5, the flow characterization of the wind tunnel is documented.
This includes the description of each experiment, its setup, and results. Chapter 6 presents the
measurements of the flow over a square cylinder for comparison with previous experimental work.
In Chapter 7, low measurements were performed over the aero body of an open wheeled racecar.

Finally, a set of conclusions and recommendations are presented in Chapter 8.



Chapter 2

Wind Tunnel Design

2.1 Introduction

In order to design a useful wind tunnel, there are many design criteria which must be followed. The
tunnel should be properly sized to accommodate the types of models to be tested. In addition,
the wind tunnel must also provide a controlled flow of high uniformity and low turbulence to
produce meaningful aerodynamic measurements. When designed properly, a wind tunnel will

achieve these goals in an efficient manner with minimal energy losses and acoustic noise.

This chapter describes in detail the design procedure followed to create the wind tunnel for this
study. The final design is presented below and briefly described in order to provide groundwork

for understanding each subsequent design section.

The wind tunnel used for this study was of the closed circuit type, utilizing air as its working
fluid, and attaining a maximum test section speed of 45 m/s. Beginning with the fan (Figure
2.1), the air flows counter-clockwise into a circular to square transition (transition 2) before
entering corners 1 and 2. In these corners, the flow is turned 180° to enter the settling chamber.
Here, the flow is straightened and conditioned with the use of honeycomb and screen sections.

After the settling chamber, the flow is accelerated through the contraction in order to reach the
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Figure 2.1: Wind tunnel components and dimensions (plan view)
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desired speed entering the test section. In the test section, the flow is at its highest speed, and all
aerodynamic measurements are performed here. The wind speed decreases in the diffuser before
being redirected once again by corners 3 and 4. Finally, transition 1 progresses from a square to

circular cross section in order to mate with the fan inlet, completing the circuit.

2.2 Types of Wind Tunnels

Reviews of wind tunnel designs and basic information can be found in [1, 2, 3]. A wide range of
wind tunnels are used by researchers, extending from meteorological applications (environmental
tunnels), aerospace (free-flight tunnels, spin tunnels, stability tunnels), to automotive applica-
tions. Despite this vast array of applications, almost all wind tunnels can be classified into one

of two categories: open and closed circuit.

The first category is the open circuit wind tunnel. This is the simplest form of a wind tunnel, as
the air is drawn by a fan through a contraction, test section, and diffuser all in a straight line.
Conversely, the second category is the closed circuit wind tunnel. In this case, the air re-circulates
through a closed loop system and therefore requires many changes in direction. Clearly, an open
circuit tunnel is cheaper to manufacture than a closed circuit tunnel due to the presence of fewer
parts. However, the advantages of a closed circuit tunnel are significant. The main advantage is
the ability to control the flow quality in a closed circuit by corner turning vanes and screens. As
well, a closed circuit tunnel requires less energy to operate than a similarly-sized, open circuit

tunnel and creates less operating noise.

For this particular study, a closed circuit design was selected. Apart from superior flow quality
control, the main factor in selecting a closed circuit arose from a requirement specific to PIV. Since
this measurement technique requires the injection of seeding particles into the flow, it is desirable
to contain these particles within an enclosed environment. It would be extremely difficult and
wasteful to seed an open circuit tunnel as the seeding particles are continuously released to the
atmosphere and therefore irrecoverable. Once the volume within a closed circuit tunnel is fully

seeded, it will re-circulate without the need for continuous replenishment.
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Once the decision for either an open or closed circuit has been made, the process of wind tunnel

design begins with the test section [1].

2.3 Test Section Design

Before determining its shape and size, it must be decided whether the test section will be open
(to the atmosphere) or closed. Although many closed circuit wind tunnels can be modified to
operate with either configuration, an open test section may encounter large flow fluctuations,
requiring extensive troubleshooting. For this reason, as well as the issue of seeding mentioned in

the previous section, a closed test section was selected for the wind tunnel in this study.

The most common test section shape is rectangular or square in cross section. A square test

section was chosen here for several reasons:

1. Ease of fabrication as opposed to a circular or complex curve cross section;
2. Mounting and changing of models will be less complicated on a flat surface; and,

3. PIV requires optical access within the test section, and there is no distortion from a flat
window. Collecting images through a curved window would give skewed images, requiring

intensive post-processing.

The size of the test section was the next important parameter, as it dictated the overall size of
the wind tunnel. Three main design criteria were fulfilled with the test section determination.
Space limitations within the facility have always been a major factor in wind tunnel size, as it is
generally desirable to have as large a test section as possible. In the Turbulent Flow Laboratory at
the University of Waterloo, the largest area of available floor space amounted to approximately
4m x 2.5m. Based on preliminary design iterations, and the need for extra space around the
tunnel for PIV hardware etc. it was determined that the maximum feasible test section size

should be no more than 152.4mm x 152.4mm (approximately 6 in. x 6 in.).
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Figure 2.2: Selecting a test section height suitable for two PIV measurement windows

Since the distinguishing feature of this particular wind tunnel is its compatibility with a PIV
system, it is only natural that the test section should be sized to accommodate a typical PIV
measurement area. It was decided from the onset that in order to keep the quantity of PIV
measurements to a reasonable number, the entire width or height of the test section should be
viewed fully in no more than two measurement areas. The term measurement area as shown in
Figure 2.2 refers to the two dimensional area within which velocities can be measured by the PIV
system in one experimental setup. It is one of the requirements for accurate PIV measurements
that the seeding particles captured in each image fall within a certain size. Therefore, based on
particles having an image size of 0.25mm, a reasonable viewing window for PIV was found to be
approximately 80mm x 80mm [4]. With an 80mm square viewing area, a test section with sides

of 160mm or less could be covered in two PIV windows.

As a third design criteria for its sizing, it was decided that the test section should be able to
accommodate a 1:18 scale automobile. According to Pope et al. [2], a general rule of thumb
is to keep the model span below 0.8 times the test section width. With a 152.4mm square test
section, the largest model span would be limited to 122mm. At a scale of 1:18, this translated to a
maximum full size vehicle track width of 2.19m, which covers the range of almost all automobiles
and racecars. For these reasons, a final test section was chosen to be 152.4mm x 152.4mm in
cross section. Its length (405mm) was chosen to be approximately 3 times the test section height.

This would allow for multiple vehicle models to be tested simultaneously (i.e. one vehicle model
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with another directly behind it) for aerodynamic slipstream studies.

From the test section, it is accepted practice to move downstream along the wind tunnel when
designing each component. This led to the diffuser section, responsible for decelerating the flow

and recovering pressure before corners 3 and 4.

2.4 Diffuser Design

In designing the diffuser, which acts as a diverging duct, it was necessary to follow guidelines
pertaining to the cone angle and area ratio to limit the amount of flow separation exiting the test
section. The cone angle is the total angle formed by the walls of a circular diverging cone. In the
case of a rectangular duct, as was the case in this study, an equivalent cone angle can be used.
This is calculated by using an imaginary conical diffuser with the same inlet and outlet areas
and length as the square duct in question. The area ratio, AR, is defined universally for both
straight-walled diffusers and contractions as the ratio of the largest cross sectional area to the
smallest. In the case of a diffuser, AR is the outlet area, b? divided by the inlet area, a? in Figure
2.3. Diffusers with equivalent cone angles greater than 3.5° have been shown to experience flow
separation and non-uniform velocity profiles without the addition of screens or other boundary
layer control devices [5, 6, 7, 8]. In addition, the area ratio should be approximately 2 to 3, while
its overall length should be at least 3 to 4 times the test section length. For an area ratio of 3, a
diffuser of at least 2.06m in length would be needed. Given the space restrictions mentioned in
Section 2.3, the entire wind tunnel length was to be limited to well below 3m. Therefore, a 2m

diffuser and 0.5m test section would leave little room for the rest of the necessary components.

An alternative was to use a wide angle diffuser which is defined as a diffuser in which the cross-
sectional area increases so rapidly that separation can be avoided only by using boundary layer
control [9]. The use of a wide angle diffuser would allow for a much shorter overall tunnel length,

one of the main design parameters as outlined in Section 2.3.

The most common method of addressing separation in a wide angle diffuser is to install one or

more wire mesh screens. A properly selected wire mesh screen will reduce the thickness of the
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Figure 2.3: Definitions of the area ratio, AR, and the total diffuser angle, 26 in a diffuser of

square cross section

boundary layer, lower the turbulence intensity level, and smooth out the overall velocity profile
[9]. Mehta [9] analyzed published data from 56 wind tunnels operating with wide angle diffusers.

From each tunnel, he compiled the following diffuser characteristics:

1. The area ratio, AR, of the diffuser (Figure 2.3);
2. Total diffuser angle, 20 (Figure 2.3);
3. The number of screens used in the diffuser; and,

4. Whether the diffuser performed successfully.

Based on the data from these wind tunnels, Mehta [9] plotted the area ratio versus the total dif-
fuser angle, with lines indicating the number of screens used. These results were later interpreted
by Pope et al. [2], and presented in similar form, using the screen lines as design boundaries.
After several iterations, a short, wide angle diffuser was designed, having a length of only 635mm
while expanding from 152.4mm x 152.4mm (test section) to 290mm x 290mm (outlet). This
resulted in an area ratio of 3.62 and a total diffuser angle of 12.2° (see Figure 2.6). From Figure

2.5, this design point was plotted and found to lie to the left of the zero screen line, indicating
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that this particular wide angle diffuser should operate successfully without the use of any screens.

2.5 Corner Design

The four corners of a conventional closed circuit wind tunnel have the task of redirecting the flow
by 90° around each corner with minimal losses and flow disturbance. They typically combine to
account for approximately 60% of the total losses within the tunnel [2]. It is for this reason that
good corner design is essential to the operation of the tunnel. The most critical feature of the
corner is the method by which the flow is redirected. An empty 90° corner has been shown to
generate a large eddy on its inside wall immediately downstream of the corner [10]. To reduce
and/or eliminate this eddy, the use of turning vanes is necessary. The experimental work of Klein
et al. [10] was the first investigation of the use of various turning vane shapes in a 90° corner.
Six different turning vane shapes were utilized and compared, ranging from a square vane to a
quarter circular arc, to thick, airfoil-like profiles (Figure 2.7). They determined that the vane

shape was not really a very critical factor, in that any reasonably shaped vane, such as shape 3, 4,
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Figure 2.6: CAD model of wind tunnel diffuser

5, or 6, would give good characteristics to the corner [10]. In light of these results, it was decided
to utilize quarter circular arc turning vanes for simplicity, ease of manufacture, and effectiveness
in turning the flow. The next step in the design of the turning vanes was the determination of

the chord length and spacing between each vane.

Due to the availability of a 1 in. radius forming tool, a radius of 25.4mm (1 in.) was chosen for all
turning vanes. The experiments of Klein et al. [10] as well as Lindgren et al. [11] compared the
pressure drop and pressure loss coeflicient, respectively, of corner turning vanes at different pitch
values, e, defined as the ratio between the vane spacing and the vane chord length (Figure 2.8).

Both sets of authors, although nearly 70 years apart, agreed fairly closely that the minimum
pressure loss occurred at a pitch of approximately 0.33 to 0.35 (Figures 2.9 and 2.10). The upper
value was chosen, and with a chord value of approximately 36mm, a turning vane spacing of
12.7mm (0.5 in.) was calculated. This resulted in a total of 148 turning vanes (42 in each of

corners 1 and 2, and 32 in each of corners 3 and 4).

Moving downstream from corners 3 and 4 (Figure 2.1), transition 1 was designed as a rectangular-
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Figure 2.10: Turning vane pressure losses as a function of pitch, e [11]

to-circular duct, expanding in cross sectional size from a 290mm x 290mm square inlet to a 356mm
diameter circular outlet to mate with the fan section. Although the fan diameter was chosen early
on, the detailed selection of the fan was left until the rest of the wind tunnel components were
designed, since an estimation of the total circuit losses was needed in order to determine the
required fan power. From the fan outlet (356mm diameter), transition 2 converted the circular
cross section back to a square cross section measuring 381mm x 381mm. Downstream of corner
2, a settling chamber was incorporated as a constant cross section (381mm x 381mm) duct. This
served as an area for including flow straighteners or screens to minimize the velocity variations
before entering the contraction section. The honeycomb flow straighteners and screens will be

described in Section 2.7.

2.6 Contraction Design

The contraction section is one of the most critical components in the wind tunnel. It must accel-

erate the flow with minimum separation and boundary layer growth, while reducing turbulence
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and non-uniformity of its exit velocity. This must be achieved in as short a distance as possible

to allow for a longer test section.

This section outlines the three-dimensional design study performed to determine the optimum

contraction shape for a set area ratio and contraction length.

2.6.1 Literature Review - Contraction

Based upon numerous previous studies on the design of wind tunnel contractions, Morel [12]
established a design procedure that has come to be widely accepted. He carried out an inviscid
flow analysis of the maximum wall pressure coeflicients at the inlet and exit of a contraction.
For the analysis, Morel [12] assumed a family of wall shapes made up of two blended cubic arcs,
essentially a one-parameter wall definition. The work of Mikhail [13] involved an inviscid flow
analysis on axisymmetric contraction shapes made up of two arcs as well. The location of the point
of inflection between the two arcs was varied as well as the overall contraction length. Mikhail [13]
found that by optimizing duct wall curvature distribution, it was possible to reduce contraction
length so that a contraction with an 8:1 area ratio can be as short as one inlet radius. The area
ratio, AR, of a contraction section was defined as the ratio of the inlet area to the outlet area.
Downie et al. [14] compared results from a finite difference numerical method with experimental
results of contractions with rectangular cross-section. They found that pairs of matched elliptical
arcs proved to be a simple way of achieving satisfactory profiles. Tulapurkara and Bhalla [15] used
Morel’s contraction design method [12] to fabricate and test two contractions with area ratios
of 12 and 3.464. They found that the measured values of boundary layer thickness and velocity
non-uniformity were smaller than the values predicted in Morel’s [12] work. Su [16] performed
a numerical analysis of three-dimensional contractions with a one-parameter wall definition (two
blended arcs). Fang [17] extended the work of Morel [12] to three-dimensional cases and proposed
a five step design method based on avoiding separation for a given level of exit flow quality.
Callan and Marusic [18] performed an experimental study of the flow quality in four contractions
designed using Morel’s [12] and Su’s [16] one-parameter wall definition. Chmielewski [19] used an
inviscid flow analysis but included boundary-layer considerations in his analysis of axisymmetric

contractions designed with two blended arcs. Batill et al. [20] published a numerical study of
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three-dimensional wind tunnel contractions, again defined with a single parameter, matched cubic
profile. It was evident in the publications outlined above that most of the work on contraction

design followed Morel’s [12] initial assumption of a two-arc wall definition.

2.6.2 Design Study - Contraction

At the onset of this design study, two geometry parameters were set based on the overall dimen-
sions of the wind tunnel. The area ratio, AR, was set at 6.25 based on the already chosen test
section and settling chamber dimensions. The length of the contraction was chosen as 405mm
(~16 in.), only slightly longer than its inlet dimension, based upon Mikhail [13] who stated that
a well designed contraction section could be as short as one inlet dimension. With these two

parameters fixed, seven contraction designs were considered, differing only in wall curvature.

The wall shape was defined by the blending of two circular arcs. The various shapes could be

differentiated with one parameter, the curvature ratio, (CR), defined as the ratio of the inlet side



Chapter 2: Wind Tunnel Design

Design #7
lesign #6
Oesign #5
Design #4
lesign #3
lesign #2

/‘(/////,,///*44* Design #1

(R=0

(R =0.070
(R =015l
(R=035
(R = 0.649
(R=1.103
(R = 1905

381nm

—~ o ————

Figure 2.12: Seven different contraction shapes used in study (2-D view)

19



Chapter 2: Wind Tunnel Design 20

Point of Inflection
between arcs

Inlet — Jutlet
3BImn x 381nn 192mn x 152mn
/
lesign #4 R =035
(0, 0, 0) X

Figure 2.13: CAD model of contraction design #4

radius (r1) to the outlet side radius (rz) (Figure 2.11). Figure 2.12 shows the seven different
shapes, in the range of 0 < CR < 1.905, superimposed over the common inlet, outlet, and length.
Design #7 was included as a novel geometry which eliminated completely the inlet side arc and
utilized only one circular arc. These seven designs were then modeled using CFX-TASCflow (AEA
Technology, Waterloo, ON), a computational fluid dynamics (CFD) software package available
at the University of Waterloo.

Modeling and Meshing

The three-dimensional contraction models were generated and meshed using CFX-Build 4.3 (AEA
Technology, Waterloo, ON), and all simulations were performed using CFX-TASCflow. Figure
2.13 shows the solid CAD model of one of the contraction designs (design #4). The existence
of two symmetry planes along the contraction centreline was assumed, and the computational
domain therefore utilized only one-quarter of the full geometry. The origin of each model was

placed in the lower left corner of the inlet plane (Figure 2.13)

To ensure a fully-developed velocity profile entering the contraction, a long duct was placed

upstream of the contraction inlet. The downstream test section velocity for this simulation was
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Figure 2.14: CFD model used in CFX TASCflow (plan view)

chosen as 40 m/s, and with an area ratio of 6.25, this translated into an upstream flow velocity
of 6.4 m/s. To determine the required length of the upstream duct for fully-developed flow, the

Reynolds number was calculated as:
_ PV Dy

I
where, Dy, is the hydraulic diameter defined as 4 times the cross sectional area, A, divided by the

Re

(2.1)

wetted perimeter, P.

4A
_Dh = ?
The working fluid was air at 25°C, (p = 1.184kg/m3, u = 1.85 x 107°Ns/m? [21]) giving a
Reynolds number of 156058. The required turbulent entry length could then be calculated from

Munson et al. [21]:

(2.2)

le
Dy,

The entry length for the numerical model, [., was found to be 1230mm and hence a hypothetical

= 4.4(Re)/® (2.3)

12.5m long duct was placed ahead of the contraction. To simulate the test section, a 0.5m long

duct was placed downstream of the contraction.
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Figure 2.15: Boundary conditions used in CFX TASCflow

In order to minimize the number of grid elements in the CFX model, a coarse mesh was used in
the upstream and downstream sections of the model (15 and 10 mesh seeds in the X-direction,
respectively). For the contraction, a total of 60 X-direction mesh seeds were allocated. These
60 seeds were distributed differently for each design so as to keep the overall spacing uniform. A
one-way bias was used when meshing in the ¥ and Z directions, with smaller elements placed
near the wall. The bias was chosen such that the element nearest the wall was 1/10 the size of

the element nearest the model centreline (Figure 2.14).

The boundary conditions chosen are shown in Figure 2.15. A uniform flow in the X-direction
of 6.4 m/s was placed at the inlet plane. The outlet plane was set to atmospheric pressure
(simulating an open-ended duct) and maintained that pressure throughout the entire simulation.
Smooth walls were chosen for all models, and an initial time step of 2.11s was used. Table 2.1

shows the number of iterations required for each model to converge upon a solution.

All seven simulations were solved using the k-¢ turbulence model with an upwind difference
scheme, and the simulations were run until the maximum normalized residual was less than

1 x 1073. Further details about the TASCflow code can be found in [22] and [23].
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Design# CR # elements # iterations for convergence
1 1.905 14,701 32
2 1.103 14,701 31
3 0.649 14,701 28
4 0.356 14,701 25
5 0.151 14,701 50
6 0.070 14,701 35
7 0 13,801 50

Table 2.1: Number of iterations required for each contraction model to converge

As a check of the modelling accuracy, the locations of the first 10 nodes from the wall were verifed
in terms of their locations relative to the wall boundary layer. The main objective was to ensure
that at least one node was located within the boundary layer to allow for its proper modelling. To
accomplish this, the simulation results were needed in order to calculate the following turbulence
properties. The shear stress at the wall, 7, was calculated using [24]:

du
4 dy

Tw =

(2.4)

and found to be 0.52 N/m? just downstream of the contraction exit, in the outlet duct. In Eq.
2.4, u is the dynamic viscosity of air, and du/dy is the rate of change of the X-direction velocity

(U) with respect to Y. From this value, the wall friction velocity [24], v* was calculated as:

T
P

and found to be 0.66 m/s. With these two values, the Y-locations of the first 10 nodes were

converted into “universal” coordinates [24]:

Yyr*
yt = - (2.6)

where v is the kinematic viscosity in m?/s?. Table 2.2 shows the y* locations of the first 10
nodes. The rightmost column shows where the node was located relative to the various regions
within the turbulent boundary layer [24]. Documentation for CFX-TASCflow [23] suggests that
for turbulent flows, the node nearest the wall should be in the range of 20 < y* < 100. The mesh
used in this study satisfied this requirement, with the first node being located at y™ = 27.09 (see
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Node . Node Location " Region
(distance from wall) [mm]
0 0 0 Wall
1 0.64 27.09 Overlap region
2 1.33 56.38 Overlap region
3 2.09 88.11 Overlap region
4 2.90 122.51 Outer region
5 3.78 159.70 Outer region
6 4.73 199.98 Outer region
7 5.76 243.59 Outer region
8 6.88 290.80 Outside boundary layer
9 8.09 341.93 Outside boundary layer
10 9.40 397.25 Outside boundary layer

Table 2.2: “Universal” [24] locations of the first 10 nodes

contraction

used for the CFD modelling of the

Table 2.2). With the close mesh spacing near the wall, the first 7 nodes were found to be located

within the wall boundary layer.

Results

Figures 2.16 and 2.17 are vector maps of the flow velocities along one plane of symmetry in each

of the seven contraction designs. In all cases, a uniform velocity profile of 6.4 m/s was applied

to the inlet, and was accelerated to nearly 40 m/s at the exit of the contraction. From Figures

2.16 and 2.17, the general path of the bulk flow observed in each design did not reveal a distinct

advantage in any particular one of them. In order to quantitatively compare each contraction, a

set of performance parameters were defined to assess the results of the CFD simulation:

1. Average velocity exiting the contraction - this would show which design most successfully

accelerated the incoming flow:;

2. Average turbulent kinetic energy (k) - the lowest level of turbulent kinetic energy in the

test section was desired, indicating a low level of fluctuation in the flow; and,
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Figure 2.16: Mean velocity plots of designs #1 through #4 (along symmetry plane)
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Figure 2.17: Mean velocity plots of designs #5 through #7 (along symmetry plane)
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3. Average static pressure - comparing the average static pressure at the exit of the contraction

would reveal which design imposed the least amount of resistance to the flow.

The flow uniformity was not sensitive to the curvature ratio, CR, and was therefore not included
as one of the performance parameters. The three performance parameters above were compared
over the entire Y-Z plane at x = 0.405m (the exit plane of the contraction). Due to the biasing
of the mesh (i.e. uneven spacing), the values were numerically integrated over the exit plane. A
two-dimensional trapezoid method was used to integrate each row of data in the Z-direction, and

then those results were integrated along the Y-direction to obtain a single average value.

Average Velocity

Figure 2.18 is a plot of the average exit velocity at the contraction outlet versus its curvature
ratio. Even though the largest difference in average velocity between the contractions was only
0.04%, a distinct inverse relationship between the curvature ratio and the average velocity was
found. Based on the desire for the highest test section velocity, design #7 (CR = 0) provided the

best performance of the seven geometries, although the results are very close.

Average Turbulent Kinetic Energy

In the case of turbulent kinetic energy levels, a more significant relationship with the curvature
ratio was revealed (Figure 2.19). From design #1 to design #2 (CR of 1.905 and 1.103, respec-
tively), a 14% decrease in turbulent kinetic energy was achieved. A further 18% decrease was
observed in design #3 (CR = 0.649). Turbulent kinetic energy levels continued to fall as the
CR dropped, with design #7 (CR = 0) yielding k = 5.72m?/s?, nearly 57% lower than that of
design #1 (CR = 1.905). Design #7 again displayed superior behaviour in the second of three

performance parameters.
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Figure 2.20: Average static pressure plotted against the curvature ratio (data points labeled with

corresponding contraction design number)

Average Static Pressure

Figure 2.20 shows the average static pressure at the exit plane of each of the seven contractions.
As was the case with turbulent kinetic energy, a nearly linear, direct relationship was observed
between the level of static pressure in the flow and the CR. Design #7 had an average static
pressure of 61.8 Pa, a 9% decrease from the initial design #1. It was interesting to note that
the largest change in the average static pressure occurred between designs #2 and #3 (CR of
1.103 and 0.649, respectively), perhaps indicating the significance of CR = 1 as a transition point
where the largest gain in pressure performance would be realized. A contraction with a CR of
1 would be a very balanced geometry, composed of two arcs of identical radius, and its point of

inflection located halfway along the contraction length.
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2.6.3 Final Design Selection

Seven different contraction designs with curvature ratios ranging from 0 to 1.905 were modeled
for an upstream velocity of 6.4 m/s using CFX TASCflow. In order to compare the performance
of each design, three parameters were tabulated at the exit plane of each contraction. The Tth
design, with a curvature ratio of 0, displayed the highest average exit velocity, the lowest average
turbulent kinetic energy, and the lowest average static pressure, making it the optimum design

choice based on all three performance parameters.

The chosen contraction was of a novel design since it removed the need for the inlet side arc alto-
gether, by utilizing only one circular arc to define its shape (rg = 775mm). At the time of writing,

this particular contraction shape had not been encountered in any wind tunnel publication.

2.7 Selection of Honeycomb and Screens

In order to minimize the amount of turbulence and flow misalignment in the wind tunnel, it was
necessary to introduce flow straighteners and screens within the tunnel circuit. The fan rotor is
a major source of flow misalignment in a tunnel. As it rotats, it imparts a swirling (tangential)
motion on the exiting flow, causing the air to rotate (about the axis of rotation of the rotor) as it
movs downstream through the tunnel. In order to minimze this swirl, two sections of honeycomb
were inserted, one section at the exit of transition 2 (before corner 1, Figure 2.1), and the second
just upstream of the contraction in the settling chamber. The first section would act as a flow
straightener immediately after the fan, removing a large portion of the swirl, while the second
section would remove any remaining swirl as well as any transverse flow incurred through corners
1 and 2. In order to effectively reduce transverse velocities, the honeycomb length or depth is
recommended to be a minimum of 6 to 8 times the cell size [1]. The honeycomb selected for
this wind tunnel was made of 0.14mm thick aluminum, and was 76mm long with hexagonal cells

measuring 9mm across flats. This gave a length to cell size ratio of 8.4.

One stainless-steel wire mesh screen was inserted into the wind tunnel just downstream of the

honeycomb section in the settling chamber. An estimation of the turbulence reduction achieved
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by the screen was carried out using the combined analyses of DeVahl [25], Prandtl [26], and
Dryden and Schubauer [27].

The screen in question was first characterized by its porosity, 5, defined as the ratio of the total

projected open area to the total screen area:

8= (1—%)2, (2.7)

where d,, is the wire diameter and M is the cell size. With a wire diameter of 0.5mm and a
mesh size of 1.4mm, the porosity, 5 was found to be 0.538. From DeVahl [25], the pressure loss

coefficient, K was approximated by:

55.2
K=K,+ 22, 2.8
* R (2.8)

where,

~ (1-0958)\?
K, = (W) (2.9)

and Ry, was the Reynolds number based on the wire diameter, d,,. The Reynolds number was
calculated to be 234, leading to a K of 1.15. Using the pressure loss coefficient, K, Prandtl [26]
gave an expression for the estimation of the axial turbulence reduction factor, while Dryden and
Schubauer [27] gave one for the lateral component of turbulence (denoted by the subscripts u and

v, respectively):
1 1

“1xx 0 TR

The turbulence reduction factors were found to be 0.47 and 0.68 in the axial and lateral directions,

fu

(2.10)

respectively. The turbulence level exiting the screen section was therefore expected to be reduced

by 53% in the axial component, and by 32% in the lateral component.

2.8 Fan Selection and Energy Considerations

In order to properly select a fan which could propel the flow to the desired speed, it was necessary
to first estimate the flow losses present in the wind tunnel circuit. This was done by estimating

the energy ratio of the wind tunnel. The energy ratio is an important measure of the efficiency
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of a wind tunnel, and is typically defined as the ratio of the power in the test section flow to
the rate of flow losses around the circuit [2]. It is not uncommon to form alternative versions of
the energy ratio. For example, the electrical power input or mechanical shaft power can also be
chosen as the denominator in defining the energy ratio. For this analysis, the energy ratio was

defined using the flow losses throughout the entire circuit:

ER 2.11
- 211
The power in the test section flow, P;, was expressed as:
1 3
P, = 5,0AV (2.12)

where, p is the fluid density, A is the cross sectional area of the test section, and V is the test
section flow velocity. At a test section speed of 45 m/s, the power, P;, was calculated to be
1253 W, or 1.68 Hp. In order to estimate the denominator of Eq. 2.11, the loss coefficient of
each section in the wind tunnel must be summed. The remainder of this section summarizes
the derivation of an expression for the energy ratio in terms of the circuit losses by using the

methodology of Pope et al. [2].

The individual loss coefficient for each section can be expressed in the form of the energy equation

with a pressure loss term, AH:
AH AH
K = L= (2.13)
(1/2)pV; a

The subscript | denotes local section properties. The energy loss rate can then be expressed in

terms of the local loss coeflicient, Kj, and the volume flow rate through the section, or:
1
AE; = K,(amvﬁ) (2.14)

Since the energy ratio is defined with respect to the test section power, the local loss coefficients

must be referenced to the test section dynamic pressure:

Ky = K2 (2.15)
it

The expression of P, (Eq. 2.12) can also be referenced to the test section:

1
AE; = K,t(amvf) = K, P, (2.16)
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The total circuit loss, P., can be found by summing the rate of loss in each section:
P.=) AE =) KuP (2.17)
l l

and Eq. 2.11 can thus be expressed in terms of these section loss coefficients:

1

ER =
YK

(2.18)

At this point, the individual K coefficients for each section were estimated.

2.8.1 Constant Area Sections

For areas of constant cross section, a simple pipe flow analysis was adopted. Therefore, the loss
coefficient could be expressed in terms of the friction factor, f, the section length, L, and the
hydraulic diameter, Dp:
L
K =f— 2.19
1= f Dr (2.19)

From the Prandtl universal law of friction, the Colebrook equation gives an iterative expression

for the friction factor of a smooth-walled pipe [28]:

= 2l0g10(Re\/f) — 0.8 (2.20)

-

where R, is the Reynolds number based on the section mean speed and the hydraulic diameter.
There were four such constant area sections in the circuit under investigation, the test section,
the settling chamber, and the sections between corners 1 & 2, and 3 & 4. The results for the

associated loss coefficients are given in Table 2.3.

2.8.2 Diffusers

For a diverging duct, the associated loss coefficient was commonly broken up into two components;

the friction loss coefficient and expansion loss coefficient [2].

Ki=Ki+ K, (2.21)
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Dimensions [mm] | Dy [mm] | V [m/s] Re f L [mm] K
Test Section 152 x 152 0.152 45.00 | 438,912 | 0.01348 450 0.0404
Settling Chamber 290 x 290 0.290 12.47 | 231,006 | 0.01520 432 0.0182
Duct Between Corners 1&2 381 x 381 0.356 8.27 188,105 | 0.01583 152 0.0064
Duct Between Corners 3&4 290 x 290 0.381 7.20 175,565 0.01605 244 0.0128

Table 2.3: Loss coefficients for constant area sections

The friction loss coeflicient, Ky, was estimated as:

1 f
Ki=|1-—)—— 2.22
U ( AR2> 8sind (222)
where AR is the area ratio, f is the friction factor calculated as in the case of a constant area

section, and @ is calculated using the inlet and outlet hydraulic diameters, and the diffuser length,

L:

Dy outtet — DH inlet
0 = arct : : 2.23
arctan ( 5T ) (2.23)
The experimental data from Eckert et al. [29] was used in estimating the expansion loss coeffi-
cients: )
AR -1
K, =K, 2.24
(253) 224
where,
0.09623 — 0.0041526 for 0 < 6 < 1.5°
K. =< 0.1222 — 0.04590 + 0.0220362... 4+ 0.000023376° for 1.5° < 6 < 5° (2.25)
—0.01322 4 0.058666 for 5° < 0

The losses for the diffuser, transition 1, and transition 2 were calculated using this method, and
are tabulated in Table 2.4. Even though transitions 1 and 2 did not remain constant in cross
section, this analysis was considered reasonable since both transitions typically only account for

a combined 1.5% of the total circuit losses [1].
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AR Re f L [mm] 0 [deg] Ks Kex K
Diffuser 3.61 438,912 0.0135 635 6.16 0.0145 0.1821 0.1966
Transition 1 1.51 231,006 0.0152 610 3.10 0.0197 0.0278 0.0475
Transition 2 1.15 188,105 0.0158 813 0.90 0.0305 0.0015 0.0321

Table 2.4: Loss coefficients for diffuser and transition sections

Vane Chord [mm] Local Cross Section [mm] Local Velocity [m/s] Re. K
Corners 1 &2 36 381 x 381 7.20 16,589 0.2109
Corners 3 & 4 36 290 x 290 12.47 28,719 0.1962

Table 2.5: Loss coefficients for the corner turning vanes

2.8.3 Corners

The losses occurring in the corner turning vanes were split into two coeflicients, the skin friction
coefficient, Ky, and the loss coefficient due to the flow rotation, K,. The experimental work of
Wattendorf [30] concluded that the vortices generated by the turning of the flow accounted for
two-thirds of the losses, while the skin friction accounted for the rest. He formed an expression
for the total corner loss coefficient which combined the two components to give:

4.55

K.=0.1 S —
0.10 + (logioRe.)?53

(2.26)

where Re. was the Reynolds number based on the turning vane chord length and the local velocity.

The loss coefficient calculations are tabulated in Table 2.5.

2.8.4 Screens and Honeycomb Sections

The loss coefficient for the wire screen was approximated by using an expression from Pope et al.

[2]:
0.2
I{l - I{meshI{RnO—s + ==

> (2.27)



Chapter 2: Wind Tunnel Design 37
Dy, [mm] € Re, B Ly, [mm] An K|
9.00 0.00015 0.6912 0.972 76.00 0.0120 0.1461

Table 2.6: Loss coefficients for the honeycomb sections

where f3, is the screen porosity (see section 2.7) and o, is the screen solidity, o, = 1 — 5,. The
mesh factor, K,esn, was estimated by Idel’chik [31] as 1.0 for new metal wire, and Kg, is given

by Eckert et al. [29] using the Reynolds number based on the wire diameter.

. Ry
Kg, = 10. 1- — 1.01 2.2
R [0785( 354>+ 0] (2.28)

With a porosity of 0.538 and a Reynolds number of 234, the loss coefficient for the screen was
calculated to be K; = 1.23.

The losses associated with the honeycomb sections described in section 2.7 were given by Eckert

et al. [29] as: o (i AP
1= DH”’) (6) * (5 1) (229)

0.4
0.375 (D—) RO' for RZO! < 275
A= {04 (2.30)
0.214 (7 ) for RO > 275
H

In Eq. 2.29, 5 is the porosity as defined in Section 2.7, Dy is the hydraulic diameter of the

where

hexagonal honeycomb cell, and L is the thickness of the honeycomb in the flow direction. In
Eq. 2.30, ¢ is the honeycomb material roughness, and R.. is the Reynolds number based on
the material roughness and the incoming velocity. For the honeycomb used in this study, the

parameters mentioned above were calculated and tabulated in Table 2.6.

2.8.5 Contraction

The losses incurred in the contraction section were assumed to account for a small percentage of

the total circuit loss, and was hence treated in a rudimentary fashion [2]. It was assumed that
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the pressure loss was due to friction only, according to the standard law of pipe friction:

Ly
Ap = /0 fo——dz (2.31)

The results of the integral were found by Wattendorf [30] to be largely independent of the con-

traction shape, and he therefore formulated an approximation for the loss coefficient as:

L
K; = 0.32 fpp—— (2.32)
Dy
where L,, is the contraction length, Dy is the hydraulic diameter of the test section, and f,, is
taken as the average value of the friction factor between the contraction inlet and outlet (using
the average velocity between the inlet and outlet). Based on this analysis, the loss coefficient of

the contraction used in this study was 0.0126.

2.8.6 Total Circuit Losses

The loss coefficients associated with each wind tunnel component are summarized in Table 2.7.
The K; column contains the loss coefficient values from the previous sections, and Kj; are the same
coeflicients when referenced to the test section using the average velocity through the component
and the dynamic pressure (Eq. 2.15). The rightmost column gives an idea of which components
account for most of the losses within the tunnel. In this particular tunnel, the diffuser was the
component with the highest loss for the circuit. Pope et al. [2] suggested that the diffuser, as well
as the corners, typically account for more than half of the circuit losses. The main discrepancy
from this reference was the high loss calculated for the test section (Table 2.7). This was to be
expected since this particular test section was three times longer than typical test sections (its
length was approximtely three times its side dimension). The friction losses were compounded

here since the velocity is always highest in the test section.

The sum of the Kj; values in Table 2.7 gave a total circuit loss value of 0.21. When entered into
Eq. 2.18, an energy ratio of 4.77 was calculated. The circuit power loss was then calculated from
Eq. 2.11 to be 263 W (0.35 Hp). Therefore, the total power that was to be required from the
fan was P, + P. = 1516 W (2.03 Hp). Based on a velocity of 45 m/s in the test section, the
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Section K Vavg [M/s] q Ky % of Total Loss
Test Section 0.0404 45.00 1198.8 0.0404 19.29
Settling Chamber 0.0182 7.20 30.7 0.0006 0.30
Duct Between Corners 1 & 2 0.0064 7.20 30.7 0.0002 0.08
Duct Between Corners 3 & 4 0.0128 12.47 92.0 0.0010 0.47
Diffuser 0.1966 28.73 488.7 0.0801 38.23
Transition 1 0.0475 10.37 63.6 0.0025 1.20
Transition 2 0.0321 7.73 354 0.0009 0.45
Corners 1 & 2 0.4217 7.20 30.7 0.0108 5.15
Corners 3 & 4 0.3924 12.47 92.0 0.0301 14.36
Contraction 0.0126 26.10 403.3 0.0042 2.01
Screen 1.2253 7.20 30.7 0.0314 14.96
Honeycomb 0.2921 7.20 30.7 0.0075 3.57
0.2096 100%

Table 2.7: Summation of wind tunnel loss coeflicients

required volumetric flowrate was calculated to be 1.045 m3/s. When selecting the fan however,
this flowrate value was increased to 1.4 m>/s in order to account for the decrease in flow at high

static pressures. Details of the fan and drive system are given in Chapter 3.

To summarize, the design procedure outlined in this chapter resulted in the final wind tunnel

geometry shown in Figure 2.1. Its fabrication is outlined in the following chapter .
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Wind Tunnel Construction

3.1 Introduction

As with most engineering projects, the potential of any design can only be realized if it is fab-
ricated accurately according to the original design drawings. The case of a wind tunnel is no
exception, since the length, shape, and surface finish of each section is critical to the end result -

a uniform and adjustable airflow with low turbulence.

This chapter outlines the fabrication process as well as the materials used for the wind tunnel in
this study. The fabrication of those components which presented unique challenges are described

in more detail, while the simple, more conventional components are only briefly mentioned.

3.2 Test Section

The test section, as mentioned in Section 2.1, was where all aerodynamic measurements were to
be performed. Since the tunnel was designed to be used with the optical measurement technique
of PIV, it was logical to allow for the maximum optical access possible in the test section. For

this reason, the test section was fabricated using transparent acrylic panels for all four walls.

40
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Figure 3.1: Acrylic test section (152.4mm x 152.4mm x 450mm)

This would allow access for the laser and camera at any point around the test section, resulting
in more convenient equipment setups. The four panels were fastened together using hex socket
cap screws as opposed to adhesives in order to allow for access to the inside of the test section

without moving any of the wind tunnel components.

3.3 Corner Turning Vanes

The fabrication of the corner turning vanes created a unique challenge due to the complex shape
and structural demands imposed on them. Each turning vane needed to be as thin as possible
to minimize flow blockage, and could only be fastened to the wind tunnel at the top and bottom
of the vane. Several options were evaluated for their fabrication. One such option was to obtain
lengths of thin-walled metal or plastic tubing, and slit the tubes longitudinally into four, quarter-
circular sections. These could then be cut into individual turning vanes ready for installation.
However, this would have required approximately 18 m of tubing and 70 m of cutting. As well,
cutting tubes longitudinally and ensuring a straight cut along their entire lengths would be a

very difficult task. This method was discarded for these reasons.

The alternative method was to form each turning vane from sheet metal blanks. Using Aluminum

sheet of 0.635mm (0.025 in.) thickness, each vane was cut to the appropriate length and width
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Figure 3.2: Turning vane fabricating tools

using a table shear. The use of the table shear gave smooth, straight cuts, and eliminated the
need for any deburring of edges. Once the turning vanes were cut to the proper length and width,
they could be formed from flat blanks into quarter circles. This was done with the use of a male
and female half-circular die (Figure 3.2). Each piece of sheet aluminum was placed between the
male and female die and pressed together using a hand press. The dies were chosen with a radius
of 19mm (0.75 in.) to allow for springback in the metal, resulting in a 25.4mm (1 in.) radius in
each turning vane. In Figure 3.2, the leftmost stack shows the turning vane blanks before forming,

the dies are shown at the right, while the two middle stacks are completed turning vanes.

In order to securely hold and locate each turning vane, top and bottom rails were fabricated from
acrylic. The rails were cut from 6.35mm (0.25 in.) thick acrylic, and measured 38.1mm (1.5 in.)
in width. The lengths were determined by the diagonal dimension in each of the four corners:

539mm for corners 1 & 2, and 410mm for corners 3 & 4.

To locate each turning vane, circular grooves were machined along the length of each rail at
12.7mm increments. With these grooves, each turning vane could be inserted into one groove in
both the top and bottom rails (Figure 3.3(a)). Once all the turning vanes were inserted, small
drops of epoxy were placed in each groove, securing the turning vanes in place while still allowing

the edges of the vanes to be manipulated and adjusted.

Figure 3.4 shows the method by which the turning vane assemblies were inserted and located in
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(a) (b)

Figure 3.3: Turning vane and rail assembly: (a) locating rails (b) final turning vane assembly

a 38.1mm wide groove cut into the top and bottom of each corner along the diagonal so that the
entire turning vane assembly would slide into the corner. Each groove was 6.35mm deep so that
the top and bottom rails of each assembly would be flush with the floor and roof of the wind

tunnel.

3.4 Transitions

In the cases of transitions 1 and 2, a conversion from a square to a circular cross section was
required in order to blend smoothly with the fan section. These parts are usually made with
sheet metal, formed to the appropriate transition shape and then welded along a seam to seal the
duct. In an effort to maintain consistent use of one material in as many components as possible,

an alternate technique was developed.

For this study, both transition pieces were fabricated using medium density fiberboard (MDF)
panels fastened together. Their cross sections therefore remained square, and the transition to
a circular cross section was performed with styrofoam filler sections. Blocks of high density

insulation styrofoam were cut using a hot wire cutter to form a shape with a 178mm radius at
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Figure 3.4: (a) Locating groove for turning vane assembly in corner 3 (b) insertion

vanes into corner 3
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Figure 3.5: Transition 1 with styrofoam filler sections

one end (to mate with the fan), and decreasing to a point (0mm radius) at the other end (see
Figure 3.5). These sections were coated with epoxy resin which sealed and hardened over the
soft styrofoam surface. They were then fastened and glued into the transition corners and the

transitions were completed with a wooden flange with fastening holes for the fan section.

3.5 Contraction

The contraction section was another component which presented a unique fabricating challenge.
Its curvature did not allow for the use of wood panels as with the other straight sections. The
fabrication of the contraction required, above all, the accurate forming of the radius which made
up each of the four walls. It was decided that this shape could most easily be made from reinforced

epoxy resin formed over a male mold of the contraction shape.

The male mold for the contraction was fabricated from high density insulation styrofoam, and

was cut using a hot wire cutter. Figure 3.6 shows the apparatus used to swing the hot wire along
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Figure 3.6: Hot wire cutter used to form the male contraction mold

a 7T75mm radius (as per the design outlined in Section 2.6). The block of styrofoam was located
and held in place while the hot wire was allowed to swing down, cutting an arc of constant radius

into the block. This was repeated until all four sides were cut.

The mold was then sanded and filled to remove any surface imperfections, and a flat styrofoam
panel was glued to the top and bottom to form fastening flanges for the contraction (Figure 3.7).
The mold was then wrapped in packing tape which acted as a mold release layer as well as a
control surface for the final part. The contraction section was made using a wet layup technique
with glass fibre reinforced epoxy. Sections of Nomex honeycomb were inserted between the glass
fibre layers to increase the stiffness of the four walls. The styrofoam mold was then removed from

the part, leaving a smooth surface finish from the packing tape.

3.6 Fan and Speed Controller

The main characteristics of the fan, such as the size, flowrate, and required power were determined

in section 2.8. Based on these criteria, a tube axial fan (Type AID-143) was purchased from
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(a)

Figure 3.7: Contraction mold a) after hot wire cutting, b) after filling and sanding with flanges
added
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Enviro-Tech HVAC Products (Ancaster, Ontario). The fan casing was 508mm (20 in.) long with
a diameter of 356mm (14 in.). The impeller consisted of five cast aluminum blades, and was
directly driven by a 1500 W (2 Hp), 208 VAC motor. At 3450 rpm, the fan was capable of a
flowrate of approximately 1.4 m3/s (3000 ft>/min). Fan performance curves have been included

in Appendix A.

A variable frequency drive (Teco Speecon 7210M) was purchased from MDI systems (Salt Lake
City, Utah) in order to vary the motor rotational speed. The unit took a 208 VAC, 3 phase input
and varied the output frequency from 0 to 60 Hz. With the variable frequency drive, the fan exit
velocity was continuously adjustable from nearly 0 m/s up to 10 m/s (60 Hz). The control unit

was fastened to the outside wall of transition 2 (Figure 3.8).

3.7 Remaining Components

All remaining wind tunnel components (excluding the test section, contraction, and fan section)
were fabricated using 16mm thick medium density fiberboard (MDF). The panels were fastened
using wood screws as well as carpenter’s glue in order to seal each component. Before assembly,
a layer of clear coat paint was applied to the inside of each component. This was done to protect
the wood from oil which collects on the tunnel walls due to the condensation of the smoke used

for PIV measurements.

The wind tunnel was placed on a table top, raising it nearly 1 m from the ground. This created a
more convenient setup for inserting test models, running experiments, and modifying the tunnel.

The completed tunnel is shown in Figures 3.8 and 3.9.
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Corners 3 & 4 Comers 1 & 2

Transition 1 Fan Transition 2

Figure 3.8: Fan side view of the completed wind tunnel
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Settling Contraction ~ Test Diffuser
Chamber Section

Figure 3.9: Test section side view of the completed wind tunnel
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Chapter 4

Particle Image Velocimetry in the

Wind Tunnel

4.1 Introduction

In this chapter, a literature review is provided which outlines the main types of measurement
techniques available for use in wind tunnel flows. This is followed by an overview of the theory
behind particle image velocimetry (PIV). Afterwards, a brief literature review is included, ex-
amining previous works involving both wind tunnels and the PIV measurement technique. The
chapter closes with a description of the experimental setup and hardware used to obtain the

measurements in this study.

4.2 Literature Review - Measurement Techniques for Wind

Tunnel Flows

The classic type of measurement in the wind tunnel is pressure measurement in order to calculate

velocity. Perhaps the oldest method for measuring pressure is the manometer, where a pressure
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differential can be calculated by measuring the vertical displacement between two conjoined
columns of fluid. The manometer remains one of the oldest methods of measuring pressure in a
wind tunnel [32]. A more modern method of pressure measurement is the pressure transducer,
which can be loosely defined as a device which takes a change in pressure and returns an electrical
signal [2]. The various types of pressure transducers are described by Benedict [32] and Soloukhin
[33]. In comparison to manometers, pressure transducers provide higher accuracy, sensitivity,
and the potential for connection to a data acquisition system. Both manometers and pressure
transducers are typically connected to a pressure measurement probe which is inserted into the

flow. The types of probes used for the measurement of pressure are discussed by Pope et al. [2].

For the measurement of velocity, flow visualization techniques are gaining popularity due to their
non-intrusive characteristics. Velocities are measured optically, usually through a window so that
no instrumentation is needed in the actual flow field. Early methods of flow visualization were
comprised mainly of tufts, or streamers attached to the surface of a model [2]. These short, light
pieces of string (or other suitable material) would align themselves with the surrounding flow,
revealing qualitative flow patterns near the model surface. In order to investigate the flow further
away from the model surface, smoke or dye visualization is typically used. For air flows (as in
this study), smoke is injected into the flow and is either watched, photographed, or filmed. The
numerous options available for smoke generation, injection, and image recording are discussed in

detail by Smits and Lim [34].

The non-intrusive methods introduced thus far are only capable of providing qualitative observa-
tions in a flow field. However, it is often desirable to obtain a more comprehensive characterization
of the flow in question. One such non-intrusive, but quantitative measurement technique is Laser
Doppler Velocimetry (LDV). In general terms, LDV uses a measurement area formed by the
intersection of two laser beams. These beams intersect to form an interfernce pattern, and par-
ticles passing through this area will create a signal which can be retrieved by a photodetector
and converted into a velocity. LDV can be used in high speed air flows, and can perform velocity
measurements at high frequencies with a high level of accuracy [2]. Its main disadvantage in the
case of wind tunnel flows is that it is a point measurement technique. LDV can therefore only
determine velocities at a single point in the flow for each setup. In order to measure an entire

test section flow, the LDV system would typically be mounted on a traversing assembly to avoid
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unnecessary setup time.

The natural progression of non-intrusive measurement methods has led to a technique which
is capable of high accuracy velocity measurements over a larger space to give more complete

coverage of a flow field. The development of PIV has made such full-field measurements possible.

4.3 Particle Image Velocimetry

4.3.1 Seeding

As briefly described in Section 1.2, particle image velocimetry (PIV) operates by capturing two
snapshots of a flow field separated by a short time interval. PIV actually measures the displace-
ment of seeding particles injected into the flow, and not the flow itself. These particles are needed
because individual fluid particles, such as air or water molecules, cannot be distinguished by a
camera. Instead, the camera photographs seeding particles which reflect light and can be located
in each successive image. For this reason, seeding particles must be chosen very carefully so
that they follow the flow closely. A seeding particle that is too heavy will not be carried by the
flow as easily and will be slow to react to changes in velocity. A particle that is too light may be
dominated by buoyancy forces, also resulting in inaccurate flow tracking. In addition, the particle
size must be large enough to scatter enough light to be seen by the camera. In the ideal case, the
chosen seeding particle should have the same density as the fluid, making it neutrally buoyant
with respect to the flow [35]. Basset [36] and Hinze [37] showed that a neutrally buoyant particle
could be found by balancing the accelerating force with the sum of the drag due to both vicous
and unsteady motion, the pressure gradient force, and the fluid resistance to the accelerating
particle. A full description of various seeding particles and their selection can be found in Melling

[38], Grant [39] and the Dantec User’s Guide [35].

In this particular study, the fluid under investigation was air. Melling [38] suggested several
seeding particle choices for gas flows including TiO, (titanium dioxide), AlyOs (dialuminum

trioxide), and several types of vapourized oils. Vapourized mineral oil was chosen as the seeding
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particle for all the PIV measurements conducted in this study. This was chosen for several

reasons:

1. Its vapour density is close to that of air, pyap & 6.76kg/m? (this value was estimated from

other seeding particles with known vapour densities);

2. One litre of mineral oil can produce large amounts of smoke (enough for over 100 hours of

PIV measurements in this case), making it an economical seeding particle;
3. It could be easily vapourized and injected into the wind tunnel;

4. Smoke could be easily removed from the wind tunnel at the conclusion of an experiment by

venting it out from any opening in the tunnel; and,

5. It has low toxicity levels.

Prior to all PIV measurements, small amounts of mineral oil were poured into a smoke generator
at regular intervals. The smoke generator acted simply as a hot plate, vapourizing droplets of
mineral oil as they came into contact with it. With small bursts of compressed air, the smoke
could then be pushed out of the generator and directly into the wind tunnel. The smoke was
injected just upstream of the fan section, through a hole in the wall of transition 1. The location
of smoke injection was not critical since the flow in the wind tunnel recirculated several times a

second, resulting in very rapid mixing.

At the conclusion of an experiment, the smoke was vented from the tunnel by removing an acrylic
section in the settling chamber and running the fan at low speed, allowing the smoke to escape
into the surroundings. By doing this immediately following PIV measurements, most of the smoke
was removed from the tunnel before it could condense back into mineral oil and deposit in critical

areas such as the motor internal windings.

4.3.2 Capturing of PIV Images

Figure 4.1 shows a typical PIV setup, composed of a two-dimensional laser light sheet and a

camera oriented perpendicular to it. Once the camera has been focused on the light sheet, PIV
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Figure 4.1: PIV overview [40]

images are ready to be captured. Since the laser must emit a light sheet of very high intensity
over a small time interval, it is critical that the camera is synchronized with each laser burst.
This is done with a central processor, which synchronizes the laser and camera, and ensures that
each image is taken at the set time separation. The time separation between the two images in
an image pair is set by the user and must be selected based on the predicted velocities and the
size of the interrogation areas used for cross correlation. The process of cross correlation will be

discussed in the following section.

The high speed camera utilizes a charged coupled device (CCD) to temporarily store each image
before it is uploaded to a computer. The images must contain a black background in order to
provide enough contrast so that the illuminated seeding particles can be distinguished. Figure
4.2 shows a typical PIV image collected in an air flow. The specks of light represent the seeding
particles passing through the two dimensional light sheet. Each image collected is stored as an

array of pixel values ranging from 0 to 255, with 0 being the darkest and 255 being the brightest
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Figure 4.2: Typical PIV image captured in an air flow (approximate size, 85mm x 85mm)

light intensity. Once two of these images are collected, the process of cross correlation can be

performed to obtain velocity information.

4.3.3 Cross Correlation

Each cross correlation takes place between a single pair of images, image A, and image B captured
a short time after. The images are broken up into smaller areas, called interrogation areas (Figure
4.3). The size of the interrogation area, N (in pixels), should be chosen so that the particle
displacements within the area do not exceed N/4 [41]. Even with this criteria satisfied, it is
still possible that particles near the edge of an interrogation area will move into the adjacent
interrogation area by the time image B is captured. This is demonstrated in Figure 4.3, where
particle (b) moves into the next interrogation area (solid line) in image B. This can result in

erroneous displacement data near the edge of the interrogation area due to the “loss” of that
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Figure 4.3: PIV image broken up into smaller interrogation areas

pair. To reduce this error, interrogation areas can be overlapped. For example, if an overlap
of 50% is used, there will be a new interrogation area every N/2 pixels. The areas in broken
lines in Figure 4.3 represent the location of the second interrogation area if 50% overlap was
used. With this overlap used, particle (b) would be retrieved in the cross correlation of the
second interrogation area (broken lines). Therefore, the two main user inputs required for cross

correlation are the interrogation area size in pixels and the amount of overlap used.

Once these two parameters are determined, cross correlation can begin between each correspond-
ing interrogation area in image A and B. The cross correlation algorithm used for all PIV mea-
surements in this study utilized the fast Fourier transform (FFT) to determine the particle dis-
placements in each interrogation area. Details of the FFT-based cross correlation technique can
be found in [41, 42, 43, 44, 35]. The end result of the cross correlation is a displacement for each
pair of interrogation areas in the image pair, which represents the mean particle motion within
the interrogation area. The displacement has two components, Az and Ay, and is given in pixels.
In order to obtain actual particle velocities from these measured displacements, two other pieces
of information are needed. First, the time separation, At, between the capturing of image A and

B is needed so that the displacement can be converted into a velocity of pixels per second. To
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then convert that velocity into a physical value such as meters per second, a magnification factor,
M, is needed which relates the number of pixels in the image to a physical dimension in the flow.

The velocities in the z and y directions, u and v, can therefore be calculated as:
v=M— , v=M-— (4.1)

The two velocities determined are then located at the center of the interrogation area from which

they were determined.

4.3.4 Sources of Error in PIV

In this section, the various sources of error associated with PIV are briefly described. With PIV
being a relatively new measurement technique (its widespread use did not begin until the 1990’s),
many of the error sources have been identified but not quantified accurately. This is due to the
fact that many PIV errors depend greatly on the physical measurement environment such as the
nature of the flow (i.e. acceleration present in the flow), and the exact size and shape of the
seeding particles. For this reason, the errors listed in this section will be outlined qualitatively,
although a quantifiable percentage error will be quoted wherever possible. The various errors

described below are generally classified as either random errors or bias errors [45].

Random Errors

Random errors are classified here as any error which can result in either the overestimation or
underestimation of the true answer. Since these errors cause the measurement to fall above and
below the true value with equal probability, random errors can be reduced with averaging if the

sample size is large.

1. Image Recording

Errors originating from the image capturing process have been attributed to noise in the
recording device by Pickering and Haliwell [46]. The level of resolution in the recording

device can also effect the amount of error in the results [47, 48, 49].
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2. Contrast in the Recorded Images

As mentioned in Section 4.3.2, it is important that the images captured with PIV have
an adequate level of contrast between the bright particles and the dark background. If
the ratio of the brightness of the particles to the brightness of the background (referred
to as the signal-to-noise-ratio, SNR) is too low, it will become increasingly difficult to
distinguish the seeding particles from the rest of the background. This will adversely effect
the accuracy of the predicted displacements. Guezennec and Kiritsis [50] suggested that
the amount of error was insensitive to the SNR as long as it was kept above a certain
critical value of approximately 100 counts of contrast. In this context, contrast refers to
the difference between the particle intensity and the background intensity, and a count is a

unit of measurement for intensity.

3. Particle Size

Errors in the predicted displacement can arise from improper particle sizes in the captured
image. For example, if a seeding particle takes up less than one pixel in a recorded image,
there is no way to determine its exact location because one pixel can only hold one intensity
value. Consequently, if that particle happened to be located in the upper left hand corner
of the pixel, there would be no way to resolve this location. It is therefore important that
the camera be adjusted such that the seeding particles (as captured in the camera images)
are at least 2 pixels in diameter. Figure 4.4 shows a prediction of the relationship between
the error (in pixels) and the particle image diameter (also in pixels) given by Prasad et al.

[47].

4. Particle Number Density

The number of particles which appear in each interrogation area can affect the accuracy of
the cross correlation. Each interrogation area should contain more than 10 to 20 particles to
attain acceptable levels of error [43, 39]. Huang et al. [49] suggested a relationship between
the random error and the number of particles in an interrogation area which is plotted in

Figure 4.5.
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5. Three-Dimensional Effects

Even when it is reasonable to assume a purely two-dimensional flow, some degree of out-of-
plane motion exists in most physical flow fields. It is possible that any given particle with
enough out-of-plane motion could pass through the laser sheet before the second image of
an image pair is captured. This would result in a failure to find that matching particle in
the second image, causing a reduction in the SNR. To prevent this effect, it was suggested
by Adrian [43] that the seeding particles should not travel more than one-quarter of the

laser sheet thickness before the second image is captured.

6. Parallax

As mentioned above, the error due to out-of-plane motion can be minimized with a laser
sheet that is at least 4 times thicker than the out-of-plane motion. However, if the laser
sheet becomes too thick, the error due to parallax will increase. Parallax error occurs when
particle displacement in the out-of-plane direction is interpreted as an in-plane displacement.
This error can be quantified if the out-of-plane velocity is known [51], and can be reduced

if the distance between the camera lens and the measurement plane is increased.

Bias Errors

In contrast to random errors, bias or fixed errors will cause the measurement to be either consis-

tently above or below the true value.

1. Tracking Error

Tracking error occurs when the seeding particles do not follow the flow exactly. Since PIV
measures the displacement of seeding particles, it is essential that they are chosen so that

they are neutrally buoyant in the flow (Section 4.3.1).

2. Acceleration Errors

In the cross correlation of an image pair, it must be assumed that the velocity remains

constant over the time interval since the only three pieces of information available are the
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starting and finishing position of the particles, and the elapsed time for this displacement.
The path taken by the particle is not known (i.e. the particle may follow a curved path,
or may change speed along a straight path). Therefore, acceleration cannot be measured
with PIV unless more than two images are used in a cross correlation technique [52]. An

estimation of the acceleration errors in PIV can be found in Boillet and Prasad [53].

3. Velocity Gradient Errors

During cross correlation, one velocity vector is calculated for each interrogation area. How-
ever, these areas have some finite size (IV), so it is possible that different particles within the
interrogation area could have different velocities. For this reason, it is wise to use smaller
interrogation areas when high velocity gradients are expected. The errors resulting from
the assumption that all particles within an interrogation area display uniform motion were

investigated by Huang and Fielder [54].

4. Sub Pixel Interpolation

Sub pixel interpolation errors are similar to the particle size errors described above. Unless
the particle displacements within an interrogation area happen to be an exact integer value
of pixels, then some sort of interpolation is required. The various functions available for
estimating the exact displacements are described by Gilbert [40]. Based on the theoretical
and simulation results of Westerweel [55], typical sub pixel interpolation errors are in the

range of 0.05 to 0.1 pixels.

For each of the experiments performed in this thesis project, the above error sources were evalu-

ated and quantified wherever possible. The results are reported in each corresponding chapter.

4.4 Literature Review - Particle Image Velocimetry and the Wind

Tunnel

This section briefly reviews the existing publications pertaining to the use of PIV in wind tunnels.
At present, this topic remains largely unexplored, as is evidenced below by the small number of

publications found in this literature search.
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The earliest publication found involving the use of PIV in a wind tunnel was from 1989. Hocker
and Kompenhans [56] investigated ways to improve the performance of their PIV system for the
measurement of low and high speed air flows. Some technical improvements involved replacing
photographic film with a CCD camera for digitizing the recorded images, and determining efficient
methods for (image) brightness control and seeding concentration. These improvements were
made with the purpose of justifying PIV as a feasible measurement technique in the wind tunnel,

and are now recognized as standard practices in PIV measurements.

Willert et al. [57] investigated various applications of a two dimensional PIV system in the 6 x 8
m? test section of the DNW Large Low Speed Testing facility (German-Dutch wind tunnel). PIV
was used to measure: (1) helicopter rotor blade/vortex interactions, (2) flow in the wake of an
aircraft in landing configuration, and (3) the flow between the slats of a high-lift airfoil. Willert
et al. concluded that in light of these successful experiments, PIV should be considered a very

promising technique for wind tunnel measurements [57].

Willert [58] later explored the application of stereoscopic PIV in the wind tunnel. Stereoscopic
PIV uses two cameras to record image pairs simultaneously in order to capture the third (out-
of-plane) velocity component. A detailed description of stereoscopic PIV was given by Willert
[58] as well as in [59, 60, 61, 62, 63]. Willert [58] tested the three dimensional PIV system by
performing measurements of an unsteady vortex ring. He concluded that an extension from two

to three dimensional PIV would be possible in most wind tunnel applications [58].

Arik and Carr [64] investigated the use of a PIV system for real-time measurements in the wind
tunnel. The main difference with this system was the ability to quickly adjust parameters such
as the time separation between images, the image quality, and the cross correlation parameters
such as the size of the interrogation areas and the overlap. These capabilities are now common
in the majority of commercial PIV systems. Arik and Carr [64] used this system to perform
measurements of the flow along the fuselage and behind the wing flaps of a transport aircraft.
It was interesting to note that Arik and Carr [64] attempted to inject the seeding particles just
upstream of the model (local seeding). They reported this method to be unsuccessful due to
the intermittency of the smoke stream in the collected images. Instead, it was decided to seed

the entire tunnel by running the smoke generators and the tunnel for one hour before collecting
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images. Despite this, Arik and Carr [64] also reported a successful application of PIV in a wind

tunnel flow.

A recent application of PIV in the automotive industry was performed by Cogotti and De Gre-
gorio [65], where a full scale automobile was tested in an open section research tunnel. PIV
measurements were made immediately downstream of the side view mirrors and the front wheels
with a two dimensional PIV system. Vapourized olive oil was chosen as the seeding particle, and
was injected into the flow at the contraction inlet with a traversing seeding rake. For comparison,
the same areas were investigated using both LDV and a 14-hole pressure probe and found to give
good agreement with the PIV results. The authors concluded that PIV showed a great deal of

potential for use in automotive wind tunnels [65].

4.5 PIV Hardware Setup

This section describes the PIV hardware components used to obtain the flow measurements in
this study (Figure 4.6). Since the same equipment was used for all the experiments in Chapters

5, 6, and 7, this description has been included here for convenience.

4.5.1 Laser

The laser unit used in this study was a New Wave Gemini 15Hz dual cavity Nd-YAG laser (the
15Hz reported here refers to the frequency at which pairs of laser pulses can be emitted). This
unit actually contained two lasers, allowing for very small time separations (At) between pulses
since it was not necessary to wait for a single laser to recharge before emitting a second light burst.
The New Wave Gemini was capable of producing two 500m.J/5ns laser pulses at a wavelength
of 532nm. Along with the time separation between laser bursts, the user could also vary the
intensity of the laser beam. This was generally kept in the range of 75% of full power, as this
was usually enough to provide properly illuminated PIV images. The optics which spread the

laser beam into a two dimensional sheet could also be adjusted. The main user adjustment of
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Figure 4.6: PIV Hardware Setup



Chapter 4: Particle Image Velocimetry in the Wind Tunnel 67

importance here was the laser sheet thickness. For all experiments, the light sheet thickness was

set between 2 and 3mm.

4.5.2 CCD Camera

The recording device used in the PIV system was a Kodak Megaplus ES1.0 CCD camera with a
frame resolution of 1008 by 1018 pixels. The Kodak Megaplus was capable of achieving minimum
time separations of lus [35]. The only two user adjustments were the zoom and focus of the
lens installed on the camera. The zoom could be adjusted to vary the overall size of the area
photographed by the camera, while the focus was used to achieve sharp images of the measurement

plane.

4.5.3 Processing Unit

A processing unit was required to synchronize the laser and camera to ensure that the camera
captured an image at the same instant that a laser burst was emitted. The processor used in this
study was a Dantec 1100 Flow Processor. Through this processor (and its software), the user
could adjust all other necessary parameters such as the time separation (At), the magnification
factor M, and the options for image cross correlation, such as the interrogation area size and

overlap.

At this point, the reader should have enough theory and background on both wind tunnels and
PIV. The following chapters discuss the flow measurements performed in the wind tunnel using

the PIV system described above.



Chapter 5

Wind Tunnel Flow Validation

5.1 Introduction

Previous chapters have reviewed the wind tunnel and measurement technique used in this study.
The remaining chapters describe the flow measurements performed in the wind tunnel using

particle image velocimetry (PIV).

Before any useful measurements can be made in a new wind tunnel, it is necessary to examine
the flow in the empty test section. Parameters such as flow uniformity and turbulence levels
in the test section should be kept within reasonable levels to provide meaningful results on test
models. The first calibration test performed on the wind tunnel in this study was a wind speed

calibration test.

5.2 Mean Wind Speed Calibration

5.2.1 Objective

The main objective of this experiment was to generate a mean wind speed calibration curve in the

test section. Since the fan was driven with a variable frequency drive, it was necessary to know

68
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the resulting mean wind speed in the test section at different frequency settings of the controller.
The calibration curve generated in this way should only be used as an approximate method for
obtaining a desired test speed, due to the fact that the experiment was conducted with no model
in the test section. The placement of a model in the test section would typically induce higher
local velocities around the model due to the flow obstruction. The base wind speed calibration
curve can therefore be used as a starting point, however, the true test speed must be measured

and fine tuned in the vicinity of the model.

5.2.2 Experimental Setup

For this particular test, a vertically oriented measurement area was located along the centreline
of the test section (Y = 76.2 mm), with its bottom left hand corner located at (X, Z) = (191.9,
68.3)mm (Figure 5.1). The laser was placed beneath the test section while the camera was placed
to one side of the test section as shown in Figure 5.1. With a physical image size of 84.4mm
x 85.3mm and a CCD array of 1008 x 1018 pixels, the resulting image resolution was 0.084

mm /pixel.

5.2.3 Sample Sizing

Before collecting PIV measurements, it was necessary to determine how many image pairs would
be sufficient in determining the desired parameters such as mean velocity and turbulent kinetic
energy. In an initial PIV experiment in the empty section, 500 image pairs were collected, and the
average velocity in a small area was plotted against 1/n, where n was the sample size (number of
image pairs) used. In Figure 5.2, sample sizes of 50, 100, 200, 300, 400, and 500 images pairs were
used in the determination of the plotted velocities. From 1/n = 0.02 to 0.005 (50 to 200 image
pairs, respectively) the average measured velocity differed by 0.11%. However, from 200 to 500
image pairs (0.005 to 0.002 in Figure 5.2), the measured velocities only varied by a maximum of
0.019%. Based on these results, it appeared that a sample size larger than 200 image pairs would

provide stabilized velocity measurements, with a variation of less than 0.02%. Average values of
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Figure 5.2: Average velocity values as a function of the sample size, n

turbulent kinetic energy followed the same trend, with the variation dropping to less than 2.5%

above a sample size of 200 image pairs.

5.2.4 Experimental Uncertainty

In Table 5.1, the various sources of error in PIV (outlined in Section 4.3.4) are estimated based on
the velocities measured in this chapter. The basis for each estimation is included in the rightmost

column as many error sources were considered negligible.

Based on these estimates, the total error in the measured displacements was 0.008mm (given a
typical measurement area of 80mm x 80mm). In terms of velocities, the error ranged from 1.5%

to 2.3%, depending on the average velocities measured.
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Error Source Error Estimate | Total Error [mm] Description
Image Recording Negligible Amount of electrical noise not known
Contrast Negligible Level of contrast was high in all images (above 100 counts of contrast)

Taken as lowest error value from Figure 4.6 of Huang et al. [49] since all

Particle Number Density 0.0175 pixels 4.078-05 interrogation areas contained at least 50 particles

Loss of Pairs Due to Negliaible Maximum out-of-plane velocities measured were 0.3 m/s, resulting in a
Out-of-Plane Motion 919 displacment of only 0.003mm compared to a 3mm sheet (factor of 1000)

Calculated from the estimates of Sinha [51] using a 80mm x 80mm
Parallax 0.00151 pixels 5.37E-06 measurement area, 0.3 m/s maximum out-of-plane displacement, and a
distance of 508mm from the camera lens to the measurement plane

Tracking Error Negligible lag with respect to air)

Mineral oil was calculated to have a response time of 0.00000009 (i.e. time

Acceleration Errors Negligible flow was expected to be extremely uniform and steady

Acceleration unknown but assumed negligible since the empty test section

Velocity Gradient Error Negligible Also assumed negligible here due to the test section being empty

Negligible since the particles were assumed to be smaller than 1 pixel,

Particle Image Size Negligible resulting in cross correlation of entire smoke particle-clusters

Sub-pixel Interpolation 0.10 pixels 7.95E-03 Based on the theoretical and simulation results of Westerweel [55]

Table 5.1: Estimation of the errors in the PIV measurements collected in the test section

5.2.5 Results

In order to generate a fan/speed calibration curve, 50 PIV image pairs were collected in the
measurement area at eleven different values of drive controller frequency ranging from 5.83 Hz
to 60 Hz (full load). Based on the results of Section 5.2.3, a sample size of only 50 image pairs
could differ by as much as 0.11% from the expected true value. This amount of variation was
acceptable in this case however, since the main objective here was only to obtain a rough estimate

of the velocities at each controller frequnecy.

Since the test section wind speed changed with every frequency, it was necessary to first determine
the appropriate time separation between image pairs in order to ensure proper cross correlation.
Table 5.2 shows the eleven frequency values chosen along with the time separation used in each
case. These frequencies are converted to a corresponding fan rotational speed in the second column
from the left. The average velocities in the rightmost column were calculated by averaging the

velocity values in the free stream of the test section (well clear of the wall boundary layer).

The images collected were processed using interrogation areas of 32 x 32 pixels (2.7mm x 2.7mm),
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Controller Frequency [Hz] | Fan Speed [rpm] | Time Separation [us] | Wind Speed [m/s]
5.83 350 100 3.29
11.67 700 60 7.31
17.50 1050 35 11.75
23.33 1400 30 15.95
29.17 1750 25 19.97
35.00 2100 20 24.67
40.83 2450 18 28.20
46.67 2800 15 32.84
52.50 3150 12 36.04
57.50 3450 8 41.10
60.00 3600 7 42.72

Table 5.2: Controller frequencies used for wind speed calibration

with 50% overlap. This resulted in vector maps containing 3844 velocities (62 x 62) for each speed.

Figure 5.3 is a picture of one such seeded image collected in this experiment (at 17.5 Hz).

Figure 5.4 is a plot of the results in Table 5.2. The secondary Y -axis represents the corresponding
fan rotational speed and was determined from the controller frequency. The calibration curve

was approximated with the following linear relationship:
(controller frequency, Hz) = 1.3805 x (desired wind speed, m/s) + 1.4322 (5.1)

Although the calibration curve is nearly linear in this case, it cannot always be expected since
flow losses may increase with the square or cube of the velocity. Equation 5.1 was used as a
starting point in finding the appropriate wind speed for all the remaining measurements in this

study.

5.3 Corner Flow Validation

5.3.1 Objective

Apart from the test section, the wind tunnel used for this study was fabricated with one other

area of optical access. Two acrylic panels were installed on the top and side wall, just downstream
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Figure 5.3: Sample PIV image from wind speed calibration measurements (approximate size,

85mm x 85mm, smoke particles in air)



Chapter 5: Wind Tunnel Flow Validation

Controller Frequency [Hz]

70

60

*

50

40

30

20

10

10 15 20 25 30 35
Test Section Wind Speed [mV/s]

Figure 5.4: Wind speed calibration curve

40

45

T 4000

3500

3000

2500

2000

1500

1000

500

Fan Speed [rpm]

75



Chapter 5: Wind Tunnel Flow Validation 76

of corner 2 (settling chamber). This allowed for PIV measurements to be performed on the flow

exiting corner 2, upstream of the contraction section.

The objective of this experiment was to investigate the effectiveness of the turning vanes installed
in corner 2. The performance of the turning vanes could be evaluated by looking at the uniformity
and alignment of the exiting velocity profile. The measurements performed in this area would

also define the true inlet conditions for the contraction and test section.

5.3.2 Experimental Setup

For the turning vane measurements, the PIV system was set up to utilize a horizontal light
sheet with the camera placed above the wind tunnel, looking down (Figure 5.5). The light sheet
was placed at the mid-height of the wind tunnel cross section (190.5mm from both the top and
bottom walls). Due to the width of the wind tunnel cross section at that point (381mm), four PIV
measurement windows were used. Each window measured 100mm x 101lmm, giving a resolution
of 0.099 mm/pixel. At a test section speed of 25 m/s, 250 image pairs were collected in each
of the four windows spanning the wind tunnel width. The image pairs were processed using
interrogation areas of 32 x 32 pixels (3.17mm x 3.17mm) and 50% overlap, resulting in 3,844 (62

x 62) vectors.

The estimated errors in these PIV measurements are tabulated in Table 5.3 and resulted in a

total error of 0.01mm (displacement), or 2.3% (velocities).

5.3.3 Results

5.3.4 Mean Velocities

Figure 5.6 is a contour plot of the longitudinal (X-direction) velocities measured in the four
PIV measurement windows (given in m/s). A significant amount of variation was observed in
the velocity profile, ranging from 1.8 m/s to 4.9 m/s. The highest velocities were located near

the inner and outer walls, while the lowest velocities were seen in a region to the left of the
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Transition 2

Figure 5.5: Experimental setup used for turning vane measurements

Error Source

Error Estimate

Total Error [mm]

Description

Image Recording Negligible Amount of electrical noise not known

Contrast Negligible Level of contrast was high in all images (above 100 counts of contrast)

Particle Number Density 0.0175 pixels 7 75E-05 Taken as.lowest error val.ue from Figure 4.6 gf Huang et al. [49] since all
interrogation areas contained at least 50 particles

Loss of Pairs Due to Negliaible Maximum out-of-plane velocities measured were 0.175 m/s, resulting in a

Out-of-Plane Motion 919 displacment of only 0.003mm compared to a 3mm sheet (factor of 1000)
Calculated from the estimates of Sinha [51] using a 100mm x 100mm

Parallax 2.49E-05 pixels 1.11E-07 measurement area, 0.175 m/s maximum out-of-plane displacement, and a
distance of 620mm from the camera lens to the measurement plane

) L Mineral oil was calculated to have a response time of 0.00000009 (i.e. time

Tracking Error Negligible . )
lag with respect to air)

Acceleration Errors Negligible Acceleration unknown but assumed n.egllglble since the empty test section
flow was expected to be extremely uniform and steady

Velocity Gradient Error Negligible Also assumed negligible here due to the test section being empty

Particle Image Size Negligible Negllglblg since the par‘tlc]es were gssumed to bg smaller than 1 pixel,
resulting in cross correlation of entire smoke particle-clusters

Sub-pixel Interpolation 0.10 pixels 9.90E-03 Based on the theoretical and simulation results of W esterweel [55]

Table 5.3: Estimation of the errors in the PIV measurements collected downstream of the corner

2 turning vanes
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Figure 5.6: Longitudinal velocities measured at the exit of corner 2 (given in m/s) Note: All axis

dimensions in mm

centreline (Y & 150mm). This skewed velocity profile was most likely caused by the fan section.
The motor (which directly drove the fan) created a large flow blockage in the fan section, which
forced all the air flow to pass through the ring of area between the casing diameter and the outer
diameter of the motor. Since the area of measurement (exit of corner 2) was located less than
2 m downstream of the fan, it was reasonable to assume that these fan effects had not been
fully dissipated. Although the screen and contraction section largely eliminated this variation in
velocity before the test section, further improvements in the flow quality could be acheived with
a longer settling chamber and/or individual adjustment of each vane in corners 1 and 2 to direct

higher velocity flow towards the centre.
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Figure 5.7: Transverse velocities measured at the exit of corner 2 (presented as angles of mis-

alignment in degrees) Note: All axis dimensions in mm

Figure 5.7 is a plot of the mean transverse (Y-direction) velocities in terms of the angle formed
with the corresponding X -direction velocity. The degree of misalignment of the flow varied from
—3° to 3° with respect to the tunnel walls (Y-axis). Two main streams of flow were observed.
The region between 70 < X < 160 contained a stream of flow directed (to the right) towards the
center of the wind tunnel. On the right side, at 275 < X < 340, a similar stream was seen, also
flowing towards the center of the tunnel (to the left). This phenomenon was most likely an effect
of the velocity profile seen in Figure 5.6. As the quicker flow along the sides decelerates, it tends

to flow towards the center by continuity.

The degree of non-uniformity and misalignment in the flow exiting corner 2 was expected due to
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the relatively short settling distance from the fan section and corners 1 and 2. However, it was also
expected that the honeycomb section (located downstream of the measurement area) would be
successful in reducing the 3° of misalignment to an acceptable level in the test section. In addition,
the screen section (located immediately downstream of the honeycomb section) was expected to
correct the non-uniformity in the velocity profile seen in Figure 5.6. The characterization of the

flow in the test section was necessary to verify this behaviour.

5.4 Test Section Flow Validation - Vertical Plane

5.4.1 Objective

To validate the quality of the air flow in the test section, it was necessary to observe the flow
in greater detail, along both vertical and horizontal planes. The objective here was to capture
a larger number of images so that statistical properties such as turbulent kinetic energy and
turbulence intensity could be quantified using a vertically oriented measurement area. In addition,
a full velocity profile (spanning from the bottom to the top wall) was desired so that any non-

uniformity in the flow could be addressed.

5.4.2 Experimental Setup

Two PIV measurement areas were required in order to capture a velocity profile spanning the
entire height of the test section. The two measurement areas were located at the midpoint (Y =
76 mm) of the test section width (Figure 5.8(b)). Windows A and B both measured 83.1mm x
83.9mm, giving a resolution of 0.082 mm /pixel. The camera and laser were oriented in the same

way as for the wind speed calibration measurements (see Figure 5.8(a)).

Flow measurements were performed in windows A and B at three different speeds in order to
observe the wind tunnel behaviour near the upper and lower limits of the fan. The three controller
frequencies chosen were 15.24, 35.95, and 56.65 Hz, representing approximately 10, 25, and 40

m/s in the test section. Each window was tested at all three speeds before proceeding to the next
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Figure 5.8: (a)Experimental setup for vertical plane measurements in the test section (b)size and

location of measurement area (all dimensions in mm)
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window since it was much easier to change the wind speed as opposed to changing the camera
and laser setup each time. Each measurement window required calibration only once using this

method.

Figure 5.9 shows a typical image collected from window A using PIV. It is important to note
that even though the camera had been focused correctly on the measurement plane, objects far
outside that plane could still be captured. In Figure 5.9, one of the screws used to fasten the
test section walls was captured in the PIV images taken at that location. The presence of the
screw in the images resulted in erroneous velocity data in that region. One possible solution to
this problem was to coat the screw with a non-reflective, flat black paint. However, light would
still be reflected from the surface of the threads cut into each screw hole in the acrylic. This
problem was judged to be acceptable for two reasons. First, the flow in an empty test section was
assumed to be very uniform so that any small area could be substituted with the values around
it. Second, it was unlikely that measurements would ever be made near the wall when a model

was inserted in the test section.

For both windows A and B, and at each speed, 500 image pairs were collected and averaged.
Each image pair was processed using interrogation areas of 32 x 32 pixels (2.6mm x 2.6mm)
with 50% overlap. This gave vector maps containing 3,844 vectors (62 x 62). From the 500
image pairs collected from each of the six tests, mean velocities (in the X and Z directions) and
turbulent kinetic energy values were calculated. For simplicity, the results of windows A and B

were combined and presented as one area of interest.

Based on the estimates in Table 5.1, errors in the measured velocities were determined to be
2.3%, 1.6%, and 2.0% at 10, 25, and 40 m/s, respectively. Section 4.3.4 gives a description of

each error source.
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Figure 5.9: Sample PIV image from the test section in the vertical plane (approximate size, 85mm

x 85mm, smoke particles in air)
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5.4.3 Results

Mean Velocities

Figure 5.10 presents the mean velocities (averaged from 500 image pairs) measured at the three
test speeds. For clarity, only a small fraction of the 7,688 vectors collected are shown. As
expected, a uniform flow was observed from left to right with a small boundary layer formed near
the upper and lower walls. However, more detail was required in order to assess the quality of
the flow for experimental purposes. Three flow characteristics were chosen as the best indicators

of flow quality:

1. The maximum longitudinal (X-direction) variation in velocity;
2. The transverse (Y and Z direction) variation in velocity (or flow angle variation); and,

3. The levels of turbulent kinetic energy.

Contour plots showing the longitudinal velocities (m/s) at each of the three test speeds are
presented in Figure 5.11. At 10 m/s, the maximum variation in longitudinal velocity was within
0.6% of the mean, with the bulk of that variation appearing in a small core near the upper wall.
For the two higher speeds, a recurring flow pattern was observed. A core of lower velocities was
found at the centre of the test section, increasing steadily towards the upper and lower walls.
The maximum variation in velocity was higher, approximately 1.5% and 3.25% at 25 m/s and
40 m/s, respectively. The effect of the fastening screw mentioned in Section 5.4.2 is seen in the

plots as an area of erroneous data centred at (X, Z) = (210, 9) (Figure 5.9).

In Figure 5.12, the transverse velocities are plotted in terms of the angle they form with the
corresponding U (X-direction) velocity. For example, a contour value of -0.15 indicates that the
flow in that area is pointed downwards at an angle of 0.15°, while a value of 0° is perfectly aligned
with the test section wall. Pope et al. [2] suggest that this variation should be kept to within
+0.20°. For comparison against this criteria, the limits of the contour levels in Figure 5.12 were
set to 40.20° and —0.20°. Therefore, any areas in blue or red indicate regions where the flow

approached 0.20° of misalignment.
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At all three test speeds in the vertical plane, a repeating pattern was observed in the transverse
velocities. This trend was observed in the areas near the upper and lower test section walls,
where the flow was directed towards the centreline of the test section. For example, at 10 m/s,
the flow located between 10 < Y < 40 was directed upwards at an angle of 0.20°. Along the
top wall, at 120 < Y < 145, the flow was directed downwards at an angle of —0.20°. This
pattern was also observed at 25 m/s and 40 m/s. Some discontinuity was observed in the plots
at the interface between the upper and lower measurement windows. It was important to note
in this case that windows A and B were measured at different times, which could have led to
some discontinuity when attempting to join the two windows together. Note that the flow angles
plotted here represent Y-direction velocities in the range of 0 to 0.05 m/s. Therefore, despite the
apparently large difference in contour colour, the actual discrepancy in the velocities was very

small.

The variation in flow angle at all three speeds was considered to be satisfactory, since most
regions fell within 4+0.20° of misalignment. Any regions outside this limit were only misaligned

by a further £0.05° and therefore still considered to be acceptable.

Turbulence Levels

Figure 5.13 shows the levels of two-dimensional turbulent kinetic energy at the three test speeds.
The turbulent kinetic energy, K;, was calculated using the fluctuating components, «’ and v’, of
the U and V velocities: __

Ky = Ll (5.2)

2

where K; has the units m?/s?. The turbulence intensity was calculated as the ratio of u’, v, or
w’ to the mean velocity, U [3]. According to Pankhurst [3], the dominant velocity (U) should
used as the denominator in all three cases (i.e. w'/U, v'/U, and w'/U). At 10 m/s, K; levels
were in the range of 0.005 to 0.02 m?/s%. The average turbulence intensity level was calculated
to be approximately 1.5% in the X-direction, and 0.5% in the Z-direction. At 25 m/s, the
pattern observed in Figure 5.11(b) was seen. A core of higher K, existed along the centre of the

test section, dropping off from 0.18 to 0.02 m?/s? towards the wall. Here, average turbulence
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intensities were calculated as 1.3% and 0.4% in the X and Z directions, respectively. A similar
but less pronounced pattern was also observed at the third test speed, 40 m/s. K levels near
the test section centreline were approximately 1.3 m?/s?, and fell to 0.25 m?/s? near the upper
wall. At this speed, the average turbulence intensity was approximately 2.6% in the X-direction,

and 0.6% in the Z-direction.

5.5 Test Section Flow Validation - Horizontal Plane

5.5.1 Objective

After quantifying the flow characteristics of the test section in the vertical plane, it was necessary
to evaluate these same characteristics in the horizontal plane to ensure consistent behaviour. The
objectives of this experiment were therefore the same as for the vertical plane: to characterize the
flow behaviour in the test section by investigating velocity profiles and turbulence levels using a

horizontal measurement plane.

5.5.2 Experimental Setup

The experimental setup for this test was exactly the same as for the vertical plane tests, the only
difference being that these measurements were taken along a horizontal plane (X — Y plane) in
the test section. This involved placing the camera below the test section and orienting the laser
alongside of the test section as shown in Figure 5.14(a). Two measurement windows were needed
in order to capture an entire velocity profile from the left to the right wall of the test section.
The measurement windows A and B were located along the centreline (Z = 76mm) of the test
section, beginning at X = 160mm (along the test section length) (see Figure 5.14). Windows A

and B measured 80.2mm x 81.0mm, giving a resolution of 0.080 mm/pixel.

The measurements were performed in the same way as for the vertical plane measurements.
Three test speeds were used (10, 20, and 40 m/s), and 500 image pairs were collected in each

case. Cross correlation was performed on the images using interrogation areas of 32 x 32 pixels
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Window A Window B

Windows
of interest

Figure 5.14: (a)Experimental setup for horizontal plane measurements in the test section (b)size

and location of measurement area (all dimensions in mm)

and 50% overlap. Figure 5.15 shows a sample image in the horizontal plane captured with PIV.
As can be seen, two fasteners were captured in each image, resulting in erroneous data in each of

those regions. This was viewed as acceptable given the reasons outlined in Section 5.4.2.

The estimated errors for the PIV measurements in this experiment were the same as those de-
termined for the wind speed calibration and test section vertical plane measurements. Velocity
errors of 2.3%, 1.6%, and 2.0% were estimated for the three test speeds, 10, 25, and 40 m/s

respectively. A breakdown of these error estimates can be found in Table 5.1.

5.5.3 Results
Mean Velocities
Figure 5.16 shows the mean velocity vectors measured in windows A and B (the full 7,688 vectors

have once again not been plotted for clarity). Apart from the four areas of missing data (due to

the fasteners captured in each image), the velocity profiles appear to be nearly identical to the
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Figure 5.15: Sample PIV image from the test section in the horizontal plane (approximate size,

85mm x 85mm, smoke particles in air)



93

Wind Tunnel Flow Validation

Chapter 5

S
w %)
) > E
5 &
4
AAAAAAANAL AAAAL YV VXYYV VYVYVYV)
A AL A A M AR 414
AV AR AP M AR ARAAMA IR
AN A AR AL A
AR AR A A AL IR AL 1
AR A A AR AL 1
AR A AR AL 1
MM AR A A AR AL A
MM AR A AR AR AL !
MM AR A AR AR A A 1
AR AL IR PRYvIaREYY PRV 1
AL AL AL A AR AL 1
MM AR A Aparp AR AL A
AMM AR A AR AL A 1
AMMA AR A AP AR A A 1
LYY JYYYYYYYYY) TYY) A
| I I L1 1 1
o n o n o n
n N o ~ wn o
— — —
V4
S
w %)
) > E
T 9
4
AAAAMAANAN AALA AMNAAAAAAAANANALA
AL A IPYSIRTIRE! TRRRRIISION
AL AAAIAL AP A M ARAAA IR
hALAM AL AL i & A
AMM AR A A AL AR 1
MM AR A Aarpan e 1
MM AL A i & 1
AMM AR A A AL AR A
MM A AR A A An e A
MM AR A Aarpan e A
AR AL AL AL AR 1
AL AL A 1
AR AR A Aarpan e A
MM AR A ey ¥ 1
[ AMMA AR A ety &) 1
Ad ApAAAAR AMAAAAAARARA A
| I I L1 1 1
o n o n o 0
n N o ~ wn N
— — — N

175 200 225 250 275

150

175 200 225 250 275

150

(b) 25 m/s

AMAAAAAN AAAAMAMANANN 7> AADAMD IYYYYYYYYYYN
AL A MAMAAAARAN M
AL AM
AL A
AR
AR A
AL A
AL A
A A
AL A
A A
M e A
M M A
M | 38 A
AMMAMAAAAAARAAMAAAAANA MR A
panh  AAAMAAAAAMAARAAAAARANAAARA AbA
| IETRE EIREIRTI SRR B T R
o n o wn o wn o
n N o ~ n N
- - — N

175 200 225 250 275

150

(c) 40 m/s

(horizontal plane) (a) 10 m/s (b) 25 m/s (c) 40

10n

in the test secti

1€e8

Mean velociti

All ax

Figure 5.16
m/s Note

1mensions 1n min

isd



Chapter 5: Wind Tunnel Flow Validation 94

vertical plane results, as should be the case. Contour plots of the longitudinal (X-direction) and
transverse velocities are shown in Figures 5.17 and 5.18. At 10 m/s, the longitudinal velocity
exhibited the same pattern as was seen in the vertical plane at 25 and 40 m/s. A core of lower
velocities was observed at the centre of the test section while increasing slightly towards the left
and right walls (top and bottom walls, respectively, in these figures). A maximum longitudinal
velocity variation of 2.1% was observed here. The areas in red which were not within 3-4mm
of the walls were considered to be erroneous data due to the light reflections from the fasteners.
At 25 m/s, the maximum variation was only 0.6%, with the same flow pattern as 10 m/s. At
40 m/s, the expected flow pattern was observed (although with a slight mis-match between the

upper and lower measurement windows) with a maximum longitudinal variation of 2.5%.

In Figure 5.18 the transverse velocities are again plotted as angles of misalignment, with the
upper and lower limits of the contours representing +0.20°. At all three test speeds, the flow
near the right (bottom) wall was directed towards the centreline of the test section. This pattern
however, was not observed at the opposite side (left wall) of the test section. In fact, the results
from 25 m/s and 40 m/s contained small regions of flow directed towards the left (top) wall.
This was not expected after observing the flow behaviour in the vertical plane tests, but was

considered to be satisfactory as the angles of misalignment were again within acceptable levels.

Turbulence Levels

Turbulent kinetic energy (Figure 5.19) and turbulence intensity levels were calculated in the same
way as for the vertical plane measurements (Section 5.4.3). At 10 m/s, turbulent kinetic energy

2| resulting in average turbulence intensities of 3%

levels were in the range of 0.04 to 0.07 m?/s
and 0.5% in the X and Y directions, respectively. Higher values were observed near the walls, as
was also the case at 25 m/s, where turbulent kinetic energy levels reached 0.15 m?/s? near the
right wall. Average values of turbulence intensity were calculated to be approximately 1.1% and
0.4% in the X and Y directions. At 40 m/s, the turbulence levels were significantly higher, with

2

values reaching 2.6 m?/s?. This resulted in average turbulence intensities of 4.0% and 0.5% in

the X and Y directions, respectively.
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Figure 5.17: Longitudinal velocities measured in the horizontal plane (given in m/s) (a) 10 m/s

(b) 25 m/s (c) 40 m/s Note: All axis dimensions in mm
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Figure 5.18: Transverse velocities measured in the horizontal plane (presented as angles of mis-

alignment in degrees) (a) 10 m/s (b) 25 m/s (c) 40 m/s Note: All axis dimensions in mm



Chapter 5: Wind Tunnel Flow Validation 97

150 |- 150 |-

125 0.20 125 0.40

- 0.19 - 0.37

i 0.17 - 0.34

i 0.16 i 0.31

100 - 0.14 100 - 0.29

- 0.13 - 0.26

i 0.11 i 0.23

i 0.10 i 0.20

N 75 0.09 N 75 0.17

i 0.07 i 0.14

i 0.06 i 0.11

= 0.04 = 0.09

50 0.03 50 0.06

i 0.01 i 0.03

i 0.00 i 0.00

25 25
0 - 0

TR IR RN SNURN NN SRR AN N RSN A N SR S TR IR RN SNURN NN SRR AN N RSN A N SR S

150 175 200 225 250 275 150 175 200 225 250 275

X X

(@) 10 m/s (b) 25 m/s

150 |-
125 6.00
- 5,57
i 5.14
B 471
100 4.29
- 3.86
i 3.43
B 3.00
N 75 257
i 2.14
B 171
- 1.29
50~ 0.86
B 0.43
B 0.00
25
0
o S B I R E A SRR SR N

150 175 200 225 250 275
X

(c) 40 m/s

Figure 5.19: Turbulent kinetic energy levels in the test section (horizontal plane) given in m?/s?

(a) 10 m/s (b) 25 m/s (c) 40 m/s Note: All axis dimensions in mm
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In summary, the measurements made in the vertical (X — Z) plane, and the horizontal (X —Y)
plane revealed the flow characteristics in the test section of the wind tunnel used in this study.
Longitudinal and transverse velocities were measured at mean air speeds of approximately 10, 25,
and 40 m/s. The longitudinal (X-direction) velocities were found to vary by an average of 1.8%
along any given velocity profile from one wall to the other. The flow was well aligned with the
test section walls, deviating by no more than +0.20° (as recommended by Pope et al. [2]) in most
cases, with a few instances of greater misalignment not exceeding 0.30°. Turbulence levels were
calculated from the fluctuating velocity components. The average level of turbulent intensity was

found to be 2.0% in the longitudinal direction, and 0.5% in both transverse directions (Y and Z).

5.6 Test Section Flow Validation - Wall Boundary Layer

5.6.1 Objective

In order to further characterize the flow quality in this wind tunnel, a third experiment was
conducted in the empty test section. The objective for this experiment was to measure the shape
and size of the boundary layer formed along the test section walls. Due to the length of the test
section (450mm) it was reasonable to assume that a boundary layer could grow to a significant
size before reaching its exit. This would have the effect of reducing the amount of usable area in

the test section.

5.6.2 Experimental Setup

To reduce the amount of data collected, PIV measurements were performed only on one of the
four test section walls. The bottom wall was chosen, requiring a vertical measurement plane
(X-Z plane). The experimental setup was therefore identical to that used for the vertical plane
measurements in the test section (Figure 5.8(a)). Figure 5.20 shows the measurement areas used
in this experiment. Four measurement windows were chosen, located along the bottom wall of
the test section, spaced approximately evenly along its length. Each window measured 52.5mm

x b3mm, giving a resolution of 0.052 mm/pixel. This gave higher resolution than the previous
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Windows
of interest

(a) (b)

Figure 5.20: Size and location of measurement windows used for boundary layer experiments (all

dimensions in mm)

vertical and horizontal plane measurements (which were approximately 82mm x 83mm), in order
to retrieve more velocity data close to the test section wall. To further increase the amount of
data near the wall, different processing parameters were used. Interrogation areas of 32 x 32
pixels (1.7mm x 1.7mm) were used, but the overlap was increased to 75% in the vertical (2)
direction. The X-direction overlap was unchanged at 50%. By increasing the vertical overlap,
the number of vectors in the vertical direction was doubled, resulting in vector maps containing

62 x 124 velocity vectors.

For each of the four windows, two test speeds were chosen; 20 m/s and 40 m/s, and 500 images
were collected at each speed. At both speeds, the estimated error in the measured velocities with

PIV was approximately 2.6% (Table 5.4).
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Error Source

Error Estimate

Total Error [mm]

Description

Image Recording Negligible Amount of electrical noise not known

Contrast Negligible Level of contrast was high in all images (above 100 counts of contrast)

Particle Number Density 0.0175 pixels 6.26E-05 Taken as.lowest error val.ue from Figure 4.6 gf Huang et al. [49] since all
interrogation areas contained at least 50 particles

Loss of Pairs Due to Negliaible Maximum out-of-plane velocities measured were 0.3 m/s, resulting in a

Out-of-Plane Motion 919 displacment of only 0.003mm compared to a 3mm sheet (factor of 1000)
Calculated from the estimates of Sinha [51] using a 53mm x 53mm

Parallax 0.00457 pixels 1.07E-05 measurement area, 0.3 m/s maximum out-of-plane displacement, and a
distance of 286mm from the camera lens to the measurement plane

. . Mineral oil was calculated to have a response time of 0.00000009 (i.e. time

Tracking Error Negligible . .
lag with respect to air)

Acceleration Errors Negligible Acceleration unknown but assumed n.egllglble since the empty test section
flow was expected to be extremely uniform and steady

Velocity Gradient Error Negligible Veloglty gradlents herg may not be negllglble, b}Jt this was compensated
for with higher resolution and smaller interrogation areas

Particle Image Size Negligible Negllglblg since the partlgles were gssumed to bg smaller than 1 pixel,
resulting in cross correlation of entire smoke particle-clusters

Sub-pixel Interpolation 0.10 pixels 5.20E-03 Based on the theoretical and simulation results of W esterweel [55]

Table 5.4: Estimation of the errors in the PIV measurements collected in the test section boundary

layer
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A B C D E F G H Total Angle
20 m/s 1.50 1.67 2.00 2.45 3.22 4.00 5.20 6.14 0.64°
40 m/s 1.34 2.19 3.02 3.56 4.60 5.06 5.80 6.43 0.71°

Table 5.5: Height of the boundary layer at various locations along the test section (mm)
5.6.3 Results
Mean Velocities

Figures 5.21 and 5.22 are plots of the longitudinal (X-direction) velocities in each of the four
measurement windows at 20 m/s and 40 m/s, respectively. With the air flowing from left to
right, it could be seen that the boundary layer grew steadily in size further downstream along
the test section. In order to better quantify the shape and size of the boundary layer, Table 5.5
shows the height of the boundary layer at the extremity of each measurement window at both
speeds (points A through H in Figures 5.21 and 5.22). The reported height (given in mm) at
each location was taken as the point at which the velocity fell below 97.5% of the mean flow. A
slightly larger boundary layer was oberved at 40 m/s, however, this difference was quite small, in
most cases Imm or less. These heights gave a good indication as to the amount of useful area in
the test section. For example, if a model was tested near the midpoint of the test section length,
then one could assume that useful data would be obtainable as close as 4mm away from the
wall. Assuming the boundary layer was similar in size on all four test section walls, then a 4mm
boundary layer would leave 90% of the cross sectional area available for useful measurements. In
the very worst measured case (point H in the test section at 40 m/s), 83.8% of the cross sectional
area would still give flow that is within 97.5% of the mean velocity. The rightmost column in
Table 5.5 shows the overall angle formed by the first and last points, indicating the slope at
which the boundary layer grew. Again, there was only a small difference in angle between the
two speeds, indicating that the shape and size of the boundary layer was not heavily dependent

on speed.

It was interesting to note the contracting effects of the growing boundary layer in the test section.

As the boundary layer grew, it left a smaller and smaller area for the main flow to pass through,
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Figure 5.21: Longitudinal velocities collected along the test section wall at 20 m/s. Note: All

plots in this figure follow the same contour legend shown above, all axis dimensions in mm
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Figure 5.22: Longitudinal velocities collected along the test section wall at 40 m/s. Note: All
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resulting in a slight acceleration of the flow along the length of the test section. On average,
the velocity increased by 0.15 m/s from the first measurement window to the second. From the
second to the third, a further 0.1 m/s increase in velocity was seen. From the third to the fourth
window however, a decrease of 0.15 m/s was observed. This may be due to the decelerative
effect of the diffuser propagating slightly upstream from its entrance. Due to this effect, model
measurements should not be made beyond X ~ 430mm (Figures 5.21 and 5.22, Window 4).

One method of correcting for the boundary layer growth in the test section is to incorporate a
draft angle into the test section walls [2]. With the use of a moderate draft angle, the cross
sectional area of the test section can be gradually increased, allowing for the thickening boundary
layer while maintaining constant static pressure in the main flow outside of the boundary layer.
Pope et al. [2] suggested a draft angle of 0.5° in each test section wall, although little information
was available. Based on the results of this section, this particular wind tunnel would benefit from
a 0.7° draft angle in order to accomodate the boundary layer growing at that approximate angle
(Table 5.5). The use of this draft angle however, would have complicated the fabrication of the
test section, and made it more difficult to distinguish transverse velocities with respect to the
test section walls and it was therefore decided to utilize a conventional design with constant cross

section.

5.6.4 Comparison of Boundary Layer Sizes with CFD Simulation Results

In Section 2.6 a CFD study was performed in order to determine the optimum contraction shape
to be used in the wind tunnel. In the simulation, an outlet duct (representing the test section)
was placed at the outlet of the contraction (Figure 2.13). With these results, it was possible to
compare the boundary layer sizes as determined by CFX TASCflow to those found using PIV in

the previous section.

In Figure 5.23 the general style of the plots in Figure 5.22 were reproduced, using the results of
the CFD simulation. As in Section 5.6.3, the points A through H in Figure 5.23 represented the
top of the boundary layer at the edge of each of the four plotted areas. Their heights (or distance

from the test section wall) were determined as the point at which the X-direction velocity fell to
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A B C D E F G H Total Angle
PIV Results (40 m/s) 1.34 2.19 3.02 3.56 4.60 5.06 5.80 6.43 0.71°
CFD Results (40 m/s) 3.02 3.80 4.53 4.92 5.35 5.74 6.04 6.43 0.47°
% Difference 56% 42% 33% 28% 14% 12% 4% 0% 34%

Table 5.6: Comparison of the boundary layer size (mm) as determined by PIV measurements

and CFD simulation at 40 m/s

97.5% of the free stream value, indicating the beginning of the boundary layer. In Table 5.6, these
boundary layer heights (as determined with CFD) were compared to the corresponding heights
determined using PIV at 40 m/s.

The boundary layer was observed to reach a maximum size of 6.43mm at the furthest downstream
point in the test section in both cases (PIV and CFD). However, there was a significant difference
in the boundary layer size at the inlet of the test section. The PIV results showed a boundary
layer of 1.34mm while the CFD simulations predicted a larger boundary layer of 3.02mm. Con-
sequently, the CFD simulation predicted boundary layer growth at an angle of 0.47° compared
to 0.71° with PIV. There are several possible reasons for this discrepancy. First, the upstream
conditions in the CFD model were very different from those in the wind tunnel. In the model,
the inlet flow traveled along a 12.5 m long duct to ensure a fully developed velocity profile. In
the wind tunnel, the velocity profile at the inlet was not fully developed due to the presence of
corners 1 and 2. Second, in order to compensate for this, a screen and honeycomb section was
installed before the contraction in the wind tunnel. These would likely act to decrease or delay
the development of the boundary layer. As a third reason, it was possible that the interface
between the contraction and the test section was not seamless in the wind tunnel as it was in
the CFD model. Even an extremely small downwards step from the contraction wall to the test
section wall (in the wind tunnel) could effectively disrupt the continuity of the wall boundary
layer. In conclusion however, the results of this comparison proved to be satisfactory since the
real measured boundary layer was smaller than the simulated boundary layer, resulting in a larger

usable test section area than would have been predicted computationally.
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Figure 5.23: Longitudinal velocities along the test section wall at 40 m/s (CFD results). Note:

All plots in this figure follow the same contour legend shown above, all axis dimensions in mm
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5.7 Temperature Rise in the Wind Tunnel

5.7.1 Objective

As a final performance test for the wind tunnel in this study, it was necessary to determine the
temperature behaviour within the tunnel. Without the presence of a heat exchanger to cool the
flow in the wind tunnel, it was important to determine just how long the tunnel could be operated
before the change in air temperature, and hence a change in fliud properties, would become a

factor in the results.

5.7.2 Experimental Setup

In order to measure the air temperature within the wind tunnel, a K-type thermocouple was
inserted into a hole in the wall of transition 1 (just upstream of the fan inlet). Figure 5.24
shows the setup used in this experiment. The thermocouple was connected to a Keithley 2700
Multimeter /Data Acquisition System, which allowed for the temperature data to be collected

and transferred to a computer for post processing.

The experiment was comprised of three temperature trials, during which the tunnel was allowed
to run at a constant speed for 45 minutes while the air temperatures were collected. Each of the
three trials were run at different speeds; 10, 25, and 40 m/s, representing the full range of typical

wind speeds in the test section.

5.7.3 Results

Figure 5.25 shows the results of the three temperature trials over the 45 minute span. In order
to compare the three different test speeds, the relative temperatures were plotted (i.e. the initial
temperature of each trial was subtracted from the collected data). For example, at a test section
speed of 10 m/s, the temperature inside the wind tunnel rose by 1.6°C after 45 minutes. In terms

of the air properties, this resulted in a 0.50% decrease in density, and a 0.086% increase in dynamic
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Figure 5.24: Experimental setup used for temperature measurements of the wind tunnel air flow
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Figure 5.25: Temperature rise in the wind tunnel airflow at three constant speeds; 10, 25, and 40

m/s

viscosity [21]. At 25 m/s, the total temperature rise after 45 minutes was 4.7°C, causing a 1.50%
decrease in density and a 0.25% increase in dynamic viscosity [21]. At 40 m/s the temperature
rose at a much higher rate than the two lower speeds, resulting in a 15.0°C temperature rise
in the wind tunnel. At this speed, the effect on the air properties was significant, with a 4.8%
decrease in density and a 1.07% increase in dynamic viscosity [21]. Depending on the particular
tolerances of the experiment, or the preferences of the operator, these results can be used as a
guideline on how long each experiment should run before temperature effects would significantly
affect the results. For example, if the maximum tolerable change in density was determined to

be 2%, then a wind tunnel test at 40 m/s should not last more than 9 minutes.

The three temperature curves in Figure 5.25 were extrapolated using fourth-order polynomial
curves in order to estimate the time at which an equilibrium temperature would be reached at

each test speed. At 10 m/s, the temperature in the wind tunnel was estimated to stabilize after
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202 minutes of continuous operation, at a temperature of approximately 4°C (above the initial
temperature). At 25 m/s, the time to steady state was significantly reduced, with the tunnel
stabilizing after only 59 minutes, reaching 5°C above the starting temperature. At 40 m/s, the
estimated stabilization came after 52 minutes, rising to approximately 17°C above the initial

temperature.

5.8 Summary

With the conclusion of these experiments, it was determined that the flow quality in the wind
tunnel had been well characterized. The results showed a uniform, well aligned flow with low
turbulence intensity. These qualities suggested that the wind tunnel in this study would be a
suitable facility for obtaining useful experimental measurements on models placed in the test

section.

In the following chapter, PIV measurements of the flow around a square cylinder are described,

and the results are compared to previous experimental work.



Chapter 6

PIV Measurements of the Flow Over
a Square Cylinder

6.1 Introduction

After validating the empty test section flow in Chapter 5, it was decided that further validation
with an object placed in the test section would be necessary. For this experiment, a square
cylinder was chosen. Two-dimensional measurements were performed in the wind tunnel using
PIV, and the results were compared to previous experimental work. A review of the previous
studies on the flow over a square cylinder is given in the next section, followed by an overview of

the experimental setup along with the presentation and comparison of the results.

6.2 Literature Review - Flow Over a Square Cylinder

The flow over a square cylinder has been characterized in numerous reports, using methods such
as LDV [66, 67, 68, 69], PIV [70], and DNS (direct numerical simulation) [71]. For comparison
with the measurements obtained in this study, the LDV results of Lyn et al. [66, 67], Durao et

111
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Reynolds number| Turbulence intensity [%] | Blockage [%]]| Aspect ratio Measurement region
Lyn et. Al [66, 67] 21,400 2.0 7.0 9.75 {-0.5 <x/d < 8},{0<y/d <25}
Durao et. al. [68] 14,000 6.0 13.0 6.00 {-0.5<x/d<6},{-2<yd<2}
McKillop & Durst [69] 15,000 2.0 10.0 10.50 {0 <x/d <5}, {0<y/d<1.5}
Present study 21,400 2.0 8.3 12.00 {-0.8 < x/d < 6.3}, {-3.6 <y/d < 3.6}

Table 6.1: Summary of the experimental parameters used in Lyn et al. [66, 67], Durao et al. [68],
McKillop and Durst [69], and the present study

al. [68], and McKillop and Durst [69] were chosen, as these reports provided the largest quantity
of measurements at similar Reynolds numbers. Table 6.1 summarizes some of the experimental
parameters used in these previous studies, as well as those used in the present study. The Reynolds
number in Table 6.1 was calculated as,

Usd

14

Re = (6.1)

where U, is the free stream velocity in m/s, d is the side length of the cylinder in m, and v is
the kinematic viscosity of the working fluid, in m?/s (Figure 6.1). The free stream turbulence
(X-direction) value for this study was taken as the average of the turbulence intensity values
determined in Chapter 5. The blockage (%) was calculated as the ratio of the cylinder frontal
area to the test section cross sectional area, dL/B? (Figure 6.1). The aspect ratio was calculated
as L/d, and the measurement regions were stated with reference to the origin shown in Figure

6.1.

6.3 Experimental Setup - Flow Over a Square Cylinder

To carry out the experiments, a square cylinder was fabricated out of acrylic, with a side length
of d = 12.7 mm, and a length of L = 152.4mm in order to span the entire test section width.
The origin of the coordinate system was located at the center of the square cylinder, as shown in
Figure 6.1, to remain consistent with previous work. The average air temperature measured in the

wind tunnel during the experiments was 28.9°C, giving a kinematic viscosity of 1.59 x107%m?/s
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Figure 6.1: Definition sketch of the various flow parameters for a square cylinder

[21]. In order to match the Reynolds number used in the experiments of Lyn et al. [66, 67], a
free stream velocity of Uy = 26.8 m/s was used, giving a Reynolds number of Re = 21,400.

The PIV system used here was the same as that used for the test section validation measurements
in Chapter 5. The square cylinder was placed in the wind tunnel, spanning the test section
horizontally. A vertical light sheet was used, resulting in a setup similar to that used for the
vertical plane test section measurements (Figure 5.8). The window of measurement was 91.6mm
x 92.5mm, giving a resolution of 0.091 mm/pizel. A total of 1000 image pairs were collected,
with a time separation of 7 us between exposures. The cross correlation was performed using
interrogation areas of 16 x 16 pixels, or 1.45mm x 1.45mm with an overlap of 50%. This resulted

in a total of 15,750 (125 x 126) vectors.

Table 6.2 lists the estimation of the PIV error sources outlined in Section 4.3.4. Based on
these estimated values, a total error of 0.0092mm (in the measured particle displacements) was
calculated, resulting in a percentage error of 4.9% in the determined velocities. This error was
higher than the typical error estimated for the experiments in Chapter 5 (approximately 2% to

2.5%). The main reason for this was the choice of smaller interrogation areas (16 x 16 pixels) for
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Error Source

Error Estimate

Total Error [mm]

Description

Image Recording Negligible Amount of electrical noise not known

Contrast Negligible Level of contrast was high in all images (above 100 counts of contrast)

Particle Number Density 0.0175 pixels 5 03E-05 Taken as.lowest error val.ue from Figure 4.6 Qf Huang et al. [49] since all
interrogation areas contained at least 50 particles

. Maximum out-of-plane velocities were not known here, but assumed to be
Loss of Pairs Due to . . . . "
) Negligible highly two-dimensional. (Out-of-plane velocities would have to be 107 m/s

Out-of-Plane Motion . .
in order to travel 1/4 of the laser sheet thickness)
Calculated from the estimates of Sinha [51] using a 92mm x 92mm
measurement area, 0.5 m/s maximum out-of-plane displacement (this was

Parallax 0.00304 pixels 8.07E-06 assumed to be a worst case, as this flow was expected to be largely two-
dimensional), and a distance of 570mm from the camera lens to the
measurement plane

. . Mineral oil was calculated to have a response time of 0.00000009 (i.e. time|

Tracking Error Negligible ) .
lag with respect to air)

Acceleration Errors Negligible Acceleration unknown but assumed n.eg||g|ble since the empty test section
flow was expected to be extremely uniform and steady

Velocity Gradient Eror Negligible Veloc.:|ty grad|ents herfe may not be negl|g|ble, byt this was compensated
for with higher resolution and smaller interrogation areas

Particle Image Size Negligible Negl|g|bl§ since the partples were gssumed to bg smaller than 1 pixel,
resulting in cross correlation of entire smoke particle-clusters

Sub-pixel Interpolation 0.10 pixels 9.10E-03 Based on the theoretical and simulation results of Westerweel [55]

Table 6.2: Estimation of the PIV errors in the square cylinder measurements

the square cylinder measurements. An error value of 0.0092mm would have twice the effect in a

16 x 16 pixel interrogation area as compared to a 32 x 32 pixel area.

6.4 Results and Comparison

6.4.1 Mean Velocities

All of the velocity results presented in this section were normalized by the free stream velocity,

Uy, giving v* and v*. As well, the X and Y dimensions were normalized by the cylinder side

length, d, giving 2* and y*. Figure 6.2 (a) shows a contour plot of the resultant velocities obtained

over the entire 91.6mm x 92.5mm measurement area. In all three plots (a through c¢) of Figure

6.2, the square cylinder (drawn in white) was located at (z*,y*) = (0,0). In Figure 6.2 (b), a
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closer view of the area surrounding the square cylinder is shown, with velocity vectors included
to show direction. The overall flow picture displayed reasonable symmetry about the z* axis.
The area immediately upstream (to the left) of the cylinder between y* &~ +0.5 was not captured
in the PIV images due to the positioning of the camera. This area therefore contained erroneous

velocity data in all of the plots in this chapter.

The velocities in Figure 6.2 exceeded the free stream value immediately upon rounding the forward
facing corners due to blockage. The flow also separated at the two forward corners, leaving areas
of extremely low velocities near the upper and lower surfaces of the cylinder. In the near wake of
the cylinder, a large velocity defect was observed, which gradually decreased further downstream,

but remained present at more than 5 side lengths downstream from the cylinder (Figure 6.2 (c)).

6.4.2 Turbulent Kinetic Energy

In Figure 6.3, the non-dimensional turbulent kinetic energy is plotted around the square cylinder.

These values were calculated by dividing K, (as calculated in Eq. 5.4.3) by UZ.

As expected, a core of high turbulence was observed in the wake of the cylinder, with the highest
values located in the near wake at 2* &~ 1.6 (just over one side length downstream of the cylinder
trailing edge). In this area, the turbulent kinetic energy levels were in the range of 0.32 to 0.35
(or 230 to 250 m?/s?), approximately 1250 times higher than the free stream turbulence level
(free stream average of 0.2 m?/s? from Chapter 5 results). This area also contained high velocity

gradients as observed in Figure 6.2.

After viewing the overall flow patterns around the square cylinder, it was necessary to explore
the flow characteristics in greater detail. In the following section, velocity profiles over the top

surface of the cylinder are shown and compared to the previous work of Lyn et al. [66].
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Figure 6.2: Velocities measured over the square cylinder at Re = 21,400 (a) Dimensionless resul-
tant velocities plotted over the entire measurement window, (b) dimensionless resultant velocities
and vectors near the square cylinder, (c¢) dimensionless velocity profiles plotted downstream of
the cylinder showing the velocity defect present (square cylinder drawn in white on all plots)

Note: All plots in this figure follow the same contour legend shown above.
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Figure 6.3: Dimensionless turbulent kinetic energy levels around the square cylinder at Re =

21,400
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Figure 6.4: Dimensionless mean velocity profiles over the top surface of the square cylinder at

Re = 21,400 at 2* = 0, 0.25, 0.50, 0.75, and 1.00: o, present results; x, Lyn et al. [66]
6.4.3 Flow Characteristics Over the Top Surface of the Square Cylinder

Figure 6.4 shows five velocity profiles along the top surface of the square cylinder. For simplicity,
the origin of the coordinate system was placed at the top left corner of the cylinder (shifted
from the original definition in Figure 6.1). Therefore, the first profile in Figure 6.4 at 2* = 0
was located at the leading edge of the top surface, while the last one (z* = 1.00) was located
at the trailing edge. These profiles are compared in the same figure to those measured by Lyn
et. al [66]. Good agreement was found here, with the shape of each profile being very similar at
each of the five locations. The only notable discrepancy found between the two data sets was a
consistent shift of the measured velocities. In all five plots, the velocities obtained in this study

were appoximately 10% lower than those measured by Lyn et al. [66].

At the leading edge of the cylinder’s top surface (z* = 0), the velocity profile was not retarded,
and most of the velocities measured were equal to the free sream velocity (u* = 1). By the

second station (z* = 0.25), signs of flow separation became evident, with an area of low velocity

-05 00 05 10 15-05 00 05 10 15 -05 00 05 10 15-05 00 05 10 15 -05 00 05 10 15
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extending from the cylinder surface (y* = 0) to y* = 0.15. The rapid change in velocity between
y* = 0.15 and y™ = 0.2 is indicative of the forming of a shear layer due to separation from the top
left corner of the cylinder. A detailed characterization of this shear layer can be found in Lyn et al.
[66]. After this point, the shear layer appeared to begin flapping, or oscillating in the y* direction.
This can be seen in the three plots at * = 0.50, 0.75, and 1.00, where the increase in velocity
took place over an increasingly larger distance. At 2™ = 0.50, the maximum velocity was reached
at y* =~ 0.37. At z* = 1.00, however, the maximum velocity was not reached until y* ~ 0.53. It is
important to note here that the shear layer still existed at these downstream locations, but due
to its oscillation, its presence was spread out by the averaging process. Furthermore, the size of
the velocity transition region (0.3 y* units at 2* = 1.00) gave an indication of the amplitude of

oscillation of the shear layer.

Figure 6.5 plots the non-dimensionalized z*-direction turbulence intensities (u') measured over
the top surface of the cylinder at the same z* locations as in Figure 6.4. The u’ values plotted
here represent the rms fluctuating velocity components, divided by the free stream velocity, Us.
Good agreement was also seen here when compared to the results of Lyn et al. [66], although
the turbulence intensities measured in this study were consistently higher (by an average of 0.1

normalized turbulence units) than those measured by Lyn et al. [66]

The most important feature of the plots in Figure 6.5 was the location of the highest turbulence
intensity in each. It is reasonable to expect that the turbulence intensity should peak in the areas
of highest velocity gradients, or in this particular case, in the area where the shear layer developed.
This was in fact the case in Figure 6.5, where the peaks in u’ occurred in the same y* locations
as the largest velocity gradients in Figure 6.4. At z* = 0.25, the peak in turbulence intensity
was very narrow, with values dropping off sharply above or below y* = 0.2. Further downstream,
these peaks became wider, with turbulence values blending gradually above and below the peak.
This behaviour was again indicative of a shear layer (area of high velocity gradient) which was

not fixed in location, but instead oscillated between y* = 0.1 and y* = 0.4 at 2™ = 1.00.
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Figure 6.5: Non-dimensionalized turbulence intensities measured over the top surface of the

square cylinder at Re = 21,400 at 2* = 0, 0.25, 0.50, 0.75, and 1.00: o, present results; x, Lyn

et al. [66]
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6.4.4 Flow Characteristics in the Wake of the Square Cylinder

In this section, the velocities measured in the wake behind the square cylinder are investigated.

Specifically, the velocities and turbulence statistics measured along the centreline (y* = 0 in
Figure 6.1) were plotted and compared to the results of Lyn et al. [67], Durao et al. [68], and

McKillop and Durst [69].

In the near wake of the cylinder, starting at * = 0.5, negative velocities were observed (flowing
towards the back surface of the cylinder in Figure 6.1). This indicated a region of recirculation
behind the cylinder. In the LDV results in Figure 6.6 (a), this recirculation zone appeared more
pronounced than in the present results, with «* velocities reaching -0.20 at «* = 1.0 in Lyn et
al. [67], Durao et al. [68], and McKillop and Durst [69] as opposed to -0.08 in the results of
this study. Past 2* = 2 (1.5 side lengths downstream of the cylinder trailing edge), the present
results agreed well with the three previous experiments [67, 68, 69]. With increasing distance
downstream of the cylinder, the centreline velocity gradually approached the free stream value.
However, these velocities only reached 0.7U at 5.5 side lengths downstream, and the asymptotic
nature of the curve in Figure 6.6 (a) suggested that the centreline velocity would not be recovered

for at least another 30d further downstream.

In Figure 6.6 (b), the 2* direction turbulence intensities (u') measured in this study showed good
agreement with those of McKillop and Durst [69], but were lower than those measured by Lyn et
al. [67] and Durao et al. [68]. However all datasets showed similar behaviour, with the highest
turbulence intensities occurring at * = 1.25 (approximately 0.75d downstream of the cylinder

trailing edge) and leveling off further downstream.

A similar relationship was observed in Figure 6.6 (¢), where the y* direction turbulence intensities
(v") measured in this study were lower than those measured by Lyn et al. [67] and Durao et al.
[68] but similar to those of McKillop and Durst [69]. Here, the results of Lyn et al. [67] peaked at
2™ = 1.85 while the other three datasets suggested a peak of turbulence intensity closer to 2™ =
1.65. The turbulence levels then decreased with increasing downstream distance, falling to 0.45

at 2* = 6.0.
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Figure 6.6: Dimensionless centreline velocities (y* =

* = 0) measured in the wake of the square

cylinder at Re = 21,400. (a) dimensionless velocities, u*; (b) dimensionless turbulence intensity

in the z* direction, u; (¢) dimensionless turbulence intensity in the y* direction, v’. o, present

results; X, Lyn et al. [67]; A, Durao et al. [68]; o, McKillop and Durst [69]
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6.4.5 Comparison of Instantaneous Flow Field Measurements

The results presented thus far have shown the time averaged flow field characteristics around
the square cylinder. This flow however, has been shown by Lyn et al. [66] to be approximately
periodic due to vortex shedding. The PIV measurement technique used in this study did not
allow for temporal velocity data to be resolved. This was due to the fact that the PIV system
used here only controlled the time separation between the two images of an image pair, but not
the time separation between complete pairs. That is, PIV could only provide spatially resolved
velocity data collected at random time intervals (approximately every 0.25s). It was, however,
possible to view the data from individual image pairs, providing an instantaneous snap shot
of the flow in each case. Figure 6.7 shows 3 of the 1000 image pairs used to determine the
average flow field around the cylinder. Each one of these instantaneous pictures is significantly
different from the next, indicating unsteadiness and/or periodicity in the flow. For example,
in Figure 6.7 (a), the dominant flow behind the cylinder was directed downward in the region
1.2 < 2* < 3. Conversely, in Figure 6.7 (b), this same area contained flow directed upwards,
indicating oscillatory behaviour in the wake. In Figure 6.7 (c), vortex shedding is evident with
a clockwise rotating vortex centered at (z*,y*) = (1.8, -0.2) and a weaker, counter-clockwise
vortex centered at (2*,y*) = (4.1, 0.5). These instantaneous flow pictures show an unsteady flow
behaviour which was effectively eliminated in the averaging process that gave the flow field seen
in Figure 6.2. The high levels of K, in Figure 6.3 also indicate this unsteady behaviour, since

high K; levels were the result of large standard deviations in the u* and v* velocities.

6.5 Conclusions

In this chapter, the flow around a square cylinder was characterized in the wind tunnel using PIV
measurements. The comparison of these results with the previous results of Lyn et al. [66, 67],
Durao et al. [68], and McKillop and Durst [69] indicated that the wind tunnel in this study was

able to accurately reproduce velocity measurements of a known flow field.

In the following chapter, PIV measurements are reported on a less-studied flow field. Specifically,

the following chapter presents the measurements of the flow around an open-wheeled racecar.
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Figure 6.7: Instantaneous pictures of the flow field around the square cylinder at Re = 21,400.

Dimensionless resultant velocities shown by contours and direction is shown by the vectors. Note:

All plots in this figure follow the same contour legend shown above. Figures were taken at different

instances in time.



Chapter 7

PIV Measurements of the Flow Over

a Formula One Racecar

7.1 Introduction

In this chapter, PIV measurements are described for flow over a more complex geometry in order
to further test the flexibility and robustness of the wind tunnel/PIV system. The geometry chosen
was that of a Formula One racecar (1:18 scale model). The flow over the model was measured in
four different planes over its entire length using PIV. Due to the absence of any specific published
results on racecar aerodynamics, it was impossible to compare the present results to previous

works. Therefore, the results are presented here and discussion is provided where available.

7.2 Model Setup

In order to obtain velocity measurements from a scale model, which could be applied to the full
scale prototype, it was essential to have a model with accurate geometry and surface finish. A

model fabricated by Mattel Inc. (United States) to a very high level of detail was found. Several
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front cockpit top-mounted rear pitot upper wing
probe element

nose arca camera wmg

front front wing barge sidepod  rear wheel barge lower wing rear
wing end plates  board fairings board element diffuser

Figure 7.1: Formula One racecar model used for aerodynamic measurements (1:18 scale)

dimensions of the model were measured and verified against the full scale dimensions [72]. The
overall length, width, height, and the front and rear track widths were measured and found to
scale properly to the corresponding full scale dimensions. The die-cast model therefore provided

accurate geometry as well as surface finish, and was considered ideal for the present study.

Figure 7.1 shows the 1:18 scale Formula One racecar used for the measurements in this study. The
various elements of the racecar model are labeled for reference in later sections. In order to keep
the model away from the boundary layer of the test section walls, it was mounted on a platform
which elevated the model to the middle of the test section. The platform served a dual purpose in
this case. Apart from elevating and mounting the model, its wedge-shaped leading edge acted as
a flow splitter as well (Figure 7.2). Mounting the model only 8mm from the leading edge of the
platform allowed very little length for a new boundary layer to develop before reaching the front
of the racecar. The maximum width of the racecar model was 102mm, leaving approximately

25mm between the wheels and the test section walls.

The platform and model were mounted in the test section using four lengths of threaded rod
that allowed leveling adjustments of the platform at each of the four corners to be made. The

model was mounted sideways in the test section in order to allow for more convenient laser and
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Figure 7.2: Formula One racecar model mounted on test platform

camera locations (Figure 7.3). The model was held to the platform using two small mounting
screws on its underside. The platform, measuring 300mm in length, spanned the entire test
section width in order to avoid any end flow effects along its edges. It is important to note that
these experimental conditions were simplified compared to the real world case. The absence of
a moving ground plane would result in the formation of a boundary layer, however small, along
the mounting plate. In addition, the wheels of the racecar model did not rotate during the tests,

further simplifying the flow over the wheels.

7.3 Model Scaling Effects

Before conducting any velocity measurements on the racecar model, it was important to assess
how the model testing parameters would scale to the full scale vehicle. The Reynolds number,

Re, was calculated as,

L
Re = vL (7.1)

14

where U was the free stream velocity, in m/s, v was the kinematic viscosity of air, in m?/s, and
L was taken as the overall length of the racecar, in m. With a free stream velocity of 40 m/s in

the tunnel, a kinematic viscosity of 1.612 x 107> m?/s [21], and a length of 243mm (0.243m),
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the Reynolds number was calculated to be 603,000. Since the Reynolds number determined here
was very large, it was assumed that the inertial forces greatly overpowered the viscous forces,
allowing for the viscous forces to be neglected outside the surface boundary layers [21]. This
assumption made it possible to overlook Reynolds number similarity between the model and the
full scale vehicle [21]. In other words, it was reasonable to assume that a flow of 40 m/s applied
to the model in this study would correspond to a 40 m/s (144 km/hr) velocity applied to the full
scale vehicle as well. For exact Reynolds number similarity to be maintained, the model would
have to be tested at 720 m/s to simulate 40 m/s over the full scale vehicle. This is more than

twice the speed of sound, and obviously an unreasonable test speed.

7.4 Vertical Plane Measurements - Formula One Racecar

7.4.1 Objective

The flow over the racecar model was first investigated using a vertical measurement plane (with
respect to the model orientation). The main objective for these experiments was to observe the
air flow over the model in two different X — Z planes. The first plane of measurement was located

at the model centreline, while the second plane was located over the wheels of the racecar model.

7.4.2 PIV Setup - Formula One Racecar - Vertical Plane

In order to obtain a vertical measurement plane with the model setup shown in Figure 7.3 (a),
a horizontal light sheet was needed. Figure 7.3 shows the hardware setup used as well as the
locations of the two measurement planes. The first measurement plane was located at Y = 0
(model centreline) and would show the flow characteristics over the aerobody and rear wing of
the model. The second plane was located at ¥ = -37mm, showing the flow over the front and

rear wheels as well as the sidepod.

Three PIV measurement areas were needed to perform measurements over the entire length of

the vehicle (243mm). Sizing each of these areas at 100mm x 100mm created a measurement
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Omm (centreline)

-37mm

(a) (b)

Figure 7.3: PIV setup used in the vertical plane measurements performed on the Formula One

racecar model, (a) hardware setup (b) location of measurement planes

plane of 300mm in length, allowing for measurement of the near wake behind the racecar as well.

This resulted in a resolution of 0.099mm/pixel.

For each of the three measurement areas, a common origin/calibration method was used in order
to ensure that the results could be joined together accurately to form one complete measurement
plane over the model. At each location, 250 image pairs were collected, and a time separation
(At) of 14 ps was used. All cross correlations were performed using interrogation areas of 32 x
32 pixels (3.17mm x 3.17mm) and 50% overlap, resulting in 3,844 (62 x 62) vectors in each area,

or a total of 11,532 vectors over one complete plane.

Figures 7.4 (a through c) and 7.5 (a through ¢) show the calibration images of each of the six
measurement windows used in vertical plane tests. The use of the long scale made it easy to

match each of the adjacent measurement windows to each other.

Corresponding PIV images are shown in Figures 7.4 and 7.5 (d through f), below the calibration
images. These figures show the unique challenges in performing PIV measurements on the racecar
model. With a model fabricated primarily from die cast metal and painted to a glossy red finish,

several challenges arose in obtaining clean PIV images (i.e. with minimal light reflection and
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Figure 7.4: Calibration (a to ¢) and sample PIV images (d to f) obtained in the vertical plane

measurements over the racecar model (centreline)
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(b)

(a)

Figure 7.5: Calibration (a to ¢) and sample PIV images (d to f) obtained in the vertical plane

measurements over the racecar model (in the plane of the wheels)
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adequate contrast level). For example, in performing the measurements along the centreline
plane, problem areas included the pitot tube (mounted on the nose just above the front wheels),
the driver’s helmet, and the bodywork extending at a downwards slope towards the rear wheels.
All of these areas caused bright spots in the PIV images as a result of laser light reflection. These
areas needed to be kept to a minimum in order to obtain as much useful velocity data as possible.
The main areas of reflection could be covered with small pieces of black electrical tape, while flat
black paint could be applied to other small areas on the model. In the plane of the wheels (Figure
7.5), the major problem areas were actually behind the plane of measurement, such as the driver’s
helmet and bodywork near the centreline of the model. Each successive measurement window
required different solutions to cover and reduce the reflective areas. The main objective, however,
remained the same for all measurement windows; ensuring that as many seeding particles as

possible could be seen and distinguished in the PIV images.

In Table 7.1 the amount of expected error in the PIV measurements was estimated according
to the PIV error sources outlined in Section 4.3.4. A total error of 0.0113mm (in the measured
particle displacements) was calculated, resulting in a percentage error of 2.0% in the determined

velocities.

7.4.3 Results - Formula One Racecar - Vertical Plane

Centreline Plane

The following results were obtained from the average of 250 image pairs, with a free stream
velocity of U = 40 m/s. Figure 7.6 shows the average velocities obtained along the centreline
over the racecar model in m/s (see Figure 7.4 for corresponding PIV images). The origin of the
X — Z axis was placed at the tip of the racecar’s front nose, level with the ground (platform). A
picture of the racecar model was superimposed on the results in order to provide a visual reference

and to cover the unusable data inside the boundaries of the model.

From the centreline measurements in Figure 7.6, the aerodynamic effects of the various elements of

the model could be seen. The first notable flow disturbance arose from the pitot tube (wind speed
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Error Source

Error Estimate

Total Error [mm]

Description

Image Recording Negligible Amount of electrical noise not known
Contrast Negligible Level of contrast was high in all images (above 100 counts of contrast)
Particle Number Density 0.0175 pixels 1.10E-04 Taken as.lowest error val.ue from Figure 4.6 (?f Huang et al. [49] since all
interrogation areas contained at least 50 particles
. Maximum out-of-plane velocities were not known here, but assumed to be
Loss of Pairs Due to . . ",
) Negligible of an acceptable magnitude. (Out-of-plane velocities would have to be 107
Out-of-Plane Motion . )
m/s in order to travel 1/4 of the laser sheet thickness)
Calculated from the estimates of Sinha [51] using a 100mm x 100mm
. measurement area, and 25 m/s maximum out-of-plane displacement (this
Parallax 0.288 pixels 1.28E-03 was assumed to be the worst case), and a distance of 620mm from the
camera lens to the measurement plane
. . Mineral oil was calculated to have a response time of 0.00000009 (i.e. time
Tracking Error Negligible . .
lag with respect to air)
Acceleration Errors Negligible Acceleration unknown but assumed Qegllg|ble since the empty test section
flow was expected to be extremely uniform and steady
. . . Velocity gradients were not known here, but were assumed to be small
Velocity Gradient Error Negligible within each interrogation area (3.17mm x 3.17mm in size)
Particle Image Size Negligible Negl|g|bl§ since the part@es were ?ssumed to bg smaller than 1 pixel,
resulting in cross correlation of entire smoke particle-clusters
Sub-pixel Interpolation 0.10 pixels 9.90E-03 Based on the theoretical and simulation results of W esterweel [55]

Table 7.1: Estimation of the PIV errors in the Formula One racecar model measurements
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Figure 7.6: Average velocities measured in the vertical plane along the centreline of the racecar

model (in m/s) Note: All axis dimensions in mm, some vectors removed for clarity
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measurement device), located downstream of the front nose of the racecar, at X, Z ~ 44,40. The
stem of the pitot tube caused a 3 to 6 m/s reduction in the downstream velocities, propagating
along the remainder of the nose all the way to the driver’s helmet. It was important to note here
that this flow effect could only have been captured at the centreline of the model, and would
likely not have been seen at all had the measurement plane been 2 or 3mm to either side of the
centreline. Upon reaching the driver’s helmet, the air flow was observed to increase by 3 m/s as
it accelerated around the helmet contour. The highest wind speeds were seen just above the top-
mounted camera (at X, Z a2 150,50). This area represented the largest amount of flow redirection,
as the average resultant velocity reached 46.5 m/s over the top of the camera. Downstream of
the top-mounted camera, the flow attempted to re-attach itself along the downwards sloping
bodywork (towards the rear wheels). This was only partly achieved, as the flow did re-attach
(as evidenced by the downward sloping vectors), but did so at a reduced speed (approximately
25 m/s). The final, and largest disturbance to the flow was caused by the rear wing of the
racecar model. The uppermost wing element did not redirect a significant amount of flow, but
accelerated the flow at its trailing edge (X, Z =~ 238,50). The lower wing element was observed
to significantly redirect the flow in this region (X,Z = 245,38), where the air flow exiting the
wing area was directed upwards at 40° from the horizontal. This produced a substantial change
in flow momentum, as the flow incident on the lower wing element was directed downwards by
as much as 35° from the horizontal (X,Z ~ 220,38). A third downforce-producing device was
located in the rear diffuser, where a plate diverted a portion of the underbody flow upwards (in
the region exiting at X, Z ~ 246,20). In this area, the direction of flow ranged from 40° to 50°

upwards from the horizontal.

The flow in the near wake of the racecar model provided some insight on the topic of vehicle
draughting. Vehicle draughting is a tactic used by racecar drivers to perform passing maneuvers
on competing racecars, and is used in many forms of racing to conserve fuel or energy. By
following very closely behind another competitor’s vehicle, drivers have reported feeling as if they
were being pulled along by the vehicle in front, and in fact had to reduce the throttle level to
avoid hitting the competitor. The reason for this phenomenon became clear upon observing the

flow characteristics in the wake of the racecar model in Figure 7.6.

Figure 7.7 shows a detailed view of the wake region behind the model, with all of the vectors
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Figure 7.7: Detailed view of the average velocities measured in the wake of the racecar model

(vertical plane along the centreline, in m/s) Note: All axis dimensions in mm

included. In the region where the nose of a following racecar would be (below Z =~ 35), the
average resultant velocity was 10 m/s, pointed upwards at 45° from the horizontal. Considering
only the horizontal (X-direction) component of that velocity, the incident air speed on the nose of
a following racecar would only be 7 m/s. Therefore, while the racecar in the lead must overcome
the drag force associated with a 40 m/s air flow, the following racecar needs only to overcome a
drag force due to a 7 m/s air flow (at least over the first third of its length). This is clearly a large
advantage, considering that the drag forces increase with the square of velocity. It is important
to note here that ground plane was stationary in all experiments performed here, and that the

addition of a moving ground plane could result in higher X-direction velocities.

Another common phenomenon felt by the driver of a draughting racecar, is the sensation of very
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Figure 7.8: Velocities incident on the front wing of a following racecar

little grip at the front (steering) wheels, or impeded ability to turn the racecar. This can again
be explained by observing the velocities in the wake region of Figure 7.7. In the region where
the front wing of a following racecar would lie (below Z ~ 15), the average resultant velocity
was 10 m/s, pointed upwards at an angle of 60° above the horizontal. This means that the front
wing could only produce downforce with an incident (X-direction) velocity of 5 m/s. As well,
the vertical component of the incident velocity was 8.7 m/s (Figure 7.8). This is a significant
amount of upwards flow which could result in small amounts of lift being generated at the front

wing of the following racecar, decreasing even further the net amount of downforce generated.

Plane of the Wheels

Figure 7.9 shows the average resultant velocities obtained in the plane over the wheels of the
racecar model (at Y = -37mm in Figure 7.3 (b)). A picture of the model was again superimposed

on the velocity data (note that the only areas shown were those in front of the light sheet).

As expected, the main effects in this plane were caused by the front and rear wheels of the racecar

model. As the flow reached the front wheel, it was forced to accelerate around its upper surface,
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Figure 7.9: Average velocities measured in the vertical plane along the wheels of the racecar

model (in m/s) Note: All axis dimensions in mm, some vectors removed for clarity
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Figure 7.10: Detailed view of the average velocities measured in the wake of the front wheel of

the racecar model (vertical plane along the wheels, in m/s) Note: All axis dimensions in mm

resulting in high velocities in the region of X, Z ~ 58,40. Behind the front wheel, a unique flow
pattern was observed. Figure 7.10 shows a detailed view of the region directly behind the front
wheel with the vector lengths increased for visibility. At the top of the wake region in Figure
7.10, severe flow reversal was observed between Z = 20 and Z = 28, with velocities reaching
-5.5 m/s (flowing to the left). This area of reverse flow appeared to originate in the area of
81 < X <« 83, however there was no distinct origin in this area. This indicated that the flow in
this area was highly three dimensional, and that the flow reversal was most likely due to out-
of-plane velocities. This area will be revisited in the following section, where the velocities were

measured in the horizontal plane.

It was important to note that for the results presented above, the wheels of the model were



Chapter 7: PIV Measurements of the Flow Over a Formula One Racecar 140

not spinning, resulting in a somewhat idealized condition. With the wheels spinning counter
clockwise, the upper surface of the wheel would have experienced earlier flow separation [73].
This reduced flow attachment (over the rotating wheels) could ultimately result in increased drag

due to the four wheels.

7.5 Horizontal Plane Measurements - Formula One Racecar

7.5.1 Objective

The main objective of the experiments presented in this section was to extend the PIV mea-
surements to the horizontal plane, further characterizing the flow over the racecar model. Two
complete horizontal (X —Y') planes were measured, with the first located at the wheel (or axle)

centreline, and the second located along the driver’s helmet and the rear view mirrors.

7.5.2 PIV Setup - Formula One Racecar - Horizontal Plane

Figure 7.11 (a) shows the PIV setup utilized to obtain a horizontal measurement plane (with
respect to the racecar model). In Figure 7.11 (b) the locations of the two measurement planes
are shown, with the first located at Z = 17.5mm, and the second located at Z = 35.5mm. The
first plane would show the behaviour of the air flow around the wheels and sidepods of the model,
while the second plane would show the flow patterns around the cockpit and over the nose and

rear bodywork of the model.

As with the vertical plane measurements, three PIV measurement windows 100mm x 100mm in
size were used to view one plane over the entire length of the racecar model. A common origin
and calibration technique was used in order to easily join the three measurement areas after

processing. These calibration images were shown in Figures 7.12 (a to ¢) and 7.13 (a to c).

In each of the six measurement windows (forming the two complete X — Y planes), 250 image

pairs were collected at a time separation (At) of 14 us between images. As for the vertical
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Figure 7.11: PIV setup used in the horizontal plane measurements performed on the Formula

One racecar model, (a) hardware setup (b) location of measurements planes
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(b)

(a)

Figure 7.12: Calibration (a to ¢) and sample PIV images (d to ) obtained in the horizontal plane

measurements over the racecar model (wheel centreline)
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Figure 7.13: Calibration (a to ¢) and sample PIV images (d to f) obtained in the horizontal plane

measurements over the racecar model (in the plane of the driver’s helmet)
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plane measurements, cross correlation was performed using 32 x 32 pixel (3.17mm x 3.17mm)
interrogation areas with 50% overlap. This resulted in 3,844 (62 x 62) vectors in each area (or

11,532 vectors over one complete measurement plane).

In Figures 7.12 (d through f) and 7.13 (d through f), sample PIV images are shown, each one
corresonding to the calibration image above it. As was the case with the vertical plane mea-
surements, several challenges arose here when performing the PIV measurements. For example,
in the first measurement window (Figure 7.12 (d)), the entire top surface of the front wing had
to be covered in black electrical tape in order to allow for the distinction of seeding particles
passing over the white surface of the wing. The front wheel of the racecar model also created a
large shadow behind it (in the area of the racecar suspension), resulting in the loss of all velocity
data in this area. In this case, the laser was positioned such that the shadowed area would be

minimized.

In Figure 7.12 (e), the entire area of the cockpit (driver’s helmet, rear view mirrors etc.) was
found to be extremely reflective. Even though there were no measurements to be made in that
location, the area was blocked from view of the camera by placing a piece of masking tape on the
test section window. This was to prevent the overexposure of those pixels in the CCD array of

the camera due to the high laser light intensity.

In Figure 7.13 (d through f), most of the measurement area was above the racecar model. Even
though most of the model could be seen underneath the measurement plane, useful velocity data
was still retrieved in the majority of these areas. For example, in Figure 7.13 (d), the nose, front
wheel, and suspension arms of the racecar could all be seen in the PIV images. However, the
seeding particles could still be distinguished. This was a clear indication of the robustness of
the PIV cross correlation technique. The main observation made here was that it is not always
necessary to have a flat black background in a PIV image to ensure strong cross correlation.
Instead, it is essential to obtain a PIV image where the seeding particles can be distinguished,
regardless of what is behind the measurement plane. If the seeding particles can be seen clearly
to move from one image to the next with the naked eye, it is highly likely that this motion will

be captured during cross correlation.
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7.5.3 Results - Formula One Racecar - Horizontal Plane

Wheel Centreline

Figure 7.14 shows the average resultant velocities measured at the centreline of the wheels in the
horizontal plane. The origin of the X — Y coordinate system in all of the following plots was
placed at the tip of the racecar’s nose. The three measurement windows were joined together to
show a complete picture of the flow field over the model. As with the vertical plane results, the

model was superimposed on the contour plots to provide a visual reference of the boundaries of

the flow field.

At the front of the model in Figure 7.14, some velocity data was captured over the front wing
(which was therefore removed from view). The front wing was responsible for directing the
incoming flow upwards (in the Z-direction) as was demonstrated by the lower velocities near the
front of the wheel (i.e. a significant amount of flow coming out of the page was expected in this
region). In the region surrounding X,Y = 51,-59, the flow accelerated around the outside of the
front wheel. It was important to recognize here that much of this acceleration was caused by the

test section wall, and would not have been as pronounced over the full scale model.

Behind the front wheel, a wake region was formed by air flow around both the inside and outside
of the wheel due to the streamlined design of the suspension. This wake area is viewed in more
detail in Figure 7.15 to reveal the third velocity component from Figure 7.10. Based on the flow
patterns seen in these two figures, it was reasonable to assume that the reverse flow seen in Figure
7.10 was caused by the flow around the inside of the wheel in Figure 7.15 (Y > —34mm). The
flow around the inside of the wheel had a higher tendency to reverse itself and fill the wake region
as it exited the suspension area at a lower velocity than the flow around the outside of the wheel

(approximately 23 m/s versus 37 m/s around the outside of the wheel).

The flow upstream of the sidepods was largely affected by the barge boards of the racecar model
(Figure 7.14). Their main purpose was to limit the amount of stagnation at the sidepod entrance
by splitting the upstream flow, allowing one portion to enter the sidepods (and heat exchangers)

while diverting the rest of the flow to the outside of the sidepod, reducing the overall drag in this
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Figure 7.14: Average velocities measured in the horizontal plane along the wheel centreline of the

racecar model (in m/s) Note: All axis dimensions in mm, some vectors removed for clarity
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Figure 7.15: Detailed view of the average velocities measured in the wake

the racecar model (horizontal plane at the wheel centreline, in m/s) Note

in mm

Front left wheel

-
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Figure 7.16: Detailed view of the average velocities measured in the wake of the racecar model

(horizontal plane along the wheel centreline, in m/s) Note: All axis dimensions in mm

area. This was evident in the upstream flow, which was directed outward by the barge board (in

the —Y direction) resulting in a smoother transition to the outside of the sidepod.

A similar level of flow acceleration (as was observed around the front wheel) was seen around the
outside of the rear wheel, which was again amplified by the test section wall in the near vicinity.
The wake region behind the rear wing of the racecar model is shown in more detail in Figure 7.16.
Behind the rear wheel, the flow began to be redirected towards the centreline of the racecar (Y =
0) to fill the low pressure area in the wake region. Investigation of these transverse (Y-direction)
velocities suggested a stabilizing condition for a racecar following closely behind. When perfectly
aligned with the racecar in front (i.e. both vehicles in the same Y position), there would be a

balance of transverse (Y-direction) forces pushing on the end plates of the front wing. However, if
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the following racecar became misaligned with the leading racecar, these forces would no longer be
in balance, and there would be a net force acting to realign the following racecar. For example, at
a model misalignment of 12mm, 80% of the total transverse forces would be directed towards the
centreline of the wake, attempting to realign the following racecar, leading to a reduced amount

of control in the real situation.

A core of low velocities was found in the area surrounding X,Y = 258,0 in Figure 7.16, and
this was found to correspond to the same core found in Figure 7.7 in the area of X, Z = 270,30.
This area made up the majority of the wake area which was not affected by any of the rear wing

elements.

Plane of the Driver’s Helmet

The second horizontal plane of measurement was located in the vicinity of the driver’s helmet,
at Z = 35.5mm (see Figure 7.11 (b)). The average resultant velocities were obtained from 250

image pairs in each of the three measurement windows, and are plotted in Figure 7.17.

Along the nose of the racecar model, the velocity data was only partly retrieved, as parts of the
nose protruded into the laser sheet (i.e. the pitot probe and fins along the top edges of the nose).
With the laser sheet less than 1lmm above the front wheels, the flow could be seen to accelerate
along the top surface of the wheel (in the vicinity surrounding X, Y = 50,-42). The small area of
low velocity at X,Y = 60,-42 was caused by the redirection of the flow over the end plates of the
front wing. In this area, the flow was pointed upwards (in the Z-direction) to promote smoother
flow over the top of the wheel. This area therefore contained a significant out-of-plane velocity

component which was not captured in Figure 7.17.

The air flow over the sidepods remained uniform until the rear wheel fairings were reached (X,Y
= 190,-35). As with the front wing end plates, these fairings were designed to blend the incoming
flow with the top surface of the wheel. Therefore, lower velocities were seen in this region of
Figure 7.17 due to the presence of out-of-plane velocities. The remainder of the flow over the
rear wheel remained significantly three dimensional, with a negative velocity component in the

Z-direction (Figure 7.9).
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Figure 7.17: Average velocities measured in the horizontal plane around the racecar model in the

plane of the driver’s helmet (in m/s) Note: All axis dimensions in mm, some vectors removed

for clarity
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Figure 7.18: Detailed view of the average velocities measured in the wake of the racecar model

(horizontal plane along the driver’s helmet, in m/s) Note: All axis dimensions in mm

The flow downstream of the rear wing was re-plotted in higher detail in Figure 7.18 to show the
flow behaviour in the wake region. In this plane, the flow towards the centreline of the model
(around the edges of the rear wing) was not as prominent due to the absence of the rear wheels
in this plane. The unique curvature of the lower rear wing element produced a stream of high
exit velocities to either side of the model centreline (at Y = £14). The core of low velocities
observed in the vertical plane (Figure 7.7) is also seen in Figure 7.18 in the area surrounding
X,Y = 278,0. As expected, this area was shifted further downstream (compared to Figure 7.16)
since the measurement plane was 18mm higher than the previous horizontal plane located at the

wheel centreline.
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7.6 Summary and Conclusions

The flow over a 1:18 scale model of a Formula One racecar at an air speed of 40 m/s was measured
using PIV. Four complete measurement planes were utilized, each one spanning the entire length

of the 243mm model, as well as a further 40mm in the wake region behind the racecar.

In conducting the PIV measurements on the racecar model, an important conclusion was formu-
lated with regards to the robustness of the PIV measurement technique. It was found that the
degree of cross correlation was not as dependent on the image background as originally thought.
More specifically, the absence of a uniform, flat black background in a PIV image did not nec-
essarily result in erroneous, uncorrelated data (after cross correlation). Being able to visibly
distinguish seeding particles over any sort of stationary background seemed to be the essential

requirement for successful cross correlation.

In examining the flow over and around the Formula One racecar model, several conclusions were

drawn with regards to its aerodynamic shape.

1. The racecar model carries numerous aerodynamic devices aimed at producing negative lift
(downforce) including the front wing, front wing end plates, the upper and lower elements
of the rear wing, and the rear diffuser. It was clear from the abundance of these devices

that producing downforce was a major objective in the design of the racecar body.

2. The dirtiest, or most aerodynamically deficient components of the racecar were the four
wheels and the rear wing. The wheels, which acted essentially as rotating, short circular
cylinders, induced very low and in some cases, reverse velocities in their wake. Although the
rear wing produced a significant percentage of the racecar’s downforce, the large amounts

of flow redirection resulted in a highly complex and unstable wake behind the racecar.

3. The wake behind the racecar model is an ideal area for a following racecar to gain an
aerodynamic advantage. The horizontal velocities incident on the nose of a following racecar
are reduced by over 80% due to the wake of the leading racecar. However, these incident

velocities also carry a large vertical component which could potentially induce lift forces
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at the front of the following vehicle, resulting in reduced mechanical grip and cornering

abilities.



Chapter 8

Conclusions and Recommendations

8.1 Conclusions

In this study, a small scale, recirculating wind tunnel was designed to be used with the optical
measurement technique of Particle Image Velocimetry (PIV). Following its custom fabrication,
the wind tunnel was characterized using PIV in order to determine the quality of the flow in
the test section. At this point, a square cylinder was inserted into the test section, and PIV
measurements were performed on the flow over the cylinder and compared to previously published
work. Following this experiment, PIV was again used to measure the flow over a 1:18 scale
Formula One racecar in the wind tunnel test section. From these combined projects, four major
conclusions were formed regarding the application of PIV in a small scale wind tunnel and are

presented below.

8.1.1 Wind Tunnel Contraction Design

The topic of wind tunnel contractions was explored in Chapter 2, and a novel contraction geome-

try was designed to be used in the wind tunnel in this study. Based on CFD simulations performed

154
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in Chapter 2, this novel geometry provided improved velocity, pressure, and turbulence charac-
teristics over six conventional contraction shapes. Once fabricated, the flow validation results of
Chapter 5 verified the performance of the contraction (and the rest of the wind tunnel). The
measured test section flow had 1.8% variation in longitudinal velocity, 2.0% turbulence intensity,

less than 0.3° of misalignment, and a boundary layer not exceeding 6.5mm.

8.1.2 Compatibility /Usability of the Wind Tunnel/PIV Combination

The experiments performed in Chapters 5, 6, and 7 illustrated the ease of use of the wind
tunnel /PIV system in this study. In these three chapters, a total of 48 different PIV tests were
conducted, all without any major impediments. The table-top configuration of the wind tunnel
allowed for convenient set up of the PIV laser and camera, while the adjustability of the fan speed
allowed for very quick changes in Reynolds number. It was concluded as a general guideline that
a 1m space around the wind tunnel would provide sufficient room for the PIV hardware, and
access to the seeding particle generator, speed control unit, and test section for model setup and

calibration.

8.1.3 Performance of the Wind Tunnel/PIV Combination

In order to gauge the performance of the wind tunnel/PIV system used in this study, the air flow
over a known geometry was measured and compared to previous results. This was the aim of
Chapter 6, where a square cylinder was placed in the test section, and the flow was measured at
a Reynolds number of 21,400. The results of these experiments compared favourably to the LDV
results of Durao [68], McKillop and Durst [69], and Lyn et al. [66, 67], whose results differed by
an average of 10% from the new mean velocity measurements and turbulence statistics. These
results gave confidence in the accuracy of the wind tunnel and PIV system in reproducing a flow

fleld of known characteristics.
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8.1.4 Versatility of the Wind Tunnel/PIV Combination

In Chapter 7, a 1:18 scale Formula One racecar model was used to produce a highly complex
flow field and diverse measuring conditions in order to push the limits of measurement with
the PIV system. The elaborate geometry and reflective surfaces of the racecar model tested
the versatility of the PIV measurement system in retrieving velocity information from less than
optimal backgrounds and contrast levels. At the time of writing, there appears to be no other
measurement technique capable of collecting this type of velocity information. Based on the
abundance of data gathered in the results of Chapter 7, the wind tunnel/PIV system showed a
high level of versatility and provided further confidence in its usefulness for testing even more

complex flows.

In summary, it is the opinion of the author that particle image velocimetry is a measurement
technique that is extremely compatible for use in wind tunnels, provided the wind tunnel is small
enough, and that its non-intrusive nature indeed makes it one of the best choices for wind tunnel
velocity measurements. PIV can also be confidently used in calibrating a newly fabricated wind
tunnel, as was shown in Chapter 5. As the levels of technology in this field increase, digital
cameras which contain larger CCD pixel arrays, will allow for larger measurement areas, making

PIV a more feasible measurement technique in large wind tunnels as well.

8.2 Recommendations

Throughout the design, fabrication, and use of the wind tunnel in this study, several opportunities

for improvement were identified, and are given below as recommendations for future work.

8.2.1 Operational Improvements to the Present Wind Tunnel

The recommendations made in this section are aimed at improving the operation of the wind

tunnel used in this study.
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1. Test Section Modification - Modifications to the test section could make it more easily
removable and accessible. For example, mounting one of the four test section walls on
hinges would allow for quick access to models inside the wind tunnel, reducing calibration
times. The main challenge in doing this is ensuring proper sealing of the test section (in
the absence of fasteners), and doing so without compromising the interface between the

contraction and diffuser sections.

2. Hinged Panel for Smoke Venting - By adding a hinged panel to the wind tunnel (in a
location other than the test section), the smoke used for seeding particles in PIV can be
easily vented from the wind tunnel at the completion of an experiment. Any remaining
smoke will eventually condense back into mineral oil and deposit itself inside the wind
tunnel. It is therefore important to remove as much of this smoke as possible to prevent
excessive amounts of oil from collecting in vulnerable areas such as the fan motor internals.
For the measurements in this study, one of the acrylic panels on the settling chamber was
removed for this purpose. This same panel could be modified to open on hinges, simplifying

the process.

3. Implementation of a Data Acquisition System - The operation of the wind tunnel can be
further improved by utilizing a data acquisition system to monitor such parameters as air
temperature, fan rotational speed, and fan load. The variable frequency drive (used to
control the fan speed, as discussed in Section 3.6) is capable of generating analog outputs
proportional to speed and electrical load. Details on the analog and digital outputs available
from the variable frequency drive unit can be found in [74]. These and other parameters
can be fed to a central data acquisition system such as the Keithley 2700 Multimeter/Data

Acquisition System used in the temperature measurements of Section 5.7.

8.2.2 Further Design Projects

The recommendations in this section provide ideas for design projects intended to either improve

or expand the use of the current wind tunnel in this study.
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1. Testing of Contraction Designs - The one major recommendation regarding the design of
the wind tunnel contraction was to verify the CFD simulation results from Chapter 2 with
experimental data. This could be done by fabricating one or more of the contraction designs
considered in Chapter 2, and installing them on the wind tunnel. Since all contractions were
designed with the same length, each test would require a simple exchange of the contraction,

followed by the characterization and comparison of the exiting flow.

2. Design of a Force Balance - When performing wind tunnel tests, it is often desirable to
directly measure the drag force exerted on the test model. This can be achieved with the
design of a force balance mechanism to be used in the test section. With a typical force
balance system, the model is mounted to an aerodynamically streamlined post which passes
through a test section wall to a fixed base. The drag and lift forces exerted on the model
can then be measured at the base of the post with scales, load cells, or spring systems, etc.
It would then be possible to directly compare the measured drag force with the drag force

calculated from the integration of velocity profiles determined with PIV.

3. Design of Alternate Test Section and Diffuser Combinations - In the wind tunnel designed
for this study, a relatively long test section and short diffuser was used to allow for the
potential testing of long models. For most tests however, it is sufficient to have a shorter
test section. The design and fabrication of a shorter test section (with a correspondingly
lengthened diffuser section) would reduce the flow losses in the tunnel, possibly resulting in

higher achievable wind speeds.

8.2.3 Further Experimental Projects

In this section, various projects are proposed to experimentally improve the wind tunnel operation

without the redesigning of any components.

1. Turning Vane Adjustment - PIV measurements in the settling chamber (as in Chapter 5),
could be used to guide the adjustment of individual turning vanes in corner 2 to improve

the flow characteristics entering the contraction section. From the results of Section 5.3.3,
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there was a considerable amount of variation in the velocity profile due to the fan, as well as
+3° of misalignment in some areas. Adjustment of the corner 2 turning vanes could provide

a more uniform, well aligned flow which would improve the test section flow quality.

2. Screen and Honeycomb Sections - Further improvements to the wind tunnel performance
could be achieved with the experimentation in the use and location of various screens and
honeycomb sections. For example, screens with varying porosity (cell size) could be tested
to maximize the turbulence reduction while minimizing the amount of consequent pressure
drop. The same can be done with honeycomb sections of varying cell size. As well, the
location and number of screens and honeycomb sections can be explored to gain further

turbulence reduction without excessive pressure losses.

3. Fan Blade Adjustment - The wind tunnel fan used in this study allows for adjustment of
the angle of attack of the blades. For the fan requirements outlined in Chapter 2, the angle
of attack of each blade was set at 27°. A possible experimental project would involve the
adjustment of the angle of attack of the fan blades to increase either the available flowrate
or static pressure rise. It is highly recommended that if the blade angles are modified, the
fan should be properly balanced by the manufacturer or suitable axial fan establishment.
Fan performance curves from Enviro-Tech HVAC Products (Ancaster, Ontario) have been

included in Appendix A.

8.2.4 Improvement of the PIV System

Throughout all the experiments performed in this study, there were no major deficiencies encoun-
tered in the PIV measurement system. The one recommendation made here involves a possible

improvement to the system by reducing the required setup and calibration time.

1. PIV Traversing System - A traversing system is commonly used with LDV systems, as the
measurement area is extremely small (on the order of a few millimetres). Such a system
would also be beneficial to the efficiency of PIV measurements. Figure 8.1 shows a concept

sketch where the laser and camera are held rigidly with respect to each other. Once the
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camera has been focused properly on the laser light sheet, the entire assembly can be moved
by a known distance in any direction and immediately begin collecting focused PIV images.
This type of system would be ideal for the wind tunnel in this study since the test section
volume is quite large compared to the average size PIV measurement window (one entire
plane in the test section could require as many as 10 PIV measurement windows). With a
traversing assembly, the PIV system would only require calibration of the first measurement
window, and the entire test section could be covered with that one setup. A second setup,
where the laser and camera positions were exchanged, would then capture the third velocity
component, fully characterizing the test section flow in only two setups. The method of
traversing could be as simple as a system of graduated acme screws to move the assembly

of Figure 8.1 over a solid base.
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Figure 8.1: A traversing system to reduce the amount of required setup time for PIV measure-

ments
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Appendix A

Wind Tunnel Fan Performance

Curves

This Appendix contains two static pressure and impeller power curves for the AID-143, Tube Axial
fan used for the wind tunnel in this study (Enviro-Tech HVAC Products, Ancaster, Ontario).
These parameters have been plotted against the volume flowrate, and at various fan blade angles.
The final figure shows some overall dimensions of the fan and casing. All performance curves and

drawings are included as received from Enviro-Tech HVAC Products (Ancaster, Ontario).
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Figure A.1: Fan static pressure curve (at 3450 rpm) for the AID-143, Tube Axial fan as purchased
from Enviro-Tech HVAC Products (Ancaster, Ontario): fan static pressure (in inches of mercury)

plotted versus the volume flowrate (in cubic feet per minute) Note: fan blade angles given in

degrees Celsius
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Figure A.2: Fan static pressure curve (at 1750 rpm) for the AID-143, Tube Axial fan as purchased

from Enviro-Tech HVAC Products (Ancaster, Ontario): fan static pressure (in inches of mercury)

plotted versus the volume flowrate (in cubic feet per minute) Note: fan blade angles given in

degrees Celsius
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Figure A.3: Fan power curve for the AID-143, Tube Axial fan as purchased from Enviro-Tech

HVAC Products (Ancaster, Ontario): fan impeller power (in Hp) plotted versus the volume

flowrate (in cubic feet per minute) Note: fan blade angles given in degrees Celsius, (a) 3450 rpm,

(b) 1750 rpm



