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Abstract

It is well known in image processing in general, and hence in image segmentation in par-

ticular, that computational cost increases rapidly with the number and dimensions of the

images to be processed. Several fields, such as astronomy, remote sensing, and medical

imaging, use very large images, which might also be 3D and/or captured at several fre-

quency bands, all adding to the computational expense.

Multiresolution analysis is one method of increasing the efficiency of the segmentation

process. One multiresolution approach is the coarse-to-fine segmentation strategy, whereby

the segmentation starts at a coarse resolution and is then fine-tuned during subsequent

steps. Until now, the starting resolution for segmentation has been selected arbitrarily

with no clear selection criteria.

The research conducted for this thesis showed that starting from different resolutions

for image segmentation results in different accuracies and speeds, even for images from the

same dataset. An automated method for resolution selection for an input image would thus

be beneficial. This thesis introduces a framework for the selection of the best resolution

for image segmentation. First proposed is a measure for defining the best resolution based

on user/system criteria, which offers a trade-off between accuracy and time. A learning

approach is then described for the selection of the resolution, whereby extracted image

features are mapped to the previously determined best resolution.

In the learning process, class (i.e., resolution) distribution is imbalanced, making ef-

fective learning from the data difficult. A variant of AdaBoost, called RAMOBoost, is

therefore used in this research for the learning-based selection of the best resolution for

image segmentation. RAMOBoost is designed specifically for learning from imbalanced

data. Two sets of features are used: Local Binary Patterns (LBP) and statistical features.

Experiments conducted with four datasets using three different segmentation algorithms

show that the resolutions selected through learning enable much faster segmentation than

the original ones, while retaining at least the original accuracy. For three of the four

datasets used, the segmentation results obtained with the proposed framework were sig-

nificantly better than with the original resolution with respect to both accuracy and time.
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Chapter 1

Introduction

Image segmentation is an essential component of many image processing and computer

vision applications. Extracted regions are used for a variety of purposes, such as object

detection and recognition [1], size/volume measurement [2], and content-based image re-

trieval [3]. Because of its importance, tremendous effort has been invested in designing

accurate and efficient segmentation algorithms. Concepts from numerous fields, such as

optimization [4], statistics [5], information theory [6], and graph theory [7], have been

utilized in this area.

An inherent challenge in image processing in general, and in image segmentation in

particular, is the rapid increase in computational cost that accompanies an expanding

number of images and their dimensions. This issue is crucial because, in many fields, such

as astronomy [8], remote sensing [9], and medical imaging [10], the number of images and

their dimensions is extensive. Some of these images also have three dimensions and/or

have been captured at several frequency bands (i.e., multi-spectral).

Processing such images requires either powerful hardware (e.g., GPUs), or enhanced

algorithms (e.g., parallel design), or both. As presented in the literature, an established

method of satisfying these requirements is multiresolution analysis [11, 12, 13]. In addition

to speeding up the segmentation, multiresolution analysis also increases the accuracy of

many techniques because images at different resolutions can be viewed in different perspec-
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tives. Large objects and major structures and edges can be analyzed at coarse resolutions,

while fine details and small objects are examined at finer resolutions. At lower resolutions,

noise is also reduced, and regions become more homogeneous.

Multiresolution analysis has been used extensively for developing a variety of image

segmentation algorithms. The majority of these methods utilize information from some

or all resolutions, and some of these methods are reviewed in Section 3.2. This work

was targeted at a multiresolution technique for increasing image segmentation efficiency,

namely, the coarse-to-fine segmentation strategy, in which the segmentation process starts

with a coarse resolution and is then fine-tuned at finer ones. Because it simplifies the input

image rather than altering the segmentation algorithm, numerous segmentation algorithms

can be used with this method.

1.1 Motivation and Problem Formulation

Processing large images is computationally expensive. The computation dramatically in-

creases with images captured in 3D (multiple slices) or/and in multiple frequency bands.

Recently, new technology enables the capturing of images in much greater detail, which

results in more data to process. Medical imaging is an example in which an image could

require Gigabytes or Terabytes of memory [10]. These images can be very large or/and

consist of thousands of slices [10]. Another example is hyperspectral images capturing

hundreds of spectral bands [14]. Furthermore, these images could be processed in patches.

One of the challenges for such images is the slow processing time [10]. Even a slight in-

crease in speed for processing an image or slice of it (for 3D or multi-spectral images) can

amount to much greater overall speed.

In some cases, it is not affordable to use powerful hardware for image processing. There-

fore, several research projects have been conducted on developing software solutions, such

as parallel algorithms [15] and multiresolution schemes [11, 12, 13]. The multiresolution

coarse-to-fine image segmentation proved to be an efficient method for increasing both the

speed and accuracy of the used segmentation algorithm as discussed in Section 3.2.
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Some researchers have used image segmentation algorithms in a coarse-to-fine fashion

with arbitrarily chosen initial resolutions for the processing of all images [16, 17, 18, 19].

However, segmenting an image at a variety of resolutions results in different accuracies and

running times, as discussed in Sections 4.2 and 6.2.1 and in [20, 21]. Different images yield

varying segmentation accuracies and times per resolution, even with images from the same

dataset as explained in Section 6.2.1. To the best of the author’s knowledge, no work has

been reported with respect to the automated selection of resolutions for image segmenta-

tion, for which a framework is proposed in this thesis. Studies have been conducted on

scale selection for the scale-space representation, which are reviewed in Section 4.1, but

they are not directly related to this research, as will be explained.

Defining the best resolution for image segmentation is empirical and is directly related

to the nature of the application. Two factors can be used for defining the best resolu-

tion for image segmentation: accuracy and time. This research is concerned with the

simultaneous consideration of both time and accuracy; hence investigating an intelligent

approach toward establishing a trade-off between time and accuracy becomes crucial. For

critical systems, such as medical applications, accuracy is the primary consideration, while

in other applications, such as robot navigation or image retrieval, speed can be more im-

portant than perfect accuracy. There must therefore be a trade-off between accuracy and

speed, and without an appropriate criterion, selecting a resolution that yields the desired

accuracy and speed is difficult.

1.2 Objectives

The goal of this research was to develop a method for the automated selection of an initial

resolution for image segmentation in a coarse-to-fine scheme. The overall goal was broken

down into the following objectives:

• To investigate trade-off measures with respect to time and accuracy as a means of

defining the best resolution for image segmentation according to application require-

ments. Best resolution generally has no clear definition and is application oriented.
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The trade-off between accuracy and speed requirements varies enormously according

to the applications.

• To develop a general framework for the resolution selection for image segmentation.

Images are usually complex and can contain several objects of different sizes and

with different characteristics, various noise types and levels, crisp or fuzzy edges, and

varying degrees of uniformity in the regions. Therefore, with the exception of very

specific cases, simple rules seems to be insufficient for estimating the best resolution

for an image. In this research, machine learning methods are investigated to learn

and estimate the best resolutions from training images.

• To identify both an efficient learning method and features suitable for the learning

purposes of this research.

While this work intends to find the best resolution for image segmentation, it is not con-

cerned with developing or modifying image segmentation algorithms, nor with multires-

olution analysis methods.

1.3 Outline of the Thesis

This thesis consists of seven chapters organized as follows:

Chapter 1: The thesis is introduced, the motivation behind the work is explained,

and the specific objectives are discussed.

Chapter 2: An overview of image segmentation techniques is provided. Image seg-

mentation is first defined, and then associated approaches are briefly described.

Chapter 3: Multiresolution image segmentation is discussed: a number of multireso-

lution techniques are described, and several strategies of published multiresolution image

segmentation in the literature are reviewed, with an emphasis on the coarse-to-fine strat-

egy, the approach used in this research.
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Chapter 4: Resolution selection for image segmentation is explained, and previous

work on scale selection for the scale-space representation is distinguished from the research

in this thesis. The performance of image segmentation at different resolutions is then

analyzed based on simple experimental results.

Chapter 5: The proposed framework is described in detail. A trade-off measure for

defining the best resolution is proposed. Then, image segmentation and the obtaining

of the best resolution using the proposed trade-off measure are discussed, followed by a

description of the proposed features to be used for learning. The learning method selected

is presented, and the measures of classification performance are then discussed.

Chapter 6: This chapter explains the process of experimentally verifying the proposed

framework and assessing the performance of the trade-off measure, along with an analysis of

the behaviour of the trade-off measure with different segmentation algorithms for the same

dataset. The classification performances of the learning method used with the features

chosen are compared with those of other learning methods. The results of the examination

of the impact of misclassification on both accuracy and time are presented. The results

are discussed in the last section of this chapter.

Chapter 7: The main findings of this research are summarized, the contributions are

highlighted, and the direction of future work is suggested.
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Chapter 2

Image Segmentation

Image segmentation is an essential part of many computer vision applications. Numerous

tasks, such as object recognition, first require the desired object to be extracted (seg-

mented). Let I denote the input image; the aim of image segmentation is to partition

I into n regions Ij, such that [22]

1.
n⋃
j=1

Ij = I (an image consists of multiple segments).

2. Ij is a connected set, where j = 1, 2, . . . , n.

3. Ij ∩ Ik = ∅ for all j and k, where j 6= k.

4. Q(Ij) = TRUE for j = 1, 2, . . . , n, where Q(Ix) is a logical predicate defined over the

pixels in the region Ix. An example of such a predicate is the similarity of intensity

level.

5. Q(Ij ∪ Ik) = FALSE, for any adjacent regions Ij and Ik.

Because of the importance of image segmentation, numerous algorithms have already

been proposed for performing this task accurately and efficiently. Existing segmentation
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algorithms can be categorized as follows: thresholding-based segmentation [23, 6], edge-

based segmentation [24, 25], region-based segmentation [22, 26], active contour segmenta-

tion [4, 27], and other segmentation algorithms.

This chapter provides an overview of existing methods for image segmentation and the

details of the methods used in this research.

2.1 Thresholding-Based Segmentation

Image thresholding algorithms represent the simplest segmentation methods. The goal

of image thresholding is to discriminate objects from the background. Bi-level threshold-

ing usually involves only one object and a widely uniform background, but thresholding

techniques can also be applied to multiple objects (i.e., multi-level thresholding). Thresh-

olding can be used for segmentation on its own or can be an element of a more complex

processing chain as a pre-stage. Intensive effort has been devoted to the design of accurate

thresholding algorithms, resulting in the reporting of numerous algorithms in the literature.

Sezgin and Sankur [28] conducted an extensive review of more than 40 existing threshold-

ing techniques. They categorized them into the following groups: histogram-shape-based

methods, clustering-based methods, entropy-based methods, object-attribute-based meth-

ods, spatial methods, and local methods.

The Otsu method [23] is the most popular thresholding algorithm. From the histogram

of an image, Otsu proposed an evaluation criterion based on the zeroth and first-order

statistics. The aim of the algorithm is to minimize the measure of separability among the

classes. Kapur et al. [6] proposed an algorithm based on the entropy concept. They defined

the entropies that correspond to the distributions of the different classes. Then, in order to

achieve the maximum information between the classes (hence, the optimal thresholding),

the sum of the defined entropies is maximized. Kittler and Illingworth [29] modeled the

classes (i.e., object and background) as a mixture of Gaussians obtained from the image

histogram. The objective of their suggested algorithm is to minimize the classification

error rate in order to obtain the minimum thresholding error.
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A variety of techniques have been utilized for designing image thresholding algorithms.

Tao et al. [30] proposed the use of normalized graph cuts. The weights of the graph

were computed from the grey levels of the image. Yang et al. [31] proposed a Spatially

Weighted Fuzzy C-Means (SWFCM) algorithm and incorporated the spatial information

into the Fuzzy C-Mean (FCM) clustering algorithm. Opposition-Based Differential Evolu-

tion (ODE) was applied in order to find the best threshold value [32], and the thresholding

task was modeled as a minimization problem. To solve the problem more quickly, the ODE

with a very small population size (Np = 5), called micro-ODE, was used. Rahnamayan et

al. [33] proposed a method for the fusion of the thresholding results from different algo-

rithms. They applied a weighted voting scheme as a means of finding the best threshold

value. An algorithm for image thresholding based on opposite fuzzy sets was proposed

by Al-Qunaieer et al. [34]. The proposed algorithm searches for the two fuzzy sets with

minimum similarity in order to determine the threshold.

Computational intelligence techniques have also been used for image thresholding. To

find the best thresholding value, Kang and Zhang [35] utilized the Cellular Neural Network

(CNN) in conjunction with histogram analysis. A genetic algorithm was used by Ren [36]

to estimate the optimal threshold value, and Particle Swarm Optimization (PSO) was

utilized for image thresholding by Lin et al. [37], who considered each pixel as a particle

and the optimal threshold as the food source.

Because the thresholding algorithms work on the intensity histogram, they work glob-

ally. This introduces problems in situations such as regions with multiple grey-scales (i.e.,

non-homogenous) and noisy images. Variants were suggested to overcome this problem,

such as adaptive thresholding [38].

2.2 Edge-Based Segmentation

Edges can be detected through a search for sharp and local changes (discontinuities) in the

intensity levels of an image. Since the goal is to find intensity changes, first and second

order derivatives are commonly used for detecting edges. The simplest algorithms are those
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that use discrete masks for calculating the gradient of the image by convolving the image

with the mask. Roberts [39], Prewitt [40], and Sobel [24] edge detectors are examples of

the use of such masks (Figure 2.1). Roberts masks are used to detect diagonal edges by

taking the difference between adjacent diagonals. Prewitt masks calculate the horizontal

gradient (x-direction edges) Hg by subtracting the first and last rows and, in the same

way, calculate the vertical gradient (y-direction edges) Vg by subtracting the first and last

columns. Sobel masks perform the same operations as Prewitt masks but add additional

weight to the centre pixel to smooth the result. Both the strength (magnitude M) and

direction θ of the edges can be calculated from Hg and Vg, as follows:

M =
√
H2
g + V 2

g , (2.1)

θ = tan−1

[
Vg
Hg

]
. (2.2)

Prewitt and Sobel masks can be modified for enhanced detection of diagonal edges, as

shown in Figure 2.2.

-1 0
0 1

0 -1
1 0

(a) Roberts

-1 -1 -1
0 0 0
1 1 1

-1 0 1
-1 0 1
-1 0 1

(b) Prewitt

-1 -2 -1
0 0 0
1 2 1

-1 0 1
-2 0 2
-1 0 1

(c) Sobel

Figure 2.1: Roberts, Prewitt, and Sobel masks for edge detection.

0 1 1
-1 0 1
-1 -1 0

-1 -1 0
-1 0 1
0 1 1

(a) Prewitt

0 1 2
-1 0 1
-2 -1 0

-2 -1 0
-1 0 1
0 1 2

(b) Sobel

Figure 2.2: Prewitt and Sobel masks for diagonal edge detection.
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Marr and Hildreth [41] proposed a more sophisticated edge detection algorithm, which

requires more processing steps than pure convolution methods. They used Laplacian of a

Gaussian (LoG) as the edge detection operator, which is defined as

O2G(x, y) =

[
x2 + y2 − 2σ2

σ4

]
e
−
x2 + y2

2σ2 , (2.3)

where G is a 2D Gaussian function and O2 is a Laplacian operator. The former is used

for image smoothing and the latter to obtain the second derivative of the image. After

the image is convolved with the operator in Eq. 2.3, the edges are found by searching

for zero-crossings of the resulting image.

Canny [25] proposed one of the most popular edge detection algorithms. First, the

input image is smoothed through convolving with a Gaussian function, and the gradient

magnitude and angles are then calculated from the smoothed image. To thin the edges in

the gradient magnitude image, non-maxima suppression is applied. The resulting image is

thresholded, and connectivity analysis is conducted to find and connect the edges.

Several researchers have applied fuzzy logic for the detection of edges. Law et al.

[42] considered edge detection to be a fuzzy reasoning problem and smoothed the input

image based on that approach. After edge membership values for each pixel are evaluated,

candidate edges are selected, and pixels with high edge membership are then connected

using fuzzy reasoning. Fuzzy morphology was utilized by Gonzalez-Hidalgo et al. [43]

to detect edges and denoise the image. They used a residual operator based on fuzzy

opening and closing operations.

Neural network is a well-known soft computing tool that has been utilized for edge

detection by several researchers [44, 45, 46], who applied backpropagation neural networks

with different training patterns and network settings. Bhandarkar et al. [47] employed ge-

netic algorithms for edge detection, with consideration of minimum cost edge configuration

and the definition of edge configurations as 2D chromosomes.
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Because edge-based image segmentation methods are local, they are sensitive to noise

and are not working well with smooth edges and low contrast images. In addition, post-

procession is required for edge linking.

2.3 Region-Based Segmentation

While edge detection algorithms depend primarily on discontinuities in the images, region-

based algorithms look for similarities within regions. The characteristics of the regions, such

as intensity, colours, and texture, are used to determine the homogeneity (uniformity) inside

each region. The goal of such algorithms is to maximize the similarity within similar regions

and the dissimilarity among different regions. Region-based algorithms are generally less

sensitive to noise than edge-based algorithms, but they are also usually more complex.

Region growing [22] is considered one of the simplest categories of region-based algo-

rithms. The central concept behind this technique is for regions to grow from predetermined

points termed “seed points.” Starting from each seed, neighbouring pixels that meet speci-

fied similarity criteria are added to the growing region. Many similarity criteria are related

to intensity, colour, and other image properties. The choice of the initial seed points has

a considerable effect on the performance of region-growing algorithms [48]. These points

can be specified manually by allowing user interaction, or they can be obtained through

an automated preprocessing step.

In contrast to region growing is the concept of split and merge [22]: this process starts

with the whole image as one region. Recursively, regions are then split into subregions

until pixels within all regions exhibit the same properties (homogeneity). When no further

possibilities for splitting exist, adjacent regions with the same properties are merged into

larger homogeneous regions. One method of implementing a split-and-merge process is

to split the whole image into four regions, following which, as described previously, each

subregion is then recursively divided into four regions [49]. With this method, the image

and its subregions can be represented as a tree data structure called “quad-trees,” in

which each node has four children.
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Clustering algorithms have also been used for region-based image segmentation. In

such algorithms, similar pixels are clustered based on their properties, such as intensity

or colour. Each cluster contains pixels with similar properties that represent a region.

Tan et al. [26] proposed a region-based method based on fuzzy similarity. The image is

first divided into blocks of pixels, and then based on the fuzzy similarity of neighbouring

blocks similar blocks are merged.

Numerous researchers have employed computational intelligence techniques for image

segmentation. Malki [50] utilized neural networks for image segmentation. A genetic

algorithm was introduced by Visa [51] as a post-processing stage for improving the results

of image segmentation. Bhandarkar and Zhang [52] proposed a method that utilizes genetic

algorithms, with an algorithmic objective of minimizing a cost function defined based on

both edge information and regional grey-scale uniformity.

Region-based segmentation methods are generally more complex than thresholding and

edge-based methods and may not be suitable for segmenting objects having excess variation

of intensities or textures. As stated previously, the choice of the initial seed can greatly

affect the performance of region-growing methods. Statistical region merging algorithm,

which is used in this research, is described next.

2.3.1 Statistical Region Merging

Statistical Region Merging (SRM) is a region merging image segmentation algorithm pro-

posed by Nock and Nielsen [5] based on the formulation of image segmentation as an

inference problem. An image I is considered to be sampled from a perfect unknown scene

I∗, where pixels are represented by a family of distributions.

For regions R and R′, the following merging logical predicate was suggested for grey-

level regions:

Γ(R,R′) =

true, if |R−R′| ≤
√
b2(R) + b2(R′),

false, otherwise,
(2.4)
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where R is the average intensity of region R and b(·) is a merging threshold. The merging

predicate for color regions is defined by

Γ(R,R′) =

true, if ∀a ∈ R,G,B, |Ra −R′a| ≤
√
b2(Ra) + b2(R′a),

false, otherwise.
(2.5)

The SRM segmentation method is described in Algorithm 1. Nock and Nielsen [5] tested

two choices of function f(p, p′). The first is defined by

f(p, p′) = |p− p′|, (2.6)

and the Sobel convolution filter was the second choice.

Algorithm 1 Statistical Region Merging (SRM) [5]

Inputs
SI : set of adjacent pixels in a 4-connectivity
f(p, p′): real valued function of p and p′ pixels

Sort(SI) in increasing order of f(p, p′)
for all (p, p′) pixels ∈ SI do

if Γ(R(p), R(p′)) = true then
Merge(R(p), R(p′))

end if
end for

The statistical complexity can be controlled by a parameter Q, which is used in the

definition of the merging threshold, b(·), in Eq. 2.4 as detailed in [5]. Changing this

parameter controls the scale of segmentation. A small value of Q enables the segmentation

of only large regions, and as the value of Q increases, smaller regions can be segmented.
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2.4 Active Contours

This section discusses algorithms for curve evolution. The objective of these methods is

the evolution of curves based on forces derived from the characteristics of the curve itself

and the content of the image. Cost functions are defined based on these forces, and optimal

segmentation results are obtained through the minimization of the defined cost function.

The active contours presented in this section fall into two main categories: snakes and

level sets. Snakes active contours are parametric in nature, and the curve evolution is

performed explicitly. In the case of level set methods, the curve evolves implicitly through

the deformation of a defined level set function. Snakes active contours and level set methods

are discussed in greater details in the following subsections.

2.4.1 Snakes

Kass et al. [4] introduced the so-named snakes model, because of the behaviour of the

curve evolution: the contour is deformed in order to minimize the contour’s energy. In the

snakes approach, active contours are parameterized curves, and a contour parameterized

by arc length s is defined as

C(s) = {(x(s), y(s)) : 0 ≤ s ≤ L} , (2.7)

where L is the length of the contour C. The energy function E(C) that deforms the

contour can be defined as

E(C) = Eint + Eext, (2.8)

where Eint denotes the internal energy, and Eext denotes the external energy. The internal

energy determines the regularity of the contour and can be defined as

Eint =

∫ L

0

α|C ′(s)|2 + β|C ′′(s)|2 ds, (2.9)
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where α controls the tension of the contour, and β controls the rigidity of the contour.

The external energy determines the criteria of contour evolution depending on the image

I(x, y), which can be defined as

Eext =

∫ L

0

Eimg(C(s)) ds, (2.10)

where Eimg(x, y) is a function defined on the image plane. A popular choice of edge

attraction function is

Eimg(x, y) =
1

λ|OGσ ∗ I(x, y)|
, (2.11)

where Gσ is a Gaussian smoothing filter with a standard deviation σ, λ is a suitability

constant, and ∗ represents the convolution.

Early snakes formulations entailed two major problems. First, they should be initialized

close to the desired edges because they rely only on local information. This feature makes

contour initialization a critical step, which can become a challenging problem, especially

in the absence of prior knowledge. Second, the topology of the contours cannot change

because they are parametric, which means that boundaries cannot be split or merged.

Cohen [53] proposed a solution for the initialization problem by adding a constant force.

The additional force inflates the growth of the contour, hence the method named “balloon

snake.” In this way, the initial contour can be located farther from the desired boundaries.

Rahnamayan et al. [54] proposed automated snakes initialization for ultrasound prostate

segmentation, whereby morphological operators are used in order to find a section inside

the prostate whose, boundary is used as the initial curve.

A solution for the topology problem was proposed by McInerney and Terzopoulos [55],

who utilized Affine Cell Image Decomposition (ACID), which decomposes the image into

a set of convex polytopes. The changes in topology are managed through the reparame-

terization of the curve with each set of iterations.
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2.4.2 Level Sets

The level set method was introduced by Osher and Sethian [56] for interface propagation

and has been used in numerous applications: computational fluid mechanics [57], com-

puter graphics [58], shape optimization [59], inverse problems [60], and image analysis

[27]. The contour is defined implicitly with the use of a Lipschitz continuous function

φ(x, y), called a level set function. The contour is usually defined at the zeroth level of

φ(x, y), such that positive and negative represent different regions. Let C represent the

contour; it is defined as

C = {(x, y) : φ(x, y, t) = 0} ,∀(x, y) ∈ Ω, (2.12)

where Ω denotes the entire image domain, and t is the time through deformation. Figure

2.3 illustrates the representation of curves using a level set function. The evolution of

the curve is performed implicitly as the level set function evolves. Since the contour

is defined implicitly with a function of higher dimension, changes in the topology are

handled automatically. For the evolution of a level set function, the following equation

is differentiated with respect to t:

φ(x, y, t) = 0, (2.13)

and the result is

φt + V · Oφ = 0, (2.14)

where V is the velocity field of the contour C(t). The velocity field consists of normal ( ~N)

and tangent (~T ) components; Eq. 2.14 thus becomes

φt +
(
vn · ~N + vt · ~T

)
· Oφ = 0. (2.15)
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(a) Level set function φ with curve C
embedded in it

(b) Curve C represented by the level set
function φ

Figure 2.3: Illustration of a level set function and associated curve representation.

Tangent velocity is known not to affect the deformation of the function; thus ~T · Oφ = 0.

The unit normal of the curve can also be written as

~N =
Oφ
|Oφ|

, (2.16)

where |.| is the L2-Norm. Thus, Eq. 2.15 becomes [56]

φt + vn|Oφ| = 0. (2.17)

The mean curvature of the level set function, κ, is defined to control the regularity of

the curve and can be obtained as the second derivative of φ(x, y), as follows [56]:

κ(φ(x, y)) = O

(
Oφ
|Oφ|

)
=
φxxφ

2
y − 2φxφyφxy + φyyφ

2
x

(φ2
x + φ2

y)
3/2

, (2.18)

where φx and φxx are the first and second order partial derivatives of function φ(x, y) with

respect to x, and analogously φy and φyy, with respect to y. The most common method

of defining the initial level set function φ0(x, y) is to use the signed distance function

of the initial contour.
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Two main methodologies for implementing the level set for image segmentation are

edge-based [61, 62, 27] and region-based [63, 64, 65]. Edge-based level set methods rely on

principles similar to those of edge-based segmentation algorithms. Because the goal is to

attract the contours toward the edges of the image, they usually depend on the gradient of

the image. On the other hand, for curve evolution, region-based active contour algorithms

exploit the characteristics of the regions, such as intensity distribution or texture. In this

research, a region-based level set image segmentation is used, which is described next.

Region-Based Level Set

Region-based active contour algorithms exploit regional characteristics, such as intensity

distribution or texture, for curve evolution. An early and well-known method is the one

proposed by Chan and Vese [63]. The authors employed a level set method to minimize

the Mumford-Shah segmentation model [66] for piecewise constant approximation of the

image. The cost function is defined by

E(c1, c2, C) = µ · L(C) + v · A(Cin)

+λ1

∫
Cin

|I(x, y)− c1|2 dx dy

+λ2

∫
Cout

|I(x, y)− c2|2 dx dy,

(2.19)

where C denotes the curve; Cin is the set of points inside C; Cout is the set of points outside

C; L(·) and A(·) functions calculate the length and area, respectively; I is the input image;

µ, λ1, and λ2 are fixed parameters greater than zero; and c1 and c2 are averages of the

areas inside and outside curve C, respectively. The level set formulation of the function is

E(c1, c2, φ) = µ

∫
Ω

δ(φ(x, y))|Oφ(x, y)| dx dy + v

∫
Ω

H(φ(x, y)) dx dy

+λ1

∫
Ω

|I(x, y)− c1|2H(φ(x, y)) dx dy

+λ2

∫
Ω

|I(x, y)− c2|2(1−H(φ(x, y))) dx dy,

(2.20)
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where H(x) is the Heaviside function defined by

H(x) =

{
1 if x ≥ 0

0 if x < 0
, (2.21)

and δ(x) is the Dirac measure defined as the first derivative of H(x). Chan and Vese [63]

defined a slightly regularized version of H(x) and δ, denoted by Hε(x) and δε(x). To solve

Eq. 2.20, its Euler-Lagrange equation for φ is derived to steady state by

∂φ

∂t
= δε(φ)

[
µ div

(
Oφ
|Oφ|

)
− v +

2∑
j=1

(−1)j · λj(I − cj)2

]
= 0. (2.22)

Vese and Chan [67] proposed a piecewise smooth approximation, in which smoothed

partial images represent each partition. Similar active contour models and formulations

were proposed by Yezzi et al. [64] and Tsai et al. [65].

2.5 Other Segmentation Algorithms

Another common method is “watershed segmentation” [68], which combines region- and

edge-based algorithms as well as morphological processing. Because the idea of watershed

algorithm came from the field of topography, images are viewed as 3D surfaces. Holes

can be imagined as piercing the local minima of the image (usually the gradient of the

image is used), with water raised to fill the basins. As water from different basins starts

to merge, dams are built. The regions represented by the basins are thus segmented by

the dams that have been built. Watershed algorithms usually obtain results character-

ized by over-segmentation [68]. To prevent this effect, consideration of domain knowl-

edge is included through the use of markers [68]. Appropriate markers can be selected

manually or by the inclusion of domain knowledge, such as intensity range, connectivity,

size, shape, and location.
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Several segmentation algorithms that integrate both edge-based and region-based tech-

niques are proposed in the literature. Xuan et al. [69] suggested the use of edge detection

to validate the boundaries of the results of region growing and merging. The algorithm

begins with region growing, followed by region merging; Canny edge detection is then

used to verify and correct the boundaries of the resulting regions. Yu and Wang [70] first

utilized an edge detection method to obtain a Difference-In-Strength (DIS) map, which

describes complete edge information in the image. A region growing algorithm is then

employed which includes a criterion that determines whether to stop or proceed if a region

touches an edge. The next step is for the regions to be merged according to the similarity

measure. Moigne and Tilton [71] defined a stopping criterion for region growing based on

edge information: the Hausdorff distance is calculated among edges that result from the

Canny algorithm and the boundaries of the regions.

In “graph-based segmentation” (e.g., the graph cuts [7]), images are represented as a

graph G = (V,E), where V is the set of vertices and E is the set of edges. Each pixel of

the image is represented as a vertex vi ∈ V . The edges (vi, vj) ∈ E denote two adjacent

vertices vi and vj, and each edge has a weight wij. The weight of the edge is a measure

of the dissimilarity of the two vertices connected by that edge. The objective of graph

cut algorithms is to partition V into disjoint sets (regions) by removing the edges from

non-similar sets. Next, a variant of graph cuts is described, which is used in this research.

2.5.1 Parametric Kernel Graph Cuts

Ben Saleh et al. [72] proposed a multi-region image segmentation technique in which the

image data is transformed into a higher dimensional space, and then the graph cuts is

applied. The authors used radial basis function kernel to implicitly transform the image

data. The mapping of the data into higher dimensions transforms the non-linear problem

into a linear one, and the piecewise constant model of the graph cuts can be applied.
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For image I, with regions parameters {µl}, l = 1, . . . , Nreg, where Nreg is the number

of regions, the proposed functional is defined by

FK({µl}, λ) =
∑
l∈Ψ

∑
p∈Rl

JK(Ip, µl) + α
∑
{p,q}∈Ω

r(λ(p), λ(q)), (2.23)

where λ is a labeling function, Ψ is a set of region indices, Rl is a region with label l, and Ω

is a neighbourhood set containing all pairs of neighbouring pixels. The term r(λ(p), λ(q))

is a smoothness regularization function given by

r(λ(p), λ(q)) = min
(
s2, |µλ(p) − µλ(q)|2

)
, (2.24)

where s is a constant. JK is a non-Euclidean distance measure in the original data space

defined by

JK(Ip, µ) = ||φ(Ip)− φ(µ)||2 = K(Ip, Ip) +K(µ, µ)− 2K(Ip, µ), µ ∈ {µl}1≤l≤Nreg , (2.25)

where

K(x, y) = φ(x)T · φ(y), (2.26)

and φ(·) is a non-linear mapping function to a higher dimensional space.

Ben Saleh et al. [72] comprehensively tested this approach on synthetic and natural

images and found that it outperformed many other well-known segmentation algorithms.

This chapter has provided a general overview of image segmentation approaches. The

next chapter describes common multiresolution methods and approaches for their use in

image segmentation.
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Chapter 3

Multiresolution Image Segmentation

Objects in images are extremely diverse with respect to a number of aspects: size, shape,

regularity, textures, and edges. It is therefore intuitive to expect that analyzing an object

at a variety of scales provides more information than evaluating it at only a single scale.

In addition, for any specific scale, some objects are more easily analyzed than others. For

these reasons, the understanding and analysis of images at several scales has attracted

the attention of numerous researchers, resulting in a substantial number of methods for

multiscale and multiresolution analysis. These methods have been designed for different

purposes, such as object recognition [73], compression [74, 75], image retrieval [76], and

image segmentation [77, 78]. This chapter provides a discussion of the most common

multiresolution and multiscale methods and reviews previous work related to multireso-

lution image segmentation.

Because of the variation in terminology among disciplines (e.g., spatial resolution, spec-

tral resolution, temporal resolution, and radiometric resolution [79]), clearly defining the

meaning of resolution and scale in this research is important. In this work, the term “differ-

ent resolutions” denotes spatial resolution (different subsampled images): an example is the

pyramid representation. On the other hand, the term “different scales” refers to images

that have different degrees of smoothness but exhibit the same spatial size: scale-space

representation illustrates this terminology.
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The next sections offer an overview of the most common multiresolution and multiscale

methods, followed by a review of multiresolution image segmentation techniques.

3.1 Multiresolution Methods

The literature includes proposals for several multiresolution and multiscale analysis ap-

proaches that have emerged from different fields and are based on various concepts. These

methods were all proposed for the purpose of analyzing an image at different resolu-

tions/scales. The most common techniques can be grouped in three main categories:

pyramid representation, scale-space representation, and wavelets analysis. An overview

of these methods are presented in the following subsections.

3.1.1 Pyramid Representation

An image pyramid [74] is a hierarchical representation of an image consisting of several

resolutions of different spatial sampling of the image. The basic operations for constructing

pyramids are filtering followed by subsampling. Filtering is necessary in order to avoid an

aliasing problem after the subsampling. Figure 3.1 illustrates an example of the pyramid

representation. Decreased image size in the lower resolutions leads to reduced computa-

tional time in processing. In addition, the memory required for coarser resolutions is much

less than that needed for the original one. The hierarchical structure of the image pyramids

facilitates more efficient hardware implementation. Several types of pyramids have been

proposed in the literature, but the best-known ones are Gaussian and Laplacian [74].

Gaussian Pyramids

A given image I can be decomposed into r levels of resolutions using a Gaussian low-pass

filter followed by subsampling. Each lower resolution level is obtained by using a 5 × 5

low-pass filter on the previous level. For levels 0 < l < r − 1 and an image I of size
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Figure 3.1: Pyramid representation.

N × M , the pyramid is defined as [74]

G0(i, j) = I(i, j), for level l = 0,

Gl(i, j)=
∑2

m=−2

∑2
n=−2w(m,n)Gl−1(2i+m,2j+n), otherwise,

(3.1)

where i = 1, . . . N , j = 1, . . .M , and w(·) is a Gaussian-like kernel. The result of the image

decomposition is stored in Gk, where k = 0, . . . , r − 1, and r − 1 is the lowest resolution;

thus G0 is the original image, and Gr−1 is the coarsest resolution.

An example of the Gaussian pyramid decomposition is provided in Figure 3.2(a).

Laplacian Pyramids

A Laplacian pyramid is a band-pass pyramid created by taking the difference between

two adjacent levels of a Gaussian pyramid. A Laplacian pyramid L of r different reso-

lutions can be created from

Ll = Gl − Expand(Gl+1), (3.2)
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Figure 3.2: (a) Gaussian pyramid; (b) Laplacian pyramid.

where l = 0, 1, · · · , r − 1 is the resolution level, and G is a Gaussian pyramid. The

expansion of Gl+1 to Gl is defined as

Expand (Gl+1)=4
2∑

m=−2

2∑
n=−2

w(m,n)Gl+1

(
i−m

2
,
j − n

2

)
. (3.3)

An example of the Laplacian pyramid is shown in Figure 3.2(b).

The pyramid described here is an oversampled representation, in which there are more

pixels in the representation than in the image. The number of pixels is 4
3

times that of

the original image [22]. Many extensions of the pyramid representation are available, each
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with specific applications. Examples include irregular [80], stochastic [81], and adaptive

[82] pyramids.

3.1.2 Scale-Space Representation

Scale-space, introduced by Witkins [83], is a representation in which an image is decom-

posed into a stack of different smooth versions. The Gaussian kernel is the best smoothing

filter used for linear scale-space, in which new extrema cannot be created with increasing

scale [84]. The continuous scale parameter controls the degree of smoothness. The linear

scale-space representation of an image I is defined as

S(I, ε) = I ∗G(ε), (3.4)

where G(·) is the Gaussian kernel defined as

G(x, y; ε) =
1

2πε
e−(x2+y2)/2ε, (3.5)

and ε = σ2 is the scale parameter. Equivalently, scale-space can be defined as the solution

of the diffusion equation

St = div(c5 I), (3.6)

at time t, with the initial condition

S0 = I, (3.7)

where the diffusion coefficient c(x, y, t) is a constant. Figure 3.3 illustrates the scale-space

representation of an image.

A shortcoming of successive smoothing in the linear scale-space representation is the

spatial distortion of important edges. To solve this problem, non-linear scale-space methods

have been proposed, whereby the regions are smoothed while the edges are preserved.
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Figure 3.3: Scale-space representation (s=0 at the bottom).

An example of this type of method is the anisotropic diffusion technique suggested by

Perona and Malik [85], which is based on the modification of Eq. 3.6 to have an edge

function g(·), as follows:

St = div (g(| 5 I|) · 5I) , (3.8)

where 5 is the gradient operator. The edge function g(| 5 I|) can be defined as [85]

g(| 5 I|) = e−(|5I|/k)2 , (3.9)

or

g(| 5 I|) =
1

1 +
(
|5I|
k

)2 , (3.10)

where k is a constant set by the user or by means of a noise estimator.
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3.1.3 Wavelets Analysis

Fourier analysis is a well-known tool for function analysis and approximation, in which

the approximation is performed as a sum of complex sinusoids. The Fourier transform is

used to decompose a signal into its frequency components. A disadvantage of the Fourier

transform is its inability to capture space (time) information, as illustrated in Figure 3.4(a).

One method of solving this problem is to divide the signal into small windows through

multiplication with a sliding window function and then to take the Fourier transform of

each window. Such a technique is called Short-Time Fourier Transform (STFT). However,

a trade-off between frequency and time resolution is still a factor, as shown in Figures

3.4(b) and 3.4(c). If a narrow window is used, satisfactory time resolution will be achieved

but with poor frequency resolution, as shown in Figure 3.4(b). On the other hand, if a

wide window is chosen, satisfactory frequency resolution with poor time resolution will

result, as shown in Figure 3.4(c). Wavelet transform [86] provides a good solution. A base

function, called “mother wavelet,” is defined. The signal is decomposed into a set of basis

functions, called “wavelets,” as different translations and scales of the previously defined

mother wavelet. Frequency analysis is performed using wavelets that are an expansion

of the mother wavelet (low frequency), while temporal (time) analysis is performed using

a contracted version of the wavelets (high frequency). Wavelet analysis is illustrated in

Figure 3.4(d). Because of the scaling property of wavelets, it is considered an effective

tool for multiresolution analysis. The Wavelet transform is used in many fields: astronomy

[87], acoustics [88], optics [89] and image processing. Applications of wavelet transform in

image processing include noise removal [90], edge detection [91], and image compression

[75]. In contrast to the pyramid representation discussed previously, the wavelet transform

is a complete representation (i.e., critically sampled) [86]. The total number of pixels in the

wavelet representation is equal to the number of pixels of the original image, in which there

is no redundancy. This feature is important for some applications, such as compression [92].

The wavelet function is defined as

ψs,τ (t) =
1√
s
ψ

(
t− τ
s

)
, (3.11)
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(a) Fourier transform (b) STFT with a narrow window

(c) STFT with a wide window (d) Wavelet transform

Figure 3.4: Frequency and space (time) analysis (a) with a Fourier transform, (b) STFT
with a narrow window, (c) STFT with a wide window, and (d) wavelet transform.

where the parameter s indicates scale, and τ represents translation. Wavelets ψs,τ are thus

generated from the mother wavelet ψ through scaling and translation.

The use of wavelet transform for 2D images requires scaling and wavelet functions to

be defined as two variable functions. In 2D, there is one scaling function and three wavelet
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functions, defined by [86]

φ(x, y) = φ(x)φ(y), (3.12)

ψH(x, y) = ψ(x)φ(y), (3.13)

ψV (x, y) = φ(x)ψ(y), (3.14)

ψD(x, y) = ψ(x)ψ(y), (3.15)

where φ(x, y) is the 2D scaling function, which is the low frequency component of the

previous level. φ(x, y) is known as the approximation coefficients. The three 2D wavelet

functions capture the functional variation information (e.g., edges in the case of images) in

three directions: ψH(x, y) for horizontal, ψV (x, y) for vertical, and ψD(x, y) for diagonal.

Let I(x, y) be an image of size M × N ; the 2D Discrete Wavelet Transform (DWT) is

defined as follows:

Wφ(j0,m, n) =
1√
MN

M−1∑
x=0

N−1∑
y=0

I(x, y)φj0,m,n(x, y), (3.16)

W i
ψ(j,m, n) =

1√
MN

M−1∑
x=0

N−1∑
y=0

I(x, y)ψij,m,n(x, y), i = {H,V,D} , (3.17)

and the inverse transform is defined by

I(x, y) =
1√
MN

∑
m

∑
n

Wφ(j0,m, n)φj0,m,n(x, y)

+
1√
MN

∑
i=H,V,D

∞∑
j=j0

∑
m

∑
n

W i
ψ(j,m, n)ψij,m,n(x, y).

(3.18)

The DWT can be used for 2D images if it is applied on the columns followed by the

rows, as shown in Figure 3.5. Figure 3.6 illustrates the result of the two-level wavelet

30



decomposition of an image. Clockwise from the upper left of Figure 3.6, the results are the

approximation image and the horizontal, vertical, and diagonal details. Approximation

image is further decomposed at the second level.

Figure 3.5: The process of 2D wavelet decomposition for one level; hφ(·) is scaling function
coefficients and hψ(·) is wavelet function coefficients.

3.2 Multiresolution Image Segmentation Techniques

Multiresolution analysis has been used extensively for developing numerous image segmen-

tation algorithms, the majority of which utilize information from some or all resolutions.

Several methodologies have utilized multiresolution analysis for image segmentation. Cat-

egorizing all the methods introduced in the literature is difficult because of the extreme

diversity of the concepts. This section provides a review of some of the types of method-

ologies that have been employed.

Some techniques use a merging strategy, whereby segments from some or all resolutions

are merged to construct the final segment. Gaetano et al. [93, 94] proposed a hierarchical
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Figure 3.6: The result of the decomposition of a 2D image for two levels.

segmentation scheme for satellite images. The image is first segmented at the original

resolution using a tree-structured Markov Random Field (MRF) model. Based on spectral,

spatial, and textural features, regions are then clustered at a lower resolution, and these

clusters are progressively merged to form the final segments. Rezaee et al. [77] introduced

a segmentation technique using pyramids and fuzzy c-means clustering. A root labeling

method is used for the initial segmentation of each resolution level of the pyramid. Features

from the resulting segments are then used in order to merge regions at the original resolution

through fuzzy c-means clustering.

Other methods employ the dependencies among pixels at different resolutions. An

example is the method proposed by Saeed et al. [78], in which they employed the pixel de-
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pendence between resolutions to extend the Gaussian Mixture Model (GMM) by including

the correlation of the pixels at adjacent resolution levels. The image is segmented using

the Maximum a Posteriori (MAP) method, in which parameters are learned through the

Expectation Maximization (EM) algorithm.

Other methods include a set of algorithms that utilize the features generated at different

resolutions for image segmentation [95, 96, 97] as well as numerous additional techniques

that cannot be grouped with any of the above categories.

Coarse-to-Fine Strategy

Although the approaches described above can enhance accuracy, they are computation-

ally expensive. The research presented in this thesis is concerned with a multiresolution

technique that increases image segmentation efficiency: the coarse-to-fine segmentation

strategy. With this technique, the segmentation process starts at a coarse resolution, and

then is tuned at finer ones. Many segmentation algorithms can be used with this method

because it simplifies the input image rather than modifying the segmentation algorithm.

Numerous studies published in the literature report the use of this method to increase

the efficiency of several segmentation algorithms. However, as previously mentioned, all of

them select the initial resolution for segmentation arbitrarily.

Snakes active contour segmentation algorithm (Section 2.4.1) has been used with mul-

tiresolution analysis in several research studies. Leroy et al. [11] enhanced the snakes

algorithm by using the pyramid representation. The propagation of the curve starts from

the coarsest resolution and iteratively continues toward finer resolutions when the curve

evolution has converged at previous ones. This method is faster than the original snakes

method because most of the calculations are performed at coarse resolutions that require

less computation. Yan et al. [98] proposed an algorithm based on snakes for prostate seg-

mentation in transrectal ultrasound (TRUS) images. They used prior shape models and

propagated the curve using the Laplacian pyramid in a manner similar to that employed by

Leroy et al. to increase the capturing range of the curve and enhance the efficiency of the

initialization. Akgul and Kambhamettu [99] utilized the scale-space representation to con-
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struct coarser versions of the original image. The authors used dynamic programming and

gradient descent to propagate the parametric contour from coarser representations through

finer ones. Dehmeshki et al. [100] improved the snakes algorithm by using wavelets. The

contour is initialized at the coarsest resolution of the image, and the initial curve of a finer

resolution is the converged one of the previous coarse resolution. This method extends

the capturing range and prevents the contour from being trapped into weak edges. The

algorithm used four levels of resolutions and was employed for the segmentation of lung

and colour CT images. A similar algorithm was proposed by Yoon et al. [101] to improve

the Gaussian of Gradient Force (GGF) snakes. The authors reported an increase in speed

accompanied by a high degree of accuracy.

The level set is a well-known active contour segmentation algorithm (Section 2.4.2),

but it is computationally expensive and thus slow to converge. Numerous researches have

been directed at solving this problem through the multiresolution coarse-to-fine strategy.

The Gaussian pyramid was utilized by Tsang [16] to enhance the edge-based level set

active contours. The curve is initialized at the coarsest resolution, and the propagation

proceeds with finer resolutions. A similar methodology has been employed for segmenting

ultrasound echocardiographic images [102, 103]. The Curvelet, which is a multiscale and

multidirectional geometric wavelet transform, is used to enhance the geodesic active con-

tours [104], and the edge map is obtained using curvelet thresholding. Initialization occurs

at the coarsest resolution, and for each subsequent finer resolution, the level set function

φ is defined as the converged level set function of the previous resolution. Al-Qunaieer

et al. proposed a method for accelerating region-based level set image segmentation [12].

The authors used wavelets to decompose the image into three resolutions, with the curve

evolution beginning from the coarsest resolution. The results confirmed that using mul-

tiresolution reduces the effect of noise for large objects and accelerates the convergence

rate of the segmentation algorithm.

Graph-based segmentation algorithms (Section 2.5) have been combined with multireso-

lution analysis to reduce computation time. Roullier et al. [105] applied the multiresolution

approach with graph-based segmentation for mitosis extraction in breast cancer histological

whole slide images. The segmentation begins at a coarse resolution, and at each finer reso-
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lution, the resulting segmentation is refined through semi-supervised clustering. Lombaert

et al. [13] adopted a similar approach, but rather than using clustering for fine-tuning,

they applied graph cuts on a narrow banded graph obtained from the resulting minimum

cut at the coarser resolution. They showed that their method dramatically increases speed

and reduces memory usage without affecting the accuracy of the graph cuts segmentation.

The multiresolution approach has been incorporated to enhance other segmentation

methods. Bouman and Liu [106] proposed a multiresolution version of the MRF segmen-

tation, in which at each resolution, the segmentation is implemented as the maximization

of the posteriori probability. The segmentation is performed from coarse to fine resolu-

tions, and the authors reported substantial improvement with respect to computation time.

Multiresolution Active Shape Model (ASM) was used by Wang et al. [19] for lung segmen-

tation in chest X-ray radiographs. At lower resolutions, the model is fitted to the lung very

quickly, after which it is honed at finer resolutions. The use of multiresolution analysis

considerably improved the ASM performance. Munoz et al. [107] applied the coarse-to-fine

approach for segmentation based on Active Region algorithm. For each resolution level,

the initialization is based on the results of the previous (coarser) level. They concluded

that multiresolution reduces the noise effect and increases computational efficiency.

These studies all offer either a vague or no explanation of the method of selecting the ini-

tial resolution for the commencement of the segmentation. Some adopted a trial-and-error

technique to select a specific resolution level for all images of a single or different dataset(s),

which is impractical because, as shown in Section 6.2.1, with respect to time and accuracy,

performance varies over different resolutions, even for images from the same dataset.

This chapter has reviewed multiresolution techniques and described different approaches

for their use with image segmentation. The next chapter discusses previous work related

to scale selection methods and highlights the distinction between such methods and the

work presented in this thesis. Then, segmentation at different resolutions is analysed.
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Chapter 4

Learning Best Resolution for Image

Segmentation

Image segmentation at different resolutions yields different accuracies and at varying speeds

as presented in Sections 4.2 and 6.2.1 and discussed in [20, 21]. At each resolution, the

image is viewed from a different perspective because the global view tends to become local

as resolutions become coarser [108]. Such a change in view could contribute to either an

increase or a decrease in accuracy. On the other hand, the lower number of grid points

(pixels) at low resolutions leads to much faster performance.

The next section discusses previous work conducted with respect to scale selection and

highlights the distinguishing features of this work. The following section describes the

experimental analysis of the segmentation performance at different resolutions for images

of different characteristics.

4.1 Scale Selection for Scale-Space Representation

The problem of selecting the best scale for image processing has attracted the attention of

several researchers. A number of proposed methods described in the literature were based
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on local information obtained from the derivatives of the image. Lindeberg [84] is a pioneer

in the scale selection field. In his work, the scale of interest is selected from the scales that

have maxima of normalized derivative over scales [109]. This methodology was used for the

detection of a variety of features: junctions, edges, ridges, and blobs [110, 109, 111, 112].

Jeong and Kim [113] defined an energy function so that during its minimization it detects

the most useful scale and obtains the edge map. It is also defined to take into account the

constraints of optimal edge detection. A method for detecting “minimum reliable scale,” in

which the edges could be reliably detected, was developed by Elder and Zucker [114], who

calculated the gradient of each scale and then determined the lowest scale as a function

of the amplitude and sensor noise. A drawback of this method is the requirement of prior

knowledge about sensor’s noise and operator norms.

Concepts borrowed from the information theory have also been used for scale selection.

A scale-space measure of information has been proposed by Jagersand [115]. By calculating

Kullback’s contrast between consecutive scales, information distribution among scales can

be obtained. The author demonstrated that this measure could be used for scale selection.

Renyi’s generalized entropy [116] was employed by Sporring and Weickert [117] for scale

selection and size estimation. The authors based their approach on the observation of the

monotonic behaviour and smoothness of generalized entropies with respect to the informa-

tion order and the scale parameter. Hadjidemetriou et al. [118] used Tsallis generalized

entropies [119] of the histogram for scale selection. They used histogram entropies because

they are non-monotonic with respect to scale, can be used for the selection of multiple

scales, and are robust with respect to noise. This approach was utilized to increase the

discriminability among images and to improve the performance of an optical flow algo-

rithm. Kadir and Brady [120] proposed an algorithm for detecting salient regions based on

scale selection and a local descriptor. In their method, scales with maximum entropy are

selected and then weighted using the sum of absolute difference of the grey-level histogram.

In an alterative methodology for scale selection, Mirzaalian and Hamarneh [121] consid-

ered the correlation of a pixel with its neighbours when selecting its scale. They designed

the problem as a Markov Random Field (MRF) multi-label optimization and used this

approach to detect the scales for vascular structures in medical images.
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Statistical methods have also been utilized for the selection of the most favourable

scales. Based on probabilistic models of the sensor and an edge detection operator, Mari-

mont and Rubner [122] suggested a statistical framework. For each pixel in the image at

different scales, they calculated the edge and confidence probabilities. A minimum reliable

scale is then selected by thresholding the confidence probability and choosing the resulting

minimal scale. Pedersen et al. [123] proposed a scale selection scheme based on maximum

likelihood estimation. The authors utilized the Brownian image model [124] because of its

relation to natural images. After a spatially varying transformation is applied, the selected

scale at location x is obtained based on the maximum likelihood of the probability distri-

bution of a Gaussian filter response. The Bayesian estimation theory was used by Gomez

et al. [125] for scale selection. At each scale, a decomposition likelihood is associated with

both the smoothed image and the residual, and the Minimum Description Length (MDL)

principle is used for scale selection. The authors showed that this method can be used for

simple edge detection and texture segmentation.

In all of these approaches, the objective of scale selection was related primarily to

feature detection, with some works also investigating primitive segmentation tasks (e.g.,

edge detection [112, 113, 114]). Several studies have incorporated scale selection into

the image segmentation process. With some modifications, Bayram et al. [126] applied

the “minimum reliable scale” method proposed by [114] in order to find the edges in

medical images. Lindeberg’s scale selection method [110] was utilized by Piovano and

Papadopoulo [127] to guide snakes active contour inside homogeneous regions. Li et al.

[128] proposed a scale selection method for supervised image segmentation. For each scale

in a training image, features are extracted per pixel and assigned to their corresponding

labels. Therefore, for n scales, there are n learned classifiers. For a test image, pixels

in each scale are classified based on their corresponding classifier, and the best scale is

the one at which the posterior probability calculated from the classification is the highest.

Although these methods incorporated scale selection in the segmentation process, several

distinctions exists between them and the work presented in this thesis:

• The previous methods were intended for selecting the best Gaussian scale for scale-

space approach. Since the scale-space representation does not involve the subsam-
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pling of the image, the grid size (number of pixels) is the same for all scales. For

the research for this thesis, the pyramid scheme is used, in which each resolution is

filtered and subsampled from the previous resolution. The reduced size is the major

contributing factor in decreasing the computational complexity and hence accelerat-

ing the processing time for image segmentation.

• The scale selection approaches analyze several scales in order to determine the best

scale. Moreover, the majority of the previous approaches select a different scale for

each pixel. These techniques inherently lead to excessive computation time compared

with working only at one resolution (the original one) in order to estimate a single

resolution for all pixels, as in the proposed approach, which is much faster.

• With the exception of [128], the scale selection methods are limited in their appli-

cability. For example, the majority of the approaches mentioned search for local

changes, an approach that does not work well with images that consist of many ho-

mogeneous regions. However, including learning, such as in the approach proposed

in this thesis and in [128] allows to select the resolution/scales most suitable for the

specific problem at hand.

• The mentioned scale selection approaches proposed specific segmentation algorithms

that incorporate scale selection. In contrast, the work introduced in this thesis is

a framework for resolution selection for image segmentation approaches, not a seg-

mentation method. The framework is general and can be used with a wide variety

of image segmentation algorithms, such as level set, graph cuts, region growing, and

watershed. These segmentation algorithms utilize various aspects of images other

than edges: region homogeneity, textures, colours, and others.

• In the proposed approach, the user is given the weighted option of choosing between

accuracy and speed, a feature that broadens the range of applications for which it

can be employed.
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4.2 Analysis of Segmentation at Different Resolutions

To demonstrate the effect of segmentation at different resolutions on a variety of objects,

three simple experiments were conducted. In all of the experiments, the Chan and Vese

region-based level set [63] was used to segment the input images, and the output segment of

each resolution was simply upsampled to the original image resolution. Each input image

was 512×512. Accuracy was measured using dice coefficient as given in Eq. 6.2 (page 72),

and time was recorded in seconds. The first image contained several objects of different

sizes. Figure 4.1 shows the results of applying the level set for six different resolutions.

It is clear from the accuracy figure that the level of accuracy decreases as the resolution

is reduced, while, except for a slight decrease from the fourth to fifth resolutions, the

speed substantially increases. The sample output of resolutions 3 to 5 reveals the reason

for the decreased accuracy. Because small objects disappear at lower resolutions, the

segmentation algorithm is unable to retain them during the segmentation process. As the

resolution further decreases, additional objects are lost. Another factor contributing to the

lower level of accuracy at coarse resolutions is the loss of quality due to the upsampling

of the segmentation results.

The same image was tested again but with the introduction of Gaussian noise: the

results are illustrated in Figure 4.2. This example shows one advantage of segmenting at a

lower resolution for noisy images: as can be clearly seen in the accuracy figure, the level of

accuracy at all other resolutions is much better than that at resolution 0 because the noise

is suppressed at lower resolutions, as can be observed in the segmented output images.

The accuracy begins to fall after resolution 2 because smaller objects start to disappear,

as mentioned previously. Except for a slight increase in processing time at resolution 1,

the time is greatly decreased in subsequent resolutions. A possible reason for the faster

performance of resolution 0 compared to resolution 1 is that the segmentation at resolution

0 may be trapped at local minima, resulting in early convergence. The extremely poor

result for resolution 0 supports this possibility.

The third image was intended to test the segmentation of irregular shapes, as shown

in Figure 4.3. Accuracy is decreased with respect to resolution because the smaller grid
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Image Accuracy Time

Resolution 0 Resolution 1 Resolution 2

Resolution 3 Resolution 4 Resolution 5

Figure 4.1: Segmentation of different-sized objects at different resolutions, with the output
upsampled to the original resolution.
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Image Accuracy Time

Resolution 0 Resolution 1 Resolution 2

Resolution 3 Resolution 4 Resolution 5

Figure 4.2: Segmentation of different-sized objects with added Gaussian noise at different
resolutions, with the output upsampled to the original resolution.
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sizes did not permit the correct representation of straight lines, sharp edges, or corners.

As with the previous two images, the process is generally much faster at lower resolutions.

It can be noted that for all three images, the segmentation time at resolution 5 is

slightly slower than for resolution 4, which could be due to the initial placement of the

curve. Based on these results, the following factors were the basis of, and motivation for,

the use of the coarse-to-fine multiresolution image segmentation strategy:

• The segmentation results could be better at lower resolutions (Figure 4.2).

• Postprocessing is needed for fine-tuning the segmentation results in order to counter

the quality loss due to the upsampling of the output segments. The use of a simple

method is described in the next chapter.

• Segmentation at lower resolutions is usually much faster.

This chapter has included a discussion of previous scale selection methods and the

results of an analysis of image segmentation at different resolutions. The next chapter

presents the proposed framework for the automated resolution selection.
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Image Accuracy Time

Resolution 0 Resolution 1 Resolution 2

Resolution 3 Resolution 4 Resolution 5

Figure 4.3: Segmentation of an irregular shape at different resolutions, with the output
upsampled to the original resolution.
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Chapter 5

Proposed Framework

This chapter proposes a machine learning framework for resolution selection for image seg-

mentation. Resolution selecting for image segmentation is a difficult task, in part because

of the vague definition of the best resolution, which can also differ according to the seg-

mentation method used, as a result of the utilization of different aspects of the image (e.g.,

homogeneity, texture, edges). This chapter presents a measure for determining the best

resolution for an input image when segmented with a specific segmentation algorithm.

The overall approach is described in the next section, followed by a discussion of the

algorithms used in the framework. The trade-off measure used to define the best resolution

is discussed in Section 5.3. Then, the process of image segmentation and the determination

of the best resolutions are explained in Section 5.4. In Section 5.5, the features extracted

from the images for use in the learning are described. The machine learning approach

utilized is presented in Section 5.6, along with an explanation of learning from imbalanced

data. The final section presents the performance measures for assessing the effectiveness

of the learning algorithm.
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5.1 Overall Approach

The aim of the learning approach, for segmenting an image with a specific segmentation

algorithm, is to map the features extracted from an input image to the best resolution for

image segmentation. Figure 5.1 provides an overall view of the framework, illustrating its

two main components: training and testing. In the training phase, the system associates

features extracted from training images with the best resolution for segmenting them. Each

training image is segmented at r different resolutions. The accuracy of, and time required

for, segmentation at each resolution are recorded, based on which the trade-off measure,

ω, is calculated (Eq. 5.1). The best resolution for each image is the one that obtains the

maximum value of ω. These best resolutions obtained from the training images are the

labels (i.e., classes), which are then used for training the classifier. The inputs are comprised

of features extracted from the training images. Two sets of features are used: Local Binary

Patterns (LBP) [129] and a statistical set of features. After training, the classifier is used

for estimating the best resolution based on the features extracted from the testing image.

Because, as will be shown, the nature of the learning data is imbalanced, a modified version

of AdaBoost, namely Rank Minority Oversampling in Boosting (RAMOBoost), is used.

RAMOBoost was specifically designed by Chen et al. [130] for learning from imbalanced

data. The following sections detail the individual components of the proposed framework.

5.2 Preliminary Settings

For the purpose of this research, a multiresolution representation that includes different

subsampling sizes is needed. This requirement excludes the scale-space representation

(Section 3.1.2), which has the same spatial resolution for all levels. Although the approxi-

mation image of the wavelet representation (Section 3.1.3) can be used, there is information

that is not used in this work (e.g., the high-frequency information defining the horizon-

tal, vertical, and diagonal details images). Therefore, the pyramid representation (Section

3.1.1) is chosen for this research. Because of the learning nature of the framework, other

multiresolution methods constructing finite levels of resolutions should also work with it.
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Figure 5.1: Overall approach to the selection of the best resolution for image segmentation
through machine learning.
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The proposed framework is a generic one, in which numerous feature sets and learn-

ing methods can be embedded. Further, the framework can be trained to improve many

segmentation algorithms. It cannot be claimed that a set of features or a certain learn-

ing technique can always achieve the optimal classification accuracy. The performance

of the features varies according to the nature of the images used, and the learning ap-

proach can achieve different results based on several factors, such as data distribution and

size. However, the proposed framework in this thesis may already cover a wide range

of image categories and applications, as demonstrate by using a very diverse set of test

images (see Chapter 6).

For this research, many sets of features have been tested, and two of them were selected

(Section 5.5): LBP [129] and statistical features. Similarly, numerous learning approaches

have been investigated, and RAMOBoost (Section A.4) achieved the best results.

5.3 Defining the Best Resolution

The definition of the best resolution for image segmentation can be different from system

to system. For example, in systems such as robot navigation, speed is very important, so it

could be favoured more than an increase in accuracy. On the other hand, in critical systems,

such as medical applications, accuracy is much more important, because a mistake could

be life-threatening. Thus, a method is needed to facilitate decisions about the selection

of the best resolution. A measure is thereby proposed that allows the user or system to

select a trade-off between speed and accuracy. Weighted geometric mean has been used as

an aggregation function of several variables [131, 132] and for trade-off measurement [133].

Given normalized accuracy Ai and time Ti in the range [0 1], the measure is defined as

ωi = Aαi × (1− Ti)1−α, (5.1)

where α can be set by an algorithm or chosen by the user in order to determine the desired

trade-off and i = 0, · · · , r − 1 is the resolution level.. The values of α are in the range [0

1]. Here, Ai and Ti are obtained from resolution i. This trade-off measure is only used

48



during the training phase to define the best (target) resolutions as labels for the classifier’s

training, where the processing time, T , of all resolutions are available. Therefore, Ti can

be normalized by dividing by the maximum time of all resolutions. Higher values of α will

favour accuracy over speed, while lower values will favour speed. This measure provides the

flexibility of selecting resolutions according to the specifications of the problem at hand,

and forms the criterion for the best resolution definition incorporated into the proposed

resolution selection framework.

The value of α is set to meet the requirements of the application (e.g., to meet minimum

accuracy or time). This is specified by the user based on the domain knowledge. Because

at the training phase all accuracies and times are available, and due to the limited number

of resolutions, the value of α can be quickly found using a simple searching algorithm or by

trial-and-error. The selected α is fixed, and the best resolutions are defined according to it.

The trade-off measure can be defined in several other ways. Appendix B provides a

discussion of two other possible choices.

5.4 Computing the Best Resolution for Learning

The proposed framework is based on a supervised learning approach for resolution selection

for image segmentation. Supervised methods require labeled instances for proper learning,

whereas the labels are the learning targets. For the best resolutions to be learned, they

must be provided as labels (i.e., classes) associated with the training dataset (Boxes 1 and

2 in Figure 5.1). As described in Section 5.3, best resolutions can be defined using the

trade-off measure, ω. As controlled by the parameter α, the system or user can choose

an appropriate trade-off between accuracy and speed based on the specific needs. Higher

α values favour resolutions that provide a great degree of accuracy, while lower α values

favour speed. The best resolution is the one that produces the maximum ω. To this end,

the image should be segmented at each resolution, and the resulting values for accuracy

and time should be recorded.

49



The pyramid representation entails r resolutions, 0, 1, . . . , r − 1, where 0 denotes the

original resolution, and r−1 is the coarsest one. The criterion for choosing the lowest level

of resolution is the disappearance of image information that is useful for segmentation,

which can be found empirically. In the pyramid representation, each level of resolution is

a smoothed and subsampled version of the previous level. Coarse resolutions can be used

to capture the main features that correspond to large objects and strong edges. Because

regions become more homogeneous, capturing similar regions thus becomes easier, and

noise and weak edges are eliminated. The segmentation speed at coarse resolutions is

much faster than at finer ones, because the grid size (number of pixels) is lower, resulting

in a lower computational cost. Fine resolutions capture the details of objects, and are

therefore used to fine-tune the regions that are roughly segmented at coarse resolutions.

After an image is segmented at each resolution and the values for accuracy and time at

each resolution are obtained, ω can be calculated for each level of resolution. For r values

of ω for r resolutions, the best resolution is the one having the maximum value of ω. This

process is illustrated in Figure 5.2 and described in detail in Algorithm 2.

This method of obtaining the best resolution for image segmentation can be used with

many image segmentation algorithms. Different segmentation methods can yield different

results at different resolutions, so that the best resolutions are not the same for different

segmentation algorithms. Section 6.2.2 provides a detailed explanation.

After segmentation at lower resolutions and the upsampling of the results to the original

resolution, fast fine-tuning is needed in order to compensate the loss in quality (see Figures

4.1, 4.2, and 4.3). The literature reports numerous fine-tuning methods, as discussed

in Section 3.2, but the majority are slow, and each method is specific to a particular

segmentation algorithm. This work applies a unified approach for fine-tuning, which is

appropriate for any segmentation algorithm: region-growing segmentation started from

the border of the results. Region-growing was selected for the following reasons:

• It can be used as a boundary-enhancing method following many other segmentation

techniques.
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Figure 5.2: Illustration of the process of calculating the best resolution of an image (r =
the number of resolutions).
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Algorithm 2 Calculating The Best Resolution

Inputs
I: input image
G: gold standard image (prepared manually by an expert)
r: number of resolutions
α: trade-off between accuracy and speed for calculating the trade-off measure ω

P = pyramid(I, r) [pyramid decomposition of I into r resolutions]
for i=0,1,. . . ,r-1 do

start time calculation
seg = segment(Pi) [segment the image at resolution i]
if i > 0 then

upSeg = upSample(seg) [upsample the segmentation result to the original resolution
size]
finalSeg = fineTune(upSeg) [fine-tune the upsampled segmentation result]

else
finalSeg = seg;

end if
Ti = stop time calculation
Ai = calcAccuracy(finalSeg, G) [calculate the segmentation accuracy compared to the
gold standard image]

end for
for i=0,1,. . . ,r-1 do

ωi = Aαi ×
(

1− Ti
max(T )

)1−α

end for
BestRes = i | ωi = max

j
ωj, j = 0, 1, · · · , r − 1

• Because of its simplicity, it is very fast — an attribute that translates into only

minimal increase in time during the fine-tuning step.

• It is consistent in its increasing in time, which enables the learning method to learn

the best resolution. In contrast, some methods result in an unpredictable increase in

time, which makes the learning impossible, as illustrated in the forthcoming example.
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Figure 5.3 shows an image segmented using the ChanVese level set [63]. The accuracy

(dice coefficient, Eq. 6.2, page 72) and time in seconds are presented for four cases:

no fine-tuning, fine-tuning with ChanVese only at the original resolution, fine-tuning with

ChanVese iteratively in each resolution, and fine-tuning with region growing at the original

resolution. Although fine-tuning with ChanVese results in better accuracy than region

growing, it results in a completely unpredictable increase in time. On the other hand,

region growing results in a consistent and slight increase in time.

Figure 5.3: An image segmented using ChanVese level set fine-tuned with level set once
at the original resolution, iteratively at each resolution, region growing at the original
resolution, and without fine-tuning. From left to write: input image, accuracies, and
times.

5.5 Feature Extraction

The extraction of relevant features is very important for achieving reasonable classification

accuracy (Box 3 in Figure 5.1). For resolution selection, two sets of features were used:

Local Binary Patterns (LBP) and statistical features. Two criteria were set for the choice

of feature extraction methods in this research: good correlation with the classes (e.g., reso-

lutions) and the time constraint. Determining the best features was performed empirically.

The performance of the features in terms of classification accuracy was assessed with the

F1-measure described in Section 5.7, and the speed was measured in seconds. Relevant
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features must be extracted extremely fast so as not to delay the decision about the best

resolution. From a set of good features, several of them have therefore been omitted be-

cause they would make the process slow. Examples of such features are Gabor [134] and

Granulometric features [135].

5.5.1 Local Binary Patterns (LBP)

LBP is a method for extracting texture features proposed by Ojala et al. [129]. It was

originally a 3×3 operator, where the intensities inside each block are thresholded by the

value of the central pixel. The value of the central pixel is then obtained from the summa-

tion of the thresholded values multiplied by powers of two. In this way, 28 = 256 different

values can be achieved. This operation is illustrated in Figure 5.4.

Figure 5.4: The process of calculating LBP; the leftmost block is thresholded by its central
pixel value, then multiplied by powers of two. The value of p is the sum of the result.

Constructing features from the histogram of an LBP-labeled image has been proven

to be efficient for face recognition [136, 137]. In order to retain spatial information, the

image is divided into m regions R0, R1, · · · , Rm−1, in which the histogram features are

54



calculated as follows [137]:

Hi,j =
∑
x,y

Γ{ILBP (x, y) = i}Γ{(x, y) ∈ Rj}, i = 0, · · · , n− 1, j = 0, · · · ,m− 1, (5.2)

where ILBP is an LBP labeled image, n is the number of labels produced by the LBP

operator, and Γ{A} is defined as

Γ{A} =

{
1 if A is True,

0 if A is False.
(5.3)

Examples of LBP output and histogram features are shown in Figure 5.5.

LBP is computationally simple and thus very fast, making it appropriate for the pur-

poses of this research. LBP is also robust to monotonic grey-scale changes. Several

LBP variants have been proposed, such as larger operator size [138], rotation invariance

[138, 139], and multiscale LBP [140].

5.5.2 Statistical Features

For this research, the second set of features consists of six measures taken from the Region

of Interest (ROI), and comprised of four first-order statistical features (mean, standard

deviation, skewness, kurtosis), entropy, and a measure of spatial uniformity. Given an

image or part of an image of size M × N , the probability of the occurrence of intensity

level γ ∈ {0, 1, ..., G− 1} is calculated by

p(γ) =
Sγ

M ×N
, (5.4)

where Sγ is the number of pixels with intensity γ. The mean m is then calculated by

m =
G−1∑
γ=0

γp(γ), (5.5)
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Figure 5.5: Example of an image filtered with an LBP operator (top) and the resulting
histogram features (bottom).

the Standard Deviation (STD) is calculated by

STD =

√√√√G−1∑
γ=0

(γ −m)2p(γ), (5.6)

the skewness is calculated by

SK =
G−1∑
γ=0

(γ −m)3p(γ), (5.7)
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and the kurtosis is calculated by

K =
G−1∑
γ=0

(γ −m)4p(γ). (5.8)

These features represent the first four moments of the random variable γ. These simple

texture features describe different aspects of the histogram. Standard deviation measures

the width of the histogram, which is a measure of intensity contrast; skewness measures

the asymmetry of the histogram around the mean; and kurtosis measures the flatness (or

sharpness) of the histogram [22, 141].

The fifth measure is the entropy, which measures the randomness (or uniformity) of

the intensity distribution [22, 141]. Entropy is calculated by

E = −
G−1∑
γ=0

p(γ)log2p(γ). (5.9)

These features provide no spatial information because they are taken from the his-

togram. As described in the previous subsection, spatial information can be retained by

dividing the image into several regions and calculating the features from them. The last

feature measures spatial uniformity and is basically the standard deviation of the coeffi-

cients of the Sobel operator response defined as [142]

SU =

√
1

N

∑
i

∑
j

(Sobel(I(i, j)))2 − (
1

N

∑
i

∑
j

(Sobel(I(i, j))))2, (5.10)

where I is the input image, and N is the total number of pixels.

These six measures are concatenated and used as features for each ROI.

57



5.6 Learning the Best Resolution

Objects that have different characteristics can be segmented correctly at different resolu-

tions, as can be observed from the experiments described in Sections 4.2 and 6.2.1 and

as well as demonstrated in [20, 21]. Coarse resolutions are sufficient for segmenting large

objects with clear boundaries. This is not the case with small objects, fine details, and

sharp corners, which must be segmented at finer resolutions. Other factors affect the

choice of the best resolution, such as noise, which can be reduced or eliminated as the

resolution is decreased, allowing more accurate and faster segmentation. Unfortunately,

natural images are complex. The same image can have a variety of noise levels and contain

objects with different characteristics. Resolution selection for image segmentation is thus

difficult. Simple rules, such as noise level and object size, are insufficient, and object size

cannot actually be accurately estimated without segmentation. In this work, a machine

learning approach is suggested (Boxes 4 and 5 in Figure 5.1), so that best resolutions can

be learned based on features extracted from the training images.

Although the problem is complex, many learning algorithms can be used to learn and

construct non-linear models for solving it. Complex problems can be properly learned using

learning methods, given the right conditions. The features from the images are already

available (Section 5.5), as are the training instance labels (Section 5.4), so a supervised

machine learning approach can be used to learn the best resolution. Learning the best

resolutions is explained in Algorithm 3, and estimating the best resolution for an input

image is presented in Algorithm 4.

The learning objective here is to estimate the best resolution for segmenting an input

image from the extracted features. As shown in Section 6.2.1, the learning data in this

research have an imbalanced class distribution. This problem is well recognized in the

machine learning community, and it can seriously affect learning performance. Learning

from imbalanced data is discussed next.
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Algorithm 3 Learning the Best Resolution

Inputs
Training images set consists of n images (Ij, j = 1, 2, · · · , n), and their corresponding
gold standard images Gj

r: number of resolutions
α: trade-off between accuracy and speed for calculating the trade-off measure ω

Initialize: inputs = [ ], targets = [ ]
for i=1,2,. . . ,n do

BestRes = Algorithm2(Ii, Gi, r, α) [calculate the best resolution]
F = featuresExtraction(Ii) [extract features from image Ii]
inputs = append(inputs, F ) [append extracted features to inputs]
targets = append(targets, BestRes) [append calculated best resolution to the targets]

end for
model = trainClassifier(inputs, targets) [train the classifier of choice with the inputs and
targets]

Algorithm 4 Estimating the Best Resolution

Inputs
I: input image
LM : the learned model

F = featuresExtraction(I) [extract features from image I]
estimatedRes = estimate(LM , F ) [estimate the best resolution given the model and the
inputs]
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5.6.1 Learning from Imbalanced Data

A dataset is considered imbalanced if it has unequal class distribution, i.e., not all classes

are represented equally. Imbalanced data have serious implications with respect to learning,

especially if the imbalance is severe, because the learning models become biased toward the

majority classes. Many real-life problems exhibit imbalanced data: bioinformatics [143],

text classification [144], speech recognition [145], intrusion detection [146], and oil spill

detection [147]. An example of extreme class imbalance can be found in a typical cancer

detection data set, in which about 2% of the data represent the cancer class [148]. In this

case, non-cancer cases will be well modelled, while cancer cases will be undermodelled.

It should be noted that the implications of false negative classification have a greater

impact than a false positive one. Over the last decade, the machine learning community

has witnessed increased interest in this problem, as indicated by the dramatically growing

number of published studies [149]. Several solutions have been proposed for increasing the

efficiency of learning from imbalanced data. These approaches can be grouped into three

general categories: data-level, algorithmic-level, and boosting strategies [150, 149].

Data-Level Strategies

Data-level methods represent an attempt to re-balance the dataset by either decreasing

the number of majority class instances (undersampling), increasing the number of minority

class instances (oversampling), or both. Sampling methods include several variants: ran-

dom oversampling [151] randomly replicates instances of minority classes; similarly, random

undersampling randomly removes instances from majority classes. Both of these techniques

have disadvantages. Random undersampling could remove important instances from a ma-

jority class, and random oversampling can lead to possible overfitting in the learning.

Directed, also called focused or informed, oversampling and undersampling address the

problems inherent in random sampling [151]. In oversampling, only instances on the bound-

aries between the classes are replicated, and in undersampling, only majority class instances

that are far from the boundaries are removed. Although the directed approach can be supe-

rior to random sampling [152], it cannot completely eliminate the shortcomings mentioned.
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To reduce the overfitting caused by the replication of the instances in oversampling

methods, the Synthetic Minority Over-sampling TEchnique (SMOTE) was proposed by

Chawla et al. [148]. In this approach, new instances are generated using randomly selected

instances from the k-nearest neighbours multiplied by a random number ∈ [0 1]. The

new instances are thus similar to the existing ones but not identical. He et al. [153]

introduced Adaptive Synthetic sampling (ADASYN), in which the number of synthetic data

instances is adaptively determined according to their distribution. ADASYN is described

further in Appendix A.2.

Algorithmic-Level Strategies

In algorithmic-level methods, aspects or procedures of the learning algorithm are modified

to address the class imbalance problem. Cost-sensitive learning [154] solves the imbalance

problem by adjusting the cost of misclassification. This is performed by constructing

a cost matrix that represents the loss resulting from the classification of one class as

another. The learning is then performed using the defined cost. In this way, a greater

penalty can be assigned to the misclassification of a minority class instance and a lesser

penalty for a majority class.

Active learning methods represent another technique for learning from imbalanced data

[155]. In this approach, the most informative instances are selected from the training set in

order to build the model. Other methods based on kernel modification have been proposed

for learning that involves class-imbalanced datasets. For example, in several approaches,

the SVM boundary separating different classes is adjusted by means of boundary-alignment

methods [156, 157, 158].

Boosting Methods

Learning using a combination of classifiers can be an effective approach for enhancing

classification performance. Several ensemble methods have been proposed in the literature,

such as bagging [159], boosting [160], and stacking [161]. Boosting trains several base

classifiers consecutively while adaptively adjusting the weights of the training instances,

so that each classifier concentrates on the examples that were difficult for the previous

classifier to learn. Several studies reported combining sampling and boosting for learning
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from imbalanced data [162, 163]. RAMOBoost was proposed by Chen et al. [130] for

learning from imbalanced data, which is described in more detail in Appendix A.4.

5.6.2 The Learning Algorithm

In this work, RAMOBoost [130] was used for learning and estimating the best resolution.

RAMOBoost is a variant of AdaBoost that is specifically designed for learning from imbal-

anced data through adaptive generation of synthetic samples of minority class examples

in each iteration of the AdaBoost method. RAMOBoost has been chosen because of its

good performance, which stems from its two combined components: boosting and sam-

pling as follows:

• Boosting: as described in the previous subsection, boosting trains several base clas-

sifiers consecutively while adaptively adjusting the weights of the training instances.

In this manner, the decision boundary is adaptively shifted during each boosting

iteration, so that the focus is on instances that are difficult to learn. This property

provides ability to deal with outliers [164]. The generalization abilities of boosting

methods have been proven by Schapire and Freund [165].

• Sampling: In RAMOBoost, the sampling is based on adaptive adjustment to the

sampling weights of minority class samples according to their distribution. Greater

emphasis is thus placed on rare examples that are inherently difficult to learn.

The RAMOBoost technique is presented in Algorithm 7 in Appendix A. RAMOBoost

algorithm is a direct extension of the AdaBoost.M2 algorithm (Algorithm 6 in Appendix

A), making it inherently applicable for multiclass problems.

Decision trees are selected as the base classifier for RAMOBoost in this research. It

is the most popular choice as the base classifier for AdaBoost [166]. An experimental

comparison of the performance of decision trees against Naive Bayes and Bayes Net as base

classifiers was presented in [167]. The authors reported that AdaBoost with decision trees

as base classifier achieved the highest classification rate with lowest computational time.
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The model resulting from training with RAMOBoost consists of t decision trees classi-

fiers, where t is the number of iterations. Classification based on this model is performed

by finding the class that maximizes a weighted average of the outputs of all base classifiers

(see Algorithm 7 in Appendix A).

5.7 Classifiers’ Performance Measures

Measuring classifiers’ performance is an important issue in machine learning [168]. A

classifier is typically evaluated using a confusion matrix as illustrated in Figure 5.6 by an

example for multiclass problems. Elements of the confusion matrix count the number of

estimated classes with respect to actual classes. The diagonal elements represent correctly

classified instances. The most widely used measure is accuracy, which is calculated from

the confusion matrix as follows:

Accuracy =

∑n
i=1 aii∑n

i=1

∑n
j=1 aij

. (5.11)

Figure 5.6: Confusion matrix: n = number of classes.

However, the level of accuracy can be misleading when used for imbalanced class problems

[149]. For example, given a data with 2% of minority class instances and 98% of majority

class instances, an accuracy of 98% can be achieved by blindly classifying all the data
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instances as the majority class. The literature includes descriptions of several measures for

evaluating the performance of the classification of imbalanced class problems [149, 150, 169].

For class Ci, two measures, Precision (Pi) and Recall (Ri), can be calculated from the

confusion matrix as follows:

Pi =
aii∑n
j=1 aji

, (5.12)

and

Ri =
aii∑n
i=1 aij

. (5.13)

F1-measure is the harmonic mean of precision and recall and is calculated by

F1-measure =
2PiRi

Pi +Ri

. (5.14)

G-mean is the geometric mean of precision and recall. It has been extended for multiclass

problem evaluation by Sun et al. [169] and has been defined as

G-mean =

(
n∏
i=1

Ri

)1/n

, (5.15)

where n is the number of classes. However, if any class has 0 recall, the G-mean will also

be 0, which is misleading as an overall performance indication.

The Area Under Curve (AUC), which is the Receiver Operating Characteristic (ROC)

curve, is a well-known method for evaluating a classifier’s performance. It is useful for

evaluating imbalanced class problems [149, 150]. AUC was originally proposed for binary

classification problems, but Hand and Till [170] generalized it to multiclass problems as

well. AUC measures the overall performance of a classifier. However, it cannot repre-

sent the performance of different parts of the ROC curve [171]. Curves in ROC space

might intersect with each other; therefore, classifiers with high AUC value may have worse

performance at some regions of ROC space than a classifier with lower value of AUC.
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In this research, the F1-measure was used for evaluating the performance of the es-

timation of the best resolutions for image segmentation. Unlike accuracy (Eq. 5.11),

F1-measure, which is a weighted harmonic mean of precision (Eq. 5.12) and recall (Eq.

5.13), is more useful for problems with imbalanced class distribution. By using F1-measure,

the performance of classification per class (i.e., resolution) can be assessed. This enables

the investigation of the performance of classification of individual classes, in contrast to

G-mean (Eq. 5.15) and AUC, which measure the overall performance.

This chapter has introduced a new framework for the learning and selection of the

best resolution for image segmentation. Experiments were conducted in order to verify

the performance of the framework and are presented in the next chapter, along with the

results and related discussions.
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Chapter 6

Results and Discussion

This chapter describes experiments that were conducted in order to verify the performance

of the trade-off measure and the automated resolution selection framework. The settings

used in the experiments, including datasets and parameters, are explained in Section 6.1,

followed by a discussion of the performance of the trade-off measure in Section 6.2 with

an evaluation of it using different segmentation algorithms, and the accuracy and speed of

the maximum accuracy resolutions. Section 6.3 provides an evaluation of the RAMOBoost

resolution estimation and a comparison of RAMOBoost with other learning approaches.

An examination of the impact of misclassification on accuracy and time is presented in

Section 6.4, followed by an analysis of overhead time in Section 6.5. The results of the

experimentation are discussed in Section 6.6.

6.1 Experimentation Setup

This section explains the datasets and settings used to conduct the experiments described

in this chapter, including the specific datasets used, the parameter settings for the segmen-

tation and learning methods, and the implementation environment.
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6.1.1 Datasets

Four image datasets were used for the experimental verification of the proposed resolution

selection framework. The aim in these experiments is to assess the performance of the

proposed framework with different types of images. Therefore, each dataset contains images

whose characteristics differ from those of the images in the other datasets. The images in

some datasets are of very similar objects, while others contain objects of varied shapes and

sizes. All of the datasets include gold standard images that have been segmented manually

and that are used for calculating the dice coefficient, as described in Eq. 6.2. The four

datasets are described in the following subsections.

Breast Ultrasound Dataset

This dataset consists of 52 breast ultrasound images whose sizes range from 230×390 pixels

to 580×760 pixels. The level of variability among the shapes in the images is high. The

speckle noise and low local contrast make the images difficult to segment. Segmentation

algorithms for this kind of images usually require special preprocessing and/or postpro-

cessing. Because the objective of this research was not to design an image segmentation

method for a particular dataset, a semi-automated approach was applied, whereby the user

selects one of the several output segments by clicking on it. This has been automated by

taking the centroid of the object in the gold standard image as if it were the user’s click.

Samples of breast ultrasound images can be seen in Figure 6.1.

Statue of Liberty Dataset

The Statue of Liberty dataset (Liberty) is taken from the CMU-Cornell iCoseg image

segmentation dataset [172], which contains several categories of images each of specific

objects. The Liberty category consists of 41 images with a high degree of shape variability.

Some images contain the whole statue, while others contain only part of it. The size of the

images is 375×500 pixels. Figure 6.2 shows sample images from this dataset.
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Figure 6.1: Samples of breast ultrasound dataset images (top row) with their corresponding
gold standard images (bottom row).

Figure 6.2: Samples of the Liberty dataset images (top row) with their corresponding gold
standard images (bottom row).
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Figure 6.3: Samples of the images in the lung X-ray dataset (top row) with their corre-
sponding gold standard images (bottom row).

Lung X-Ray Dataset

The lung X-ray dataset [173] consists of 98 lung X-ray images that are of 1024×1024 pixels

in size. Compared to the images in the previous two datasets, these images exhibit a high

degree of similarity. The contrast between the objects (lungs) and the background is low.

Selected images from the lung X-ray dataset are presented in Figure 6.3.

Synthetic Images Dataset

The synthetic images dataset consists of 100 randomly created synthetic images. Each

image is 1024×1024 pixels and was created by the random addition of three circles with

random radius lengths and three rectangles with random lengths and widths. In this way,

images will have objects of different shapes. However, the shapes are not as complex as

the breast ultrasound and the Liberty datasets’ images. Random Gaussian noise was then

added to the image. Selected samples of this dataset are shown in Figure 6.4.
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Figure 6.4: Samples of images from the synthetic images dataset (top row) with corre-
sponding gold standard images (bottom row).

6.1.2 Parameter Settings

The parameters for the methods used in the experiments in this chapter are described

below.

Image Segmentation

Obtaining the best resolutions as labels (i.e., classes) for training requires the images be

segmented at all possible resolutions. For the datasets used, it was found that after the

sixth level of resolution, no meaningful information remained in the image. The pyramid

representation was thus comprised of six resolutions (i.e., r = 6), where 0 is the original

image resolution, and 5 is the coarsest one. The pyramid was implemented as described

in [74]. A separable 5×5 filter, w, was employed, defined by

w = [
1

4
− a

2
,
1

4
, a,

1

4
,
1

4
− a

2
]. (6.1)
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Parameter a was selected as 0.4, so that the filter would be close to a Gaussian shape [74].

The purpose of this research was to select the best resolution for the segmentation

of an input image, rather than segmentation enhancement, including optimal parameter

selection, preprocessing, or postprocessing. The parameters selected for the employed

image segmentation algorithms might therefore not be the optimal choice for the respective

datasets. However, some images, such as breast ultrasound and lung X-ray images, are

difficult to segment without preprocessing or postprocessing. For the breast ultrasound

dataset, a semi-automated segmentation approach was used as described in the previous

subsection. Because of the low contrast between objects and background in the lung X-ray

dataset images, their contrast was enhanced through contrast-limited adaptive histogram

equalization [174].

In order to investigate the resolution selection framework with different image segmen-

tation algorithms, three well-known methods were selected. They were chosen to have

different concepts behind them. Parametric Kernel Graph Cuts (PKGraphCuts) is based

on graph theory, ChanVese level set is an active contour method, and Statistical Region

Merging (SRM) is a region growing technique. PKGraphCuts, implemented by Ben Ayed,

was utilized in this research (code available at [175]). The regularization weight parameter

α was set to 0.1. The initialization of the ChanVese level set was performed as multiple

circles, which have been shown to be effective [63]. The iterations stop if a change less

than η (= 5) occurs for five consecutive iterations, or if the number of iterations exceeds

a preset threshold value (here 1000). Parameter Q of the SRM algorithm was set to 32.

The SRM implemented by Boltz was used in this work (code available at [176]).

Images of each dataset were segmented using different segmentation algorithms. The

choice of segmentation algorithm for each dataset was performed empirically based on

random samples of images from each dataset, as follows:

• Breast ultrasound and Liberty datasets: PKGraphCuts

• X-ray Lung dataset: ChanVese level set

• Synthetic dataset: SRM
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The accuracy of the segmentation is measured using dice coefficient defined as fol-

lows [177]:

Dice =
2|In ∩ IG|
|In|+ |IG|

, (6.2)

where In is the segmented image, IG is the gold standard image, and | · | indicates the

set cardinality.

Learning Methods

In the experiments conducted for this research, the performance achieved with RAMO-

Boost was compared with that obtained with AdaBoost (Appendix A.3), Support Vector

Machines (SVM) (Appendix A.1), and SVM with re-sampled training data using ADASYN

(SVM-ADASYN) (Appendix A.2). LibSVM [178] (code available at [179]) implementation

of SVM was used, with a radial basis function for the kernel. The penalty parameter C and

the parameter γ for radial basis function were selected through 5-fold cross validation. Joint

Mutual Information (JMI) feature selection [180] (Appendix A.5) was used for the selection

of the 10 most representative features for training the SVM. For ADASYN, the number

of nearest neighbours was 5, and the balance level parameter β was chosen as 0.7. For

both AdaBoost and RAMOBoost, the decision tree classifier was used as the base classifier.

Both boosting algorithms were run for 10 iterations. LBP features were extracted using

10-bins histogram for each region. For all methods, the training and testing sets were split

by 10-fold cross validation. Each experiment was run 10 times, and the average was taken.

6.1.3 Implementation Environment

The experiments were conducted using a PC with 8 GB of RAM and a CPU speed of 2.20

GHz. The operating system was Windows 7 (64-bit version). The program was written

and run with a 64-bit version of MatlabTM.
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6.2 Trade-off Measure Performance

6.2.1 Accuracy and Time with Respect to α

Computing the trade-off measure ω (Eq. 5.1) requires that each image be segmented at

all available resolutions, with the accuracy and speed of each resolution being recorded.

Figures 6.5-6.12 illustrate the segmentation outputs at all resolutions of the images from

the breast ultrasound, Liberty, lung X-ray, and synthetic datasets, respectively. Figure

6.5 reveals that the second resolution obtained the best segmentation: the noise was re-

duced, and the region of the object became more homogeneous, which results in better

segmentation. On the other hand, Figure 6.6 reveals that another image from the same

dataset is better segmented at resolution 4. Figures 6.7 and 6.8 show the segmentation

results of two images from the Liberty dataset. For the first, resolution 1 has the best

segmentation results. It can be seen that the segmentation in resolution 0 is concentrating

on local regions, and segmentation in resolution 2 is missing some details (e.g., the crown

is trimmed, and the edges are affected by interpolation). The second image in Figure

6.8 is better segmented at resolution 2. The results of segmenting lung X-ray images are

presented in Figures 6.9 and 6.10. For the first image, the results are relatively good at

all resolutions, but at lower resolutions, where regions tends to be more homogeneous, the

lung is segmented as a whole. No postprocessing is therefore needed in the segmentation

at the third and fourth resolutions. The output of the fifth resolution shows some lost

portions of the segmentation (e.g., the lower part of the right lung). Contrarily, the sec-

ond image in Figure 6.10 is better segmented at resolution 3. Segmentation at resolution

4 and 5 became worse as the lungs started to merge. Figures 6.11 and 6.12 present the

results of segmenting two images from the synthetic dataset. For the first image, the small

circle at the top has disappeared in the second resolution, and the square at the bottom is

missing at the fourth resolution. At resolution 5, the information seems to have been in-

sufficient for segmentation. The second image in Figure 6.12 contains a high level of noise,

which leads to poor segmentation at higher resolutions. It can be noticed that resolution

4 obtained the best segmentation results.
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Input Image Gold Standard Resolution 0 Resolution 1

Resolution 2 Resolution 3 Resolution 4 Resolution 5

Figure 6.5: Sample outputs for each resolution for the breast ultrasound dataset (image 1).

Input Image Gold Standard Resolution 0 Resolution 1

Resolution 2 Resolution 3 Resolution 4 Resolution 5

Figure 6.6: Sample outputs for each resolution for the breast ultrasound dataset (image 2).
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Input Image Gold Standard Resolution 0 Resolution 1

Resolution 2 Resolution 3 Resolution 4 Resolution 5

Figure 6.7: Sample outputs for each resolution for the Liberty dataset (image 1).

After each image was segmented at all resolutions, and the segmentation accuracies

(dice) and times (in seconds) were recorded, ω was calculated as described in Section 5.4.

This subsection presents the results of the assessment of the performance, in respect to seg-

mentation accuracy and speed, of the trade-off measure with different choices of α. These

values were compared against the accuracies obtained when the images were segmented at

the original resolution (level 0), the minimum resolution (level 5), and the peak resolu-

tions, which are the resolutions with maximum frequency for being the best resolution for

a given dataset (i.e., the mode of a normal or quasi-normal distribution of the best resolu-

tions, see Figures 6.13-6.16). The purpose of the comparison with the original resolution

is to compare the difference between the outcomes of using the framework and not using

it. Comparing with the minimum resolution answers the question of the applicability of

just selecting the lowest possible resolution. The importance of learning can be observed
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Input Image Gold Standard Resolution 0 Resolution 1

Resolution 2 Resolution 3 Resolution 4 Resolution 5

Figure 6.8: Sample outputs for each resolution for the Liberty dataset (image 2).

by comparing the results of the framework with the peak resolutions, as they constitute

the most frequent best resolution in a given dataset.

Tables 6.1-6.4 present the results of breast ultrasound, Liberty, lung X-ray, and syn-

thetic datasets, respectively. The results show that the degree of accuracy increases as α

increases. The change in the accuracy level with respect to α can be large, as with the

Liberty and synthetic images, or only minimal, as with the lung images. For all datasets,

using higher α values obtained better accuracy results than the original resolution and

much better accuracy than the coarsest one. The results listed in the tables confirm that

segmentation at resolutions other than the original could enhance the results.

With respect to the running times, it can be seen from the tables that selecting lower

values of α results in faster execution times. Compared with the speed at the original

resolution, all values of α for the four datasets produces much faster times. For example,
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Table 6.1: Accuracy Levels and Processing Times at the Selected, Peak, Original, and
Minimum Resolutions for Breast Ultrasound Dataset

Breast Ultrasound Dataset
α Dice at Selected Dice at Peak Time at Selected Time at Peak

0.1 69.88 ± 27.88 65.09 ± 30.01 0.32 ± 0.34 0.82 ± 0.50
0.3 70.73 ± 27.55 65.09 ± 30.01 0.37 ± 0.41 0.82 ± 0.50
0.5 71.14 ± 27.46 65.09 ± 30.01 0.41 ± 0.42 0.82 ± 0.50
0.7 71.65 ± 27.38 65.09 ± 30.01 0.52 ± 0.58 0.82 ± 0.50
0.9 71.93 ± 27.45 65.09 ± 30.01 0.74 ± 0.99 0.82 ± 0.50

Original 63.52 ± 28.92 11.52 ± 7.90
Minimum 36.65 ± 33.03 0.20 ± 0.09

Table 6.2: Accuracy Levels and Processing Times at the Selected, Peak, Original, and
Minimum Resolutions for Liberty Dataset

Liberty Dataset
α Dice at Selected Dice at Peak Time at Selected Time at Peak

0.1 72.07 ± 17.92 69.68 ± 19.74 0.33 ± 0.11 0.48 ± 0.18
0.3 75.80 ± 18.16 69.68 ± 19.74 0.48 ± 0.31 0.48 ± 0.18
0.5 76.58 ± 18.45 73.68 ± 20.37 0.57 ± 0.38 1.08 ± 0.33
0.7 77.58 ± 18.69 74.52 ± 20.92 0.84 ± 0.66 3.39 ± 1.20
0.9 78.04 ± 18.71 74.52 ± 20.92 1.05 ± 0.86 3.39 ± 1.20

Original 74.24 ± 18.61 13.54 ± 5.58
Minimum 62.44 ± 20.25 0.27 ± 0.11
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Table 6.3: Accuracy Levels and Processing Times at the Selected, Peak, Original, and
Minimum Resolutions for Lung X-Ray Dataset

Lung X-Ray Dataset
α Dice at Selected Dice at Peak Time at Selected Time at Peak

0.1 85.41 ± 5.75 84.64 ± 6.22 0.61 ± 0.09 1.21 ± 0.18
0.3 85.52 ± 5.73 84.64 ± 6.22 0.89 ± 0.43 1.21 ± 0.18
0.5 85.58 ± 5.68 84.64 ± 6.22 1.11 ± 0.99 1.21 ± 0.18
0.7 85.62 ± 5.65 84.64 ± 6.22 1.44 ± 1.48 1.21 ± 0.18
0.9 85.62 ± 5.65 84.64 ± 6.22 1.59 ± 1.67 1.21 ± 0.18

Original 82.42 ± 5.20 460.84 ± 63.07
Minimum 80.19 ± 8.27 0.61 ± 0.09

Table 6.4: Accuracy Levels and Processing Times at the Selected, Peak, Original, and
Minimum Resolutions for Synthetic Dataset

Synthetic Dataset
α Dice at Selected Dice at Peak Time at Selected Time at Peak

0.1 90.77 ± 8.18 95.22 ± 6.03 3.01 ± 1.30 4.52 ± 0.09
0.3 93.93 ± 6.07 92.79 ± 12.17 3.45 ± 1.27 15.09 ± 0.14
0.5 95.09 ± 4.79 92.79 ± 12.17 3.89 ± 1.60 15.09 ± 0.14
0.7 95.64 ± 4.23 92.79 ± 12.17 4.29 ± 2.15 15.09 ± 0.14
0.9 96.32 ± 3.69 92.79 ± 12.17 6.03 ± 3.82 15.09 ± 0.14

Original 89.36 ± 0.00 56.79 ± 0.00
Minimum 45.33 ± 0.00 1.32 ± 0.00
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Input Image Gold Standard Resolution 0 Resolution 1

Resolution 2 Resolution 3 Resolution 4 Resolution 5

Figure 6.9: Sample outputs for each resolution for the lung X-ray dataset (image 1).

Input Image Gold Standard Resolution 0 Resolution 1

Resolution 2 Resolution 3 Resolution 4 Resolution 5

Figure 6.10: Sample outputs for each resolution for the lung X-ray dataset (image 2).
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Input Image Gold Standard Resolution 0 Resolution 1

Resolution 2 Resolution 3 Resolution 4 Resolution 5

Figure 6.11: Sample outputs for each resolution for the synthetic dataset (image 1).

Input Image Gold Standard Resolution 0 Resolution 1

Resolution 2 Resolution 3 Resolution 4 Resolution 5

Figure 6.12: Sample outputs for each resolution for the synthetic dataset (image 2).
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for the times resulting from α=0.9, which is considered to be the slowest and most accurate,

the speed compared with the original resolution increases by 15, 12, 290, and 9 times for the

breast ultrasound, Liberty, lung X-ray, and synthetic images, respectively. The acceleration

is especially obvious in the case of the lung X-ray dataset, which has large images and was

segmented with the inherently slow level set algorithm.

Comparing the selected resolutions with the peak resolutions, except with α=0.1 for

the synthetic dataset, accuracies at the selected resolutions with all α values are better

than those at the peak ones for the four datasets. With respect to speed, except for α=0.3

for the Liberty dataset and α=0.7 and 0.9 for the lung X-ray dataset, the speed at selected

resolutions is faster than that at the peak resolutions. The difference in speed can be up

to 2.6 times for the breast ultrasound dataset, 4 times for the Liberty dataset, and 4.4

times for the synthetic dataset.

For breast ultrasound, Liberty, lung X-ray, and synthetic datasets, Figures 6.13, 6.14,

6.15 and 6.16, respectively, illustrate the distributions of the resolutions selected based on

different α values for the trade-off measure. It can be observed that the distribution varies

significantly from dataset to dataset and for different α values with the same dataset. As

can also be seen in many of the figures, the class distribution is imbalanced, which creates

difficulties with respect to the learning process as discussed in Section 5.6.1. As well, no

single selected resolution is revealed, even for images from the same dataset, and in no

dataset is the original resolution selected for any value of α.

The previous results show that selecting resolutions for images in a specific dataset can

obtain higher accuracies and faster speeds than fixing one resolution for all images. Seg-

menting at the original resolution results in lower accuracies and much slower speeds, while

segmenting at the lowest resolution will result in much lower accuracies. Even compared

with the peak resolutions, resolution selecting based on the trade-off measure obtained

better results.

Note that for the lung X-ray dataset, the difference in accuracies among the selected,

peak, original, and minimum resolutions is very small. Moreover, the difference in speed

between selected and peak resolution is also small, and the peak resolution is faster than
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the selected ones for α=0.7 and 0.9. The reason for this is the extreme similarity of the

objects (the lungs) among all the images in the dataset. This suggests that learning to

select best resolutions for image segmentation might not work effectively for such datasets.

Figure 6.13: Selected resolution (class) distribution with different values of α for the breast
ultrasound dataset.

6.2.2 Using Different Segmentation Algorithms

This subsection describes the investigation of the behaviour of the trade-off measure with

images from one dataset segmented using three different segmentation algorithms. The

purpose of this experiment was to determine whether class distributions are different when

different segmentation methods are applied for the same dataset. The Liberty dataset was

segmented with SRM and ChanVese level set, in addition to the previous segmentation

using PKGraphCuts.

Table 6.5 shows the accuracy results obtained with the three segmentation methods for

α=0.1, 0.3, 0.5, 0.7 and 0.9, as well as a comparison of the results with the ones obtained

at the original and minimum resolutions. Table 6.6 lists the speed results for the same

conditions. It can be observed that the accuracy of the three segmentation methods is very
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Figure 6.14: Selected resolution (class) distribution with different values of α for the Liberty
dataset.

Figure 6.15: Selected resolution (class) distribution with different values of α for lung X-ray
dataset.

close and that at α=0.9, the accuracy of PKGraphCuts and ChanVese is better than that

at the original resolution. On the other hand, with α=0.9, SRM results in a slightly lower

level of accuracy than at the original resolution. Regarding speed, PKGraphCuts provides
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Figure 6.16: Selected resolution (class) distribution with different values of α for the syn-
thetic images dataset.

the fastest performance, closely followed by SRM, then ChanVese. ChanVese shows the

greatest increase in speed, because it is very slow at the original resolution.

Figures 6.17 and 6.18 illustrate the class distribution for the selected resolutions of

the Liberty dataset segmented with SRM and ChanVese, respectively. A comparison of

these figures with Figure 6.14 clearly reveals that, for the same dataset, different segmen-

tation algorithms have different selected resolutions. This observation suggests that, even

for the same dataset, learning for resolution selection should be performed for different

segmentation algorithms separately.

6.2.3 Maximum Accuracy Resolutions

Interesting question may be asked about what would occur if accuracy were all that was

needed. For determining the maximum accuracy resolutions, α should be set to 1. The

accuracy and running times for the four datasets (including the Liberty dataset images

segmented using the three segmentation methods) with α=1 are presented in Table 6.7,

which also shows a comparison with the original resolutions.
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Table 6.5: Accuracy at Selected Resolutions with Different Segmentation Algorithms

Selected Resolutions Accuracy (%)
α PKGraphCuts SRM ChanVese

0.1 72.07 ± 17.92 70.43 ± 26.19 71.66 ± 18.87
0.3 75.80 ± 18.16 74.02 ± 24.81 75.82 ± 20.45
0.5 76.58 ± 18.45 76.66 ± 23.79 77.69 ± 21.48
0.7 77.58 ± 18.69 78.99 ± 22.81 78.32 ± 21.56
0.9 78.04 ± 18.71 79.45 ± 23.10 78.46 ± 21.53

Original 74.24 ± 18.61 80.74 ± 20.02 76.95 ± 24.05
Minimum 62.44 ± 20.25 41.77 ± 16.51 49.26 ± 17.46

Table 6.6: Times at Selected Resolutions with Different Segmentation Algorithms

Selected Resolutions Times (seconds)
α PKGraphCuts SRM ChanVese

0.1 0.33 ± 0.11 0.44 ± 0.13 0.78 ± 0.60
0.3 0.48 ± 0.31 0.62 ± 0.57 1.11 ± 0.74
0.5 0.57 ± 0.38 0.98 ± 1.02 1.36 ± 0.99
0.7 0.84 ± 0.66 1.55 ± 1.25 1.73 ± 1.74
0.9 1.05 ± 0.86 1.74 ± 1.13 2.02 ± 2.09

Original 13.54 ± 5.58 12.47 ± 0.25 33.90 ± 27.77
Minimum 0.27 ± 0.11 0.40 ± 0.04 0.39 ± 0.03

Table 6.7: Maximum Accuracy Resolutions (α=1) Compared with Original Resolution for
Different Datasets

Dataset Sel. Res. Accuracy Sel. Res. Time Orig. Res. Accuracy Orig. Res. Time
Breast Ultrasound 72.30 ± 27.43 3.47 ± 5.44 63.52 ± 28.92 11.52 ± 7.90

X-ray Lung 85.66 ± 5.60 10.40 ± 49.50 82.42 ± 5.20 460.84 ± 63.07
Synthetic 96.65 ± 3.83 12.20 ± 11.50 88.77 ± 7.35 56.77 ± 0.44

Liberty-PKGraphCuts 79.49 ± 18.57 8.20 ± 8.56 74.24 ± 18.6 13.54 ± 5.58
Liberty-SRM 82.79 ± 20.12 9.96 ± 4.48 80.74 ± 20.02 12.47 ± 0.25

Liberty-ChanVese 79.24 ± 21.73 9.97 ± 11.78 76.95 ± 24.05 33.90 ± 27.77
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Figure 6.17: Selected resolution (class) distribution with different values of α for the Liberty
dataset using the SRM segmentation algorithm.

Figure 6.18: Selected resolution (class) distribution with different values of α for the Liberty
dataset using the ChanVese level set segmentation algorithm.

It can be observed that the accuracy levels obtained with α=1 are all better than those

at the original resolutions. The breast ultrasound and synthetic images datasets exhibit

large differences between the accuracy at the selected resolutions and that at the original
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ones, while the accuracy for the Liberty-SRM images shows little difference. As with Tables

6.1-6.4, the speeds at the selected resolutions are still faster than at the original resolutions,

but much slower than at the selected resolutions for lower values of α.

Figure 6.19 illustrates the class distribution. It should be noted that the original res-

olutions appear among the selected resolutions, while they were absent in the previous

results. This change occurs because time is neglected when the selected resolutions are

chosen with α=1.

Figure 6.19: Maximum accuracy resolutions (α=1) distribution for, from right to left,
(upper row) the breast ultrasound, lung X-ray, and synthetic images datasets, (lower row)
Liberty-PKGraphCuts, Liberty-SRM, and Liberty-ChanVese.

6.3 Classifier Performance

This section presents an evaluation of the performance of RAMOBoost for resolution selec-

tion. As explained in Section 5.5.1, Local Binary Patterns (LBP) and statistical features
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(Stat) were used for the learning process. The results obtained were compared with those

produced by AdaBoost, SVM, and SVM with training data re-balanced via ADASYN

(SVM-ADASYN). The targets (labels) were defined based on the trade-off measure ω (Eq.

5.1). In these experiments, five values of α were used: 0.1, 0.3, 0.5, 0.7, and 0.9. F1-measure

(Eq. 5.7) was used to evaluate the performance per class. The numerical results are listed

in Tables C.1, C.2, C.3 and C.4 in Appendix C, and Figures C.1 - C.8 in Appendix C

show a summary of them for α=0.1, 0.3, 0.5, and 0.9. Figures 6.20 - 6.27 illustrate the

performance for α=0.7 along the confusion matrices. Because the presented classifiers’

performances are the average of 10 runs, the mean and standard deviation of 10 confusion

matrices are calculated. The values were rounded to the nearest integer for easier inter-

pretation. The number of instances is different for each class. Figures 6.13-6.16 show the

number of instances for each class for the four datasets.

For the four datasets, Figures 6.13, 6.14, 6.15, and 6.16, reveals an imbalance in class

distribution. Two of the methods used are designed specifically for imbalanced classification

problems: RAMOBoost and ADASYN. The use of these methods was assessed with respect

to the effect on the classification of minority class examples.

Breast Ultrasound Dataset

Figures 6.20 and C.1 show a comparison of the values of the F1-measure obtained from

the four learning methods for the breast ultrasound dataset using LBP features. It can be

observed that RAMOBoost obtained the best overall results, followed closely by AdaBoost.

The boosting algorithms significantly outperformed both SVM and SVM-ADASYN. The

results reveal that SVM-ADASYN is slightly better than SVM with respect to classifying

minority class samples, as in class 2 with α=0.3 and classes 1 and 5 with α=0.9. RAMO-

Boost is superior to AdaBoost in classifying minority classes, especially for class 5 with

α=0.5, classes 1 and 5 with α=0.7 and class 1 with α=0.9.

The results obtained using Stat features are shown in Figures 6.21 and C.2. As with

the LBP results, RAMOBoost produced the best classification and AdaBoost, the second

best. Both SVM methods performed very poorly, with many classes that could not be
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correctly estimated, such as class 5 with α=0.3, α=0.5, and α=0.7, and classes 1 and 4

with α=0.9. SVM-ADASYN is slightly better than SVM for estimating minority classes,

such as classes 2 and 4 with α=0.5.

Figures D.1, D.2, D.3, and D.4 in Appendix D provide a comparison of the performance

of the LBP and Stat features. It can be observed that little difference appears in the

performance of the two features when RAMOBoost and AdaBoost are used. However,

the LBP features provide performance level that is far superior to that achieved by Stat

features for either of the SVM methods.

1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Breast Ultrasound, LBP, alpha=0.7

Resolution (Class)

F
−

m
ea

su
re

 

 

SVM
SVM+ADASYN
AdaBoost
RAMOBoost

Figure 6.20: Left: performance of different classifiers with α=0.7 for the breast ultrasound
dataset: LBP features; right: confusion matrix of RAMOBoost.

Liberty Dataset

The classification performance for the Liberty dataset using LBP features is presented in

Figures 6.22 and C.3. RAMOBoost provided the best overall performance, with AdaBoost

producing slightly worse results. Both boosting methods are far superior to SVM and

SVM-ADASYN. For example, class 4 with α=0.7 could not be correctly classified by either

SVM or SVM-ADASYN, while it was accurately classified by both boosting algorithms.

SVM and SVM-ADASYN offer similar performance levels. It should be noted how well
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Figure 6.21: Left: performance of different classifiers with α=0.7 for the breast ultrasound
dataset: statistics features; right: confusion matrix of RAMOBoost.

the boosting algorithms perform with respect to the imbalanced class distributions, as

with α=0.7 and α=0.9.

Figures 6.23 and C.4 illustrate the performance using the Stat features. As with the

LBP features, boosting methods provide much better performance than either of the SVM

methods. SVM-ADASYN provides slightly better performance than does SVM for some

minority classes, such as class 1 with α=0.7 and classes 1 and 4 with α=0.9.

A comparison of the results obtained with the LBP and Stat features for the four

learning methods is presented in Figures D.5, D.6, D.7, and D.8 in Appendix D. It can be

observed that the use of LBP and Stat features with RAMOBoost, AdaBoost, and SVM-

ADASYN led to comparable performance levels for both features. On the other hand, the

use of Stat features resulted in a generally better performance level with SVM.

Lung X-Ray Dataset

A comparison of the performance of the different classification algorithms for the lung X-

ray dataset using the LBP features is shown in Figures 6.24 and C.5. As with the previous

90



1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Liberty, LBP, alpha=0.7

Resolution (Class)

F
−

m
ea

su
re

 

 

SVM
SVM+ADASYN
AdaBoost
RAMOBoost

Figure 6.22: Left: performance of different classifiers with α=0.7 for the Liberty dataset:
LBP features; right: confusion matrix of RAMOBoost.
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Figure 6.23: Left: performance of different classifiers with α=0.7 for the Liberty dataset:
statistics features; right: confusion matrix of RAMOBoost.

two datasets, RAMOBoost provides the best classification accuracy, followed closely by

AdaBoost. SVM and SVM-ADASYN generally produce close accuracy levels. It can be

observed how SVM-ADASYN led to better results than SVM for minority classes such

91



as class 5 with α=0.1 and class 2 with α=0.5. As with the other datasets, RAMOBoost

and AdaBoost result in far superior performance for minority classes estimation. It should

be noted that class 2 with α=0.3 has only one instance, so it is impossible for it to be

learned with any method.

The results obtained using the Stat features are presented in Figures 6.25 and C.6.

As with the LBP features, the boosting methods produce the best results, and the results

achieved with SVM and SVM-ADASYN are inferior. SVM-ADASYN successfully classified

some minority classes examples, such as for class 5 with α=0.1, classes 2 and 5 with α=0.5,

and class 5 with α=0.7.

Figures D.9, D.10, D.11, and D.12 in Appendix D present a comparison of the classi-

fication results using the LBP and Stat features. It can be seen that with either type of

features, the performance is almost the same with RAMOBoost, while the LBP results are

generally slightly better with AdaBoost, SVM, and SVM-ADASYN.
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Figure 6.24: Left: performance of different classifiers with α=0.7 for the lung X-ray dataset:
LBP features; right: confusion matrix of RAMOBoost.
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Figure 6.25: Left: performance of different classifiers with α=0.7 for the lung X-ray dataset:
statistics features; right: confusion matrix of RAMOBoost.

Synthetic Dataset

Figures 6.26 and C.7 illustrate the results produced by the four classifiers using LBP

features for the synthetic dataset. Both RAMOBoost and AdaBoost obtained excellent

and comparable results, with SVM and SVM-ADASYN exhibiting worse results. In fact,

for extremely skewed distributions (as can be seen in Figure 6.16), the boosting methods

provide good results, as with class 1 with α=0.7 and class 3 with α=0.9, whereas neither

SVM nor SVM-ADASYN could classify any instance of these classes. It should be noted

that class 4 with α=0.3 and classes 1 and 4 with α=0.5 have only one instance, making

it impossible for them to be learned.

Figures 6.27 and C.8 show the results using the Stat features, which are very close to

those obtained with the LBP features, with the exception that SVM-ADASYN could clas-

sify some instances from the classes that it was not able to classify using the LBP features.

A comparison of the LBP and Stat features is presented in Figures D.13, D.14, D.15,

and D.16 in Appendix D. With RAMOBoost and AdaBoost, the results using the two

types of features are very close. The Stat features produce slightly better results with the

SVM and SVM-ADASYN methods.
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Figure 6.26: Left: performance of different classifiers with α=0.7 for the synthetic images
dataset: LBP features; right: confusion matrix of RAMOBoost.
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Figure 6.27: Left: performance of different classifiers with α=0.7 for the synthetic images
dataset: statistics features; right: confusion matrix of RAMOBoost.

Observations

Several points can be observed from the results in this section. The boosting algorithms

greatly outperformed both SVM algorithms. As well, RAMOBoost has better classification
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performance than AdaBoost, especially for minority classes. This is due to the adaptability

of RAMOBoost with respect to imbalanced class distribution.

SVM-ADASYN is better than SVM for minority classes classification, but slightly worse

for majority ones. This shows that using ADASYN to re-balance class distribution can

improve the classification of minority classes, but with the cost of affecting the perfor-

mance for majority ones.

It can be noted from the confusion matrices that the classification performance is good,

and the misclassified instances are usually classified as a resolution next to the actual ones,

which decreases the impact of misclassification on accuracy and time as shown in the next

section. Furthermore, the low standard deviations in the confusion matrices indicate that

the classification results are robust and consistent.

6.4 Impact of Misclassification on Accuracy and Time

An important factor to assess is the impact of resolution misclassification on segmentation

accuracy and speed, the investigation of which is described in this section. The estimated

resolutions are compared with the original, minimum, and peak resolutions with respect

to both accuracy and speed of segmentation. Although the selected resolutions obtained

based on the trade-off measure ω are not available in real-life situations, they have been

included here for reference. Paired t-tests with a 95% confidence level were performed in

order to evaluate the significance of the differences. The effect of the outcomes obtained

with RAMOBoost were analyzed.

Breast Ultrasound Dataset

The findings listed in Tables 6.8 and 6.9 indicate the impact of misclassification on accuracy

and time for the breast ultrasound dataset. As can be observed, the accuracy at the

estimated resolutions using LBP and Stat features is better than that at the original

resolutions for all α values, and is statistically significant for α=0.3, 0.5, 0.7, and 0.9.
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Table 6.8: Impact of Misclassification of RAMOBoost on Accuracy for the Breast Ultra-
sound Dataset; Est: estimated, Orig: original, Min: minimum, and Sel: selected.

α Features Est/Orig Est/Min Est/Peak Est/Sel

0.1
LBP 1.35 4.32 1.23 0.96

Statistical 1.31 4.32 1.20 0.95

0.3
LBP 1.38 4.76 1.26 0.98

Statistical 1.36 4.65 1.24 0.96

0.5
LBP 1.40 4.96 1.28 0.99

Statistical 1.37 4.82 1.26 0.97

0.7
LBP 1.40 4.78 1.27 0.97

Statistical 1.39 4.88 1.26 0.96

0.9
LBP 1.39 4.55 1.26 0.96

Statistical 1.39 4.88 1.26 0.97

The estimated resolutions with RAMOBoost provide substantially better accuracy levels

than those at minimum resolutions, and are better than those at the peak resolutions,

with α=0.5, 0.7, and 0.9 demonstrating significant differences. With respect to speed,

the segmentation at the estimated resolutions is much faster than at the original ones,

substantially slower than at the minimum resolutions, and faster than the peak resolutions,

with α=0.1, 0.3, 0.5, and 0.7 with LBP and α=0.1, 0.3 and 0.5 with Stat demonstrating

significant differences.

Liberty Dataset

The impact of misclassification on accuracy and time for the Liberty dataset is shown

in Tables 6.10 and 6.11. It can be seen that the accuracy at the estimated resolutions

is almost identical to the accuracy at the original ones, with the estimated resolutions

only slightly worse than the original ones at α=0.1, and slightly better at the remaining

values of the α settings. The accuracy at the estimated resolutions is significantly higher

than at the minimum ones and better than the peak resolutions. The speed at estimated

resolutions is much faster than at the original ones, but significantly slower than at the
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Table 6.9: Impact of Misclassification of RAMOBoost on Time for the Breast Ultrasound
Dataset; Est: estimated, Orig: original, Min: minimum, and Sel: selected.

α Features Orig/Est Min/Est Peak/Est Sel/Est

0.1
LBP 22.41 0.42 1.64 0.98

Statistical 23.39 0.43 1.69 1.03

0.3
LBP 21.19 0.40 1.55 0.99

Statistical 21.77 0.40 1.57 1.00

0.5
LBP 19.97 0.37 1.45 0.97

Statistical 19.75 0.36 1.43 0.98

0.7
LBP 18.47 0.34 1.34 1.07

Statistical 17.78 0.32 1.28 0.98

0.9
LBP 15.47 0.29 1.12 0.97

Statistical 16.01 0.29 1.16 0.98

minimum resolutions. For α=0.1 and 0.3, the segmentation at the estimated resolutions is

slower than the ones at the peak resolutions, but it is much faster for α=0.5, 0.7, and 0.9.

Lung X-Ray Dataset

Tables 6.12 and 6.13 present the impact of misclassification on accuracy and time for

the lung X-ray dataset. The accuracy at the estimated resolutions is statistically better

than at the original, minimum, and peak resolutions. The running time is substantially

faster at the estimated resolutions than at the original resolutions and slower than at the

minimum and peak resolutions.

Synthetic Dataset

The impact of resolution misclassification on accuracy and speed for the synthetic dataset is

presented in Tables 6.14 and 6.15. It can be observed that at all the estimated resolutions,

better accuracy was obtained than at the original resolution, with a significant difference

for all α values, except α=0.1. The accuracy at the estimated resolutions is substantially
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Table 6.10: Impact of Misclassification of RAMOBoost on Accuracy for the Liberty
Dataset; Est: estimated, Orig: original, Min: minimum, and Sel: selected.

α Features Est/Orig Est/Min Est/Peak Est/Sel

0.1
LBP 0.99 1.22 1.05 1.00

Statistical 0.99 1.22 1.06 1.00

0.3
LBP 1.02 1.26 1.09 0.98

Statistical 1.01 1.26 1.09 0.98

0.5
LBP 1.03 1.29 1.05 0.99

Statistical 1.04 1.29 1.05 0.99

0.7
LBP 1.04 1.29 1.04 0.98

Statistical 1.03 1.28 1.03 0.97

0.9
LBP 1.04 1.29 1.04 0.98

Statistical 1.03 1.29 1.04 0.97

Table 6.11: Impact of Misclassification of RAMOBoost on Time for the Liberty Dataset;
Est: estimated, Orig: original, Min: minimum, and Sel: selected.

α Features Orig/Est Min/Est Peak/Est Sel/Est

0.1
LBP 23.40 0.45 0.83 0.99

Statistical 23.08 0.45 0.84 1.00

0.3
LBP 19.44 0.39 0.70 1.02

Statistical 18.64 0.38 0.70 0.99

0.5
LBP 17.38 0.36 1.42 0.99

Statistical 17.47 0.37 1.45 0.99

0.7
LBP 14.33 0.31 3.66 1.03

Statistical 12.58 0.27 3.22 0.94

0.9
LBP 12.00 0.25 3.08 0.98

Statistical 12.45 0.26 3.15 1.04
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Table 6.12: Impact of Misclassification of RAMOBoost on Accuracy for the Lung X-Ray
Dataset; Est: estimated, Orig: original, Min: minimum, and Sel: selected.

α Features Est/Orig Est/Min Est/Peak Est/Sel

0.1
LBP 1.04 1.07 1.01 1.00

Statistical 1.04 1.07 1.01 1.00

0.3
LBP 1.04 1.07 1.01 1.00

Statistical 1.04 1.07 1.01 1.00

0.5
LBP 1.04 1.07 1.01 1.00

Statistical 1.04 1.07 1.01 1.00

0.7
LBP 1.04 1.08 1.01 1.00

Statistical 1.04 1.07 1.01 1.00

0.9
LBP 1.04 1.07 1.01 1.00

Statistical 1.04 1.07 1.01 1.00

Table 6.13: Impact of Misclassification of RAMOBoost on Time for the Lung X-Ray
Dataset; Est: estimated, Orig: original, Min: minimum, and Sel: selected.

α Features Orig/Est Min/Est Peak/Est Sel/Est

0.1
LBP 298.86 0.40 0.78 1.00

Statistical 309.05 0.41 0.81 1.00

0.3
LBP 282.12 0.37 0.74 1.01

Statistical 291.66 0.39 0.76 1.01

0.5
LBP 265.23 0.35 0.70 1.01

Statistical 274.23 0.37 0.72 1.02

0.7
LBP 248.50 0.33 0.65 1.01

Statistical 248.27 0.33 0.65 0.98

0.9
LBP 235.63 0.32 0.62 0.98

Statistical 234.23 0.32 0.61 0.97
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Table 6.14: Impact of Misclassification of RAMOBoost on Accuracy for the Synthetic
Dataset; Est: estimated, Orig: original, Min: minimum, and Sel: selected.

α Features Est/Orig Est/Min Est/Peak Est/Sel

0.1
LBP 1.02 2.47 0.95 1.00

Statistical 1.02 2.45 0.94 0.99

0.3
LBP 1.06 2.57 1.06 1.00

Statistical 1.06 2.58 1.06 1.00

0.5
LBP 1.06 2.55 1.06 0.99

Statistical 1.06 2.55 1.06 0.99

0.7
LBP 1.07 2.61 1.07 0.99

Statistical 1.07 2.61 1.07 0.99

0.9
LBP 1.09 2.67 1.08 1.00

Statistical 1.09 2.66 1.08 1.00

better than at the minimum ones. Compared with peak resolutions, the accuracy at the

estimated resolutions is worse with α=0.1, but better for the remaining α values. With

respect to speed, segmentation at the estimated resolutions is much faster than at the

original and peak resolutions, and significantly slower than at the minimum ones.

Observations

Several trends can be observed based on the results:

• Except at α=0.1 for the Liberty dataset, the overall accuracy at the estimated reso-

lutions is always superior to that at the original ones. In some cases, the difference

in accuracy can be significant, as in the breast ultrasound, lung X-ray, and synthetic

images datasets.

• The accuracy at the estimated resolutions is always significantly better than at the

minimum resolutions.
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Table 6.15: Impact of Misclassification of RAMOBoost on Time for the Synthetic Dataset;
Est: estimated, Orig: original, Min: minimum, and Sel: selected.

α Features Orig/Est Min/Est Peak/Est Sel/Est

0.1
LBP 16.57 0.39 1.32 0.99

Statistical 17.93 0.42 1.43 1.00

0.3
LBP 14.73 0.34 3.92 0.99

Statistical 15.46 0.36 4.11 0.98

0.5
LBP 13.19 0.31 3.51 1.02

Statistical 13.96 0.33 3.71 1.03

0.7
LBP 12.61 0.29 3.35 1.03

Statistical 13.14 0.31 3.49 1.03

0.9
LBP 9.94 0.23 2.64 1.01

Statistical 10.37 0.24 2.76 1.02

• Except with α=0.1 for the synthetic dataset, the accuracy at the estimated resolu-

tions is always better than that at the peak ones.

• The speed at the estimated resolutions is always much faster than at the original

resolutions.

• The speed at the minimum resolutions is always substantially faster than at the

estimated resolutions, but it must be remembered that the extreme speed at the

minimum resolutions is accompanied by a huge reduction in accuracy.

• Except with the lung X-ray dataset, the speed at the estimated resolutions is almost

always faster than that at the peak ones. Many cases are significantly faster, such

as α=0.1, 0.3, 0.5, and 0.7 for the breast ultrasound dataset, and α=0.5, 0.7, and

0.9 for the Liberty and synthetic datasets.

When these points are considered, it is obvious that even with misclassification, the

worst case is that the estimated resolutions produce the same degree of accuracy as the

original resolutions but at significantly faster speeds. For three of the datasets, mostly
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the accuracy at the estimated resolutions is higher than the peak ones, and the speed is

faster. This implies that resolution selection for individual images obtains better results

than fixing at the peak resolutions. As discussed in Section 6.2.1, because of the extreme

similarity of the images in the lung X-ray dataset, the results in terms of speed compared

with the peak resolutions are not satisfactory. This confirms that resolution selection for

images of extreme similarity might not be efficient.

6.5 Overhead Time Analysis

The calculation of the overhead time for feature extraction and classification is highlighted

in this section. Although this time was included in the calculations for determining the

impact of misclassification explained in Section 6.4, it is interesting to assess the contribu-

tion of each individual component. Two tasks result in overhead time: feature extraction

and classification. Table 6.16 indicates the average times in seconds for these tasks. The

time required for extracting the LBP and Stat features were calculated for images from

each dataset. The lung X-ray and synthetic datasets required more time than the other

two datasets because of their large size (1024×1024). The Stat features were faster to ex-

tract from the synthetic images. For the other datasets, the LBP and Stat extraction

times are very close.

Although the training of RAMOBoost and AdaBoost differs, the classification time is

the same because they use the same voting algorithm. It can be seen that classification

time per instance is much shorter than that required for feature extraction.

6.6 Discussions

The primary objective of this research was to design a framework for the automated selec-

tion of resolutions for image segmentation. For the best resolution to be appropriately de-

fined, a trade-off measure was developed. The measure allows the user or system to choose

a trade-off between accuracy and time through a single parameter α. RAMOBoost was

102



Table 6.16: Overhead Times for Feature Extraction and for Classification Using RAMO-
Boost and AdaBoost

Dataset Task Time (mean)

Breast Ultrasound
Feature extraction (LBP) 0.1982
Feature extraction (Stat) 0.1988

Liberty
Feature extraction (LBP) 0.2546
Feature extraction (Stat) 0.2784

Lug X-Ray
Feature extraction (LBP) 0.7960
Feature extraction (Stat) 0.7741

Synthetic
Feature extraction (LBP) 0.7941
Feature extraction (Stat) 0.5779

— Classification 0.0280

used for learning, using LBP and statistical features. The experimental verification of the

new framework based on four different image datasets has been described in this chapter.

Trade-off Measure (ω)

The monotonic increase in accuracy with a shift from low to high α values and the similar

decrease in time for the reverse shift suggest that α can indeed be used to control the

trade-off between accuracy and time. Significant overall savings in time result when the

segmentation is performed at resolutions having maximum ω values, even with α=1. For

a segmentation algorithm with fixed parameters, highest accuracy through all resolutions

is guaranteed when ω is calculated with α=1. Similarly, α=0 will result in the shortest

times, but this effect is meaningless because the lowest resolution can, in fact, be selected

for the fastest segmentation regardless of the accuracy.

The selected resolutions obtained with ω differ according to the segmentation algorithm,

even for the same dataset. This finding suggests that ω can be used independently with

many existing segmentation approaches.
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Proposed Framework

The ability to use the trade-off measure ω (Eq. 5.1) with numerous segmentation algo-

rithms indicates that the proposed framework can be used to learn the best resolutions

for many segmentation algorithms. The results with different α values are also consistent.

Higher α values provide better accuracy, and lower values result in faster segmentation.

The selection of the best resolution could therefore be learned based on the user’s require-

ments. For example, for critical systems, such as medical applications, α could be set to

1, which would yield the highest level of accuracy (even higher than at the original resolu-

tion). On the other hand, for applications entailing fast and rough segmentation, such as

robot navigation or image retrieval, lower values of α could be selected.

Using a machine learning approach for resolution selection yields promising and statis-

tically significant results, as verified based on the outcomes using four different datasets.

Learning Method and Features

The two boosting algorithms, RAMOBoost and AdaBoost, obtained much better results

than did SVM or SVM-ADASYN. For the learning tasks in this research, 10 combined

decision trees provide far greater accuracy than the strong SVM classifier. In addition,

the SVM parameters were selected through cross-validation, while decision trees param-

eters were chosen arbitrarily and then fixed for all datasets. One reason for the superior

performance of boosting is the directed learning: in each subsequent iteration, learning is

concentrated on the instances that are difficult to learn. This feature might be the reason

for the successful classification of some of the instances relating to minority classes.

ADASYN was used for re-sampling training data for SVM (SVM-ADASYN) and for

each AdaBoost (RAMOBoost) iteration. Although the classification of minority classes is

slightly better with SVM-ADASYN than with SVM, the estimation of the majority classes

was slightly affected, showing decreased accuracy. On the other hand, the RAMOBoost

performance was more impressive for all classes: much better than AdaBoost for minority
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classes classification, and slightly better for the majority classes. The time required for

RAMOBoost to classify an input image is fast, which is desirable for fast decisions.

The performance levels produced with RAMOBoost using LBP and statistical features

are very similar. These features are relatively fast with promising results, making them a

good choice for the problem at hand. Other features can also be valuable, such as Gabor

and some colour features, but they are much slower and hence are not suitable for fast tasks.

Accuracy and Time

The accuracy obtained and time required at the estimated resolutions were calculated and

compared to those at the original, minimum, and peak resolutions. Except in one case,

accuracy is always better at the estimated resolutions than at either the original or the

minimum resolutions. The segmentation times at the estimated resolutions are extremely

fast compared to those at the original resolutions, and significantly slower than at the

minimum resolutions. However, the extreme speed at the lowest resolutions comes at the

cost of a severe reduction in accuracy.

Given these observations, it seems that the worst case that can result from the use of

the proposed framework is the selection of resolutions that provide the same segmentation

accuracy as at the original resolution, but that do so significantly faster.

Comparing the accuracy and speed at the selected resolutions with those at the original,

minimum, and peak ones showed that learning for resolution selection provides better

overall results. However, it is not effective for images having extremely similar objects,

as shown with the lung X-ray dataset.

Time Complexity Analysis

For an image of size M × N , the input size is n = M · N . Computing the LBP with an

operator of size k×k requires a time of O(k2n). Statistical features can be divided into two

groups: ones that use filtering in order to extract the features, such as spatial uniformity,

and those that rely on the histogram for the calculation of the features. Calculating the
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histogram requires a time of O(n), and calculating the features from the histogram takes

O(g) time, where g is the intensity levels. Using the Sobel operator of size k × k for the

spatial uniformity filter requires a time of O(k2n), and as with the other statistical features,

the standard deviation requires a time of O(n+ g). The time complexity of the combined

statistical features is therefore O(k2n + g). It should be noted that the LBP and statical

features entail almost the same time complexity, which can be further observed from the

examination of the running times reported in Section 6.5.

RAMOBoost involves a time complexity of O(n2Ilog(n)) in the training phase [130],

where I is the number of iterations. The classification time is O(I) [130], that is, it is

dependent on the number of trained hypotheses. It is important to mention that these

times are applicable only for RAMOBoost, without the base classifier. Different base

classifiers have different time complexities, with the classification time usually being much

faster than the training time.

As was determined based on this research, image segmentation at coarser resolutions

is much faster than at finer ones because of the reduction in the input size (e.g., n above).

A lower input size (number of pixels) reduces the time complexity, resulting in faster

segmentation.

It is important to mention that all experiments conducted in this thesis were performed

using MatlabTM. Although it is a well-known platform for development and research, it is

relatively slow compared with other programming languages. Therefore, the use of faster

languages, such as C++, will provide much faster segmentation.

This chapter has presented the experiments conducted in order to verify the perfor-

mance of the proposed framework. The results have also been provided and discussed.

The next chapter summarizes the findings, highlights the contributions, and provides sug-

gestions for future research.
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Chapter 7

Summary, Conclusions and Future

Work

7.1 Summary and Main Findings

In this thesis, a framework for the automated resolution selection for image segmentation

was proposed. This framework is applicable for numerous segmentation methods. The

pyramid representation was chosen as the multiresolution analysis method, and the mul-

tiresolution coarse-to-fine segmentation strategy was adopted. The best resolutions are

determined based on the simultaneous consideration of both time and accuracy, which is

achieved by using a trade-off measure ω, whose parameter α is controlled by the user to

specify the desired trade-off between accuracy and speed. A supervised machine learn-

ing approach, RAMOBoost, was used for the selection of the best resolutions. The main

findings of this thesis are summarized as follows:

• Segmentation at resolutions other than the original one may provide better accuracy,

usually at a much faster speed.

• Images in the same dataset can have different best resolutions for segmentation pur-

poses.
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• Different segmentation algorithms can have different best resolutions for the same

image.

• The trade-off measure can be used to define and obtain the best resolution based on

user requirements: higher α values result in the selection of resolutions with better

accuracy, and lower values favour resolutions with faster segmentation.

• The framework introduced in this thesis has been shown to successfully learn and

estimate resolutions for input images. Its efficiency was verified with the use of four

different image datasets and three segmentation algorithms.

• Boosting algorithms can learn more effectively than single strong classifiers. In this

research, 10 iterations of AdaBoost and RAMOBoost with decision trees as base

classifiers substantially outperformed the powerful SVM.

• Synthetic oversampling can be used to enhance learning from imbalanced class data,

an effect that is especially obvious with boosting methods, such as RAMOBoost.

However, oversampling can also affect learning from majority classes, as indicated

by the results obtained with SVM-ADASYN.

• The LBP and statistical features used in this research provided promising results with

fast performance, characteristics that make them good candidates for fast decision

making with respect to the selection of a resolution for image segmentation.

• The worst case of selection performance seems to be providing resolutions that result

in segmentation accuracy at least equal to that produced at the original resolutions

but at much faster speeds.

7.2 Contributions

The main contributions in this research are as follows:
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• A framework for the resolution selection for image segmentation has been proposed.

This framework is suitable for use with many segmentation algorithms and is com-

prised of several components: the definition of best resolutions as labels for learning,

feature extraction, and the learning and selection of resolutions based on the features

and labels.

• A trade-off measure for defining the best resolution for image segmentation has been

proposed. Because such a definition is based on the application at hand, using a single

parameter, the trade-off measure provides the user or system with the flexibility to

determine an appropriate trade-off between accuracy and speed.

• RAMOBoost has been shown to be effective for learning from imbalanced class dis-

tribution data. RAMOBoost combines the strength of a boosting algorithm with

synthetic oversampling and is therefore a good choice for the problem at hand. The

experimental results confirm the advantage of RAMOBoost over AdaBoost, SVM,

and SVM-ADASYN.

Other contributions of the research include:

• The utilization of LBP features for learning has been demonstrated. These features

offer good learning performances and are fast to extract, which makes them suitable

for fast estimation.

• An analysis of the behaviour of image segmentation at different resolutions with

respect to accuracy and speed (Section 4.2)

• Empirical evidence that images of the same dataset can have different best resolutions

(Section 6.2.1)

• Verification that images segmented with different segmentation algorithms can have

different best resolutions (Section 6.2.2)

• Comprehensive verification of the framework using four different datasets and three

segmentation algorithms
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7.3 Future Work

The following are suggestions for extending the research conducted for this thesis. Other

multiresolution approaches could be investigated. An important criterion would be that

the images be subsampled at lower resolutions, excluding methods such as scale-space.

Examples of suggested choices are irregular pyramids [80] and adaptive pyramids [82].

An approach involving an adaptive parameter setting per resolution for the coarse-to-

fine strategy for image segmentation could be studied. It is logical to assume that using

the same parameters of a specific image segmentation algorithm at all resolutions would

not produce the best results at each resolution: the parameters could be the best for one

resolution, but be very poor for others.

A natural extension suitable for real applications is the ability to learn continually.

Online learning methods could be utilized for this purpose. For example, in multi-core

processors, the decision making could be performed in one core, while other cores segment

the input image at all resolutions. The user could then determine the best choice, or the

results could be automatically compared with existing gold standard images.

This approach could be used for automated resolution selection for video tracking. Fast

tracking in high-definition video may be impossible, giving rise to a need for automated

decisions about the best resolution for tracking.

The application of the proposed framework in combination with other image processing

applications could be examined. For example, it could be applied for image registration,

in which case the trade-off measure could be used as is, because accuracy and time are

the two main concerns in this area.
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Appendix A

Algorithms

A.1 Support Vector Machines

Support Vector Machines (SVM) [181] is a well-known learning method in machine learning.

It was originally introduced for binary classification problems, but was later extended for

multi-class problems. The objective in SVM is to search for the optimal hyperplane that

separates two classes, a goal that is achieved by finding parameters that maximize the

marginal distance between the classes. Since its introduction, SVM has become a popular

choice in many fields, such as optical character recognition [182], personal identification

[183], spam filtering and categorization [184], and medical imaging [185].

For a binary classification problem, let xi be the feature vectors (input) of the n in-

stances training set X, and yi be the targets, where i = 1,2,. . . , n. The hyperplane sep-

arating two classes linearly can be defined as

wTx+ b = 0, (A.1)
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where w is a weight vector and b is a bias. In this way, we have

wTx+ b ≥ 0 for yi = +1,

wTx+ b < 0 for yi = −1.
(A.2)

The separating hyperplane defined in Eq. A.1 is not unique. Different hyperplanes

can be defined with different weights w and biases b. The objective of SVM is to find

the optimal hyperplane with the maximum separation between classes by searching for

optimal values of w and b. Separation can be represented by a margin, which is the

distance between the hyperplane and the closest data point of either class (support vectors).

This margin is defined by

m =
1

||w||
, (A.3)

The margin of separation between the two classes is therefore

2

||w||
. (A.4)

Maximizing the margin is equivalent to minimizing the Euclidean norm of w. The opti-

mization problem can thus be stated as follows:

minimize
1

2
||w||2

subject to yi
(
wTxi + b

)
≥ 1, i = 1, 2, . . . , n.

(A.5)

This solution is applicable only to strictly separable classes. For nonseparable classes,

the problem must be relaxed, which can be accomplished with slack variables ξi. The

optimization problem will then be

minimize
1

2
||w||2 + CΣn

i=1ξi

subject to yi
(
wTxi + b

)
≥ 1− ξi, ξi ≥ 0,

(A.6)
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where C > 0 is a constant for controlling the relative influence of the two terms: maximizing

the margin and minimizing the amount of slack. Figure A.1 illustrates the cases of linear

and non-linear separable classes.

Figure A.1: Left: linear separable classes; right: linear non-separable classes.

An interesting aspect of SVM is the ability to linearly solve a non-linear problem

by transforming the non-linear problem into higher dimensional space, and then finding

the optimal linear hyperplane there. The linear hyperplane in the transformed space is

equivalent to a non-linear one in the input space as shown in Figure A.2. Computing the

dot product in very high-dimension space can be prohibitively expensive. Fortunately, this

computation can be performed implicitly from the input space through the use of kernels.

For the non-linear mapping function φ(.), kernel K is therefore defined as

K(xi, xj) = φ(xi) · φ(xj). (A.7)

There are many types of kernels; Table A.1 lists the most common three.

Up to this point, this discussion has referred to binary classification problems. SVM

can also be extended for multiclass problems: the most popular methods are one ver-

sus all and one versus one [141]. For an N class problem, the one-versus-all strategy

constructs N classifiers, whereby each class is discriminated from the rest of the classes.
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Figure A.2: Mapping from input space to higher dimensional space.

Table A.1: Common kernel types for SVM

Kernel Equation K(xi, xj)

Polynomial
(
xTi xj + 1

)p
, p > 0

Gaussian exp
(
− ||xi−xj ||

2

σ2

)
Sigmoid tanh

(
kxTi xj − δ

)
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Classification is performed by selecting the classifier that provides the maximum sepa-

rability. In the one-versus-one approach, N(N − 1)/2 binary classifiers are constructed,

whereby each classifier discriminates between two pairs of classes. The classification is

performed via majority vote.

A.2 Adaptive Synthetic Sampling (ADASYN)

The Adaptive Synthetic Sampling (ADASYN) method, proposed by He et al. [153], is an

adaptive oversampling approach. Instances of minority classes are synthetically generated

based on their distributions. In this way, more instances are generated for difficult-to-learn

minority class instances than for those that are easier to learn. ADASYN can be straight-

forwardly extended for multiclass problems, as the authors described. The ADASYN

method is described in Algorithm 5.

A.3 AdaBoost

The Adaptive Boosting (AdaBoost) method used in this research is described in Algorithm

6. This version of AdaBoost is called AdaBoost.M2 [186] and is designed for multi-class

classification problems. The usual strict assumption in AdaBoost for the base learning

method is to have an error less than 50%. This assumption is relaxed in AdaBoost.M2.

A.4 Rank Minority Oversampling in Boosting (RAMO-

Boost)

RAMOBoost [130] is a variant of the AdaBoost learning algorithm that has been designed

specifically for learning from imbalanced data. The power of RAMOBoost stems from

its two combined components: boosting and sampling. Boosting trains several base clas-

sifiers consecutively while adaptively adjusting the weights of the training instances. In
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Algorithm 5 Adaptive Synthetic Sampling (ADASYN)

Inputs
ml: number of majority class instances
ms: number of minority class instances
β ∈ [0, 1]: specify balancing level, where β = 1 creates fully balanced dataset
dthresh: threshold of the maximum tolerated ratio of class imbalance
K: number of nearest neighbours in the K-nearest neighbours algorithm

d = ms/ml [degree of class imbalance]
if d < dthresh then
G = (ml −ms)× β [number of synthetic data to be generated for minority class]
for all xi ∈ minority class do
knni = findKNN(xi) [find K-nearest neighbors of xi]
∆i = numMajorityInstances(knni) [number of majority class instances in knni]
ri = ∆i/K, i = 1, 2, . . . ,ms

r̂i = ri/
∑ms

i=1 ri [normalize ri]
gi = r̂i ×G [number of synthetic instances to generate for minority instance xi]

end for
for all xi ∈ minority class do

for 1 to gi do
xzi = rand(knni,minority) [randomly choose a minority class instance from knn
of xi]
si = xi + (xzi − xi)× λ [generate synthetic instance, si]
[λ ∈ [0, 1] is a randomly generated number]

end for
end for

end if

this manner, the decision boundary is adaptively shifted during each boosting iteration

so that the focus is on instances that are difficult to learn. In RAMOBoost the sampling

is based on adaptive adjustment to the sampling weights of minority class samples ac-

cording to their distribution. Greater emphasis is thus placed on rare examples that are

inherently difficult to learn.
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Algorithm 6 AdaBoost

Inputs
m Samples, (xi, yi), i = 1, . . . ,m, with yi ∈ Y = 1, . . . , k
BaseLearn: the base learning algorithm
B = (i, y) : i ∈ 1, . . . ,m, y 6= yi
T : number of iterations

Initialize: D1(i, y) = 1/|B| for (i, y) ∈ B
for t = 1,2,. . . ,T do

call BaseLearn, with mislabel distribution Dt

obtain hypothesis ht: X × Y → [0, 1]
εt = 1

2

∑
(i,y)∈BDt(i, y)(1− ht(xi, yi) + ht(xi, y)) [calculate the pseudo-loss of ht]

βt = εt/(1− εt)
update the sampling distribution Dt:
Dt: Dt+1(i, y) = Dt(i,y)

Zt
· β(1+ht(xi,yi)−ht(xi,y))

t , where Zt is a normalization constant
end for
Output
hfinal(x) = arg max

y∈Y

∑T
t=1(log 1

βt
)ht(x, y) [final hypothesis]

The RAMOBoost technique is presented in Algorithm 7, which reveals that it is a

direct extension of the AdaBoost.M2 algorithm (see Algorithm 6), making it inherently

applicable for multi-class problems.

A.5 Joint Mutual Information (JMI)

Joint Mutual Information (JMI) [180] is a well-known method for selecting the most rel-

evant features from features sets. Given random variables X and Y representing features

and targets, their mutual information is calculated by

I(X, Y ) =
∑
x

∑
y

P (X, Y )log2
P (X, Y )

P (X)P (Y )
, (A.8)

where P (.) is the probability density function.
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Algorithm 7 RAMOBoost

Inputs
m Samples, (xi, yi), i = 1, . . . ,m, with yi ∈ Y = 1, . . . , k
BaseLearn: the base learning algorithm
B = (i, y) : i ∈ 1, . . . ,m, y 6= yi
T : number of iterations
N : number of synthetic data samples to generate at each iteration
k1: number of nearest neighbours for adjusting the sampling probability of the minority
samples
k2: number of nearest neighbours used to generate the synthetic data instances
α: scaling coefficient

Initialize: D1(i, y) = 1/|B| for (i, y) ∈ B
for t=1,2,. . . ,T do
Se: mislabeled training data sampled with Dt

e1: majority class samples in Se (with size mlt)
e2: minority class samples in Se (with size mst)
for each sample xi ∈ e2 do

find its k1 nearest neighbours in Se
ri = 1

1+exp(−α·δi) , i = 1, . . . ,mst [δi: number of majority classes in k1 examples]
end for
r̂i = ri∑mst

i=1
ri, [normalize ri]

dt = ri
gt = e2 sampled with dt
for each sample xi ∈ gt do

find its k2 nearest neighbours in Se
generate N synthetic data samples using linear interpolation

end for
call BaseLearn, with the sampled dataset Se and the N synthetic data samples
obtain hypothesis ht: X × Y → [0, 1]
εt = 1

2

∑
(i,y)∈BDt(i, y)(1− ht(xi, yi) + ht(xi, y)) [calculate the pseudo-loss of ht]

βt = εt/(1− εt)
update the sampling distribution Dt:
Dt+1(i, y) = Dt(i,y)

Zt
· β(1+ht(xi,yi)−ht(xi,y))

t , where Zt is a normalization constant
end for
Output
hfinal(x) = arg max

y∈Y

∑T
t=1(log 1

βt
)ht(x, y) [final hypothesis]

140



The JMI of feature Xi is calculated by [187]

JMI(Xi) =
∑
Xj∈S

I(XiXj;Y ), (A.9)

where S is the set of currently selected features.

Using JMI for feature selection returns a subset of features X that are the most relevant

to targets Y and at the same time reduce the redundancy among the selected features.
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Appendix B

Trade-off Measure Alternatives

Several methods can be used to measure the trade-off between two values. The measure

adopted in this research is the weighted geometric mean, defined in Eq. 5.1. In this Ap-

pendix, two other measures are discussed, namely, weighted arithmetic mean and weighted

division of accuracy and time.

Weighted arithmetic mean is a well-known measure used as aggregation function, and

is usually compared with the weighted geometric mean [132]. For accuracy A and time

T , weighted arithmetic mean is defined as

ω = A× α + (1− T )× (1− α), (B.1)

where α is a parameter selected to control the trade-off between accuracy and time.

Another possible measure can be defined by dividing accuracy over time as follows

ω =
Aα

T 1−α . (B.2)

A comparison of the trade-off values of the three measures for α=0.1, 0.5 and 0.9

is presented in Figures B.1, B.2 and B.3, respectively. For a better view, the weighted

arithmetic mean plots in the three figures were rotated.
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Figure B.1: Comparison of three trade-off measures with α=0.1. From left to right:
weighted geometric mean, weighted arithmetic mean, and weighted accuracy over time.

Comparing the weighted geometric mean with the weighted arithmetic mean, it can

be noticed that the former changes non-linearly, while the latter changes linearly. The

weighted arithmetic mean lacked sensitivity to low values [132], therefore it has less penalty

for low values of accuracy and time. At extreme points (e.g., A=0 or T=1), the weighted

arithmetic mean obtains values greater than 0. For example, for α=0.5, even when accu-

racy is equal to 0, the weighted arithmetic mean obtained values up to 0.5. Unless α=1 or

α=0, the trade-off measure should be 0 for those values, as obtained by the weighted

geometric mean.

The values obtained by dividing accuracy over time rapidly change with lower values of

time. This is especially noticeable with lower α values as in Figures B.1 and B.2. Further-

more, the values of ω are not bounded, which makes it difficult to understand the results.
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Figure B.2: Comparison of three trade-off measures with α=0.5. From left to right:
weighted geometric mean, weighted arithmetic mean, and weighted accuracy over time.

Figure B.3: Comparison of three trade-off measures with α=0.9. From left to right:
weighted geometric mean, weighted arithmetic mean, and weighted accuracy over time.

144



Appendix C

Classifiers Performance Results

This Appendix presents the numerical results of the classifiers’ performance and the com-

parative figures of F1-measure with α=0.1, 0.3, 0.5, and 0.9.
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C.1 Numerical Results

Table C.1: Performance of Different Classifiers with Different Values of α for the Breast
Ultrasound Dataset

F-measure
α Features Learning Alg. Class 0 Class 1 Class 2 Class 3 Class 4 Class 5

0.1

LBP

SVM — — 0.2760 0.6110 0.2310 0.2430
SVM+ADASYN — — 0.2928 0.6145 0.2712 0.1753

AdaBoost — — 0.5549 0.8445 0.8560 0.6277
RAMOBoost — — 0.6488 0.8628 0.8842 0.7530

Statistical

SVM — — 0.1415 0.5689 0.0775 0.0382
SVM+ADASYN — — 0.0934 0.5909 0.1056 0.0778

AdaBoost — — 0.5241 0.8687 0.8835 0.7795
RAMOBoost — — 0.5021 0.8822 0.9044 0.8549

0.3

LBP

SVM — — 0.0000 0.6926 0.4108 0.0000
SVM+ADASYN — — 0.2337 0.6565 0.3213 0.0000

AdaBoost — — 0.6589 0.8666 0.8863 0.1990
RAMOBoost — — 0.7718 0.8870 0.8836 0.5067

Statistical

SVM — — 0.0250 0.5741 0.3922 0.0000
SVM+ADASYN — — 0.0959 0.4860 0.3364 0.0000

AdaBoost — — 0.6278 0.8917 0.8895 0.2105
RAMOBoost — — 0.6804 0.8955 0.8661 0.7429

0.5

LBP

SVM — — 0.1896 0.6805 0.1304 0.1000
SVM+ADASYN — — 0.3214 0.6230 0.2525 0.0000

AdaBoost — — 0.8268 0.8797 0.8187 0.0500
RAMOBoost — — 0.8809 0.9200 0.8282 0.5000

Statistical

SVM — — 0.0000 0.6853 0.0000 0.0000
SVM+ADASYN — — 0.0518 0.4243 0.0944 0.0000

AdaBoost — — 0.7663 0.9161 0.7215 0.2000
RAMOBoost — — 0.7887 0.9002 0.7794 0.5200

0.7

LBP

SVM — 0.0000 0.3292 0.5938 0.0308 0.0667
SVM+ADASYN — 0.0000 0.3179 0.6240 0.1115 0.0667

AdaBoost — 0.0000 0.8461 0.8550 0.7373 0.0500
RAMOBoost — 0.3000 0.8295 0.8585 0.6984 0.1900

Statistical

SVM — 0.0000 0.2490 0.4447 0.0250 0.0000
SVM+ADASYN — 0.0200 0.2203 0.3770 0.0442 0.0000

AdaBoost — 0.2467 0.8312 0.8813 0.5703 0.2300
RAMOBoost — 0.2867 0.8173 0.9086 0.6648 0.5300

0.9

LBP

SVM — 0.0000 0.4772 0.5317 0.2053 0.0000
SVM+ADASYN — 0.0606 0.4956 0.4488 0.2823 0.1308

AdaBoost — 0.1905 0.8923 0.8182 0.6097 0.0000
RAMOBoost — 0.6749 0.8622 0.8390 0.5209 0.0667

Statistical

SVM — 0.0000 0.0154 0.4201 0.0000 0.0000
SVM+ADASYN — 0.0000 0.0345 0.4341 0.0000 0.0000

AdaBoost — 0.4441 0.9114 0.8321 0.6296 0.0000
RAMOBoost — 0.6405 0.8733 0.8588 0.5794 0.1333
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Table C.2: Performance of Different Classifiers with Different Values of α for the Liberty
Dataset

F-measure
α Features Learning Alg. Class 0 Class 1 Class 2 Class 3 Class 4 Class 5

0.1

LBP

SVM — — — 0.7020 0.5797 0.6213
SVM+ADASYN — — — 0.6899 0.6428 0.7117

AdaBoost — — — 0.9175 0.9643 0.9665
RAMOBoost — — — 0.9531 0.9707 1.0000

Statistical

SVM — — — 0.5028 0.5665 0.7487
SVM+ADASYN — — — 0.5344 0.5402 0.6832

AdaBoost — — — 0.8626 0.9496 0.9602
RAMOBoost — — — 0.9895 0.9935 1.0000

0.3

LBP

SVM — — 0.3153 0.1450 0.5342 0.1239
SVM+ADASYN — — 0.3460 0.1601 0.5103 0.0903

AdaBoost — — 0.5790 0.8547 0.9687 0.7325
RAMOBoost — — 0.5805 0.8576 0.9744 0.9241

Statistical

SVM — — 0.2500 0.3923 0.6512 0.0000
SVM+ADASYN — — 0.3884 0.4473 0.6871 0.0479

AdaBoost — — 0.5259 0.8326 0.9216 0.7522
RAMOBoost — — 0.6652 0.8782 0.9677 0.8934

0.5

LBP

SVM — — 0.6434 0.3231 0.2479 0.0879
SVM+ADASYN — — 0.6793 0.3422 0.2460 0.2237

AdaBoost — — 0.8963 0.8589 0.9041 0.6574
RAMOBoost — — 0.9489 0.9292 0.9251 0.8774

Statistical

SVM — — 0.8176 0.4430 0.3951 0.3951
SVM+ADASYN — — 0.6768 0.3893 0.4165 0.0582

AdaBoost — — 0.8330 0.8586 0.9069 0.5467
RAMOBoost — — 0.9385 0.9155 0.9436 0.8726

0.7

LBP

SVM — 0.2043 0.4310 0.7401 0.0000 0.4123
SVM+ADASYN — 0.1472 0.4371 0.7523 0.0000 0.3403

AdaBoost — 0.2800 0.9680 0.7812 0.5751 0.6880
RAMOBoost — 0.5667 0.9854 0.8440 0.7151 0.8858

Statistical

SVM — 0.0000 0.6777 0.6337 0.2040 0.1653
SVM+ADASYN — 0.3871 0.6015 0.6243 0.2063 0.3082

AdaBoost — 0.3400 0.9855 0.7512 0.5183 0.7115
RAMOBoost — 0.5567 0.9763 0.7824 0.5478 0.8145

0.9

LBP

SVM — 0.2547 0.3628 0.6872 0.0000 0.3671
SVM+ADASYN — 0.2495 0.4323 0.7564 0.0644 0.4559

AdaBoost — 0.6401 0.9950 0.7379 0.4267 0.6871
RAMOBoost — 0.7389 0.9974 0.7880 0.4810 0.9273

Statistical

SVM — 0.0000 0.6897 0.7253 0.0000 0.2389
SVM+ADASYN — 0.2281 0.4751 0.5391 0.0944 0.3402

AdaBoost — 0.5908 0.9797 0.6643 0.4019 0.6047
RAMOBoost — 0.4579 0.9752 0.7292 0.3962 0.8887
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Table C.3: Performance of Different Classifiers with Different Values of α for the Lung
X-Ray Dataset

F-measure
α Features Learning Alg. Class 0 Class 1 Class 2 Class 3 Class 4 Class 5

0.1

LBP

SVM — — — 0.2399 0.7345 0.0000
SVM+ADASYN — — — 0.4086 0.5703 0.2388

AdaBoost — — — 0.8812 0.9532 0.8266
RAMOBoost — — — 0.9070 0.9658 0.9314

Statistical

SVM — — — 0.2310 0.7336 0.0000
SVM+ADASYN — — — 0.4032 0.5699 0.3493

AdaBoost — — — 0.8440 0.9339 0.8041
RAMOBoost — — — 0.8938 0.9562 0.9175

0.3

LBP

SVM — — 0.0000 0.4142 0.5805 0.0000
SVM+ADASYN — — 0.0000 0.4149 0.5854 0.0206

AdaBoost — — 0.0000 0.9191 0.9552 0.7743
RAMOBoost — — 0.0000 0.9416 0.9709 0.8733

Statistical

SVM — — 0.0000 0.1571 0.5975 0.0000
SVM+ADASYN — — 0.0000 0.1445 0.5912 0.0281

AdaBoost — — 0.0000 0.9239 0.9561 0.7496
RAMOBoost — — 0.0000 0.9433 0.9712 0.9030

0.5

LBP

SVM — — 0.0000 0.5554 0.5752 0.0250
SVM+ADASYN — — 0.2594 0.3922 0.5694 0.2498

AdaBoost — — 0.6713 0.9236 0.9457 0.7999
RAMOBoost — — 0.5708 0.9419 0.9501 0.8634

Statistical

SVM — — 0.0000 0.4769 0.5175 0.0000
SVM+ADASYN — — 0.2105 0.4028 0.4990 0.0586

AdaBoost — — 0.5244 0.9016 0.9234 0.6369
RAMOBoost — — 0.5938 0.9258 0.9530 0.8354

0.7

LBP

SVM — — 0.2819 0.4281 0.5732 0.1682
SVM+ADASYN — — 0.4908 0.3824 0.5321 0.3076

AdaBoost — — 0.8245 0.8845 0.9437 0.6946
RAMOBoost — — 0.8363 0.9102 0.9650 0.8625

Statistical

SVM — — 0.5078 0.3009 0.5180 0.0000
SVM+ADASYN — — 0.5238 0.2127 0.4366 0.2460

AdaBoost — — 0.7154 0.8700 0.9013 0.6078
RAMOBoost — — 0.7961 0.8975 0.9310 0.7978

0.9

LBP

SVM — — 0.4603 0.5188 0.5077 0.1453
SVM+ADASYN — — 0.4159 0.3847 0.4435 0.1901

AdaBoost — — 0.8691 0.8905 0.9454 0.6450
RAMOBoost — — 0.8716 0.9075 0.9531 0.7737

Statistical

SVM — — 0.5516 0.4290 0.4663 0.0222
SVM+ADASYN — — 0.5291 0.3292 0.4274 0.2692

AdaBoost — — 0.7960 0.8891 0.9310 0.5742
RAMOBoost — — 0.8234 0.8955 0.9409 0.7717

148



Table C.4: Performance of Different Classifiers with Different Values of α for the Synthetic
Images Dataset

F-measure
α Features Learning Alg. Class 0 Class 1 Class 2 Class 3 Class 4 Class 5

0.1

LBP

SVM — — 0.4199 0.7131 0.0000 —
SVM+ADASYN — — 0.4571 0.7142 0.0000 —

AdaBoost — — 0.9847 0.9659 0.0500 —
RAMOBoost — — 0.9848 0.9737 0.5000 —

Statistical

SVM — — 0.7289 0.7090 0.0000 —
SVM+ADASYN — — 0.7373 0.4830 0.0914 —

AdaBoost — — 0.9717 0.9596 0.3300 —
RAMOBoost — — 0.9762 0.9720 0.7157 —

0.3

LBP

SVM — — 0.7332 0.5553 0.0000 —
SVM+ADASYN — — 0.7278 0.5631 0.0000 —

AdaBoost — — 0.9808 0.9583 0.0000 —
RAMOBoost — — 0.9975 0.9826 0.0000 —

Statistical

SVM — — 0.8239 0.6584 0.0000 —
SVM+ADASYN — — 0.8128 0.6637 0.0000 —

AdaBoost — — 0.9619 0.9285 0.0000 —
RAMOBoost — — 0.9841 0.9646 0.0000 —

0.5

LBP

SVM — 0.0000 0.8381 0.4599 0.0000 —
SVM+ADASYN — 0.0000 0.7419 0.3928 0.0000 —

AdaBoost — 0.0000 0.9861 0.9241 0.0000 —
RAMOBoost — 0.0000 0.9855 0.9213 0.0000 —

Statistical

SVM — 0.0000 0.8323 0.4664 0.0000 —
SVM+ADASYN — 0.0000 0.7777 0.4662 0.0000 —

AdaBoost — 0.0000 0.9834 0.9162 0.0000 —
RAMOBoost — 0.0000 0.9799 0.9105 0.0000 —

0.7

LBP

SVM — 0.0000 0.8674 0.1573 — —
SVM+ADASYN — 0.0000 0.8047 0.1203 — —

AdaBoost — 0.5400 0.9826 0.9294 — —
RAMOBoost — 0.6200 0.9922 0.9812 — —

Statistical

SVM — 0.0000 0.8715 0.2636 — —
SVM+ADASYN — 0.1596 0.7007 0.4653 — —

AdaBoost — 0.2467 0.9675 0.9056 — —
RAMOBoost — 0.3000 0.9731 0.9505 — —

0.9

LBP

SVM — 0.2013 0.9040 0.0000 — —
SVM+ADASYN — 0.1318 0.8341 0.0000 — —

AdaBoost — 0.9314 0.9844 0.7567 — —
RAMOBoost — 0.9650 0.9940 1.0000 — —

Statistical

SVM — 0.0694 0.8893 0.0000 — —
SVM+ADASYN — 0.2883 0.7230 0.0892 — —

AdaBoost — 0.8948 0.9798 0.7933 — —
RAMOBoost — 0.8903 0.9833 0.9514 — —
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C.2 F1-measure Figures
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Figure C.1: Performance of different classifiers with α=0.1, 0.3, 0.5, and 0.9 for the breast
ultrasound dataset: LBP features.
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Figure C.2: Performance of different classifiers with α=0.1, 0.3, 0.5, and 0.9 for the breast
ultrasound dataset: statistics features.
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Figure C.3: Performance of different classifiers with α=0.1, 0.3, 0.5, and 0.9 for the Liberty
dataset: LBP features.
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Figure C.4: Performance of different classifiers with α=0.1, 0.3, 0.5, and 0.9 for the Liberty
dataset: statistics features.
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Figure C.5: Performance of different classifiers with α=0.1, 0.3, 0.5, and 0.9 for the lung
X-ray dataset: LBP features.
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Figure C.6: Performance of different classifiers with α=0.1, 0.3, 0.5, and 0.9 for the lung
X-ray dataset: statistics features.
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Figure C.7: Performance of different classifiers with α=0.1, 0.3, 0.5, and 0.9 for the syn-
thetic images dataset: LBP features.
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Figure C.8: Performance of different classifiers with α=0.1, 0.3, 0.5, and 0.9 for the syn-
thetic images dataset: statistics features.
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Appendix D

LBP and Statistical Features Results

Comparison

Comparisons of the learning performance using LBP and Statistical features are presented

in this Appendix.
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Figure D.1: Features comparison for RAMOBoost classifier with different values of α for
the breast ultrasound dataset.
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Figure D.2: Features comparison for AdaBoost classifier with different values of α for the
breast ultrasound dataset.

159



2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Breast Ultrasound, SVM, alpha=0.1

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Breast Ultrasound, SVM, alpha=0.3

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Breast Ultrasound, SVM, alpha=0.5

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Breast Ultrasound, SVM, alpha=0.7

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Breast Ultrasound, SVM, alpha=0.9

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

Figure D.3: Features comparison for SVM classifier with different values of α for the breast
ultrasound dataset.
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Figure D.4: Features comparison for SVM-ADASYN classifier with different values of α
for the breast ultrasound dataset.
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Figure D.5: Features comparison for RAMOBoost classifier with different values of α for
the Liberty dataset.
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Figure D.6: Features comparison for AdaBoost classifier with different values of α for the
Liberty dataset.
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Figure D.7: Features comparison for SVM classifier with different values of α for the Liberty
dataset.
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Figure D.8: Features comparison for SVM-ADASYN classifier with different values of α
for the Liberty dataset.
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Figure D.9: Features comparison for RAMOBoost classifier with different values of α for
the lung X-ray dataset.

3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Xray Lung, AdaBoost, alpha=0.1

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Xray Lung, AdaBoost, alpha=0.3

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Xray Lung, AdaBoost, alpha=0.5

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Xray Lung, AdaBoost, alpha=0.7

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

2 3 4 5
0

0.2

0.4

0.6

0.8

1

1.2

Xray Lung, AdaBoost, alpha=0.9

Resolution (Class)

F
−

m
ea

su
re

 

 

LBP
Stat

Figure D.10: Features comparison for AdaBoost classifier with different values of α for the
lung X-ray dataset.
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Figure D.11: Features comparison for SVM classifier with different values of α for the lung
X-ray dataset.
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Figure D.12: Features comparison for SVM-ADASYN classifier with different values of α
for the lung X-ray dataset.
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Figure D.13: Features comparison for RAMOBoost classifier with different values of α for
the synthetic dataset.
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Figure D.14: Features comparison for AdaBoost classifier with different values of α for the
synthetic dataset.
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Figure D.15: Features comparison for SVM classifier with different values of α for the
synthetic dataset.
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Figure D.16: Features comparison for SVM-ADASYN classifier with different values of α
for the synthetic dataset.
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