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Abstract

This thesis presents the benchmarking and development of a method to study ground

state properties of hydrogen clusters using molecular dynamics. Benchmark studies are

performed on our Path Integral Molecular Dynamics code using the Langevin equation for

finite temperature studies and our Langevin equation Path Integral Ground State code to

study systems in the zero-temperature limit when all particles occupy their nuclear ground

state. A simulation is run on the first ‘real’ system using this method, a parahydrogen

molecule interacting with a fixed water molecule using a trivial unity trial wavefunction.

We further develop a systematic method of optimizing the necessary parameters required

for our ground state simulations and introduce more complex trial wavefunctions to study

parahydrogen clusters and their isotopologues orthodeuterium and paratritium. The effect

of energy convergence with parameters is observed using the trivial unity trial wavefunc-

tion, a Jastrow-type wavefunction that represents a liquid-like system, and a normal mode

wavefunction that represents a solid-like system. Using a unity wavefunction gives slower

energy convergence and is inefficient compared to the other two. Using the Lindemann

criterion, the normal mode wavefunction acting on floppy systems introduces an ergodic-

ity problem in our simulation, while the Jastrow does not. However, even for the most

solid-like clusters, the Jastrow and the normal mode wavefunctions are equally efficient,

therefore we choose the Jastrow trial wavefunction to look at properties of a range of cluster
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sizes. The energetic and structural properties obtained for parahydrogen and orthodeu-

terium clusters are consistent with previous studies, but to our knowledge, we may be the

first to predict these properties for neutral paratritium clusters. The results of our ground

state simulations of parahydrogen clusters, namely the distribution of pair distances, are

used to calculate Raman vibrational shifts and compare to experiment. We investigate the

accuracy of four interaction potentials over a range of cluster sizes and determine that, for

the most part, the ab initio derived interaction potentials predict shifts more accurately

than the empirically based potentials for cluster sizes smaller than the first solvation shell

and the trend is reversed as the cluster size increases. This work can serve as a guide to

simulate any system in the nuclear ground state using any trial wavefunction, in addition

to providing several applications in using this ground state method.
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Chapter 1

Introduction

1.1 Hydrogen Clusters

The hydrogen molecule has a mass of approximately 2.0 amu and consists of only two

protons and two electrons[1]. Due to the coupling of the spins on the individual protons,

hydrogen has two nuclear spin states. The triplet nuclear spin state is referred to as

orthohydrogen and the singlet nuclear spin state is referred to as parahydrogen. Hydrogen

has a melting point of 14 K and a boiling point of 20 K, both at very low temperatures.

There are three main reasons why there is interest in studying hydrogen molecules. First,

it has a simple structure, which enables computational chemists to perform very accurate

calculations in a reasonable time frame. Also, the similar nuclear makeup of parahydrogen
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to helium has suggested that parahydrogen may exhibit superfluidity[2]. For this reason,

parahydrogen clusters have been the subject of important research both in theory[3, 4, 5,

6, 7, 8, 9, 10, 11, 12, 13] and in experiment[14, 15, 16, 17, 18]. Summaries of these studies

have also been presented in reviews by Navarro and Guardiola[19] and Tao Zeng[20].

1.2 Recent Research on Parahydrogen Clusters in the

Ground State

In the zero-temperature limit, where we expect parahydrogen clusters to exhibit full su-

perfluidity, ground state studies are primarily performed using Path Integral Monte Carlo

(PIMC) sampling[21] whether it be Diffusion Monte Carlo (DMC)[22] or Path Integral

Ground State (PIGS)[23, 24]. Some groups have studied parahydrogen clusters using

DMC[25, 26, 27], however it has been shown in a recent paper by Boninsegni and Moroni[28]

that DMC has an inherent population size bias based on the choice of trial wavefunction

that is used, which PIGS does not suffer from in principle. With PIGS, it can be shown

that exact ground state properties can be obtained by using any trial wavefunction that

overlaps with the exact ground state wavefunction, however these properties can be ob-

tained most efficiently when the trial wavefunction has the greatest overlap. This PIGS

method is also referred to as a variational path integral method[29, 30].
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For several years, Cuervo et al used PIGS with Monte Carlo sampling to simulate

ground state properties of helium[31] and then focused on small parahydrogen clusters

the following year[32]. The group subsequently applied PIGS to pure orthodeuterium

clusters[33] as well as parahydrogen clusters around an orthodeuterium trimer[34].

In 2009, Miura[35] developed a molecular dynamics analog to variational Monte Carlo

called Variational Molecular Dynamics (VMD), using Nosé-Hoover chains[36] as the ther-

mostat, which was shown to reproduce experimental results for liquid helium clusters in

the ground state.

Our group has recently developed a different molecular dynamics variant to the PIGS

method, using the Langevin equation thermostat, called LePIGS[37]. We will use this

method in this thesis to gain further understanding of parahydrogen clusters and heavier

bosonic isotopes and the results will be compared to previous research.

1.3 Thesis Outline

This thesis consists of several parts. The theory involved with our work is described in

Chapter 2. Benchmark calculations are performed in Chapter 3 to test the validity of

our new Path Integral Molecular Dynamics (PIMD) code which uses a recently upgraded

version of the Molecular Modelling Toolkit (MMTK)[38] with an implementation of the
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Path Integral Langevin Equation (PILE) thermostat[39]. The benchmark is the more

traditionally used Monte Carlo simulations as well as a basis set calculation to provide

‘exact’ energy and structural distributions. This will be achieved using a simple system

of one water and one parahydrogen. We further look at the low temperature properties

of parahydrogen clusters with a non-rotating water dopant. The results are compared to

PIMC simulations as before. In Chapter 4, we extend our focus to the zero temperature

limit as we benchmark a new method, LePIGS. We compare ground state energies and

other structural properties for a system of one parahydrogen interacting with a fixed water

molecule and the structural and energetic properties are compared to the results of a

basis set calculation. In Chapter 5, we develop a systematic method to run a LePIGS

simulation and compare the effects on energetic and structural property convergence using

different trial wavefunctions for systems of parahydrogen clusters and their isotopologues.

In Chapter 6 we apply the results of these simulations to calculate Raman vibrational shifts

and compare to experiment. Concluding remarks and future applications of this work are

discussed in Chapter 7.

4



Chapter 2

Theory

2.1 Statistical Mechanics and Path Integral Formula-

tion

Statistical mechanics is considered to be the science of determining macroscopic bulk ther-

modynamic properties from microscopic atomic/molecular properties by applying statis-

tics. One reason we use statistical mechanics is to identify the accessible quantum states or

energy levels of a particular system. Conceptually, many copies of a system are constructed

and these copies, called an ensemble, are left to equilibrate over time. The fundamental

postulate of statistical mechanics states that under equilibrium conditions, each copy can
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occupy any one of its accessible states with equal probability. All of the information about

this ensemble is stored in the partition function, which is a sum over all states. In the

canonical ensemble, a system is held under the conditions of constant number of particles

(N), volume (V ), and temperature(T ) over time. The partition function can be expressed

as a trace[40]

Z = Tr(e−βĤ) (2.1)

and β is defined as

β =
1

kBT
, (2.2)

where kB is the Boltzmann constant and T is the temperature. The Hamiltonian is the

sum of the kinetic and potential energy operators

Ĥ = K̂ + V̂ . (2.3)

If the coordinate representation of the partition function is used, the trace can be evaluated

using an integral

Z =

∫
dR 〈R| e−β(K̂+V̂ ) |R〉 . (2.4)

In classical mechanics this expression can be solved directly, since it is assumed that the

kinetic and potential energy operators commute, though this is not true in general for the
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quantum case. This problem can be solved by separating the exponential into P discrete

slices, subsequently called quantum beads, forming what will be known as the path integral.

The limit as P →∞ will give the exact quantum mechanical definition. In order to solve

the partition function in Equation 2.4, the following operator identity can be used [29]

eτ(K̂+V̂ )+τ2[K̂,V̂ ] = e−τK̂e−τV̂ , (2.5)

where

τ =
β

P
(2.6)

and [K̂,V̂ ] is the commutator for kinetic and potential energy operators. At the low τ

limit, the primitive approximation can be made

e−τ(K̂+V̂ ) ≈ e−τK̂e−τV̂ . (2.7)

Now, what is known as the Trotter factorization can be applied[41],

eβ(K̂+V̂ ) = lim
P→∞

[
eτK̂eτV̂

]P
. (2.8)
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The partition function can now be written in a convenient form by substituting the variable

Ω as the expression gained from a symmetrized version of the Trotter factorization[42]

Ω = e−
τ
2
V̂ e−τK̂e−

τ
2
V̂ (2.9)

Z =

∫
dR 〈R|ΩP |R〉 . (2.10)

To evaluate this partition function, it is convenient to split up the ΩP term by inserting the

resolution of identity operator (P −1) times. The partition function can then be rewritten

in the following cyclic manner

Z =

∫
dR1...dRP 〈R1|Ω |R2〉 ... 〈RP |Ω |R1〉 . (2.11)

The potential operator in the position representation is easily evaluated as the potential

energy at each Ri position

〈Ri|Ω |Ri+1〉 = e−
τ
2
V (Ri) 〈Ri| e−

τp2

2m |Ri+1〉 e−
τ
2
V (Ri+1) . (2.12)

Inserting a complete set of momentum eigenstates allows the kinetic energy operator to be

evaluated

〈Ri| e−
τp2

2m |Ri+1〉 =
( m

2πτ~2

) 1
2
e−

m
2τ~2 (Ri+1−Ri)2

. (2.13)
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The parameter ~ is the reduced Planck’s constant and m is the mass of the particle.

Substituting this equation into the partition function results in the final expression

Z = lim
P→∞

( m

2πτ~2

)P
2

∫
dR1...dRP

× exp

{
−

P∑
i=1

[ m

2τ~2
(Ri+1 −Ri)

2 + τV (Ri))
]}

.

(2.14)

There are many things to note about this equation. First, the partition function is the

sum over all the different R values that the quantum beads occupy. Thus, the partition

function is the path integral or the sum of all possible paths the particle can take. Second,

the exponential contains two distinct parts: a potential energy term evaluated at each bead

and also a term which resembles a harmonic oscillator between two neighbouring beads.

This is analogous to the path being represented by quantum beads connected by harmonic

springs. Also, with respect to the Hamiltonian, it is important to note that based on the

primitive approximation made above that the energy will have an error of τ 2 associated

with the commutation of the kinetic and potential energy. The final point, and one that

is very important to path integral dynamics, is that the equation states that in the limit

P →∞, the exact quantum definition of the partition function is satisfied. However, it

can also be seen that in the limit of P = 1, the exact classical definition is satisfied.
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2.2 Path Integral Ground State Formulation

When dealing with the zero-temperature limit, we require a different formulation[37]. To

calculate the expectation value of a property Â in the ground state, we require

〈A〉0 =
〈Φ0|Â|Φ0〉
〈Φ0|Φ0〉

=
1

Z0

〈Φ0|Â|Φ0〉 (2.15)

where Z0 is some pseudo-partition function of the form

Z0 =

∫
dR

∫
dR′ψT (R)〈R|e−βĤ |R′〉ψT (R′) . (2.16)

The imaginary time propagator 〈R|exp(−βĤ)|R′〉 can be factorized in the following way

〈R1|exp(−βĤ)|RP 〉 = 〈R1|exp(−τĤ)|R2〉〈R2|exp(−τĤ)|R3〉...〈RP−1|exp(−τĤ)|RP 〉

(2.17)

=
P−1∏
j=1

〈Rj|ρ̂|Rj+1〉 . (2.18)

where τ = β/(P − 1) and ρ̂ = exp(-τĤ) is the high temperature density operator.
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The pseudo partition function Z0 can now be written more compactly as:

Z0 =

∫
dR1...

∫
dRPψT (R1)

P−1∏
j=1

[〈Rj|ρ̂|Rj+1〉]ψT (RP ) . (2.19)

The Trotter factorization[41] taken to the second order as before, is now employed to obtain

the following expression,

Z0 = lim
P→∞

√
m (P − 1)

2πβ~2

∫
dR1...

∫
dRP exp {−τV ′(R)} (2.20)

where the effective potential V ′ is defined as

V ′(R) =
P−1∑
j=1

[
1

2
mω2

P−1(Rj −Rj+1)2

]
+

P∑
j=1

[cjV (Rj)] + V trial (R1) + V trial (RP ) . (2.21)

with ωP−1 = P−1
β~ and

cj =


1
2

if j = 1 or j = P

1 otherwise.

(2.22)

Since the ground state wavefunction has no nodes, we can write the potential term

contributed by the trial wavefunction as

11



V trial (R) = −1

τ
ln [ψT (R)] . (2.23)

The form given in Eq. 2.20 looks very similar to that of the partition function for

finite-temperature dynamics, although the path is not cyclical and the potential energy

function includes information about the ground state wavefunction through the end beads.

Going back to our initial problem, for a position-dependant property A, the expectation

value in the ground state 〈A〉0 can be written as[37]

〈A〉0 = lim
β,P→∞

1

Z0

∫
dR1...

∫
dRPA(RP+1

2
) exp {−τV ′(R)} , (2.24)

representing the primitive estimator of Â.

It is interesting to note that the potential energy of the molecule and the structural

distributions are obtained solely from the middle bead[31, 32]. This requires the number

of beads in the simulation to be an odd number. Also, as long as the trial function has

some overlap with the ground state, as τ→0, any trial function will give the exact ground

state results.

If an operator Â commutes with exp(−βĤ), then Â can be shifted towards the right

hand side such that it acts on the trial wavefunction |ψT 〉. The Hamiltonian is one such
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operator and performing this operation leads to the mixed estimator for the energy:

E0 =

〈
ĤψT (RP )

ψT (RP )

〉
0

(2.25)

where E0 is the ground state energy and R(P ) is the position of the end bead on the right.

We can also move Ĥ to the left side so that it acts on 〈ψT | since Ĥ is Hermitian. This means

that although the potential energy and structural properties are obtained solely from the

middle bead, the total energy can be obtained from both of the end beads, allowing us

to double our sampling of the energy. With respect to error in the energy estimator, the

convergence with τ is identical to that of the finite-temperature case since the same Trotter

factorization is invoked. However, in the ground state formulation, the error in the energy

also decays exponentially with β.

2.3 Langevin Equation Path Integral Ground State

It was observed above that the effective potential V ′ in the PIGS formulation reflects an

open chain. However, the PILE was derived from the canonical Hamiltonian of PIMD

that corresponds to a closed path[43]. We can re-write the Hamiltonian of the canonical

ensemble in terms of the ground state effective potential V ′ that includes extra potential

13



terms that reflect the trial functions (from Eq. 2.21)[37]

HP (p, q) = H0
P (p, q) + VP (q) (2.26)

VP (q) =
N∑
i=1

([
1

P

P∑
j=1

V ′(q
(j)
i )

]
+ V trial(q

(1)
i ) + V trial(q

(P )
i )

)
(2.27)

H0
P (p, q) =

N∑
i=1

P−1∑
j=1


[
p

(j)
i

]2

2mi

+
1

2
miω

2
P−1

[
q

(j+1)
i − q(j)

i

]2

 (2.28)

where (p, q) are conjugate position and momentum states. We also have achieved an open

chain since there is no circularity condition and there are P − 1 kinetic spring terms

as required. Also, note that an extra potential term is added to VP (q) due to the trial

wavefunction |ψT 〉 acting on the two end beads.

The PILE thermostat requires the Hamiltonian to be expressed in terms of normal mode

coordinates. Since PIGS is isomorphic with an open path, we can write modified normal

mode coordinates in terms of the Discrete Cosine Transform type II (DCT-II) matrix[37]

instead of the Fourier matrix which we were able to use for the closed path PIMD[43]. The

normal mode coordinates for PIGS are[37]:

p̃
(k)
i =

P−1∑
j=1

Ckjp
(j)
i , (2.29)
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q̃
(k)
i =

P−1∑
j=1

Ckjq
(j)
i , (2.30)

where the coefficients Ckj for normal mode k are defined as:

Ckj =


√

1
P

cos(πk(j − 1/2)/P ) k = 0√
2
P

cos(πk(j − 1/2)/P ) k > 0.

(2.31)

The ground state Hamiltonian H0
P now takes the desired form:

H0
P (p, q) =

N∑
i=1

P−1∑
k=0

[
p̃

(k)
i

]2

2mi

+
1

2
miω

2
k

[
q̃ki
]2

(2.32)

with ωk =2ωP−1 sin(kπ/(2P )). This Hamiltonian is much easier to deal with, since the ki-

netic spring terms are now decoupled to independent harmonic oscillators (normal modes),

whose equations of motion are analytical in the form of sines and cosines. As well, it is im-

portant to note that the individual beads are propagated first in the position representation

for the potential terms and then into the normal mode space for the kinetic spring terms.

We use the PILE thermostat to perform this propagation efficiently. The requirement is

that the momenta are scaled prior and following the propagation of the kinetic springs in
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normal mode space in the following way:

p̃
(k)
i ← c

(k)
1 p̃

(k)
i +

√
mi

β
c

(k)
2 ξ

(k)
i (2.33)

with

c
(k)
1 = exp

(
−∆t

2
γ(k)

)
, (2.34)

c
(k)
2 =

√
1−

[
c

(k)
1

]2

, (2.35)

where γ(k) is the Langevin equation friction on the kth normal mode, and ξ
(k)
i is a normally

distributed random number. The optimal Langevin frictions are determined analytically

for all modes, except for the zeroth normal mode corresponding to the centroid of the path.

These frictions take the form:

γ(k) =


1/τ0 k = 0

2ωk k > 0.

(2.36)

In this thesis, we calculate the autocorrelation time of the path centroid and use this as

our τ0 parameter.
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2.4 Relationship Between Trial and Ground State Wave-

function

The formulation of the Path Integral Ground State method is derived to obtain nuclear

ground state properties for a system described by this Hamiltonian:

Ĥ =
N∑
i=1

p̂i
2

2mi

+ V̂ (2.37)

where N is the number of particles in the system, p̂i is the momentum operator and

mi is the mass for particle i, and V̂ is the potential energy operator that describes the

interactions between all particles of the system.

Since the ground state wavefunction of a system is most often not known, we must use

a so-called ‘trial wavefunction’ ψT (R) in our simulation. Here R is a vector containing

the 3N Cartesian coordinates of the N atoms in three dimensions. The exact ground

state wavefunction in the position representation Φ0 (R) = 〈R|Φ0〉 is proportional to the

following integral:

Φ0(R) ∝ lim
β→∞

∫
dR′〈R| exp

(
−β

2
Ĥ

)
|R′〉ψT (R′) . (2.38)
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The parameter β/2 relaxes the trial wavefunction to the ground state wavefunction.

The following analysis of Equation 2.38 will illustrate why the chosen trial wavefunction

must overlap with the ground state wavefunction and why a trial wavefunction with more

overlap is ideal. We begin with the right hand side

exp

(
−β

2
Ĥ

)
|ψT 〉 . (2.39)

The trial wavefunction |ψT 〉 can be written as a linear combination of all orthonormal

nuclear ground and excited state wavefunctions, |Φi〉:

exp

(
−β

2
Ĥ

)
|ψT 〉 = exp

(
−β

2
Ĥ

)∑
i

ci|Φi〉 (2.40)

where ci is a coefficient representing the overlap between |ψT 〉 and |Φi〉. Now, using the

fact that Φi has an associated energy eigenstate of the Hamiltonian, Ei, we get:

exp

(
−β

2
Ĥ

)
|ψT 〉 = c0 exp

(
−β

2
E0

)
|Φ0〉+c1 exp

(
−β

2
E1

)
|Φ1〉+c2 exp

(
−β

2
E2

)
|Φ2〉+. . .

(2.41)

18



which can be re-written as:

exp

(
−β

2
Ĥ

)
|ψT 〉 = exp

(
−β

2
E0

)
×{

c0|Φ0〉+ c1 exp

[
−β

2
(E1 − E0)

]
|Φ1〉+ c2 exp

[
−β

2
(E2 − E0)

]
|Φ2〉+ . . .

}
. (2.42)

We know that each Ei is larger than E0 for i > 0, so in the β →∞ limit, the ground state

term is all that remains

lim
β→∞

exp

(
−β

2
Ĥ

)
|ψT 〉 = c0 exp

(
−β

2
E0

)
|Φ0〉 . (2.43)

The above is true unless the ground state is degenerate which is not the case for the systems

we are focusing on. Rearranging, and using the position representation, we arrive at an

expression that is equivalent to Eq. (2.38) above up to a proportionality constant

〈R|Φ0〉 ∝ lim
β→∞

exp

(
−β

2
Ĥ

)
〈R|ψT 〉 . (2.44)

It is important to note that any trial wavefunction with finite overlap with the trial

wavefunction will allow for the calculation of exact ground state properties given large

enough sampling, however, the extent of the overlap affects the convergence of ground state

properties. A trial wavefunction that has small overlap will require a longer projection time,
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β, in order to obtain exact results, whereas one with larger overlap will require a much

smaller β. In the limiting case where our trial wavefunction is orthogonal to the ground

state wavefunction and thus has no overlap, we will not be able to reproduce any ground

state properties. In the other case where our trial wavefunction is exactly the ground

state wavefunction, any value β can be chosen to reproduce ground state properties. It

is interesting to note that the error in β being a finite number in our simulation includes

information about excited states through the overlap of our trial wavefunction and the

excited state wavefunctions. It is also important to select a trial wavefunction with a large

overlap with the ground state wavefunction to further minimize the effect of the excited

states.

A significant difference between finite temperature PIMD and our LePIGS method

is how nuclear exchange is treated. In finite temperature PIMD, we require separate

algorithms (such as WORM[44]), to sample exchange. However, in LePIGS, we sample the

ground state wavefunction which already accounts for nuclear exchange! This is important

for bosonic systems, such as the hydrogen clusters that are studied in this thesis. Due to

bosonic symmetry, the ground state wavefunction must account for all N! permutational

isomers. This can be represented in the following way:

ψ0(~R) =
1

N !

N !∑
i=1

ψ0

(
Pi(~R)

)
(2.45)
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where P represents the N! configurational permutations.

2.5 Molecular Dynamics vs Monte Carlo Sampling

There are two main methods used to evaluate these path integrals, both at finite tem-

perature and in the zero temperature limit (ground state). This research will focus on

using molecular dynamics as the tool to simulate the systems of interest, although Monte

Carlo sampling has traditionally been used[43]. The goal of Monte Carlo is to randomly

sample path configurations. One such algorithm used under canonical ensemble conditions

is Metropolis sampling[45], where N particles are initially placed in the system in any

configuration. Beads of each particle are then moved one at a time, where each suggested

move takes the form

X → X + αξ1 , (2.46)

where X is the configuration of the particle prior to the move, α is the maximum speci-

fied distance of the move, and ξ1 is a random variable chosen between (-1,1) specifying the

actual distance of the move. The move is then accepted or rejected based on a probability

meant to conserve the distribution of the canonical ensemble. If the energy of the system

is lower after the move is made, the move is accepted. However, if the energy is higher

after the move is made, the move is accepted only if the following condition is satisfied
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ξ2 < e
(− ∆E

kBT
)
, (2.47)

where ξ2 is a different random number between (0,1), ∆E is the change in energy of the

system, kB is the Boltzmann constant, and T is the temperature of the system. If the move

is not accepted, the configuration of the particle remains at its initial configuration prior

to the suggested move. The next bead is then suggested a move and this sequence repeats

for each particle over a specified number of steps. Regardless whether the configuration

has changed or not, the configuration at each step is considered for all averages and energy

calculations.

In contrast to the purely random walk sampling method, molecular dynamics[46, 47]

uses generalized forcefields and equations of motion to move the atoms. As mentioned,

we use the Langevin equation or Langevin thermostat[43], as it ensures that the canonical

ensemble detailed balance is satisfied. It has been demonstrated with low temperature

quantum systems and has shown to be extremely accurate and efficient[39]. The Langevin

thermostat introduces a friction and Gaussian random force within the velocity term. This

ensures that for each degree of freedom, the equipartition theorem is on average satisfied

allowing the simulation to maintain a constant temperature. This friction value is chosen in

such a way to optimize the efficiency of the simulation, so it can not significantly impede
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the particle motions. The algorithm for updating the configurations of particles in the

Langevin equation is through the velocity at a time-step of ∆t. The velocity of a particular

bead j with mass mj of an atom is expressed as

vj = e(−∆t
2

)γvj +

√
1

βmj

[1− e(−∆t)γ]ξj (2.48)

where γ is the friction chosen to dampen the velocities and ξj is the bead specific

random number drawn from a Gaussian distribution of the form exp
[
−1

2
(∆t)2

]
.

Molecular dynamics has multiple advantages over Monte Carlo. The first advantage

is that a molecular dynamics simulation is performed in real time, using velocities and

time-steps, and in Monte Carlo the length of the simulation is determined only by number

of steps. This gives a more physical picture and also allows for the extension to Ring Poly-

mer Molecular Dynamics (RPMD)[48], which provides information on dynamic properties

and spectroscopic information. Another advantage is that the number of system-specific

parameters needed to design MC moves grows with the number of particles. In molecular

dynamics using the Langevin equation thermostat, the only parameters needed are the

friction value and a correlation time which apply to the whole system regardless of the

number of particles within it. Finally, Ing et al. showed that the efficiency between the

two methods is on the same time scale, where Monte Carlo is approximately 25% faster
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than dynamics[39].
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Chapter 3

Benchmark: Finite Temperature

Path Integral Langevin Equation

3.1 PIMD proof of principle : (Fixed H2O)-pH2

The first step is to confirm that the PIMD code works for a system that consists of a

fixed water molecule and one parahydrogen molecule at a temperature of 0.37 K. The

goal is to confirm that a simulation that uses a large number of beads over a long enough

time period provides structural distributions and an energy (within error) of the exact

energy and distributions calculated with an appropriate basis set[12]. As mentioned in

the path integral theory section, the expected quadratic convergence of the energy with
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τ must also be confirmed. Finally, since calculation costs increase with the number of

beads, the minimum number required to give accurate energies and structural properties

must be determined. This will give insight into the number of beads necessary for larger

water-parahydrogen systems.

3.1.1 System Setup

The PILE thermostat[39] will be used to perform dynamics using the source code MMTK[38].

Due to the fact that the rotation of parahydrogen is much faster than that of water, the

water molecule only feels the spherically averaged potential of the parahydrogen. This

means that the parahydrogen molecule (pH2) can be considered a point-like particle[49], as

is discussed in a paper by Zeng et al.[12], which provides a 3D water-parahydrogen poten-

tial condensed from 5D using the adiabatic hindered rotor approximation. The adiabatic

hindered rotor approximation averages over the internuclear distance between the two hy-

drogen atoms in pH2 and an angle describing the relative orientation of the pH2 bond axis

with respect to the water molecule. It is this potential that will be used to construct the

forcefield. The water-parahydrogen system can be described by three coordinates:
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Figure 3.1: Co-ordinate system between water and a parahydrogen molecule (represented

as a pointlike particle).

(1) the distance, R, between the pH2 and the water centre of mass, (2) the polar angle

θ, and (3) the azimuthal angle χ. The energy estimator that will be used for the dynamics

is the centroid virial estimator, which is considered the most robust in the previous low

temperature study by Ing et al.[39]. The primitive estimator will be used to calculate the

PIMC energy.

The two parameters necessary to run an efficient simulation that gives independent

data points are the centroid friction and the correlation time. The centroid friction is

determined by running a microcanonical simulation and calculating the correlation times of

the structural properties of the centroid. The friction is the inverse of the longest centroid

correlation time. The simulation correlation time is determined by running a canonical

simulation and calculating the correlation times of the structural properties using any

bead. The longest correlation time is the one chosen for our simulation. The production
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run consists of running the simulation for 10 000 independent time steps. The total energy

and structural properties are averaged over all the beads at each independent step. A

parahydrogen molecule is placed in the system at an arbitrarily chosen position close to

the fixed water molecule and a steepest descent energy minimization is performed using

the source code MMTK [38]. The beads of the parahydrogen molecule are initially placed

on top of each other, so a short 0.1 fs equilibration is done to separate the beads. A large

enough timestep must be used so the parahydrogen can sample many different orientations

around the water molecule, but not large enough to allow for unphysical behaviour. A

basis set calculation, used previously by a member of our group and described in detail in

Ref. [12], will be the benchmark for our structural and energetic properties.

3.1.2 Results

The simulation is run using various numbers of beads ranging from P = 128 to P = 4096.

The energy convergence with τ is shown below in Figure 3.2, including a quadratic fit, and

the exact basis set result placed on the τ -intercept. It is important to note that all error

bars shown for the energy of a simulation represent standard errors.
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Figure 3.2: PIMD: Energy convergence with τ . Shown in blue are the energies obtained

from PIMD simulation of varying number of beads, P . The red curve is a quadratic fit

through the PIMD points, and the black point is the exact energy obtained from the basis

set calculation.

It is clear that there is a quadratic relationship between the energy and τ and that in

the limit as τ→0, the exact energy is reached within error. It must also be noted that

at the τ values corresponding to P = 1024 beads, the energy obtained from the PIMD

simulation is within 1 K or approximately 1.5% of the exact energy. This value will be used

as the minimum number of beads required to reach approximately the exact energy. It is

now important to look at the convergence between structural properties and the number
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of beads, shown in Figure 3.3. It should be noted that for a structural property A, the

distributions ρ(A) take the form

∫
dAρ(A)A = 1 . (3.1)

Figure 3.3: PIMD: Structural property convergence with number of beads, P . Shown in

black are the exact distributions obtained from the basis set calculation.
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The exact distributions of the structural properties are eventually obtained by increas-

ing the number of beads. Also, it is important to note that the minimum number of beads

required to reach the exact distributions is approximately P = 768. However, there is one

small issue that must be clarified in regards to the distribution of the azimuthal angle χ.

Based on the ergodic assumption which states that all orientations may be sampled over

a sufficiently long time period, the parahydrogen molecule should be able to travel across

the high energy barrier to the other side of the water molecule as it is symmetric and one

side should not be favoured over the other. In reference to Figure 3.4 below, this is not

the case.

Figure 3.4: Ergodicity problem in PIMD for the angle χ. Isosurface (on left) shows the dis-

tribution of the parahydrogen molecule only on one side of the symmetric water molecule.

Angular (χ) distribution (on right) shown for PIMD, PIMC, and basis set calculation.
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In PIMD (and PIMC) the parahydrogen molecule appears to be ‘stuck’ on one side

and is not able to cross the high energy barrier. Understanding that the water molecule

has C2v symmetry, the exact distribution of χ is multiplied by two since the density of the

parahydrogen that should be evenly distributed on both sides is now only found on one

side during the simulation. It is this modified χ distribution that agrees with those given

by PIMD and PIMC. Although molecular dynamics has this so-called ergodicity problem

for this system, it should be noted that the other simulation method, PIMC, also has this

problem. To summarize the results, as expected the molecular dynamics code provides

the exact structural and energetic properties benchmarked against a basis set calculation.

The energy convergence with τ was quadratic as expected and in the limit as τ→0, the

exact energy was acquired. The minimum number of beads necessary to obtain the exact

properties is P = 1024, since the energy convergence took more beads than the structural

property convergence. Molecular dynamics for this system at low temperature introduced

an ergodicity problem, however, this is not a big problem as PIMC sampling also introduces

this problem.
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3.2 PIMD benchmark vs PIMC : (H2O)-(pH2)n

Having determined parameters, such as number of beads, friction, and autocorrelation

time, the next step is to apply these parameters to systems involving larger clusters of up

to 13 parahydrogen molecules. One set of parahydrogen clusters to be simulated with the

water dopant will be treated as fixed and another set will have a translating, rigid water

dopant. However, water rotation will not be accounted for since rigid-body rotation has

not yet been implemented in our PIMD code. The energies will be benchmarked against

the more traditional PIMC code. The expected result is that the energies for all cluster

sizes will be within error of the benchmark PIMC code. The expected difference in the

energy of a translating water should be higher than that of a fixed water since the energy

increases when adding additional degrees of freedom.

3.2.1 System Setup

We must now introduce a parahydrogen intermolecular potential, so we choose the Buck

potential[50]. The parameters determined in the previous section will be used for all cluster

sizes. The translating water molecule will also be represented by the same number of beads,

P = 1024, as the parahydrogen molecule.
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3.2.2 Results

For cluster sizes of n = 1 − 13, the energy per parahydrogen molecule is shown in Figure

3.5 for both a fixed and translating water molecule.

Figure 3.5: PIMD: Energy per pH2 molecule of parahydrogen clusters of size n = 1 − 13

with a fixed and translating dopant water molecule. Errors are contained within the plotted

points.

It can be seen that the energies obtained from PIMD match up very well against

the benchmark of PIMC. However, there are some discrepancies at n = 9, 11. Since the

energies from PIMC are always slightly higher than those from PIMD, this may be due
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to an ergodicity problem in PIMC that is not present in PIMD at larger cluster sizes.

However, more work is required to confirm this suggestion.

3.3 Conclusions

Overall, the objective of these benchmarks are to confirm that the PIMD code using the

Langevin equation in MMTK gave the correct properties and convergence behaviour. We

successfully simulate a parahydrogen interacting with a fixed water and we obtain the same

energy and structural properties as our benchmark basis set calculation. We also confirm

the energy convergence with τ is quadratic. Using these results, we extend our system to

a cluster of parahydrogen molecules surrounding both a fixed water molecule and one that

is translating, but remains rigid. Since our system is too large to perform the same basis

set calculation, we choose the traditional PIMC method as our benchmark. The energies

we obtain as a result of our MD simulation agree very well to those from PIMC, however

there are a few cluster sizes where the energies differ, which may represent an ergodicity

problem in our PIMC runs not present in our PIMD simulations. Future work is required

to confirm this.
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Chapter 4

LePIGS proof of principle : (Fixed

H2O)-pH2

4.1 Introduction

This chapter1 will cover one of the first ground state tests of a complex system using

molecular dynamics. Similar to the PIMD proof of principle, the goal will be to ensure

that the energy and structural distributions agree with the exact ground state or zero-

temperature energies and structural properties obtained from a basis set calculation[12].

1Sections of this paper have been reprinted with permission from S. Constable, M. Schmidt, C. Ing,
T. Zeng, and P.-N. Roy, “Langevin Equation Path Integral Ground State”, J. Phys. Chem. A, 2013, 117
(32), pp 74617467,http://dx.doi.org/10.1021/jp4015178. Copyright 2013 American Chemical Society.
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A feature that is not present in PIMD, but is found in LePIGS[37] is the convergence of β.

If β is too low, even in the limit of τ→0, we will not obtain the correct energy and structural

distributions. The final goal is to confirm that the energy convergence with the parameters

β and τ agrees with theory. For simplicity, the most basic trial function is implemented,

ψT = 1. Noted in the PIGS theory section is that the total energy is evaluated by the

energy of the end beads only and the structural properties are determined from the middle

bead only. The number of independent time steps for the simulation must be increased

to 100 000 to reduce statistical error. The β convergence must be done first and once the

correct β parameter has been chosen, the τ convergence can be completed. The smallest

β and largest τ are optimal as these minimize the number of quantum beads required for

the simulation. It is expected that the convergence of β and τ will agree with theory and

using large enough β and small enough τ values, the structural distributions and energy

from LePIGS will agree with the exact calculations obtained from the basis set.

4.2 System Setup

The LePIGS method[37] was implemented in the freely available MMTK[38] based on the

implementation of PILE by Ing et al[39]. The DCT code was provided by the FFTW [51]

package. The method for our basis set calculation is described in detail in Ref. [12] and
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only differs from the one used in Section 3.1 by the temperature. Since the basis set code

requires a temperature, we use T = 0.0000001 K to approximate zero temperature.

4.3 Results

The first application to a ‘real’ system using this technique is the water-parahydrogen

dimer. As before, the water molecule is treated as a fixed molecule and provides an ex-

ternal potential to the parahydrogen molecule, treated as a point-like particle. The water-

parahydrogen potential we use is from Ref. [12]. This potential has recently been used by

our group study a parawater molecule embedded in superfluid hydrogen clusters[52].

The Hamiltonian for a system consisting of a parahydrogen particle of mass m and a

fixed H2O is,

HH2 =
p2

2m
+ VH2−H2O (R) , (4.1)

where R is the position of the point-like hydrogen molecule in the water molecule frame.

In order to perform the simulations, three parameters need to be determined, the

time step dt, the centroid friction γ(0), and the correlation time of the system which is

needed to obtain time-independent data points. A time step dt = 2.0 fs was chosen

based on experimentation and previous low temperature path integral molecular dynamics
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simulations[39].

Several steps are needed to determine the centroid friction value. First we perform an

energy minimization to get our initial configuration, followed by a short LePIGS simulation

without friction, but skipping enough steps to ensure uncorrelated configurations. Using

each of these uncorrelated configurations as initial configurations, a microcanonical ensem-

ble simulation is run (holding constant number of atoms, volume, energy). The friction

value chosen is the averaged time-correlation of structural properties over all the micro-

canonical ensemble simulations. Once the centroid friction is determined, we run another

short LePIGS simulation using that friction and not skipping any steps. The correlation

times are then determined for each of the structural properties. The longest correlation

time is the one used for the simulation.

The ‘exact’ energy, radial distribution and angular distributions were obtained using

a basis set calculation for a parahydrogen interacting with a fixed water molecule using

the approach of Ref. [12]. The definitions of these distributions are the same as in the

last section using Figure 3.1. The energy convergence diagram of β is shown in Fig. 4.1.

However, the energy will not converge to the ‘exact’ value since our τ value is not ideal.

This is not a concern, since the energy will just converge to a lower energy value than the

exact ground state energy.
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Figure 4.1: Exponential convergence of the LePIGS E0 with respect to β for the water-

parahydrogen dimer (τ = 0.007 K−1).

A β value of 1.00 K−1 is chosen, since it is safely in the region of the converged energy

value. Using this β value, the energy convergence with τ is shown in Fig. 4.2. The black

points are the LePIGS simulation energies and the red dashed line is the ‘exact’ energy.

The blue curve is the quadratic fit with the blue point as the energy extrapolated to the

τ = 0 limit with it’s associated error. The LePIGS simulation obtains the exact energy

within error at τ = 0.001 and in the limit as τ = 0.
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Figure 4.2: Convergence of the LePIGS E0 of the water-parahydrogen dimer with respect

to τ for β = 1.00 K−1. A parabolic fit to the data is shown as a solid line. The exact value

obtained from explicit diagonalization is shown as a dashed line.

The convergence of the radial and angular distributions with β and τ are also shown

below and compared to the ‘exact’ distributions. Figures 4.3, 4.4, and 4.5 show the struc-

tural distribution dependence on τ . When varying β, there is only a significant difference in

the θ distribution shown in Figure 4.6. In all cases, convergence is systematically achieved

when β (τ) is sufficiently large (small).
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the exact distribution.
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Figure 4.4: Angular distribution of θ for β=1.00 K−1 at two different τ values. The circles

represent τ=0.050 K−1, the triangles represent τ=0.001 K−1, and the solid line represents

the exact distribution.
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Figure 4.5: Angular distribution of χ for β=1.00 K−1 at two different τ values. The circles

represent τ=0.050 K−1, the triangles represent τ=0.001 K−1, and the solid line represents

the exact distribution.
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Figure 4.6: Angular distribution of θ for τ=0.007 K−1 at two different β values. The circles

represent β=0.400 K−1, the triangles represent β=1.0 K−1, and the solid line represents

the exact distribution.

4.4 Concluding Remarks

We have successfully calculated the ground state energy and structural properties of the

water-parahydrogen dimer and our results agree with our basis set calculation benchmark.

We have also successfully shown the quadratic behaviour of energy convergence with τ and

the exponential behaviour of energy convergence with β. As a result, we conclude that the

LePIGS method is practical and accurate.
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Chapter 5

Inclusion of trial functions in the

Langevin equation Path Integral

Ground State method: application to

parahydrogen clusters and their

isotopologues
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5.1 Introduction

In the last chapter, we only use a trivial trial function ψT = 1 to perform our LePIGS

simulation. This chapter1 will explore ground state properties of parahydrogen clusters and

the effect of three different trial wavefunctions on the convergence of the parameters β (the

imaginary projection time) and τ (the imaginary time step). We also thoroughly describe

a systematic method to optimize the parameters of a LePIGS[37] simulation: the centroid

friction, correlation time, and timestep dt. We extend this study to orthodeuterium (oD2)

and paratritium (pT2) clusters and compare the effectiveness of using a liquid-like and solid-

like trial wavefunction for systems involving heavier isotopes. As of today, we have not

found previous literature values for ground state properties of tritium molecular clusters,

though previous work has looked at clusters of spin-polarized tritium atoms.[53] This will

be the first systematic study of the ground state properties of small paratritium clusters.

We closely examine the effect of two trial wavefunctions that represent a solid-like and

liquid-like cluster on three cluster sizes N = 4, 8, 13 for parahydrogen, orthodeuterium,

and paratritium. We then use these results to extend to the full cluster range from N =

4− 19, 33.

1This chapter (including some of the figures) has been reprinted or adapted from a manuscript (M.
Schmidt, S. Constable, C. Ing, and P.-N. Roy, “Inclusion of trial functions in the Langevin equation Path
Integral Ground State method: application to parahydrogen clusters and their isotopologues”) submitted
for publication and currently under second revisions in The Journal of Chemical Physics
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5.2 Lindemann Criterion

Whether hydrogen clusters are ‘solid-like’ or ‘liquid-like’ is a subject of much debate. As

mentioned in the introduction, we intend to test the effect of different trial wavefunctions,

one that favours a solid-like structure and one that favours a liquid-like structure, to see

the effect on convergence of ground state properties. One such method in determining

whether these clusters are solid-like or liquid-like and if the trial wavefunctions that we

use bias towards a solid or liquid structure is the Lindemann melting criterion[54]. This

criterion compares the relative root mean squared displacement of the bond lengths of a

system to some threshold value. This threshold value may vary from 5-20% depending on

the cluster size, although is generally assumed to be 15%[55]. In work by Cuervo et al.[33],

the following definition of δL was used,

δL =
2

N(N − 1)

∑
i<j

(
〈r2
ij〉 − 〈rij〉2

)1/2

〈rij〉
, (5.1)

where 〈· · · 〉 denotes the simulation average for each of the interparticle distances rij between

particles i and j. It should be noted that the particles are distinguishable in this definition,

therefore we call this quantity the “specific” Lindemann value. They also define a modified

Lindemann quantity which treats the particles as indistinguishable, which they call the
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“generic” Lindemann value,[33]

δLG =
(〈r2〉 − 〈r〉2)

1/2

〈r〉
, (5.2)

where 〈· · · 〉 denotes the simulation average and the average over all pairs of particles.

It was proposed that when these two quantities are the same, the cluster can be considered

liquid-like and when the two quantities differ significantly[33], the cluster can be considered

more rigid or even solid-like. This is one definition that we will use to determine the rigidity

of our clusters and how we describe the effect of the trial wavefunction on the end beads.

However, it should be noted that in the limit of a very long simulation, the generic and

specific Lindemann measures should give the same values since all exchanges have been

sampled. Therefore the difference of the Lindemann values is a measure of ergodicity of

the simulation.

A Lindemann value for quantum clusters was proposed in 2011 by Guardiola and

Navarro[56]. This new parameter, which we will refer to as δQ for ‘quantum’, is a true

observable and is defined as

δQ =
√
N − 1

√
〈
[∑

i<j r
2
ij

]2

〉 − 〈
∑

i<j r
2
ij〉2

〈
∑

i<j r
2
ij〉

. (5.3)
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Note, that it is the fluctuation of the observable

O =
1

NP

∑
i<j

r2
ij (5.4)

with a pre-factor of (N - 1)1/2. They conclude that clusters are liquid-like for approxi-

mately δQ > 0.30 and solid-like for approximately δQ < 0.20, and in between both phases

co-exist.

We have also defined a similar observable, although ours is not of the square of the

pair distance, but the pair distance itself. We call it δF as it is a true fluctuation of pair

distance defined as

δF =

√
〈
[∑

i<j rij

]2

〉 − 〈
∑

i<j rij〉2

〈
∑

i<j rij〉
. (5.5)

With this definition, we can not claim which values represent liquid-like or solid-like

clusters, but use this only as an alternative comparison to the other methods listed above

and to view it’s evolution with cluster size.

For the case study models, N=4, 8, and 13, only the Lindemann specific and generic

will be used to determine ergodicity effects. However, the ‘quantum’ Lindemann and

fluctuation of pair distances approach will be calculated for the full range of cluster sizes
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and compared to the specific and generic Lindemann values.

5.3 System Setup

5.3.1 Trial Wavefunctions

We investigate the effect of 3 different trial wavefunctions, therefore varying the degree of

overlap with the exact ground state wavefunction of these hydrogen clusters. The first is

a unitary trial function taking the form:

ψT = 1 (5.6)

This wavefunction is a very crude guess, however, it ensures some overlap with the

ground state wavefunction. The energy using the mixed estimator results in,

ĤψT (R)

ψT (R)
=

(
− ~2

2m
∇2 + V (R)

)
ψT (R)

ψT (R)
= V (R) , (5.7)

where Ĥ is the Hamiltonian of the system, ψT (R) is our trial wavefunction, ~ is the reduced

Planck’s constant, m is the mass of the particle, ∇ represents the gradient, and V (R) is

the potential energy of the system.
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The second trial wavefunction is a Jastrow-type wavefunction that incorporates infor-

mation on the hard-core repulsion between molecular pairs,

ψT = exp

{
−1

2

∑
i<j

(
b

rij

)5
}

(5.8)

This wavefunction was used by Cuervo et al. for parahydrogen clusters[32]. The parameter

b is the inter-particle distance that reflects the onset of the hardcore repulsion and rij is

the magnitude of the end bead displacements between a pair of hydrogen molecules. For

hydrogen clusters, b = 3.65 Å. The energy for this wavefunction using the mixed estimator

is:

ĤψT (R)

ψT (R)
=

(
− ~2

2m
∇2 + V (R)

)
ψT (R)

ψT (R)
=

~2

2m

∑
i<j

{
10b5

r7
ij

−
∑
α

[
5b5

2r7
ij

αij

]}
+ V (R) (5.9)

where αij is the Cartesian displacement of the end beads.

The third trial wavefunction that will be used is a normal mode trial wavefunction,

which includes information about collective motions of the particles relative to a given

minimum potential energy structure. In this study, the minimum structure will correspond

to the classical Lennard-Jones global minimum structure[57] using σ = 3.00 Å followed by

a steepest descent energy minimization with the Buck potential[50].
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ψT = exp

{
− 1

2~

3N−6∑
k

ωkQ
2
k

}
(5.10)

The parameters ωk are the frequencies associated with each of the mass-weighted normal

modes Qk and N is the number of particles in the system. The number of vibrational

normal modes is 3N − 6 for non-linear systems. The energy using the mixed estimator for

this normal mode wavefunction is

ĤψT (R)

ψT (R)
=

(
− ~2

2m
∇2 + V (R)

)
ψT (R)

ψT (R)
=

{
3N−6∑
k

~ωk
2
−

3N−6∑
k

1

2
ω2
kQ

2
k

}
+ V (R) . (5.11)

It is important to note that the first sum in the brackets is exactly the harmonic oscillator

zero point energy.

5.3.2 Computational Details

The LePIGS method was implemented by Constable et al.[37] in the freely available

MMTK[38], based on the implementation of PILE by Ing et al.[39]. The DCT code was

provided by the FFTW package[51]. The hydrogen potential is from Buck et al.[50]. We use

the following masses for pH2: 2.015625035 amu, oD2: 4.02820356 amu, and pT2: 6.0320984

amu and a Boltzmann constant: kB=0.0083144621 kJ·mol−1·K−1.
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Our initial configurations for our case studies, N=4, 8, and 13, come from the Lennard

Jones classical global minima of the Cambridge Cluster Database[57] and we use σ=3.00Å.

For the range of cluster sizes, we only use the classical global minimum configurations

for N=4,8,13,19,33. For the intermediary clusters, we choose the first N configurations.

For example, the initial configuration for N=14 is chosen from the first 14 atoms from

the N=19 classical global minimum co-ordinate set. We then perform a steepest descent

energy minimization using the Buck potential and the trial wavefunction (as it adds an

extra potential term to the end beads). The system then equilibrates for 5.0ps to separate

the beads.

5.3.3 Parameter Optimization

There are two parameters that must be properly chosen in order to maximize the efficiency

of the PILE thermostat. The first is known as the centroid friction. The PILE thermostat

requires that the centroid friction γ0=1/τ0, where τ0 is the correlation time for the cen-

troid mode. Ceriotti et al.[43] showed that choosing a friction too large will dampen the

system too severely and will affect the true correlation times of energetic and structural

properties. However, when no friction is placed on the centroid, this mode is effectively

sampled without a thermostat and thus will not efficiently relax to the canonical ensemble

equilibrium.
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We borrow the techniques of RPMD[48] to determine this correlation time, although

we are not interested at this point in extracting any dynamic data. We perform 2000

microcanonical ensemble simulations starting from independent configurations generated

by a Boltzmann distribution through a canonical ensemble simulation. We then generate

the normalized autocorrelation function of the interparticle centroid distance for each of

those 2000 simulations and average them at each time step. The result of the averaged

centroid pair distance autocorrelation functions for (pH2)4 and (oD2)13 are shown below in

Fig. 5.1.
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Figure 5.1: Normalized autocorrelation function of the centroid pair distance for (pH2)4

and (oD2)13.

We see that they decay smoothly to about the value of zero, which is what is ex-

pected. We choose the correlation time at which the autocorrelation function is equal to
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Euler’s number e. This is because we assume, all things being equal, the decay rate of the

autocorrelation function C(t) to be first order,

C(t) = exp

(
− t
τ

)
(5.12)

so when we set t = τ , our autocorrelation function becomes e−1. Our friction value becomes

γ0 = 1/τ0.

Using a microcanonical ensemble simulation to determine the centroid friction has been

done for the PILE thermostat for low temperature simulations by Inget al.[39], however

we perform an average over many microcanonical simulations to get a more accurate de-

termination of the friction. Although in RPMD and low temperature PIMD, the polymer

forms a closed ring compared to the open string polymer formed in a LePIGS simulation,

the thermostat still acts on the centroid (or zeroth normal mode) so there should be no

problem applying this method.

However, the ‘best’ friction is one that gives us the smallest correlation time. As in

Ceriotti et al,[43] we plot the correlation times as a function of the log of the friction to

determine the optimal friction. We use the (pH2)4 system and all of our trial wavefunctions

for this study. We choose friction values of interest, including zero friction, a friction

corresponding to Muser’s rule of thumb[58] which is γ0 = 0.01/dt, the friction from the
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LePIGS theory[37] which is the inverse of the centroid correlation time, and a number of

‘guess’ frictions to fill in the plot.

To calculate our correlation times, we perform a 1.0 ns simulation using centroid friction

and calculate the correlation times for the properties of interest. We are interested in the

total energy and the middle bead distances from which we determine structural properties.

However, it is difficult to obtain a good correlation time of the middle bead distances

since we can only do it for individual pairs of atoms and we wish to obtain a property

of the whole system. Instead, we calculate the correlation time of the potential energy,

which is a function of all of the middle bead pair distances in the cluster. The method we

use to choose the correlation time from the normalized autocorrelation functions for these

properties is the same way we choose the correlation time for the centroid friction using

Eq. (5.12).

The correlation times for various friction values are shown below for the normal mode,

the Jastrow, and the unity trial wavefunctions in Fig. 5.2. For each plot, it is interesting to

note that the total energy correlation time is relatively constant for each trial wavefunction.

This is an indication of the robustness of a Langevin equation based sampling approach.
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Figure 5.2: Correlation times of potential energy and total energy for the (pH2)4 system us-

ing the (a) unity, (b) Jastrow, and (c) normal mode trial wavefunctions at various centroid

friction values.

Since there is nothing to indicate that the friction from LePIGS theory is not ideal, we
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will use γ0 = 1/τ0. The results of our friction and correlation times for both the middle

bead and the end bead are shown in Table 5.1. The bold values represent the correlation

time we used in our simulations as it is the longest of the two correlation times.

We also perform a full time step study for all trial wavefunctions and all hydrogen

isotopes for cluster size N = 4 and for (oD2)13 using the normal mode trial wavefunction.

We choose this one case to be a representative for the time step associated with all isotopes

and trial wavefunctions for N = 13. For each study, we run a full simulation of 105

independent steps at various values of dt and plot the total energy vs. dt. We choose the

largest value of dt at which the total energy converges. For illustration, refer to Fig. 5.3

for the total energy convergence for (pH2)4 using the various trial wavefunctions.
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Figure 5.3: Total energy convergence of (pH2)4 with time step dt using various trial wave-

functions.
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The results shown in Table 5.1 also include the time step, dt, that give us a converged

value for the total energy. For (oD2)13, the total energy converged at a time step dt = 3.0fs

for that case. This lower timestep is expected since as cluster size grows, it becomes

more solid-like. We then choose dt=5.0fs for all isotopes and wavefunctions for N = 8, a

reasonable estimate that falls between the time steps used for N = 4 and N = 13.
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Table 5.1: Parameters used for our LePIGS simulations. Simulation values are in bold.

System ψT γ0 (ps−1) Correlation Time (ps) dt (fs) β (K−1)
rmid rend

(pH2)4 Unity 1.0/1.97 0.065 0.041 7.5 1.25
Jastrow 1.0/2.00 0.067 0.200 7.5 1.25

Normal Mode 1.0/1.15 0.074 0.084 5.0 2.00

(oD2)4 Jastrow 1.0/1.60 0.082 0.309 10.0 1.00
Normal Mode 1.0/0.71 0.078 0.101 5.0 1.75

(pT2)4 Jastrow 1.0/1.10 0.093 0.323 5.0 1.25
Normal Mode 1.0/0.60 0.095 0.112 5.0 1.25

(pH2)8 Jastrow 1.0/3.30 0.065 0.193 5.0 1.00
Normal Mode 1.0/2.60 0.063 0.076 5.0 1.50

(oD2)8 Jastrow 1.0/2.86 0.075 0.285 5.0 1.00
Normal Mode 1.0/2.10 0.077 0.087 5.0 1.50

(pT2)8 Jastrow 1.0/2.27 0.089 0.292 5.0 1.00
Normal Mode 1.0/2.10 0.083 0.094 5.0 1.50

(pH2)13 Jastrow 1.0/2.40 0.067 0.193 3.0 0.80
Normal Mode 1.0/0.49 0.071 0.064 3.0 1.00

(oD2)13 Jastrow 1.0/0.43 0.074 0.269 3.0 0.80
Normal Mode 1.0/0.33 0.073 0.074 3.0 1.00

(pT2)13 Jastrow 1.0/0.39 0.080 0.294 3.0 0.80
Normal Mode 1.0/0.33 0.081 0.082 3.0 1.00

Now that the centroid friction, correlation time, and timestep parameters have been

determined, the energy convergence with the relaxation parameters β and τ can be per-

formed for each system. We evaluate the effectiveness of our trial wavefunction by how the

energy converges with these parameters β and τ .
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5.4 Results and Discussion

5.4.1 A small equivalent molecule cluster: N = 4

We first look at a small system, (pH2)4, where all molecules are equivalent. We look at

the energy convergence with β using all three trial wavefunctions. The top panel of Fig.

5.4 shows the convergence of total energy with respect to β for τ = 0.007K−1 for each

wavefunction.
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Figure 5.4: Total energy convergence of (a) (pH2)4, (b) (oD2)4, and (c) (pT2)4 with relax-

ation parameter β using various trial wavefunctions.

The first observation is that the energy does not converge to the same value for each
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trial wavefunction. This is due to the τ systematic error, since some trial wavefunctions will

take longer to converge than others. We choose a non-ideal τ value so that we capture the

full effect of the β parameter and this means we converge to an energy that is not the exact

ground state energy. It is also interesting that we have more data points for lower β values

using the normal mode wavefunction. Since hydrogen is a very weakly bound system, it

can dissociate during the simulation. However, the strength of applying a normal mode

wavefunction on the end beads has the ability to keep the system together when hydrogen

is represented as smaller chains. Table 5.1 shows our β values at which our energy safely

converged.

Using these β values, we then perform our energy convergence with τ for each wave-

function. For (pH2)4, the results are shown in Fig. 5.5 (a). It is clear that all three

wavefunctions converge to the same value within error at low τ . This is expected, since

the PIGS theory states that any trial wavefunction with overlap with the ground state

wavefunction should reproduce ground state properties. It is also clear that the Jastrow

and normal mode trial wavefunctions converge much more quickly than that of the unity

trial wavefunction. For this reason, in all further cases we will only compare the effects of

using the Jastrow and normal mode trial wavefunctions.
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Figure 5.5: Total energy convergence of (a) (pH2)4, (b) (oD2)4, and (c) (pT2)4 with pa-

rameter τ using various trial wavefunctions.
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To gain further insight, we compare the radial distributions of the end bead for each

of the trial wavefunctions using their converged β value and τ = 0.001 K−1 in Fig. 5.6 (a)

for (pH2)4. We define our radial distribution, g(r), as:

4π

∫
drg(r)r2 = N − 1, (5.13)

where N is the number of particles in the system.

Using the reference distribution of the unity trial wavefunction, we notice that the

effects of adding the Jastrow wavefunction and introducing the hard-core repulsion term

shifts the distribution to the right. However, using the normal mode trial wavefunction,

the distribution of the end bead is very peaked and much less broad indicating the strength

of this trial wavefunction to attempt to enforce a fixed geometry.
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Figure 5.6: (a) Radial distribution of the end bead for (pH2)4 and (b)-(d) ground state

g(r)s for (pH2)4, (oD2)4 , and (pT2)4 respectively using various trial wavefunctions.

It is important to determine if the trial wavefunction has any biasing effects towards

ergodicity of our simulation. Since the trial wavefunction is essentially an additional po-

tential term or force acting on the end beads, it introduces additional ergodic properties on

the system on top of those due to the interaction potential that could affect the efficiency

of the sampling in our simulation. To ensure that no ergodicity problems occur in our
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simulation, due to our trial wavefunction, we compare the middle bead radial distributions

for each of the trial wavefunctions, since the middle bead radial distribution reflects the

true ground state distribution of the system.

In reference to Fig 5.6 (b), the middle bead radial distributions using all three trial

wavefunctions overlap, indicating that there is no effect on the distributions when varying

the trial wavefunctions used in this study. We extend this study to two heavier isotopes,

to determine if changing the mass affects the effectiveness of the trial wavefunctions. Once

again, we perform our total energy convergence with the parameter β, represented in Figs.

5.4 (b) for (oD2)4 and (c) for (pT2)4. The values that we choose are summarized in Table

5.1. For both of these systems, it should be noted that there is a slight difference in the

total energy of approximately 0.1 K−1 when using the different wavefunctions at the β

values we choose. This could be due to the total energy not quite being converged with

respect to β.

We now look at the total energy convergence with τ , shown for both the Jastrow and

normal mode wavefunctions in Fig. 5.5 (b) for (oD2)4 and (c) for (pT2)4. The results are

interesting. Unlike for (pH2)4, where the total energy converges to the same value for all

wavefunctions in the limit of τ = 0, we see a difference of up to 0.1 K−1 in the zero-tau

limit for the heavy isotopes. This could be due to the total energy convergence with β, as

mentioned above. We also compare the radial distribution functions for (oD2)4 and (pT2)4
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in Fig 5.6 (b) and (c), respectively, and we obtain the same distribution regardless of which

trial function is used.

Shown below in Table 5.2 are the specific and generic Lindemann criteria, where these

values use the pair distance for the end beads, which represents the actual effect of the

trial wavefunction, and the middle bead, which represents the true pair distance between

molecules.

Table 5.2: Lindemann values for all isotopes and wavefunctions for cluster size N = 4

System Property Wavefunction Lindemann Value (Specific) Lindemann Value (Generic)

(pH2)4 End Bead Unity 0.351 0.351
Jastrow 0.337 0.337

Normal Mode 0.215 0.215
Middle Bead Unity 0.255 0.255

Jastrow 0.255 0.256
Normal Mode 0.254 0.254

(oD2)4 End Bead Jastrow 0.252 0.252
Normal Mode 0.159 0.159

Middle Bead Jastrow 0.174 0.174
Normal Mode 0.171 0.171

(pT2)4 End Bead Jastrow 0.214 0.214
Normal Mode 0.137 0.137

Middle Bead Jastrow 0.144 0.144
Normal Mode 0.144 0.144

If we look at the Lindemann values for the middle bead of each system and wavefunction,

the Lindemann specific agrees with the Lindemann generic for all systems. Based on the

criterion above, all isotopes in the ground state are liquid-like. It is also interesting to

look at the effect of the trial wavefunction on the system as well, reflected by the end bead

pair distances. Looking at the Lindemann values for the end bead of each system and
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wavefunction, the Lindemann specific values agree with the Lindemann generic values for

all systems as well. This shows that all of our trial wavefunctions reflect the appropriate

state of the cluster, allowing for relaxation to the ground state wavefunction.

5.4.2 Extending to a floppy structure : N = 8

Shown in the top panel of Fig. 5.7 is the total energy convergence with respect to the

relaxation parameter β for the (oD2)8 system using both the Jastrow and normal mode

wavefunctions. We can comfortably use these β values, shown in Table 5.1, for all three

isotopes based on the analysis done in the previous section. We notice that the isotope

effect on β was very small when using the Jastrow wavefunction. For the normal mode

integrator, we notice that the isotope effect on β was small when moving from pH2 to oD2.

When extending to pT2, we notice that it takes a smaller β to converge the total energy,

so the larger β obtained from the oD2 study should also be converged.
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Figure 5.7: Total energy convergence of (a) (oD2)8 and (b) (oD2)13 with relaxation param-

eter β using various trial wavefunctions. The converged β values are used for parahydrogen

and paratritium systems as well.

We now look at the total energy convergence with respect to τ . For the pH2 cluster,

shown in Fig. 5.8 (a), we see a significant difference in the total energy in the τ=0 limit

between the Jastrow and normal mode wavefunctions.
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Figure 5.8: Total energy convergence of (a) (pH2)8, (b) (oD2)8, and (c) (pT2)8 with pa-

rameter τ using various trial wavefunctions.
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As before, the normal mode wavefunction gives a higher total energy. This phenomenon

is mimicked for the heavier isotopes as well, shown in (b) for oD2 and (c) for pT2. When

using the normal mode wavefunction, we must specify an equilibrium geometry. These

geometries were chosen from the classical Lennard-Jones structures for atoms. However,

for the cluster size of N = 8, the global minimum geometry is a pentagonal bipyramid

with a cap and it is clear that not every molecule is equivalent nor is it in an especially

stable configuration (magic number cluster). Looking at the radial distribution functions,

g(r), for the three isotopes shown in Fig. 5.9, the radial distribution functions are slightly

more peaked when using the normal mode wavefunctions than when using the Jastrow

wavefunction. This again is a sign that the normal mode wavefunction is slightly biased

towards the geometry we specified.
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Figure 5.9: Ground state g(r) of (a) (pH2)8, (b) (oD2)8, and (c) (pT2)8 using different trial
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We can once again look to the Lindemann values for an explanation, shown in Table

5.3. The trend is the same for all isotopes.

Table 5.3: Lindemann values for all isotopes and wavefunctions for cluster size N = 8

System Property Wavefunction Lindemann Value (Specific) Lindemann Value (Generic)

(pH2)8 End Bead Jastrow 0.335 0.335
Normal Mode 0.153 0.290

Middle Bead Jastrow 0.298 0.298
Normal Mode 0.271 0.296

(oD2)8 End Bead Jastrow 0.299 0.300
Normal Mode 0.122 0.280

Middle Bead Jastrow 0.275 0.275
Normal Mode 0.204 0.275

(pT2)8 End Bead Jastrow 0.284 0.287
Normal Mode 0.108 0.276

Middle Bead Jastrow 0.264 0.268
Normal Mode 0.164 0.269

By observing the Lindemann values of the end bead for the two wavefunctions, it

is apparent that the specific and generic values are the same when using the Jastrow

wavefunction, but different when using the normal mode wavefunction. This implies that

the Jastrow wavefunction assumes a liquid-like system, but the normal mode wavefunction

assumes a solid-like system. This explains why the radial distribution is slightly more

peaked when using the normal mode trial wavefunction.

Since the total energy is significantly lower for each isotope when using the Jastrow

wavefunction, we conclude that using the normal mode wavefunction presents an ergodicity

problem in our simulation where the system is not exploring all of it’s accessible states

due to it’s additional rigidity. The normal mode trial wavefunction tries to force a fixed
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geometry on a floppy system and since our molecular dynamics simulation is of finite

sampling time and finite projection times, the simulation does not efficiently sample the

system when using that wavefunction. This is what is meant here as the ergodicity problem.

However, since the normal mode wavefunction does have some overlap with the ground

state wavefunction, with infinite sampling and projection time, we would be able to obtain

the exact ground state properties. Thus, it is clear that for a floppy system, the Jastrow

wavefunction must be used in favour of the normal mode wavefunction to obtain the correct

estimate of energetic properties in a practical finite time simulation.

5.4.3 Extending to a magic number structure : N = 13

The final cluster size we choose is the magic number, N = 13, as the hydrogens tend to

form a stable icosahedral shell. As in the previous section we look at the total energy

convergence with β using deuterium for the two wavefunctions and use the converged β

parameter for the other isotopes. The total energy convergence with β is shown in Fig.

5.7 (b) and the β value we choose can be found in Table 5.1.

We now look at the total energy convergence with respect to τ . For the pH2 cluster,

shown in Fig. 5.10 (a), we get very good agreement between the two wavefunctions in the

limit of τ = 0.
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Figure 5.10: Total energy convergence of (a) (pH2)13, (b) (oD2)13, and (c) (pT2)13 with

parameter τ using various trial wavefunctions.
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We also get the same result when extending to the oD2 cluster and pT2 cluster, shown

in (b) and (c) respectively. Also, for the heavier isotopes, the total energy converges

much more quickly when using the normal mode trial wavefunction instead of the Jastrow

wavefunction. This may be evidenced by the fact that for each value of τ , the total energy

obtained using the normal mode trial wavefunction is closer to the exact ground state

energy than the energy obtained using the Jastrow wavefunction. However, looking at the

radial distribution function for (pH2)13 shown in Fig. 5.11 (a), we see that we obtain a

more peaked radial distribution function when the normal mode trial wavefunction is used

compared to when the Jastrow wavefunction is used.
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Figure 5.11: Ground state g(r) of (a) (pH2)13, (b) (oD2)13, and (c) (pT2)13 using different

trial wavefunctions.
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The more peaked g(r) obtained using the normal mode wavefunction indicates a more

solid-like structure than the g(r) obtained using the Jastrow wavefunction. It is interesting

that the energy does not seem to be affected by this. However, there is no trial wavefunction

dependence in the radial distribution functions for (oD2)13 and (pT2)13 shown in (b) and (c)

respectively. Both trial wavefunctions give the same radial distributions, which is expected.

However, to gain further insight let us compare the Lindemann values for these isotopes,

shown below in Table 5.4.

Table 5.4: Lindemann values for all isotopes and wavefunctions for cluster size N = 13

System Property Wavefunction Lindemann Value (Specific) Lindemann Value (Generic)

(pH2)13 End Bead Jastrow 0.334 0.336
Normal Mode 0.127 0.287

Middle Bead Jastrow 0.299 0.303
Normal Mode 0.169 0.297

(oD2)13 End Bead Jastrow 0.185 0.301
Normal Mode 0.103 0.280

Middle Bead Jastrow 0.120 0.282
Normal Mode 0.119 0.282

(pT2)13 End Bead Jastrow 0.153 0.291
Normal Mode 0.093 0.277

Middle Bead Jastrow 0.103 0.278
Normal Mode 0.103 0.278

Comparing the specific and generic end bead Lindemann values for (pH2)13 using the

Jastrow wavefunction, they give approximately the same value, meaning that action of our

wavefunction on the end bead assumes a liquid-like cluster. This is confirmed by the fact

that the specific and generic middle bead Lindemann values give approximately the same

value. However, when using the normal mode wavefunction, we see that the Lindemann
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values differ between the specific and generic for both the end bead and the middle bead,

indicating a more solid-like cluster. This confirms what we see in the radial distribution

functions. In the case of (pH2)8, this leads to an ergodicity problem when using the

normal mode wavefunction and to differences in the converged total energy. However, in

this case, we recover the same ground state energy regardless of which wavefunction is

used. For both of the heavier isotopes, the specific and generic Lindemann values for the

end beads give different values, implying the action of both wavefunctions on the end bead

predict a solid-like cluster. Like the cluster size of N = 4, using the Jastrow and normal

mode wavefunctions give the same middle bead Lindemann values for both the specific

and generic, though the Lindemann specific values differ from the generic values since the

heavier isotopes for N = 13 are solid-like.

5.5 Expanding the Cluster Range

Now that we have determined a method to obtain all the parameters for our parahydrogen,

orthodeuterium, and paratritium clusters, we can calculate energetic and structural prop-

erties for all cluster sizes between N = 4−19 and N = 33. Based on the knowledge gained

from the previous sections, we will use the Jastrow trial wavefunction since we can avoid

any additional ergodicity problems in our simulation. Our parameters for all cluster sizes
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will be those optimized for N = 4 as shown in Table 5.1, except we choose a timestep dt =

5.0 fs, β = 1.00 K−1, and τ = 0.003 K−1 for all isotopes and all cluster sizes. We benchmark

our LePIGS results for parahydrogen and orthodeuterium clusters against previous studies

by Cuervo et al.[32, 33] who used PIGS-MC using the same Buck potential[50]. We also

predict energetic and structural properties for paratritium clusters, since to our knowledge

there has been no previous systematic study of calculating ground state properties of small

molecular paratritium clusters. In reference to Fig. 5.12 (a), we see that our LePIGS

energies agree very well with those from Cuervo et al.. It should be noted that our values

are consistently approximately 0.1 K smaller than our benchmark which could be due to a

difference in our chosen τ parameter. When we compare our deuterium cluster energies to

our benchmark in Fig. 5.12 (b), we observe an interesting result. Our energies are larger

than those of our benchmark, although we are using a larger τ parameter. We then predict

the tritium cluster energies in (c).
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Figure 5.12: Comparison of our LePIGS energies for(a) (pH2)N , (b) (oD2)N , and (c) (pT2)N

for N = 4-19,33 benchmarked against those obtained from PIGS-MC.[32, 33]

We further investigate the ground state chemical potential curve for the parahydro-
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gen, orthodeuterium, and paratritium clusters in Fig. 5.13, where we define our chemical

potential

µ(N) = E(N)− E(N − 1) (5.14)

where E(N) is the total energy for a cluster of size N .
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Figure 5.13: Chemical potential curves for (pH2)N , (oD2)N , and (pT2)N for N = 5-19

It is interesting to note that the magic number clusters N = 13 and N = 19 become

significantly more stable as you use heavier isotopes. We then compare the Lindemann

values for parahydrogen in the top panel of Fig. 5.14.
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Figure 5.14: Specific, Generic, and Quantum Lindemann values for (a) (pH2)N , (b) (oD2)N ,

and (c) (pT2)N . 84



Based on the deviation of specific and generic Lindemann values, for cluster sizes up

to N = 19, parahydrogen remains very liquid-like as the specific and generic Lindemann

values do not differ, however they do appear to differ at N = 33. These Lindemann

values are consistent with those of our benchmark[33]. We also observe the ‘quantum’

Lindemann decreases with cluster size, or that the relative deviation of the square of pair

distances decreases. Based on the definition of this Lindemann value, the small clusters

N <14 are solid-like as δQ > 0.3 and all other cluster sizes co-exist as solid-like and liquid-

like. This result is consistent with the DMC results of Guardiola and Navarro[56]. This

is in complete contrast to the findings using our other Lindemann approach, where all

parahydrogen clusters appear liquid-like.

When looking at the Lindemann values for orthodeuterium in the middle panel of that

figure, we notice that differences between the specific and generic Lindemann values occur

at a much smaller cluster size, N = 11, and cluster sizes N = 13, 18, 19, 33 are very solid-

like. These values are also consistent with those from the published benchmark[33] except

for a minor discrepancy in the specific Lindemann value for N = 18. When using the

quantum Lindemann approach, we observe that the values of all of the small cluster sizes

(except for N=4) correspond to the coexistence state and for N >15, the clusters appear

solid-like. This result is also consistent with the DMC results of Guardiola and Navarro[56].

As before, this approach is inconsistent with that of the Lindemann specific and generic,
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as the ‘quantum’ Lindemann does not predict a solid-like structure for the magic number

cluster N=13.

We further show the Lindemann values for our paratritium clusters in the bottom panel.

It is evident that deviations between the specific and generic Lindemann values occur at

a small cluster size of N = 7 or N = 10. In addition, many more cluster sizes appear

to be solid-like, including those N > 14. With the ‘quantum’ Lindemann approach, we

observe the on-set of a solid-like cluster at N=9. Neither of the previous benchmarks did

calculations for paratritium. In this case, it appears as though the two approaches yield

the same conclusions on which cluster sizes are solid-like and liquid-like as opposed to the

lighter isotopes where there is much discrepancy.

We also calculate the fluctuation of pair distances, a method similar to that of the

‘quantum’ Lindemann, shown in Figure 5.15. We note that the fluctuation of pair distances

decrease monotonically, a similar trend to that of the ‘quantum’ Lindemann, but the two

curves are not on the same scale. Future work is required to draw any true conclusions of

solid-like and liquid-like behaviour.
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Figure 5.15: Fluctuation of pair distances for (pH2)N , (oD2)N , and (pT2)N .

We also calculate the Q4 and Q6 bond order parameters[59, 60], to potentially gain

further insight into the phase or structure of the system. These parameters reflect the

orientation of the nearest neighbours around each parahydrogen molecule, averaged over

all molecules. Mandelshtam and co-workers[61, 62, 63, 64] have used such quantities to

study structural transitions of Lennard-Jonnes clusters as a function of their temperature

and size. Further, Chakravarty et al. have studied the correlation between these bond

order parameters and the so called return distance of inherent structures[55]. They found

that a solid behaviour is related to a negative correlation. Our results can be found in
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the Appendix A.1. However, since our clusters are so small, the atoms are mostly on

the surface and not fully connected in an ordered configuration. As a consequence, our

calculated Q4 and Q6 values do not correspond to any of the theoretical values and our

values monotonically decrease with increasing cluster size. Even for the N = 13 cluster

size, we do not obtain the Q4 and Q6 values that correspond to an icosahedron, which is

what we observe in our simulation. Due to this, we feel that our results do not provide

additional insight to the phase or the structure of our clusters. Our results are consistent

with previous work by Cuervo[65].

Finally, we show density profiles of all isotopes for many cluster sizes in Fig. 5.16. The

definition of the density distribution, ρ(r), is that of the g(r) where r is the distance of

each molecule to the centre of mass of the cluster, though normalized to the number of

particles in the cluster, N . This is not the same definition used in the previous chapters.
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Figure 5.16: Density profile for hydrogen isotope clusters of size N = 13, 19, and 33.
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We first present the density profile of cluster size N = 13. The results of parahydrogen

and orthodeuterium agree very well with the benchmark[33] and it is clear that the density

of molecules for orthodeuterium and paratritium clusters goes to 0 around r = 2 Å indi-

cating distinct shells of molecules, whereby parahydrogen still remains fluid. For N = 19,

our results also agree with our benchmark although we seem to have a slightly sharper first

peak for orthodeuterium than their distribution. We also show the density profile for all

isotopes for cluster size N = 33. We find that our density profile of parahydrogen agrees

with Cuervo, however, for orthodeuterium we seem to have a shallow first peak whereas

they predict a very sharp first peak. What is interesting is that paratritium catches this

sharp first peak. We also present the radial distribution functions of all isotopes for spe-

cific cluster sizes in Fig. 5.17. It is clear that the radial distribution of deuterium and

tritium are always much more peaked than that of hydrogen, further indicating they are

consistently more ordered in structure.
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Figure 5.17: Radial Distribution for N = 5, 7, 9, 11, 13, 15, 17, 19, and 33. Note the legend

is the same as Figure 5.16

One final test we perform is looking at the validity of treating these systems in the

harmonic approximation in Appendix A.2. We compare the harmonic energies, chemical

potential, and radial distributions to our LePIGS results. We note that the absolute

energies of the hydrogen clusters from the harmonic approximation are not valid, but as
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we increase the mass, the harmonic chemical potential gives the correct trend and there

is increased overlap between the true radial distributions and those generated using the

harmonic approximation. We conclude that parahydrogen exhibits liquid-like behaviour,

but as we increase the mass orthodeuterium and paratritium become much more solid-like.

5.6 Concluding Remarks

The outcome of this chapter is to demonstrate practical guidelines for optimizing pa-

rameters and adding a trial wavefunction to any system in LePIGS. The key steps are

summarized below:

i) Choose your trial wavefunction. This requires adding a potential term to the Hamilto-

nian which acts on the end beads.

ii) Run a canonical ensemble simulation with no friction to obtain independent initial con-

figurations.

iii) From each of those configurations, run a short microcanonical ensemble simulation to

get a normalized autocorrelation function for the centroid pair distance. Obtain γ0 by

averaging those autocorrelation functions.

iv) Using this friction, run a short canonical simulation to obtain an autocorrelation func-

tion for the potential energy and total energy. Choose the longest autocorrelation time as
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the time you must skip to obtain independent data points.

v) Using both the friction and correlation time, run a full canonical simulation using var-

ious time steps, dt. Plot the total energy vs. dt and choose the largest time step that

results in the converged energy.

vi) Using all of the optimized parameters above, run canonical simulations using different

β values choosing a reasonable τ value that is not too large. Plot the total energy vs. β

and choose the smallest β that results in the converged energy.

vii) Using all of the optimized parameters above and the β value from the previous step,

run canonical simulations using different τ values. Plot the total energy vs. τ and choose

the largest τ that results in the converged energy. The exact ground state energy is the

extrapolation of the total energy curve to τ = 0, however, your converged energy should

be very close to that value.

In this study, we determine which trial wavefunction is appropriate for certain systems,

which allow us to maximize computational efficiency when calculating ground state prop-

erties. Our findings reflect that all of our trial wavefunctions have some finite overlap with

the exact ground state wavefunction as we are able to obtain the same ground state prop-

erties for each trial wavefunction. However, we find that some trial wavefunctions are more

suitable than others for different systems. Initially, we notice that the ground state energy

converges with the imaginary time step τ much faster using the Jastrow and normal mode
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wavefunctions than with the unity wavefunction for the (pH2)4 system, so the remainder

of the studies only compare the Jastrow and normal mode wavefunctions. We note that all

three wavefunctions gave the exact ground state properties for that system, as expected,

but the trial wavefunctions only affect the convergence.

We note that for systems with a clear global minimum geometry (and high symmetry)

like the N = 4 tetrahedron or a solid-like cluster like the heavier isotopes for the magic

number N = 13 icosahedron, either the Jastrow or the normal mode trial wavefunction

can be used. However, for floppy systems, like N = 8, only the Jastrow trial wavefunction

should be used since it does not assume a rigid structure, the flaw of the normal mode

trial wavefunction which leads to an ergodicity problem in our simulation. We also note,

for systems that may be less quantum and increasingly solid-like, it would be tempting to

use the normal mode wavefunction. However, knowledge of the global minimum is very

important. If the true ground state wavefunction has little or no amplitude in the minimum

chosen as the normal mode geometry, the ground state properties may not be obtained!

Furthermore, we use the Jastrow wavefunction and expand our system to a broad range

of cluster sizes for all three isotopes and we benchmark our energies and structural proper-

ties for parahydrogen and orthodeuterium against previous studies done by Cuervo[32, 33].

We find that our energies and structural properties compare well for parahydrogen and or-

thodeuterium, although there are a few deviations. To our knowledge, there are no previous
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ground state studies on clusters of molecular paratritium, so we predict the ground state

energies and structural properties for these systems. Comparing the specific and generic

Lindemann values, we find that paratritium exhibits solid-like behaviour at lower cluster

sizes than that of parahydrogen and orthodeuterium. The density profiles and the ground

state radial distribution functions are also much more peaked for paratritium than for the

others, which is as expected since it is the heaviest isotope.

We wish to apply this work towards many different purposes. We wish to test other

trial wavefunctions, including one that is a combination of the Jastrow and normal mode

wavefunction. We feel this type of wavefunction would provide information on the structure

from the normal mode portion, but the Jastrow portion will provide information as to

whether or not the system is weakly bound. We also wish to look into methods to relieve

ergodicity problems. One potential way of relieving the ergodicity problem is by increasing

the projection time β, as we are able to obtain all ground state properties in the limit of

β → ∞. However, by increasing β, we increase the length of our path and the number

of beads. In doing so, we introduce additional ergodicity and an increased computational

performance problems. Another way is the use of enhanced sampling methods such as

parallel tempering[66, 67] in order overcome some ergodicity issues.

We can also extend this methodology to perform ground state RPMD and extract

approximate dynamical properties (note that the polymer would be an open chain reptile
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rather than a ring). In fact, one group has already investigated calculating approximate real

time correlation functions for systems in the ground state using the centroid formalism[68].

Additional formal work, however, needs to be done in order to obtain a ground state

version of RPMD although Fig. 5.1 essentially contains the elements of a Reptile Molecular

Dynamics (RMD) method.
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Chapter 6

Application: First-Principles

Prediction of the Raman shifts in

parahydrogen clusters

6.1 Introduction

One method of testing the accuracy of an interaction potential between a chromophore

with a solvent molecule is by calculating the vibrational Raman shift when a chromophore

is surrounded by a cluster of these solvent molecules and comparing to experimental val-
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ues1. For a parahydrogen chromophore, the vibrational shift corresponds to the change in

vibrational energy of that molecule when it becomes part of a cluster of other parahydrogen

molecules. The shift can also be defined as the difference between changes in the upper,

vt = 1, and lower, vt = 0, vibrational energies when the chromophore is added to a cluster

of size N − 1 other molecules and represented in the following way:

∆ν0,N = ∆Ecluster,N −∆Efree = Evt=1,N − Evt=0,N , (6.1)

where ∆Efree is the difference in vibrational energies of a free parahydrogen molecule,

∆Ecluster,N is that difference when surrounded by a cluster of N − 1 other pH2 molecules.

Since we deal with quantum mechanics and exchange is very important, Evt=1,0,N is the

energy of the system when the total vibrational quanta of all the pH2 monomers is either

vt = 1 or 0.

Traditionally, for each cluster size, two simulations would be run: one with the chro-

mophore in the ground vibrational state and the other with chromophore in the first vibra-

tional excited state. By knowing the difference in energy of the free chromophore molecule,

the vibrational shift can be calculated directly in the manner described in Equation 6.1.

1This chapter (including some of the figures) has been reprinted or adapted from a manuscript (N.
Faruk, M. Schmidt, H. Li, R. J. Le Roy, and P.-N. Roy, “First Principle Prediction of the Raman shifts of
parahydrogen clusters”) submitted for publication and currently under revision in The Journal of Chemical
Physics
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However, a recent PIMC study[69] of CO2 in a cluster of helium atoms showed very slow

convergence of the statistical errors after increasing the number of simulation steps. Also,

in the case of a pure parahydrogen cluster, when parahydrogen is the chromophore itself,

there are exchange interactions which mean that treating one parahydrogen as ‘distinct’ is

not quantum mechanically correct!

Using perturbation theory, the problem can be recast in a way that solves these prob-

lems. For our case, it requires only what will be known henceforth as the difference

potential (∆V ), which is the difference between the potential energy surface of the ground

vibrational state and the first vibrational excited state of the chromophore. We also only

require one simulation where the interaction potential between parahydrogen molecules

corresponds to the ground vibrational state[69]. From the simulation, we require what is

known as a pair distribution function, P (R) which is defined as :

∫
dRP (R)R = 1 . (6.2)

The equation to calculate the vibrational shift is below

∆ν0,N = (N − 1)

∫ ∞
0

∆V (R)PN (R) dR , (6.3)
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in which the scaling prefactor of (N−1) accounts for the normalization. It is important

to note that the Jacobian factor of 4πR2 is absorbed in our definition of the pair distribution

function.

Since we run a simulation and obtain all pair distances for our cluster for each inde-

pendent time, we can re-write the equation as :

∆ν0,N =
1

n

n∑
i

∆V (Ri,N) , (6.4)

in which n is the number of data points in the simulation trajectory for a particular cluster.

6.2 System Setup

To obtain our difference potential, we convert a 6-D potential by Hinde[70] to 1-D by

first averaging over the ground state (or excited state) wavefunction and then using the

adiabatic hindered rotor approximation; the details of which are not my work but can be

found in our submitted paper[71].

We run LePIGS simulations and the pair distances we obtain were generated for compar-

ison using a number of different pH2 interaction potentials. The Hinde[70] and Szalewicz[72]

potentials are ab initio potential functions, while the Silvera-Goldman[73] and Buck[50] po-
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tentials are empirical functions that were parameterized to conform to different types of

experiments. For cluster sizes of N = 4 and above, a Jastrow-type trial wavefunction[32]

is used in the simulations. Unfortunately, smaller clusters were too weakly bound and

dissociated during simulation when this trial wave function was used. The simulation pa-

rameters were optimized using the N = 4 cluster, resulting in a β value of 1.00 K−1, τ of

0.003 K−1, time step of 5.0 fs, and a correlation time of 0.2 ps. The simulations were run

for 20.0 ns.

6.3 Results and Discussion

Vibrational frequency shifts are calculated for clusters, generated from simulation using

various interaction potentials and analyzed with two choices of the difference potential.

These results are presented in Fig. 6.1 and in Table 6.1. The shifts in the top panel of the

figure were obtained using the ab initio difference potential from Hinde[70] and those in

the bottom panel were generated using an empirical Lennard-Jones difference-potential of

Ref. [18].
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Table 6.1: ∆ν0 (cm−1) obtained from pair distributions generated using different potentials

and the two ∆V. Std. errors are ≤ 0.005 cm−1. Experimental (Exp.) are provided for

comparison purposes.

∆ν0, ab initio ∆V ∆ν0, empirical ∆V
N Exp.[18] Hinde Szalewicz Buck S-G Buck DMC[18] Hinde Szalewicz Buck S-G
4 -1.251 -1.19 -1.203 -1.118 -1.092 -1.255 -1.197 -1.223 -1.261 -1.180
5 -1.594 -1.517 -1.527 -1.417 -1.385 -1.597 -1.527 -1.566 -1.622 -1.515
6 -1.910 -1.785 -1.800 -1.683 -1.648 -1.904 -1.812 -1.863 -1.923 -1.809
7 -2.136 -2.016 -2.025 -1.878 -1.852 -2.141 -2.045 -2.098 -2.175 -2.043
8 -2.350 -2.206 -2.217 -2.059 -2.028 -2.344 -2.248 -2.315 -2.392 -2.257
9 -2.369 -2.384 -2.219 -2.181 -2.431 -2.493 -2.588 -2.447
10 -2.542 -2.553 -2.367 -2.335 -2.611 -2.674 -2.774 -2.628
11 -2.729 -2.750 -2.545 -2.516 -2.800 -2.887 -2.990 -2.821
12 -2.965 -2.981 -2.752 -2.702 -3.028 -3.109 -3.222 -3.036
13 -3.140 -3.236 -3.276 -3.010 -2.922 -3.330 -3.297 -3.405 -3.507 -3.270
14 -3.279 -3.289 -3.043 -3.002 -3.352 -3.449 -3.573 -3.369
15 -3.334 -3.339 -3.111 -3.064 -3.425 -3.519 -3.657 -3.452
16 -3.404 -3.404 -3.160 -3.122 -3.495 -3.595 -3.736 -3.529
17 -3.453 -3.472 -3.209 -3.175 -3.566 -3.665 -3.802 -3.606
18 -3.532 -3.550 -3.284 -3.250 -3.651 -3.753 -3.899 -3.694
19 -3.668 -3.683 -3.378 -3.333 -3.787 -3.892 -4.024 -3.793
33 -4.390 -4.784 -4.811 -4.423 -4.169 -4.870 -4.941 -5.085 -5.183 -4.794
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Figure 6.1: Vibrational frequency shifts as a function of cluster size calculated using pair

distributions generated from different simulation potentials (see key). These shifts were

calculated in two different ways: using an ab initio difference-potential (top figure) or an

empirical difference-potential (bottom figure).

When comparing the effect of varying the difference potential, we notice for the small

cluster sizes, N < 9, calculating the shifts using the empirical Lennard-Jones difference po-
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tential gives closer results to experiment than using the ab initio Hinde difference potential.

This is most likely due to the fact that the empirical difference potential was fitted to two

parameters in order to reproduce the experimental shifts for N < 9. This can be observed

by how closely their DMC calculations match up to experimental values. However, when

we compare the shifts for the larger cluster size outside of their test set for N = 13, 33, the

shifts obtained using the ab initio difference potential give better agreement than using

the empirically based one.

We can now observe how the shifts using the various interaction potentials match up

to experiment by looking at the top panel of Figure 6.1 or just the results when using the

ab initio difference potential. For clarity, the Szalewicz potential is not plotted, however

it follows the same trend as the Hinde potential. It is clear that for the small cluster

sizes N < 9, the Hinde ab initio interaction potential gives much better agreement to

experiment than the two empirical interaction potentials (Buck and Silvera-Goldman).

This trend appears to continue to N = 13 as well, although the shifts obtained using

empirical potentials do give better agreement to experiment than they had for the smaller

clusters. What is interesting to note is that for the large cluster N = 33, using the

Buck potential is very accurate in predicting the vibrational shift, followed by the Silvera-

Goldmann potential. The shifts obtained from the ab initio potentials differ by much more.

We speculate that this is due to the fact that the ab initio potentials are calculated pair
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potentials and in larger clusters, many-body effects become much more important, which

explains why the Silvera-Goldmann potential gives very good agreement. However, why

the Buck potential gives the best agreement is unclear, as it is also a pure pair potential,

albeit derived empirically from experimental scattering cross-section data.

We also note that the shift ‘curve’ has a kink at N = 13. This is due to the filling

of the first solvation shell of the icosahedral geometry and the fact that the peak of the

pair distribution function for the first solvation shell lies nearly directly over the potential

minimum of all of the interaction potentials. This means that each molecule added that

contributes to that first solvation shell makes a big impact in the vibrational shift, thus

resulting in the ‘curve’ being steeply sloped. As the molecules are added farther away from

the target molecule, that region of the pair distribution function will overlap with the less

negative portion of the potential energy surface and thus the slope will be smaller.

In reference to the bottom figure of 6.1 when using the empirical Lennard-Jones differ-

ence potential, the same shifts are not obtained when using the pair distribution function

of DMC (through Eq. 6.3) and the statistical calculation using the pair distances from the

LePIGS simulations (through Eq. 6.1). There are many reasons why this may be occur.

First, the pair distribution functions of Ref. [18] are noisy, which may not be representa-

tive of the true pair distribution function of an infinitely long simulation. Also, we noticed

that the values we calculated for our shifts were strongly dependent on how we ‘binned’
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our data; factors such as ‘binning’ to the left, center, or right and also how many bins we

chose. Additionally, calculating the uncertainty in the shift value is very difficult when

integrating data over a histogram. For these reasons, we calculate statistically the average

shift as it is less variable and statistical errors are straight forward to calculate.

6.4 Conclusions

In this chapter, we use the distribution of pair distances of a LePIGS simulation using

various interaction potentials to predict vibrational Raman shifts of pure parahydrogen

clusters and compare the results to experiment. We first comment on the use of an empir-

ical, fitted difference potential compared to a purely ab initio difference potential. We find

that only in the cluster size regime that the empirical difference potential was fitted, do

their results give better agreement to experiment than using the ab initio Hinde difference

potential. We also compare the shifts obtained from various interaction potentials using

the Hinde difference potential. We find that for small cluster sizes below the first solvation

shell, the Hinde and Szalewicz ab initio interaction potentials give better agreement to

experiment than the Buck and Silvera-Goldmann empirical potentials. However for cluster

size N = 33, the trend is reversed. We speculate this is due to the Silvera-Goldmann po-

tential incorporating many-body effects. However, we are unsure why the Buck potential
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is so accurate, as it is a pure pair potential.

The difference between our LePIGS result and a previous DMC result is discussed. We

choose to calculate our vibrational shift using a purely statistical way, instead of integrating

over a pair distribution function. We found that the way we ‘bin’ the histogram causes

significant variation in results and the statistical errors associated with that are more

difficult to calculate. We also note the trivial difference of changing the interaction potential

in the LePIGS code can lead to a wealth of information in merging theory with experiment.
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Chapter 7

Conclusions and Future Work

7.1 Concluding Remarks

Overall, this thesis accomplishes a number of goals. In Chapter 3, we benchmark our PIMD

code against a basis set calculation for a system of one parahydrogen molecule interacting

with a fixed water molecule. We confirm that the energy converges to the benchmark value

within statistical error and the convergence behaviour is as expected. We also successfully

benchmark our structural properties. We then benchmark our PIMD code against PIMC

for a cluster of parahydrogen molecules interacting with either a fixed or a translating, rigid

water molecule. We show that our PIMD energies agree very well with those obtained from

PIMC. We then extend our study to the zero temperature limit, where our system is in the
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nuclear ground state, in Chapter 4. We again benchmark our new method against a basis

set calculation for a system of a parahydrogen molecule interacting with a fixed water,

but this time for our Langevin equation Path Integral Ground State (LePIGS) code. We

are again able to reproduce the energy and structural properties of the benchmark within

statistical error. We also recover the correct convergence behaviour of our energy with

both β and τ consistent with theory. However, we only use a trial wavefunction ψT = 1.

In Chapter 5, we study the effect of three trial wavefunctions on parahydrogen clusters

and their isotopologues. Most importantly, we outline a systematic method to optimize all

parameters of a LePIGS simulation. We study very thoroughly the solid-like and liquid-like

nature of three specific hydrogen cluster sizes N = 4, 8, and 13 using various Lindemann

criteria and investigate the effect the trial wavefunctions have on the system. We find

that the unity trial wavefunction is inefficient compared to the Jastrow and normal mode

trial wavefunctions. For equivalent molecule structures or magic number clusters, both

the Jastrow and normal mode trial wavefunctions are acceptable to use, but for a floppy

system, the normal mode trial wavefunction can introduce an ergodicity problem and so

it is preferable to use the Jastrow. We use the Jastrow wavefunction as we extend to

larger cluster sizes and investigate the solid- and liquid-like behaviour. Our energies and

structural properties of parahydrogen and orthodeuterium clusters agree with previous

studies which used the PIMC analog of PIGS. We also predict energy and structural
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properties of neutral paratritium clusters, as we have found no previous research regarding

these systems. In Chapter 6, we predict vibrational Raman shifts using the distribution

of pair distances obtained from LePIGS simulations, which can be compared directly to

experiment. We calculate these shifts for a range of parahydrogen clusters using various

interaction potentials. We find that for small cluster sizes less than the first solvation

shell, the shifts obtained using ab initio interaction potentials of Hinde and Szalewicz give

better agreement to experiment than empirical potentials of Buck and Silvera-Goldmann,

however the trend is reversed for larger clusters.

There is much more research that can be done. We outline the two most pertinent

directions we can take our research. We wish to investigate hydrogen storage in clathrate

hydrates for low temperatures (using PIMD) and in the zero-temperature limit (using

LePIGS). We also wish to further develop our codes by introducing nuclear exchange into

PIMD and rotation into both PIMD and LePIGS, since PIMC currently has these features.

Introducing nuclear exchange is necessary when studying the low temperature behaviour of

bosons and we can attempt to merge low temperature results of PIMD with ground state

results of LePIGS. Rotation is equally important, since we are eliminating a potentially

important degree of freedom when performing our simulations.
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7.2 Application to hydrogen storage in structure II

clathrate hydrates

Hydrogen is used as a source of energy and due to the cost of cooling pure hydrogen to

liquid temperature for storage purposes, water molecules have been suggested as a clean

energy carrier in the form of clathrate hydrates or water cages[74]. Several experiments

and ground state calculations have been performed on what is referred to as a structure

II clathrate hydrate. The unit cell is made up of two different size clathrates (shown

in Figure 7.1) and many experiments and calculations have shown that the smaller of

the two may hold up to two hydrogen molecules and the larger clathrate may hold up

to four hydrogen molecules with the theoretical maximum mass percent of hydrogen at

5%[75]. However, there have been conflicting results in both experiment[75, 76, 77, 78]

and theory[79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89] as to the exact number of hydrogen

molecules that can be stored.
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Figure 7.1: Empty small 512 cage (left) and large 51264 cage occupied by four pH2 molecules

(right).

Our goal would be to determine finite-temperature and ground state properties of

parahydrogen stored in various sized clathrates through molecular dynamics simulations,

and to compare these results to previous studies. By calculating the distributions of parahy-

drogen with the centre of the cage, we may determine where they lie and how localized

they are inside the cage. For cases of multiple occupancy, we can compare the distribution

of the hydrogens in the cage to that of a pure hydrogen cluster to determine if they are

more compressed. In addition, the energy can give us information on how stable they are

and, for multiple parahydrogens, the chemical potential by number could give insight as

to how many hydrogens within a cage is the most energetically stable.
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7.3 Other software development

There is also still a lot of work involved in the software side of molecular dynamics. First,

rigid-body rotation is able to be sampled using PIMC, but constructing the Hamiltonian

and using molecular dynamics to simulate is more difficult. Another important aspect of

low-temperature dynamics is nuclear exchange. At low enough temperature, it has been

suggested that pH2 molecules might exhibit superfluidity. Including nuclear exchange is

necessary to observe such behaviour in a simulation[90]. This will require another signifi-

cant coding effort[29].
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Appendix A

Supporting Information on solid- vs

liquid-like behaviour of hydrogen

clusters

A.1 Bond Order Parameters

One method to potentially identify the structure and/or phase of a cluster is by calculating

certain bond order parameters[60, 59]. Bond order parameters for a specific atom are

quantified by the symmetry of the orientation of nearest neighbour bonds. The bond
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length itself is not important, however there is a cutoff bond length in order to ensure an

atom is a nearest neighbour. The cutoff values we choose are the minimum between the

first two peaks of the radial distribution function.

The order parameter for one bond r, or the local bond order parameter, is defined as

Qlm(r) = Ylm(θ(r), φ(r)) , (A.1)

where Ylm is a spherical harmonic, θ is the polar angle, and φ is the azimuthal angle.

The global bond order parameter is an average over all the bonds, Nb.

Q̄lm =
1

Nb

∑
bonds

Qlm(r) (A.2)

The order parameters must be invariant with respect to rotations of the reference frame,

so the following equation is required

Ql =

√√√√ 4π

2l + 1

l∑
m=−l

|Q̄lm|2 (A.3)

The table below shows the Q4 and Q6 values that correspond to the liquid phase, icosa-

hedral surface structure (Ih surface), and other specific geometries such as face-centered
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cubic (fcc), hexagonal close-packed (hcp), simple cubic (sc), and body-centered cubic (bcc).

Table A.1: Geometries Associated with Bond Order Parameters. Data from Reference

[60]

Geometry Q4 Q6

fcc 0.19094 0.57452

hcp 0.09722 0.48476

sc 0.76376 0.35355

bcc 0.08202 0.50083

Ih 0 0.66332

liquid 0 0

Mackay Ih bulk 0 0.19961

Mackay Ih surface 0 0.20729

We calculate the Q4 and Q6 for each configuration sampled in our simulations. The

cutoff values we use are shown below in Table A.2. Note that for N = 4, all atoms are

nearest-neighbours to each other, so we effectively do not have a cutoff point. For all others,

we use the minimum between the first two peaks of the radial distribution function.
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Table A.2: Cutoff values (Å) used to calculate bond order parameters.

N pH2 oD2 pT2

4 20.0 20.0 20.0

5 6.0 5.5 5.3

6 6.0 5.5 5.3

7 6.0 5.5 5.3

8 6.0 5.5 5.3

9 6.0 5.4 5.2

10 5.8 5.3 5.2

11 5.8 5.3 5.2

12 5.7 5.2 5.1

13 5.6 5.2 5.1

14 5.6 5.2 5.1

15 5.6 5.2 5.1

16 5.5 5.2 5.1

17 5.5 5.2 5.1

18 5.5 5.1 5.1

19 5.5 5.1 5.0

33 5.3 5.0 5.0
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The calculated bond order parameters from our ground state simulations for parahy-

drogen, orthodeuterium, and paratritium clusters from size N = 4 − 19, 33 are shown in

Table A.3. The Q4 and Q6 distribution functions are also shown in Figures A.1, A.2, and

A.3.

Table A.3: Calculated Q4 and Q6 bond order parameters for parahydrogen, orthodeu-

terium, and paratritium clusters.

Q4 values Q6 values

N pH2 oD2 pT2 pH2 oD2 pT2

4 0.279745 0.228479 0.21934 0.401305 0.463654 0.492322

5 0.243492 0.18591 0.161108 0.377559 0.39629 0.408952

6 0.19034 0.147323 0.134616 0.317411 0.340882 0.366932

7 0.159467 0.127727 0.107949 0.276265 0.283046 0.266181

8 0.137275 0.115342 0.108618 0.246298 0.271017 0.28832

9 0.12011 0.10163 0.0869631 0.223144 0.245063 0.222947

10 0.115756 0.0933536 0.0782435 0.216676 0.21813 0.194756

11 0.101584 0.0847545 0.0735975 0.19916 0.199425 0.186025

12 0.0934904 0.0727505 0.061206 0.19165 0.188749 0.171578

13 0.0845702 0.0579923 0.0489708 0.179277 0.149762 0.134353

14 0.0832213 0.0619453 0.0525888 0.176049 0.1533 0.132364

15 0.080185 0.0582131 0.0463512 0.169551 0.145344 0.122359

16 0.0811748 0.0544316 0.0462925 0.167446 0.133767 0.11809

17 0.0781166 0.0520348 0.0445418 0.161435 0.126949 0.116325

18 0.0741545 0.0489325 0.0405236 0.155644 0.122201 0.108875

19 0.0691853 0.0431381 0.0360582 0.148146 0.110648 0.0976483

33 0.0439497 0.0308463 0.0259603 0.100502 0.0803515 0.0728881
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Figure A.1: Q4 and Q6 distribution functions for pH2 clusters of size N = 5, 13, 33
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Figure A.2: Q4 and Q6 distribution functions for oD2 clusters of size N = 5, 13, 33
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Figure A.3: Q4 and Q6 distribution functions for pT2 clusters of size N = 5, 13, 33

It is clear that both the Q4 and Q6 bond order parameters monotonically decrease

as cluster size increases and do not match any of the specific geometries listed above.
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This may be due to the fact that our cluster sizes are so small that the majority of our

atoms are ‘surface atoms’ and not fully connected ‘core atoms’ which most would be in

a bulk system. We also note that the width of the Q4 and Q6 distributions, or standard

deviation, also decreases with cluster size. This could be indicative of more atoms becoming

more connected and thus the bond order parameters are better defined. However, further

research is needed to more accurately explain these results. These results are consistent

with previous research performed using a Monte Carlo version of PIGS by Cuervo et al.

in 2008[65].

A.2 Validity of Harmonic Approximation

In an effort to determine how ‘solid-like’ our system is, we compare the ground state

properties of our simulation to that using the harmonic approximation. It should be noted,

that the configurations we use for the normal modes of our harmonic approximation are the

classical Lennard Jones global minimum structures[57] using σ=3.00Å. We then perform

a steepest descent energy minimization using the Buck potential to be consistent with our

simulation[50].

We diagonalize the Hessian to obtain the eigenvalues (which correspond to harmonic

frequencies) and eigenvectors (which correspond to the normal modes). We note that the
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radial wavefunction is proportional to the square of the wavefunction

ψ2 = exp

(
3N−6∑
i=1

−2ωiq
2
i

2~

)
, (A.4)

where N is the number of atoms in the cluster (3N − 6 normal modes when in the

minimum of the potential), qi is the normal mode and ωi is the corresponding frequency.

Written in this way, it is easy to see that we sample the normal modes as a Gaussian

of zero mean and standard deviation of σ=sqrt[~/(2ω)]. Using the eigenvectors, we can

convert back to Cartesian co-ordinates and obtain pair distances.

To demonstrate how the radial distribution functions compare between the harmonic

approximation and our LePIGS simulation, we choose cluster size N=13 and N=33 for

all isotopes. We observe, in Figure A.4, a large disagreement for N=13 parahydrogen and

even as the cluster size increases to N=33, we see a similar disagreement.
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Figure A.4: Comparison of radial distribution functions for parahydrogen clusters of size

N = 13 (top) and N = 33 (bottom) using the harmonic approximation and LePIGS

simulation.

For N=13 orthodeuterium, we observe the radial distribution functions of the harmonic

approximation and LePIGS simulation agree more than that of parahydrogen as shown

in Figure A.5 and for N=33, there is significant overlap between the two distribution
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functions.
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Figure A.5: Comparison of radial distribution functions for orthodeuterium clusters of

size N = 13 (top) and N = 33 (bottom) using the harmonic approximation and LePIGS

simulation.

We see the same trend for paratritium, as shown in Figure A.6, where the radial dis-

tributions agree more as mass increases and the distributions overlap more for N=33 than

for N=13. This observation leads us to conclude that N=33 is a more solid-like cluster for
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the heavier isotopes.

0 2 4 6 8 10
r (Å)

0

0.01

0.02

0.03

0.04

0.05

g(
r)

 (Å
-3

)
Harmonic
LePIGS

0 5 10
r (Å)

0

0.01

0.02

0.03

0.04

0.05

0.06

g(
r)

 (Å
-3

)

Harmonic
LePIGS

Figure A.6: Comparison of radial distribution functions for paratritium clusters of size

N = 13 (top) and N = 33 (bottom) using the harmonic approximation and LePIGS

simulation.

We also compare the energy per particle. For the harmonic approximation, the total

ground state energy is defined as
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E0 =
3N−6∑
i=0

(
~ωi
2

)
+ Vmin , (A.5)

where Vmin is the minimum of the potential. Our Vmin is obtained after a steepest

descent energy minimization.

The comparison of energy per particle is shown in Figure A.7. We note that the

absolute values are substantially different between the harmonic and LePIGS calculations

for all three isotopes over the range of cluster sizes. For the parahydrogen clusters, the

energies do not even follow the correct trend, but as the mass increases the energy values

appear to agree more.
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Figure A.7: Comparison of energy per particle for clusters of parahydrogen (top), orth-

odeuterium (middle), and paratritium (bottom) using the harmonic approximation and

LePIGS simulation.
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We also compare the total chemical potential, defined as

µ = E0(N)− E0(N − 1) . (A.6)

The comparison of chemical potential, shown in Figure A.8, mimics that of the energy

per particle. For parahydrogen clusters, the harmonic approximation does not give good

agreement with the LePIGS calculation, though as the mass increases, the agreement

becomes significantly better.
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Figure A.8: Comparison of chemical potential for clusters of parahydrogen (top), orth-

odeuterium (middle), and paratritium (bottom) using the harmonic approximation and

LePIGS simulation.
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Overall, we notice parahydrogen is not represented well by the harmonic approximation

and thus can be characterized as ‘liquid-like’, but there is evidence that other isotopologues

show signs of ‘solid-like’ behaviour in the chemical potential trends. However, based on the

radial distribution functions and the absolute value of energy per particle, the harmonic

approximation is still a poor representation of these clusters.
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