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Abstract 

With the recent trend of re-shoring, transferring manufacturing systems from a workforce-intensive to 

a capital-intensive production environment becomes more common. One challenge multinational 

manufacturing companies may face in such an endeavor is reconfiguration of the transferred 

manufacturing system according to the availability of better machinery in the capital-intensive 

environment. In this dissertation, based on a real-life problem, I develop several simulation 

optimization methods for the problem of production line reconfiguration. The case is a reverse 

transfer of manufacturing system/technology, i.e. transfer from a workforce-intensive environment to 

a capital-intensive one. I investigate the performances of nine different simulation optimization 

approaches based on the real-life case in automotive industry to illustrate their relative strengths 

under different parameter scenarios. I also create a test-bed problem to determine the specifications of 

these methods, and further analyze their performances. Numerical results may guide the practitioners 

facing similar challenges in choosing a suitable solution approach depending on the problem size and 

solution time availability. 
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𝐶𝑖
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Chapter 1 

Introduction 

1.1 Overview 

One of the key challenges investors face when building a new manufacturing facility is 

determining the best manufacturing system configuration (MSC), which is a complex task (Wang & 

Chatwin, 2005). For example, such a configuration for a production-line-based facility needs to 

specify many factors including facility layout, production flow, station structures, configuration of the 

machinery (machinery type and process capacity, buffer size, job allocation mechanism, etc.), number 

of workers, and skill sets. Koren et al. (1998) report that improving MSC significantly affects 

reliability, product quality, capacity scalability, and costs; thus, may lead to up to 22% savings in 

costs and up to 100% improvement in productivity. Therefore, optimizing MSC is a crucial task for 

profitability. However, this task may become rather critical and complex when the manufacturing 

system/technology used to build this facility is in its early stages of maturity (e.g., electric car 

components), because there could be many alternative configurations for each factor mentioned 

above.  

Transferring an existing manufacturing system from another company rather than building one 

anew can reduce the complexity of optimizing MSC, especially if the transfer is done between two 

companies with similar level of automation or from an automation-oriented to a workforce-oriented 

company where implementing the targeted manufacturing system as-it-is is a feasible option. Note 

that, most manufacturing system transfers, generally from automation-oriented production cultures 

(e.g., Western countries) to workforce-oriented ones (e.g., Asian countries), fall into this category 

(Saggi, 2002). On the other hand, a manufacturing system transfer from a workforce-oriented to an 

automation-oriented company is more challenging. Such a transfer is less complex than building the 

system anew, because the transferred manufacturing system specifies the production steps, stations, 

and process flow. However, this manufacturing system may need to be altered based on the 

machinery options of the automation-oriented company (e.g., replacing the workers of a particular 

station with machines to improve profitability and reliability). 

I refer to this third type of transfer as “reverse transfer of manufacturing system/technology” 

(RTMS) being motivated from the “reverse transfer of technology” concept of Elshout (1995). 
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Reverse transfer of technology is defined as transferring knowledge from a relatively labor-intensive 

environment to a capital-intensive environment. RTMS is especially possible for high-value-added 

products such as electric car components that are prototyped in labor-intensive production cultures.  

Such transfers are viable as several multinational manufacturers consider re-establishing their 

previously outsourced or offshored domestic production services due to the several factors listed by 

Ellram (2013) such as: 1) Rising wages in the developing countries as well as increasing global 

commercial transportation fares on par with surging fuel prices. 2) The improving ratio of [labor 

output]/[productivity per labor dollar] in some developed countries. 3) Real and anticipated volatility 

in currency valuation. Moreover, with decades of offshoring and outsourcing, the manufacturing 

industry shifted to the workforce-oriented countries resulted in technology spillovers (Liu, 2002). 

Therefore, it is reasonable to expect more advances in manufacturing technologies and development 

of new manufacturing systems from the workforce-oriented Asian companies. Actually, the three 

reasons given have already led to a new trend of re-shoring (Gray et al., 2013) with several recent 

examples (Economist, 2013; Fishman, 2012; Foroohar & Saporito, 2013). In this context, more 

RTMS cases can be expected in the future at least for the products with high profitability/volume 

ratio. Therefore, developing novel Operations Research (OR) approaches to optimize MSC in an 

RTMS environment is desirable.  

1.2 Motivation 

This research is motivated by a real-life case: A capital-intense multinational corporation in a western 

country (referred to as “ABC” – actual name not to be mentioned as per the confidentiality 

agreement) plans to build a new manufacturing plant in the same country to produce electric car 

components. The manufacturing system, in the early stages of its life cycle, is designed by a labor-

intensive Asian company. ABC will build a new manufacturing plant rather than outsourcing these 

components because: 1) the labor-intensive company has diversified product portfolio with smaller 

production volumes compared to larger potential demand from ABC. Having more capital, ABC can 

better manage the potential demand for its end-products by producing these components. 2) Having 

access to the better automated-machinery options, ABC may benefit from better product quality and 

more reliable supply chain by producing these components. 3) ABC may reduce the transportation 

costs if these components are produced in the same continent as its major customers. The existing 

manufacturing system is a flow-type production line. ABC needs to reconfigure it incorporating 

newly designed automated machinery to improve efficiency. 
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1.3 Contribution 

Motivated by a real-life case, this thesis proposes an approach to the RTMS problem where a 

production line for a high-value-added product will be built in a capital-intensive country based on a 

similar existing workforce-oriented manufacturing system.  Based on the information provided by the 

ABC engineering team, I assume that the demand for the end-product is constant and known for the 

period of interest.  I also assume that the stations and process flow in the existing system will be 

preserved during the transfer. However, the structure of the stations (machinery, workforce, or 

hybrid) and their configurations (number of machines, process rate, buffer sizes etc.) are decision 

variables.  

My approach for this problem consists of three steps: 1) Determination of the production system 

requirements, performance measures, and associated data, 2) Determination of the alternative station 

structures and values of the configuration variables for each station structure as well as their 

evaluation via OR tools. 3) Determination of the optimal station structure and the corresponding 

configuration variables.  A systematic approach covering these steps (based on the experience with 

the real-life case) is provided in Section 1.4. In addition, a discrete-event simulation model is 

developed to evaluate the performance of any given station structure and corresponding configuration 

variable combination. Several simulation optimization algorithms are proposed to find the optimal 

production line configuration. 

The contributions of this thesis are four-folds: 1) to the best of my knowledge, this is the first study 

that considers optimizing production line configuration in an RTMS case.  A systematic approach for 

the problem is provided as a guideline for the companies facing similar challenges. 2)  A novel 

simulation model is proposed to evaluate the performances of different production line configurations 

incorporating several configuration variables including, number of machines, machine speeds (cycle 

time), min/max buffer allocations, and number of workers. 3)  Several search-algorithm-based 

simulation optimization methods are proposed and tested to illustrate their relative strengths under 

different parameter scenarios in terms of solution quality and speed. 4) As being motivated from a 

real-life case, real-data is used for the numerical experiments. 
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1.4 The Real-life Case and the Systematic Approach to the Problem 

Figure 1.1 illustrates a six-step generic systematic approach that represents how ABC managed this 

task of RTSM combined with the optimization of production line configuration. Understanding the 

features of the real-life production line and how ABC followed the steps in Figure 1.1 is paramount to 

appreciate the contribution of the thesis. 

 

Figure 1.1 Systematic Approach for Practitioners. 

No 

1 - Determine the objective 

function and the related data 

2 - Determine the possible options for 
station structure combinations 

 

4 – Select the best configuration variable 

setting for that option via simulation 

optimization  

 

5 – All options 

solved? 

6 -Select the best structure option 

and configuration setting. 

3 – Select one station structure combination 

and determine the possible values of station 
configuration variables 

 

See Figure 1.3 
for details 

Remove the 
current station 

structure 

option from 
the list 

Yes 
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As the first step, decision makers need to determine the objective function, decision variables, and the 

related data. ABC sees it strategically very important to reach a throughput level equal to annual 

estimated demand. Besides there are cost factors involved such as investment cost for acquiring 

equipment, costs related to work-in-process (WIP) and finished product inventories, labor cost, and 

cost of lost sales. Therefore, maximization of annual profit has been taken as the objective function, 

which reflects all the conflicting goals of ABC. The configuration variables includes number of 

machines, machine speeds (cycle time), min/max buffer allocations, and number of workers. ABC 

assigned an analyst who contacted potential customers to estimate the future demand. A cost analyst 

estimated cost of labor, equipment, and raw materials. Section 4.2.1 presents more information about 

the input data. 

The second step involves determining the possible structure options for each workstation specified 

by the existing labor-intensive production line and preparing a list of station structure combinations 

for the whole production line. ABC established a multi-disciplinary team including engineers, 

production planners, and managers to decide which options are available for each station (e.g., 

selection of machine types, selecting manpower over machines, or a combination of both). The 

number of possible station structures could be high; therefore, the practitioners may need to eliminate 

un-preferable structures to reduce the complexity of the problem. ABC team achieved to reduce the 

possible structure combinations to a single one by eliminating the other options based on their 

performances and costs. Note that ABC is satisfied with considering only a single station structure 

combination because they aim to build a prototype manufacturing system. However, they are aware 

that upon successful introduction of the product in the market, they will need to consider many 

alternative structure combinations for the full implementation of the prototyped manufacturing 

system. 

At the third step, a station structure option should be selected from the list generated in the previous 

step. Then, the possible configuration variable values for each station should be specified (number of 

machines, machine speed, number of workers, buffer sizes, etc.). To prevent confusion about the 

concepts of station structure option and station structure configuration, I provide a simple and self-

explanatory example in Figure 1.2. 
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Figure 1.2 Illustrative Example for Station Structure Options and Configurations. 

The fourth step is to find the best configuration variable values for a given station structure. ABC 

agreed with the author of this thesis to develop a simulation model to evaluate the performances of 

possible production line configurations. Several simulation optimization methods were also 

developed to search among the possible configurations and find an approximately optimal solution. 

When the approximate optimization of the configuration variables for the selected station structure 

option is complete, its performance is recorded and another station structure option is selected from 

the list in Step 2. Once all options are evaluated then the best one is selected among them. Simulation 

Station 1 

Options: 
1. Machine X 
2. Machine Y 

3. Machine Z + Labor 

Station 2 

Options: 
1. Machine K 

 

Station 3 

Options: 
1. Machine A 
2. Labor 

There exist 6 different station structure options for the whole production 

line. Two selected options are given below: 

Station 1 

Machine X 

Station 2 

Machine K 

Station 3 

Machine A 

Station 1 

Machine Y 

Station 2 

Machine K 

Station 3 

Labor 

Station 1 

Machine Y 

Station 2 

Machine K 

Station 3 

Labor 

Option 1: Option 4: 

Possible Station Configurations for Option 4: 

- M
Y
: Number of Machine Y, M

Y
={3, 4, 5}  (3 values) 

- Bi: Capacity of Buffer i, Bi={1, 2, 3, 4}  (4 values) 

- S
K
: Speed of Machine K, S

K
={7.5, 8.0, 8.5}  (3 values) 

- W3: Number of Workers at Station 3, W3= {2,3}  (2 values) 

 Total combinations for Option 4: 72 

A Sample Combination for Option 4: 

M
Y 
= 4, Bi = 3, S

K
 = 8.5, W3 = 3 

B
1
 

 

B
2
 

  

B
3
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optimization process that is explained in Steps 3 and 4 of the general approach (Figure 1.2) is 

depicted in Figure 1.3. 

 

Figure 1.3 Simulation Optimization Process. 

Optimization algorithms are coded in Visual Basic, which controls the simulation module 

(Simul8®) and the profit calculation worksheet file (MS Excel®) simultaneously. Screenshots from 

the optimization module is given in Figure 1.4. 
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Figure 1.4 Optimization module screenshot. 

1.5 Thesis Outline  

Next chapter gives background information for the case and reviews the related literature. Chapter 3 

provides detailed description of the real-life problem. Chapter 4 describes the simulation model in 

details, and also provides information on the test-bed problem. Chapter 5 describes the simulation 

optimization methods proposed to solve this problem. Chapter 6 presents the results of the numerical 

experiments on a test-bed problem and the real-life case. Finally, conclusion remarks are given in 

Chapter 7. 
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Chapter 2 

Background and Literature Review 

2.1 Reverse Transfer of Manufacturing System/Technology 

Because most technology transfers are from capital-intensive to labor-intensive markets, there are 

only a few studies directly covering RTMS. In one of those studies Elshout (1995) defines reverse 

transfer of technology as “all forms of technological services which are exported by a developing 

country in exchange for financial benefits”.  However, more studies are likely to appear on this 

concept as several sources indicated that a number of capital-intensive manufacturers in countries 

such as US, Canada, and Japan consider re-opening some of their domestic manufacturing operations. 

The Economist recently reported that a growing number of American companies are moving their 

manufacturing back to the United States (Economist, 2013). An article published in Nikkei (2013) 

reports that Panasonic is considering bringing back its white goods production back to Japan. Globe 

and Mail daily newspaper narrates that reshoring could be a good opportunity for Canadian economy 

(Carmichael, 2012). 

In addition, the recent trend of re-shoring, i.e., bringing manufacturing part of the supply chain 

back to or closer to the western countries for profitability, is reported to receive increasing interest 

(Ellram, 2013). Existing related studies in the re-shoring literature focus on the redesign of the supply 

chain or logistics networks under the option of domestically re-establishing the previously outsourced 

manufacturing operations (Gray et al., 2013). However, unlike this thesis, those studies do not 

consider the details of the manufacturing system re-configuration in an RTMS case. 

2.2 Production Line Configuration 

There is a vast amount of research devoted to the development of approaches for the performance 

analysis and optimization of flow-type manufacturing systems with finite buffers between 

workstations. Majority of these studies propose methods towards optimal buffer allocation, while 

others concentrate on performance measures such as machine selection or determining the number of 

parallel identical machines. When production lines include unreliable machines with stochastic break-

down and repair times, planners use buffers as a means of increasing throughput. In a flow line, if a 

station stops working due to maintenance or break-down, the succeeding station may continue 

working provided that the buffer before that station is not empty; if it is not starved in other words. In 
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contrast, a station will be blocked if the buffer that comes right after it is full.  So, determining the 

optimal buffer capacities has been subject to many studies in production management field.  

Production lines may either be of continuous (fluid transfer) or discrete nature. Focus in this study 

is given to discrete production lines. Unless otherwise stated all production lines mentioned in this 

study imply discrete flow of materials. 

2.2.1 Classification of Production Line Problems 

Production lines problems can be classified based on different viewpoints such as line assumptions, 

decision variables, objectives and solution methodology. 

2.2.1.1 Line Features 

A basic linear production line is shown in Figure 2.1, where workstations are denoted by Pi and 

buffers by Bi. This is the simplest form of a flow line with n workstations and (n–1) buffers.  

 

Figure 2.1 Basic production line. 

Commonly used classifications regarding flow lines are as follows (Dallery & Gershwin, 1992): 

Synchronous/asynchronous lines: Most real systems are unsynchronized. That is, the machines are 

not constrained to start or stop their operations at the same instant. Another term used is 

paced/unpaced lines. 

Homogeneous/non-homogeneous lines: Lines with all workstations having equal processing rates 

are homogeneous lines. 

Saturated/non-saturated lines: In saturated models, the first machine is never starved and the last is 

never blocked, which assumes that there are always enough raw materials available when necessary 

and finished goods inventory is unlimited. In literature, most lines are assumed be saturated. 

Processing times: Processing times of workstations may either be deterministic or stochastic. 

Usually, if the machines in workstations are automated with minor human input, processing times are 

assumed to be deterministic. In other cases where human input is in considerable amount, processing 

times are taken as random variables of a probabilistic distribution.  

P1 P2 B1 B2 Pn Bn-1 
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Process reliability: In contrast to process times, if the process is performed mainly by human 

resources, then there are no considerable machine failures that can halt processing. Such processes are 

assumed to be reliable. If the process depends on machine performance, then the process stops from 

time to time due to machine breakdowns. This type of processes is assumed to be unreliable and 

treated with probabilistic down times and repair times. 

Mean time to failure (MTTF) can be calculated in two different ways. First one accounts for all the 

times including those when the machine is not working due to blockage or starvation.  Second one 

only takes into consideration the busy time of the machine. Mean time to repair (MTTR) is used to 

describe the mean repair time when a machine is down. 

Not all the production lines in real world are linear. Other forms and shapes a flow line can take are 

explained below. 

Series-parallel lines (parallel machines) 

In series-parallel lines, workstations may include more than one identical/non-identical machines 

performing the same operation (Figure 2.2). The idea is to reduce the cycle time of the workstation by 

adding more machines. Number of machines for any workstation (𝑚𝑖) can be a decision variable for 

series-parallel flow lines. 

 

Figure 2.2 Series-parallel production line. 

Split / merge lines 

In such production lines, at some point the line forks into 𝑚 number of parallel lines, and then merges 

back into a single line (Figure 2.3).  There is no disassembly at the station where splitting occurs, or 

there is no assembly at the station where merging takes place. Instead, parts produced are classified 

and fed into one of 𝑚 parallel lines the based on a probability. This classification can be due to 

quality issues or some other design related specification.  
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Figure 2.3 Split / merge production line. 

Lines with rejection 

Rejection occurs when there are inspections at certain workstations. Parts are inspected and those 

parts that are not acceptable are separated as rejections as seen in Figure 2.4 (𝑅𝑖 denotes rejection 

zone for workstation 𝑃𝑖).  

 

Figure 2.4 Production line with rejection. 

Reentrant lines (lines with rework) 

In some production lines, parts need to be processed by the same workstations more than once (Figure 

2.5). This could be either due to a quality problem that needs to be fixed, or due to certain design 

specifications that requires re-work on the parts at certain stations. For example, in a car factory, cars 

can be processed by the painting station more than once. Thus, there is more than one buffer zone 

before the workstation where the parts reenter the system (𝐵𝑖
′). Reentry workstation receives parts 

from buffers based on a priority rule specific to the production system itself. For example, if the 

reentry is due to quality problems, priority could be given to reentering parts.   

 

Figure 2.5 Production line with rework (reentrant lines). 
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Assembly/disassembly lines 

In some flow lines, parts may be disassembled and/or assembled at certain workstations (Figure 

2.6.a). Parts are divided into several subparts. Subparts are then processed in parallel lines before they 

are joined together with an assembly operation.  It is also possible to have an assembly operation 

without a disassembly process, where processed / unprocessed raw materials are assembled (Figure 

2.6.b).  

 

(a) Disassembly/assembly line. 

 

(b) Assembly-only line. 

Figure 2.6 Assembly/disassembly lines. 

Feed-forward / bypass lines 

In such lines, some part may leave the main flow line to bypass some of the stations and then join the 

main flow line again (Figure 2.7). During the bypass, parts may or may not be subject to additional 

processing. This might be the case when the product manufactured has different versions, which 

require different processing at certain points in the system.  
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Figure 2.7 Feed-forward / bypass flow line. 

2.2.1.2 Decision Variables 

The most common decision variable used in related research is buffer capacity (max buffer size). 

Allocating space for Work-In-Process (WIP) inventory is costly, but achieving the desired output rate 

is not possible with zero buffers in most of the cases. Machine failures and variability in processing 

times may cause workstations becoming either blocked or starved, which negatively affects the 

overall throughput. That’s why determining the optimal buffer capacity between workstations is an 

important decision variable. 

For production lines where CONstant Work In Process (CONWIP) approach (Spearman et al., 

1990) is applied, another decision variable would be the optimal allocation of fixed amount of total 

buffer spaces to available buffer zones.   

For series-parallel lines, estimating the number of machines for parallel stations can be significant. 

While increasing the number of machines will reduce the cycle time of the workstation, it will have a 

negative effect on the investment and operating costs. 

For unbalanced lines, processing speeds (cycle time) of certain machines could also be used as a 

decision variable. For some workstations that share the same type of labor resources, optimal number 

of workers can become a decision variable as well. 

2.2.1.3 Objectives 

The most common objective of production line problems is maximizing the throughput. Planners try 

to find the best configuration for the production line that will maximize the overall output rate of the 

line. 
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Although less used by the researchers, other objectives may be minimization of WIP, minimization of 

cost, or maximization of profit (as used in this thesis). 

2.2.2 Methodologies for Solving Production Line Problems 

Production line problems mostly involve finding the optimal buffer sizes or optimal buffer locations 

(distribution of a specified total number of WIP inventory to a specified number of buffer zones).  

Solution methods try to find the best configuration of buffers and resources that would optimize one 

or more performance criteria. These methods mainly incorporate a search algorithm and a 

performance evaluation technique. Heuristics, dynamic programming or non-linear programming 

based methods have been used by researchers. As for performance evaluation, exact analytical 

methods (for shorter flow lines with 2 or 3 workstations), analytical decomposition approximation, 

aggregation or simulation have been employed by researchers. 

2.2.3 Related Literature 

Table 2.1 gives a summary of recent research on production line design (last row describes the 

assumptions of the model analyzed in this study). Review papers of Bergeron et al. (2010), 

Papadopoulos & Heavey (1996), and Dallery & Gershwin (1992) also give valuable insight on 

production line research. Besides, Tempelmeier (2003) analyses the problems in the design of real-

life asynchronous production lines under stochastic conditions that may be due to breakdowns or 

random processing times.  

Use of simulation based optimization for buffer allocation problems go back to 60s. Researchers 

either use meta-heuristics (e.g. Tabu Search (TS), Genetic Algorithm (GA)) or meta-models (e.g. 

regression models, Artificial Neural Network (ANN)) for optimization of their simulation model. 

Anderson & Moodie (1969) generate a meta-model based on regression using simulation output data. 

Ho et al. (1979) produced a gradient technique based on perturbation analysis to determine buffer 

sizes. Powell (1994) investigates the allocation of buffers in a three-station unbalanced flow line. In 

their study, Bulgak et al. (1995) use GA for buffer size optimization. Lutz et al. (1998) presents a TS 

based simulation optimization algorithm in order to calculate near-optimal buffer allocations in a flow 

line. Vouros & Papadopoulos (1998) developed a knowledge based system for optimal buffer 

allocation. Harris & Powell (1999) offered a simplex search method to maximize throughput by 

optimized buffer placement in reliable serial lines. In a study by Spieckermann et al. (2000), GA and 

Simulated Annealing (SA) was used to find the optimal combination of buffers and cycle times to 
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achieve the desired production rate. Alabas et al., (2002) compare GA, SA and TS based heuristic 

techniques to find the optimum number of kanbans in a Just in Time system. Dengiz & Belgin (2007) 

propose using response surface methodology to find the optimum levels of considered factors.  Unlike 

many researchers, who studied the buffer size alone, Qudeiri et al. (2008) proposes a simulation based 

GA that maximizes production efficiency of a serial-parallel production line by finding the optimal 

buffer sizes, number of machines, selecting the best machine types. Vitanov et al. (2009) generated an 

ant-colony based optimization algorithm for near-optimal allocation of buffers in an assembly line.  

Some authors proposed expert systems for optimization of production systems via simulation. 

Mebrahtu et al. (2009) developed an expert mechanism that interprets the simulation results to 

achieve gradually the optimized manufacturing performance. Masmoudi (2006) presents an approach 

that blends an expert system with simulation for optimally sizing manufacturing cells. Masmoudi et 

al. (2007) solved the machine and labor sizing problem in manufacturing systems with an expert 

mechanism based simulation optimization. 

There are also studies that investigate the use of meta-models based on simulation results to 

achieve optimized production system design. Lin et al. (1994) use regression meta-model to 

maximize the throughput of an automated flow line by optimizing system parameters such as the 

number of machines, machine processing times, and capacity of the buffer. Altiparmak et al. (2002) 

generated an ANN based simulation meta-model to optimize buffer sizes in an asynchronous 

assembly system. Durieux & Pierreval (2004) use regression based meta-modeling to assess the 

influence of the material handling system in a flow line. Feyzioglu et al. (2005) also utilize regression 

meta-modeling for optimal sizing of manufacturing systems. In another study, Dengiz et al. (2006) 

employ a regression meta-model for generating a decision support system to predict the number of 

machines and workers necessary to achieve the desired manufacturing output level. Baykasoglu 

(2008) proposes gene expression programming technique for meta-modeling simulation outputs so as 

to optimize production line design. Dengiz et al. (2009) make use of ANN trained via TS to optimize 

two different manufacturing systems. 
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(Bonvik et al., 2000) *  *      *  *   * *       *  * 
Approximation via analytical 

decomposition (AAD) method. 

(Gershwin & Schor, 2000) *  *        *   * *        * * AAD method. 

(Gershwin & Burman, 2000)  *  *     *  *   * *         * AAD method. 

(Helber, 2000) *  *  *  *    *   * *         * AAD method. 

(Jeong & Kim, 2000)  *  *     *   *  * *   *   *   * 
Heuristic methods finding the minimum 

cost for a desired throughput. 

(Kouikoglou, 2000)  *  *     *   *  * *         * 
Steepest descent alg. & simulation for 

perform evaluation & gradient estim.  

(Chan, 2001)  *  *       *   * *         * 
Simulation, multi-product case with 

focus on preventive maintenance. 

(Chan & Ng, 2002)  *  *        * *  * *        * 
Dynamic programming, allocating a 

given number of buffer spaces. 

(Kouikoglou, 2002)   *  *     *  *   * *         * Hybrid simulation/analytic model. 

(Sabuncuoglu et al., 2002)  *  *    * *   * *  * * *       * Simulation modeling. 

(Hemachandra & Eedupuganti, 2003)  *  *     *   * *  *       *  * 
A search algorithm with performance 

evaluation via Markov Chain. 

(De Vericourt & Gershwin, 2004)  *  *        *  * *         * AAD Method. 

(Li, 2004) *  *   *     *   * *         * 
Approximation through overlapping 

decomposition (AOD) method. 

(Sadr & Malhame, 2004)  *  *       *   * *         * 
Decomposition/aggregation method 

(Kanban controlled line). 

(Li, 2005) *  *  * * *  * * *   * *         * AOD method. 

(Blumenfeld & Li, 2005) *  *        *   * *         * 
Approximate analytical formulation (all 

buffers are identical). 

(Enginarlar et al., 2005) *  *        *   * *         * 
Monte-Carlo simulation with focus on 

lean buffering.  

(Nourelfath et al., 2005) *  *        *   * *   *   *   * 
Ant system meta-heuristic with AAD 

method.  

(Bulgak, 2006)  * *      *  *   * *         * 
GA-based simulation optim., meta-

modeling using simulation & ANN 

(Hu & Meerkov, 2006) *  *        *   * *         * 
Aggregation method (with emphasis on 

lean buffering). 

(Kim et al., 2006)  *  * * *      *  * *         * 
Approximation-based on mean value 

analysis technique. 
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Table 2.1 Classification of Production Line Problems – continued. 
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(Altiparmak et al., 2007)  * *        *   * *         * ANN meta-modeling & simulation. 

(Chiang et al., 2008) *  *        *   * *         * 
Aggregation & bottleneck identification 

with focus on lean buffering. 

(Colledani et al., 2008) * 
 

* 
   

*  
  

* 
  

* * 
  

 
     

* 
Aggregation & decomposition methods, 

focus on multiproduct production lines.  

(Manitz, 2008)  *  *     *   *  * *         * Decomposition approach. 

(Nahas et al., 2008)  *  *       *   * *  * *   *   * 
AAD method and Ant Colony 

Optimization (ACO). 

(Qudeiri et al., 2008)  *  *       *   * *  * *      * Aggregation method and GA.  

(Yamamoto et al., 2008)  *  *      * *   * *         * Simulation modeling and GA. 

(Battini et al., 2009)  * *        *   * * *        * 
Simulation modeling (with focus of 

micro-breakdowns). 

(Nahas et al., 2009)  *  *    *   *   * *   *   *   * 
Analytical decomposition 

approximation with ACO & SA. 

(Shaaban & McNamara, 2009)  *  *        * *  *         * Simulation modeling  

(Vergara & Kim, 2009)  *  *        *  * * *        * Simulation modeling. 

(Xu et al., 2009)  *  *       *   * *         * 
Fuzzy linear programming and 

aggregation techniques  

(Qudeiri et al., 2009) *  *   *     *   * *         * 
Analytical decomposition 

approximation and GA. 

(Shi & Gershwin, 2009) *  *        *   * *        * * 
Non-linear programming based 

algorithm.  

(Aziz et al., 2010)  *  *    *   *   * *         * 
Approximation method based on 

discrete state Markov chain. 

(Liu & Li, 2010) *   *   *    *   * *         * 
Approximation based on overlapping 

decomposition method. 

(Xia et al., 2010) *  *        *   * *         * AAD Method.  

(Demir et al., 2011) *  *        *   * *       *  * AAD method and tabu search. 

(Helber et al., 2011)  *  *        * *  *   *      * 
Simulation incorporated into a linear 

programming framework. 

(Papadopoulos et al., 2013) *           * *  * *      *  * 
Markovian & decomposition with GA, 

TS, SA & Myopic algorithms 

This Study  *  * * *  * *   *  * *  *  * *   *  Simulation optimization. 
 

1
8
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The studies proposing mathematical modeling approaches generally use stochastic models, linear 

programming (LP), nonlinear programming (NLP), mixed integer programming (MIP), or nonlinear 

mixed integer programming (NMIP) to optimize the production line configuration under simplifying 

assumptions or/and by decomposing the production line into manageable sections (Li, 2005; Liu & 

Li, 2010; Nahas et al., 2009; Sadr & Malhame, 2004). For tractability, these studies generally limit 

themselves into production line systems that consist of only a few stations and up to 3 different 

configuration variable types. Because this research is based on a real-life case, the problem involves 

24 stations and 5 types of configuration variables, for which developing an analytical model is not 

practical. However, a conceptual model capturing the objective function of profitability is given in 

Section 3.5. 

2.3 Simulation Optimization 

There is a huge number of methods for simulation optimization. To date, a number of comprehensive 

reviews about simulation optimization techniques have been written by several authors including 

Meketon (1987), Jacobson & Schruben (1989), Safizadeh (1990), Azadivar (1992), Fu (1994), Fu et 

al. (2005), Andradottir (1998), Swisher et al. (2000, 2003, 2004). Tekin & Sabuncuoglu (2004) 

classifies simulation optimization problems into two main categories; local optimization and global 

optimization as seen in Figure 2.8.  

Some recent studies in the field are as follows. Pichitlamken et al. (2006) propose a sequential 

indifference-zone selection procedure for optimization of expensive simulations. Kim (2006) presents 

a review of gradient-based techniques for continuous optimization. Ghiani et al. (2007) developed an 

iterative method based on SA framework for solving discrete optimization problems. Carlos et al. 

(2008) use reinforcement learning algorithms with ANN for optimization of simulation models. 

Horng & Lin (2009) propose an ordinal optimization theory-based two-stage algorithm for a good 

enough solution of the stochastic simulation optimization problem with huge input-variable space.  

Another classification of simulation optimization is based on whether the problem is constrained or 

not. If the problem is constrained, it means that some simulation output parameters are required to 

stay within specified feasible region. Existence of constraints regarding input variables is irrelevant, 

because almost all models have limits on input variables. Most of the related research deals with 

solving unconstrained optimization problems. Study of Hong & Nelson (2006) on the other hand, 

present an algorithm called COMPASS that can solve constrained simulation optimization problems. 
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Angun et al. (2009) and Kleijnen (2008b) propose a methodology that generalizes classic RSM to 

account for stochastic output constraints.  

 

Figure 2.8 Simulation Optimization Classification Scheme (Tekin & Sabuncuoglu, 2004) 

While several different simulation optimization techniques are proposed in the literature, no more 

than a few search mechanisms are tested in most simulation optimization studies (Kleijnen, 2008a). In 

this paper, several different simulation optimization methods are proposed rather than focusing on a 

few of them. Then their relative performances in the solution quality and speed spectrum are reported. 
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Chapter 3 

Problem Description 

The problem this thesis deals with is a real life case, where ABC Company in a capital-intensive 

environment transfers a new manufacturing technology/system from a labor-intensive environment. 

ABC needs to reconfigure the production line in order to achieve higher capacity with less amount of 

workforce. ABC also wants to increase the overall product quality by introducing more automatized 

stations to the lines. The production line comprises complexities, which are not desired to be 

simplified for the sake of calculation simplicity. ABC wants to get a clear picture of the system 

performance by also incorporating probabilistic nature of the system. Complexity of the system is 

described in next section.  

3.1 Assumptions and Line Complexity 

This thesis tries to maximize the profit for a complex production line. Complexity of system stems 

from the several factors listed below (see Section 2.2.1 for explanations of terms). The system; 

 is asynchronous and inhomogeneous. 

 incorporates series-parallel flow . 

 has one assembly station synchronizing two separate sub-lines (assembly system).  

 involves parts returning to the same workstation for reprocessing, i.e. reentrant-flow 

(Burman, 1995).  

 contains unreliable workstations with stochastic downtimes and repair times. 

 contains both deterministic and stochastic processing times. 

 contains workstations with random setup (change over) times. 

 has processes where rejection or scrapping occurs. 

 is designed to work non-stop in three shifts. 

 has stations that work 7 days a week, while others working 6 days a week.  

 involves minimum wait times at certain buffers (parts need to wait for a certain amount of 

time before they can be processed by the next station). 

 contains processing of different parts at certain stations in a cyclic manner (i.e. ‘station k’ is 

scheduled to process ‘part y’ after processing a specified number of ‘part x’).  

Other assumptions about the system are as follows;  
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 Production flow is saturated. 

 All machines run with 85% efficiency (based on the design specification of the producer). 

𝑒𝑖 =
𝑀𝑇𝑇𝑅𝑖

𝑀𝑇𝑇𝑅𝑖 + 𝑀𝑇𝑇𝐹𝑖
 

where  

𝑒𝑖 is the isolated efficiency of workstation i, 𝑀𝑇𝑇𝑅𝑖  is the mean time to repair for 

workstation i, and 𝑀𝑇𝑇𝐹𝑖 is the mean time to failure for workstation i. 

 Some workstations are automated, others are non-automated. 

 Production rate is calculated based on good product output only (rejects are not counted). 

 System produces single type of product as specified by ABC.  

 The annual demand for the product is fixed and known. 

 Buffers between workstations cause inventory holding costs calculated using their accrued 

values (value-added cost in each buffer zone is used to estimate holding costs). 

 Buffers are not finite in the simulation model, which means workstations are never blocked. 

Optimal buffer capacities are calculated through profit maximization as described in Section 

3.4. 

 All machines are set to run up to their full capacity as long as they are up and not starved. 

3.2 Workstation and Buffer Zone Parameters 

In Figure 3.1 and Figure 3.2 parameters related to buffer zones and workstations are given. Not every 

workstation/buffer zone need to incorporate all of these parameters. Depending on the nature of the 

problem, some or all of them may become relevant. 

 

Figure 3.1 Buffer zone inputs, outputs and parameters. 

- Materials from feeding station 
- Initial contents 

 

- Materials to next station 
- Inventory statistics (min, max, avg, etc.) 

- Waiting time statistics 

input output 

- Min buffer amount 
- Max buffer amount 

- Inventory holding cost 
- Required min wait time 

-  Shelf life (perishable materials) 

Bk 
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Figure 3.2 Workstation inputs, outputs and parameters. 

3.3 Process Flow of the Real-life Case 

Process flow of the prospective production line is given in Figure 3.3. The series-parallel flow is 

asynchronous and inhomogeneous. Production flow is saturated and produces a single product. 

Initially, two sub-lines process subparts independently, one of which breaking the subparts into three 

smaller subparts (Station 5). Then all subparts from both lines are assembled together at Station 13. 

The subparts need to cool down for a specified period of time at Buffer Zones 8, 9, 10, and 16 before 

they can be assembled.   

Raw materials enter the system at Stations 1, 2, 7, 8, 13, 14, 15 and 24. Stations 2, 4, 5, 8, 10, and 

11 produce significant amounts of scrap product, while Stations 14, 15, and 24 are the quality control 

points where rejections occur. Parts visit Station 17 three times (16→17→18→19→20→ 21→17→ 

22→17→23, this flow is deterministic) to be reprocessed before finally leaving for Buffer Zone 26 

(reentrant-flow). All machines are associated with stochastic downtimes and repair times. In addition, 

Stations 2, 3, 4, 5, 8, 9, 10, 11, and 13 involve probabilistic setup (change-over) times. Furthermore, 

Stations 14, 15, 16, 17, 20, and 24 require direct labor input and have probabilistic processing times. 

System works 6 days a week, 3 shifts a day, and 8 hours a shift with the exception of Stations 17 to 

24 that run 7 days a week. Stations 17 to 24 share a single type of worker. Labor requirements for 

other stations are predetermined.  

Pk 
- Materials from feeding buffer zone(s) 
- Raw materials 
- Labor 

- Auxiliary materials 

- Materials to next buffer zone 
- Scrap materials 

- Rejected items 

input output 

- Output rate (speed) 
- Scrap rate 

- Change over (setup) time 
- Reject rate 

- Efficiency (break-downs) 

- No of identical machines 

- Equipment amortization 
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Figure 3.3 Process flow of ABC production line 

3.4 Decision Variables of the Real-life Case 

Nine decision variables leading to a total of 49,152 possible station configurations are described in 

Table 3.1. Figure 3.3 shows the stations and buffer zones associated with these decision variables. 

The minimum, maximum, and increment values of decision variables are determined based on the 

machine specifications provided by the producers, and through consultations with the ABC 

engineering team.  
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Table 3.1 Decision variables and range of feasible values. 

Variable 

ID 
Decision Variables Min Max 

Number 

of Values 
Increment 

V1 Speed of Machine at P2 (parts/minute) 14.5 16 4 0.5 

V2 Speed of Machine at P8 (parts/minute)  14.5 16 4 0.5 

V3 Number of Machines at P5 & P11 5 6 2 1 

V4 Number of Machines at P13 17 20 4 1 

V5 
Min. Buffer Amount at B17 (unit: days of 

production by P14)* 
0.01 1.51 4 0.5 

V6 
Min. Buffer Amount at B18 (unit: days of 
production by P15) 

0.01 0.05 3 0.02 

V7 Number of Machines at P19 23 26 4 1 

V8 Number of Machines at P21 27 30 4 1 

V9 Number of Workers/shift at P17 to P24 3 4 2 1 

                      Number of Combinations 49,152 

* For example, daily production of P15 is 4128 parts, so 1.51 equals 6234 parts. Value 0.01 used as the 

smallest value, because the program generates an error when 0 is entered.  

There are two variables associated with the buffer sizes, V5 and V6, which denote the minimum 

buffers for B17 and B18. The minimum buffer amounts need to be considered for unbalanced lines 

where there exists a preceding station operating slightly slower on average than the latter one. For 

example, P13 consists of at least 17 identical machines with deterministic processing times and 

variable setup times. Assuming that all workstations are set to work at full capacity, the variability in 

the setup and processing times of P13 and P14 may create an imbalance in favor of P14 for some 

configurations. A minimum buffer amount is defined for B17 to diminish the effect of this imbalance 

on the overall profit. If ever the amount of parts in B17 becomes zero, P14 stops and waits until the 

amount reaches the minimum level. In this way, P14 works continuously without stopping repeatedly 

in short time periods. The bulk time during which P14 waits for B17 can be utilized for maintenance. 

The inclusion of minimum buffers creates a profit improvement of 1.6% in the optimal configuration. 

ABC also needs to specify the space allocated for each buffer zone. In order to reduce the complexity 

of the problem, the method proposed by Battini et al. (2009) is used in determining the maximum 

buffer capacities, i.e., the buffer capacities are set to the maximum accumulation level of sub-

products in the corresponding buffer zones during the simulation runs. This approach is reasonable 

because the objective of this study is profit maximization and inventory holding costs penalize high 

WIP inventory. Therefore, the optimal solution is supposed to have reasonable buffer capacities.  



 

26 

3.5 Objective Function  

The objective function that inexplicitly defines the profit associated with a particular set of station 

configuration variables is given below. All decision variables are denoted by the vector 𝛷 =

[𝑉1, 𝑉2, … , 𝑉9]. The objective function is composed of variables (such as annual sales, annual 

production, etc.) which are functions of 𝛷 and calculated using the simulation outputs. Nomenclature 

can be visited for the notation used in the objective function.  

Objective function, which is maximization of the annual profit, is given below: 

max 
𝛷

 𝑝 ∑ 𝑆𝑡(𝛷)

𝑇/𝛿

𝑡=1

 − ∑ ℎ𝑗𝐼𝑗̅(𝛷)

𝑚

𝑗=1

 − ∑ 𝜋𝐿𝑡(𝛷)

𝑇/𝛿

𝑡=1

− 𝐶𝑚𝑡𝑟 ∑ 𝑃𝑟𝑡(𝛷) −

𝑇/𝛿

𝑡=1

∑ 𝐶𝑖
𝐴𝑀𝑖  

𝑛

𝑖=1

− ∑ ∑ 𝐶𝑙
𝑤𝑊𝑙𝑖

𝑙∈ℝ𝑖

−

𝑛

𝑖=1

𝐶𝑜𝑡ℎ𝑒𝑟  

where 

𝑝 ∑ 𝑆𝑡(𝛷)𝑇/𝛿
𝑡=1 : Expected sales income. 

∑ 𝜋𝐿𝑡(𝛷)𝑇/𝛿
𝑡=1 : Expected lost sales cost. 

𝐶𝑚𝑡𝑟 ∑ 𝑃𝑟𝑡(𝛷)𝑇/𝛿
𝑡=1 : Expected material costs. 

∑ 𝐶𝑖
𝐴𝑀𝑖  𝑛

𝑖=1 : Expected equipment costs. 

∑ ∑ 𝐶𝑙
𝑤𝑊𝑙𝑖𝑙∈ℝ𝑖

𝑛
𝑖=1 : Expected labor costs. 

∑ ℎ𝑗𝐼𝑗̅(𝛷)𝑚
𝑗=1 : Expected inventory holding costs for buffer zones. 

𝐶𝑜𝑡ℎ𝑒𝑟  refers to the fixed costs independent from Φ such as costs of overhead, sales/marketing, and 

other amortization. Equations (3.1) to (3.12) explain the details of the objective function.  

It can be said that 𝑀𝑖, 𝑊𝑙𝑖, ℎ𝑗, 𝐶𝑗
𝑙𝑏, 𝐶𝑗

𝑒𝑞
, and 𝐶𝑗

𝑣𝑎 are also functions of (𝛷), because number of 

workers and machines are decision variables for some workstations. However, I do not give this 

dependency in the notation for the sake of simplicity. 

𝐷𝑡 = 𝐷 ∗ 𝛿/𝑇,  (3.1) 

𝐼𝑚𝑡(𝛷) = 𝑚𝑎𝑥[(𝐼𝑚(𝑡−1)(𝛷) + 𝑃𝑟𝑡(𝛷) − 𝐷𝑡), 0] , 𝐼𝑚0(𝛷) = 0 , (3.2) 

𝑆𝑡(𝛷) = 𝑚𝑖𝑛 [(𝐼𝑚(𝑡−1)(𝛷) + 𝑃𝑟𝑡(𝛷)) , 𝐷𝑡],  (3.3) 
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𝐶𝑖
𝐴 = 𝐶𝑖

𝑀 [
1−(1+𝑟𝑖𝑛𝑡)

−1

𝑟𝑖𝑛𝑡
]⁄  (derived from financial annuity formulation), (3.4) 

𝐶𝑗
𝑙𝑏 = ∑ 𝑃𝑇𝑖∗(𝑗)𝐶𝑙

𝑤𝑊𝑙𝑖∗(𝑗)

𝑙∈ℝ𝑖∗(𝑗)

,  (3.5) 

𝐶𝑗
𝑒𝑞

= 𝑃𝑇𝑖∗(𝑗)𝐶𝑖∗(𝑗)
𝐴  ,  (3.6) 

𝐶𝑣
𝑣𝑎 = ∑ 𝐶𝑗

𝑙𝑏

𝑗∈𝕍𝑣

+ ∑ 𝐶𝑗
𝑒𝑞

𝑗∈𝕍𝑣

+ ∑ 𝐶𝑗
𝑚𝑡

𝑗∈𝕍𝑣

,   1 ≤ 𝑣 ≤ 𝑚,  (3.7) 

ℎ𝑗 = 𝑟𝑖𝑛𝑣𝐶𝑗
𝑣𝑎 ,   (3.8) 

𝜋 = 𝑟𝑙𝑠𝑡𝑝 ,   (3.9) 

𝐿𝑡(𝛷) = 𝑚𝑎𝑥  [(𝐷𝑡 − (𝐼𝑚(𝑡−1)(𝛷) + 𝑃𝑟𝑡(𝛷))) , 0] , (3.10) 

𝐼𝑚̅(𝛷) = ( ∑ (𝐼𝑚𝑡(𝛷) +
𝑃𝑟(𝑡+1)(𝛷)

2
)

((𝑇 𝛿)⁄ −1)

𝑡=0

) (𝑇 𝛿⁄ )⁄ ,  (3.11) 

𝐼𝑗̅(𝛷) = ∑ 𝐼𝑗𝜏(𝛷)

𝑇/𝜀

𝜏=1

(𝑇 𝜀⁄ ) ,⁄  𝑗 = 1,2, ⋯ , 𝑚 − 1 ,  (3.12) 

Equation (3.7) calculates the cost of a sub-product at any Buffer Zone 𝑣 by adding up the labor, 

equipment, and material cost accrued so far. Equation (3.8) computes the cost of holding one unit of 

sub-product at Buffer Zone j for one year. Equation (3.2) calculates the amount of finished goods 

inventory at every t, which is then used in Equation (3.11) to calculate the annual average inventory. 

Unlike Equation (3.11), Equation (3.12) does not take the next term’s production into account, 

because interval 𝜀 is small enough to ignore its effect.  

Figure 3.4 illustrates possible movements in the finished goods inventory, 𝐼𝑚𝑡(𝛷), while Figure 3.5 

shows those in WIP inventory of Buffer Zone j, 𝐼𝑗𝜏(𝛷). The simulation model updates the inventory 

levels discretely at each time period 𝜀. In Figure 3.4, sharp declines at every δ represent the product 

shipments.  
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Figure 3.4 Finished product inventory (𝐼𝑚𝑡(𝛷)) movements. 

 

Figure 3.5 WIP inventory (𝐼𝑗𝜏(𝛷)) movements. 
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Chapter 4 

Simulation Model 

Most complex, real-world systems with stochastic elements cannot be accurately described by a 

mathematical model that can be evaluated analytically. Thus, a simulation is often the only type of 

investigation possible (Law, 2007). Through simulation modeling of investments, decision-makers 

can make informed decisions and evaluate potential alternatives. Simulation is one of the most widely 

used operations research and management science techniques. One indication of this is the Winter 

Simulation Conference, which attracts 600 to 800 people every year. According to a study related to 

the use of simulation methods, simulation is consistently ranked as one of the three most important 

“operations research techniques” (Lane et al., 1993). One other study shows that simulation is second 

only to “mathematical programming” among 13 techniques considered (Gupta, 1997). In this study, 

simulation is used to model and analyze a complex production line. The simulation model also serves 

as the black-box type objective function.  

The seven-step approach of Law (2003) as given in Figure 4.1 was used to build the simulation model 

in this research. 

Formulate the 

Problem

Collect Information/

Data, Construct the 

Conceptual Model

Is the Conceptual 

Design Valid?

Program the 

Model

yes

Is the Programmed 

Model Valid?

Design, Conduct and 

Analyze Experiments

Yes

1

7

6

5

4

3

2

Document and 

Present the Simulation 

Results

No

No

 

Figure 4.1 Seven-step approach for conducting a successful simulation study (Law, 2003). 
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4.1 Simulation Software Selection 

An important resource to develop discrete-event simulation models is either a general purpose 

programming language or a simulation software package. In spite of the high flexibility they offer, 

building such a complex model using a general purpose language such as C or Pascal requires 

considerable amount of time and energy. Therefore, an off-the-shelf simulation software package has 

been used. Selection of the appropriate software is a crucial issue in such cases. Selection process for 

the most appropriate simulation software for ABC’s case is described in this section. 

There are more than 15 discrete-event simulation software packages in the market. Regarding 

selection of the software, there are methodologies proposed by several authors in related research 

literature. Furthermore, OR/MS Today magazine publishes a survey of simulation software every two 

years. The most recent survey at the time of the selection was published in October, 2009. 

For ABC’s case, the following references and inputs have been taken as the basis to develop a 

weighted criteria selection matrix (Table 4.2). 

 Azadeh et al. (2010) 

 OR/MS Today’s Survey (Swain, 2009) 

 Querying team members to identify ABC’s own expectations (used for weighing) 

 One-on-one meetings with software vendors (At the Winter Simulation Conference - Dec 

2009, Austin TX). 

 Web meetings with software vendors. 

 Webinars and seminars of software vendors. 

 Building sample models on demo versions of short-listed software. 

 Second opinions from other users of the software (At the Winter Simulation Conference - 

Dec 2009, Austin TX) 

 Software vendors in the final short-list invited to ABC’s office for demonstration to all team 

members. 

The following 5-step approach has been implemented for selection of the software: 

1. Generate an extensive list of available software. 
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2. Create short list by elimination of some software based on some obvious reasons (Table 4.1). 

3. Generate the weighted criteria selection matrix for the short-listed software (Table 4.2). 

4. Invite representatives of top two software vendors for demonstration. 

5. Select the software. 

Short listed products are given in Table 4.1. Several other software products that were in the 

extensive list have been eliminated due to observable reasons such as being specialized in certain 

areas, being relatively new in market, being unnecessarily complex, or not having enough market 

presence. 

Table 4.1 Short list of available simulation software products. 

Company Product 

1.Rockwell Automation Arena 

2.Promodel Corporation Promodel 

3.Flexsim Software Prod. Flexsim 

4.Lanner Group Witness 

5.Visual8 Simulation Solutions Simul8 

6.Imagine That Inc. ExtendSim 

Weighted criteria selection matrix was developed for the remaining short-listed 6 products (step 3), 

which is given in Table 4.2. Cells highlighted in green show the criteria for which all the software 

received same ratings. It means these criteria do not have any actual effect on the overall score of the 

software products. The cell highlighted in red represents missing data (it is assumed to be 0.5). 

As can be seen in  

Figure 4.2, top two candidates are FlexSim and Simul8. Representatives of these two software 

vendors have been invited to ABC’s office for a demonstration of their product. After these two 

demonstrations, ABC has decided to go with Simul8, which offered all the necessary requirements at 

the best benefit/cost ratio. Commercial licence for the professional edition of Simul8 was acquired by 

ABC, and another licence was granted by Simul8 to the author of this thesis for research purposes. 

The comparison results should be considered case-specific rather than a general metric for 

comparing the performances of the companies. Another company can outperform others in other 

circumstances. 
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4.2 Simulation Model of the Real-life Case 

A simulation model mimicking the processes in the prospective ABC production line was developed 

using SIMUL8 software package. Simulation model has been built in a way that most of the input and 

output data exchange is being done from and to a MS Excel workbook. A sample screenshot is given 

in Figure 4.3. A screenshot from the simulation model on Simul8 is given in Figure 4.4. 

Table 4.2 Weighted criteria selection matrix for the short-listed six simulation software products. 

 

Rt.: Rating,  W.Rt.: Weighted Rating 

 

Figure 4.2 Final scores of the short-listed simulation software products. 
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Figure 4.3 Screenshot from the Simul8 model of the real-life problem 
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Figure 4.4 Partial screenshot from cost calculation worksheet (confidential data shaded). 

It is statistically enough to run the model for 20 weeks so as to estimate approximate results for 

annual performance. Hypothesis tests for two randomly selected configurations to compare the mean 

of the first 20 weeks’ production to annual (52 weeks’) production are given in Table 4.3. Production 

values in the table have been divided to an undeclared real number to ensure confidentiality. 

4.2.1 Input Data 

Production system simulation models in general require the following data: 

a) Sufficient statistical data about the machines including but not limited to output rate, 

maintenance requirements, breakdown statistics and reject ratios. 

b) Annual/Monthly/Weekly/Daily production plans/targets. 

c) Draft physical layout of the plant. 

d) Bill of materials. 

e) Detailed cost analysis for profit calculation. 
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f) Breakdown of all tasks, task completion times, precedence relations and other task 

requirements (e.g. task b must be performed by resource x). 

g) Planned shifts regime for the factory. 

The expected annual demand, detailed cost values, interest rate, and product prices were provided 

by the ABC engineering team. The data about the processing times, setup times, and efficiencies of 

the machinery are calculated using the design specifications provided by the suppliers. The 

production rates are assumed to be deterministic for the completely automated machines. As 

suggested by Law (2007), for the cases where historical data is absent, triangular distribution is used 

for the processing times of the non- or semi-automated tasks. Some of the automated machines 

require labor based setup time, whose length is also assumed to be triangularly distributed. Based on 

the design specifications, machines work with 85% efficiency. A built-in function of SIMUL8 

handles the efficiency calculation for which the time periods between breakdowns and repair times 

are distributed with negative exponential and Erlang distributions, respectively.  

The production rate becomes stable after about 12 days, thus, a warm-up period of two weeks is 

used. Each simulation run takes 56.4 seconds (on a PC with Intel® Core™ i7-3770 3.4GHz CPU) on 

average.  

4.2.2 Number of Replications 

The simulation optimization approaches described in this paper take three replications of the 

simulation model to evaluate each configuration. Tests conducted on 100 random configurations 

show that for a big majority of the cases there is not enough evidence to reject the hypothesis that 

mean profit from 3 replications is same as that of 30 replications. Figure 4.5 shows the chart of test 

results for the mentioned 100 random configurations. Blue line represents an undeclared fraction of 

the expected annual profit based on 30 replications, in descending order. Green line is the results of 

the hypothesis tests. Parts of green line with value 1 show for which configurations H0 is accepted; 

where H0: there is not enough evidence to prove that the mean from 3 replications is different than 

that from 30 replications. H0 is accepted for 80 of the 100 random configurations. H0 is only rejected 

for cases where expected profit is at a certain level. This is due to the increased marginal effect of lost 

sale costs at this level, which causes more variability on the profit even for small changes in the 

production level.  
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Table 4.3 Hypothesis tests to compare 20 weeks to annual production 

Configuration 1:   6   18   24   28   16.0   15.0   1.01   0.01   4 

 
          

Week 

Weekly 

Prod. Week 

Weekly 

Prod. Hypothesis 

     1 1530 27 1578 H0: There is no significant difference between the sample mean (n) and the 

population mean (N). 2 1523 28 1565 

3 1601 29 1551 H1: There is a significant difference between the sample mean (n) and the 

population mean (N). 4 1530 30 1556 

5 1590 31 1562 

  

 

6 1534 32 1541   

7 1559 33 1541 N= 52 

8 1549 34 1610 μ = 1,559.72  

 

 

9 1547 35 1487 α = 0.1       

→ 
Level of significance 

10 1541 36 1590 

  

compare to 

11 1598 37 1570     

  12 1580 38 1560 Test for n = 20 Sample includes the first 20 weeks. 

13 1563 39 1590   

14 1526 40 1565     

  15 1458 41 1484 = 1,557.55    

  16 1739 42 1567     

  17 1421 43 1610 S = 65.71   

 18 1650 44 1556   

 

 

 19 1524 45 1542   

    20 1588 46 1565     

 21 1692 47 1559 𝑡𝑛−1,𝛼/2 = 1.7291328  

  22 1538 48 1513     

  23 1588 49 1594 = 15.0738   

  24 1518 50 1529     

  25 1591 51 1590 t  = -0.143435 H0 is not rejected 

 26 1519 52 1533     

  

4.2.3 Number of Replications 

The simulation optimization approaches described in this paper take three replications of the 

simulation model to evaluate each configuration. Tests conducted on 100 random configurations 

show that for a big majority of the cases there is not enough evidence to reject the hypothesis that 

mean profit from 3 replications is same as that of 30 replications. Figure 4.5 shows the chart of test 

results for the mentioned 100 random configurations. Blue line represents an undeclared fraction of 

the expected annual profit based on 30 replications, in descending order. Green line is the results of 

𝑡 =
𝑋̅ − 𝜇

𝑆𝑋̅
 𝑆𝑋̅ =

𝑆

√𝑛 − 1
 

𝑡𝑛−1,𝛼/2 

𝑋̅ 

𝑆𝑋̅ 
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the hypothesis tests. Parts of green line with value 1 show for which configurations H0 is accepted; 

where H0: there is not enough evidence to prove that the mean from 3 replications is different than 

that from 30 replications. H0 is accepted for 80 of the 100 random configurations. H0 is only rejected 

for cases where expected profit is at a certain level. This is due to the increased marginal effect of lost 

sale costs at this level, which causes more variability on the profit even for small changes in the 

production level.  

Table 4.3 Hypothesis tests to compare 20 weeks to annual production - continued 

Configuration 2:   5   18   25   28   15.0   15.0   0.51   0.01   4 

         

Week 

Weekly 

Prod. Week 

Weekly 

Prod. Hypothesis 

    1 1405 27 1401 
H0: There is no significant difference between the sample mean (n) and the 
population mean (N). 2 1357 28 1320 

3 1477 29 1290 
H1: There is a significant difference between the sample mean (n) and the 
population mean (N). 4 1303 30 1234 

5 1241 31 1314 

  

 

6 1430 32 1375 N= 52 

7 1259 33 1540 μ = 1,350.13  

8 1451 34 1243 α = 0.1       → Level of significance 

 

9 1389 35 1187 

    10 1491 36 1408 

  
compare to 

11 1324 37 1376     
 12 1232 38 1439 Test for n = 20 Sample includes the first 20 weeks. 

13 1461 39 1117   

14 1440 40 1153 = 1,371.46   
 15 1375 41 1310     
 16 1333 42 1410 S = 78.57   
 17 1282 43 1320     

18 1390 44 1354   
  19 1411 45 1342 

     20 1378 46 1250 𝑡𝑛−1,𝛼/2 = 1.7291328   
 21 1475 47 1300     
 22 1333 48 1466     
 23 1493 49 1390 = 18.0244  
 24 1310 50 1326     
 25 1313 51 1225 t  = 1.1833025  H0 is not rejected 

26 1383 52 1380     
 

𝑆𝑋̅ =
𝑆

√𝑛 − 1
 𝑡 =

𝑋̅ − 𝜇

𝑆𝑋̅
 

𝑡𝑛−1,𝛼/2 

𝑋̅ 

𝑆𝑋̅ 
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Figure 4.5 Statistical tests to analyze the number of replications (real-life problem) 

4.2.4 Validation of the Simulation Model 

A simulation model can only be trusted if it is credible for the decision makers. Although validation is 

not always enough to make the model credible, it sure is necessary. Decision makers need to know 

whether the results of the model are comparable to the actual system, before they can use the 

simulation model for critical decision making. The easiest technique to validate a simulation model is 

to compare its output with the output of the actual system. This is only possible when the simulation 

is a model of an existing system.  

As discussed in Sargent (2010), there are a number of approaches and techniques used for 

validation and verification of the simulation models. Most widely used three approaches are; (1) 

validation by simulation engineer/team, (2) validation by involving simulation model users, (3) 

validation by a professional third party. Some techniques that are applicable to modeling of non-

existing systems are Animation, Face Validity, Internal Validity, and Nominal Comparison. 

The model in this study was validated based on the second approach by employing the techniques 

mentioned above. The following steps were carried out for validation of the model: 

1. From the very start of the project, regular meetings were held with participation of the 

engineering team and the simulation engineer (author of this thesis). Meetings served two 

purposes; (1) at the early stages of the project, validation of the conceptual design prepared 

by the simulation engineer, and (2) validation of the simulation model at the later stages.  
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Simulation engineer had the chance to share his findings with the team and receive 

feedback from the team steadily throughout the project.  Remaining steps below explains 

the techniques used for validation of the simulation model.  

2. Animation: Graphical interface of Simul8® was a good visual tool for seeing on computer 

screen some of the entity movements, breakdowns, buffer amounts through time as the 

simulation runs. This gave the team to pinpoint and correct some obvious issues. 

3. Face Validity: The behavior (input-output relations) of the model was discussed at the 

meetings. Engineering team members, who had seen a similar system before at the site of 

the technology provider, were able to make judgments about the performance of the model. 

4. Internal Validity: Several replications were run to detect whether abnormal variability 

existed for replication results. 

5. Nominal Comparison: The engineering team had already come up with predictions about 

the output of the system using nominal calculations without considering variability 

(probabilistic elements). Outputs of the simulation model were compared with these 

predictions. As the simulation model included variability and more details than the nominal 

calculations did, significant differences were noted. Reasons of these differences were 

traced carefully within the simulation and rational explanations were provided satisfying 

all members of the engineering team. One example to this is the number of machines at a 

certain workstation. Engineering team estimated that four machines would be enough to 

achieve the desired output rate; however simulation results indicated that at least five or 

maybe six machines might be needed. A thorough analysis revealed that the engineering 

team dismissed in their calculations the setup times that is necessary before loading each 

new item to the machines. 

4.3 Test-bed Problem 

4.3.1 Motivation 

Because running the simulation model for the real-life case is time-consuming, a smaller size 

fictitious test-bed problem was generated and modeled. Test-bed problem is used to 1) determine 

specifications of the proposed simulation optimization methods, 2) compare the performances of 

these methods with the best solution obtained by total enumeration. I refer to this best solution for the 
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test-bed problem as the optimal solution for evaluating all meaningful configuration variable 

combinations. 

4.3.2 Process Flow and Input Data 

The test-bed problem reflects the features of the real-life case on a smaller scale, e.g. being 

asynchronous and inhomogeneous, and having assembly stations, re-entrant flow, stochastic times, 

and machines subject to probabilistic failure times. The test-bed problem has 8 decision variables 

with 46080 possible configurations. Each simulation replication takes 8.5 seconds, much smaller 

compared to the real-life case (56.4 seconds). The process flow of the test-bed problem is given in 

Figure 4.6. A screenshot from the Simul8 model can be seen in Figure 4.7. 

The input data for the test-bed problem is given in Table 4.5 and a copy of the corresponding 

SIMUL8 model can be obtained from the author of this thesis. 

 

Figure 4.6 Process flow of test-bed problem 

Decision variables of the test-bed problem can be seen in Table 4.4 along with their feasible ranges. 

In Table 4.5, framed shaded boxes represent decision variables. B8 is a special storage with limited 

capacity. Adding one unit of capacity has a cost and its capacity is a decision variable. Each part has 

to wait there for a specific period of time. Number of machines for P2 and P4 are identical, and thus 

constitute a single decision variable for both stations.  
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Figure 4.7 Screenshot from test-bed problem Simul8 model 
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In Table 4.5, Parts In/Out explains whether the processes break down parts into sub-parts or 

assemble sub-parts. For example B2 routes in 6250 sub-parts each batch, which means P2 breaks 

down a part into 6250 sub-parts. B2 then routes out 11 sub-parts in each batch to P3 for assembling. 

There are similar processes in the real-life case, details of which are not explained in the paper due to 

the confidentiality agreement signed with ABC. 

P7, P8 and P9 shares same type of workforce, cost of which is given in Table 4.5. All other labor 

costs are predetermined and embedded into overhead cost. To simplify the model, scrap and 

rejections are not considered in test-bed problem. Also equipment amortization costs, raw material 

costs, and inventory holding costs ($/min) are assumed to be pre-calculated constants. End products 

are shipped to buyers weekly. 

Table 4.4 Decision variables and range of feasible values (test-bed problem). 

Variable 

ID 
Decision Variables Min Max 

Number 

of Values 
Increment 

V1 Speed of Machine at P1 (meters/minute) 23 26 4 1 

V2 Speed of Machine at P3 (meters/minute) 23 26 4 1 

V3 Number of Machines at P2 & P4 4 7 4 1 

V4 Number of Machines at P5 25 28 4 1 

V5 
Min. Buffer Amount at B5 (days of 
production by P6) 

0.01 1.01 3 0.5 

V6 Number of Workers at P7, P8 & P9 2 4 3 1 

V7 Capacity of B8 (cartridges, 64 parts each) 28 32 5 1 

V8 Number of Machines at P9 35 38 4 1 

                      Number of Combinations    45,080 

 

4.3.3 Number of Replications 

Similar to real-life case, test-bed problem results were also analyzed over three replications. Tests 

conducted on 100 random configurations show that almost for all of the cases there is not enough 

evidence to reject the hypothesis that mean profit from 3 replications is no different than that of 30 

replications. 

Figure 4.8 shows the chart of test results for the mentioned 100 random configurations. H0 is 

accepted for 99 of the 100 random configurations. 
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Figure 4.8 Statistical tests to analyze the number of replications (test-bed problem) 
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Table 4.5 Test-bed problem input data 

Warm-up Period = 2 weeks (5760 minutes) 

Simulation Duration = 25 weeks (72000 mins) 

Demand = 225,000 pieces (25 weeks) 

Sale Price = $100.00/piece 

 

Cost of Raw Material = $12,500.00 

Overhead Cost = $3,846,154.00 (for 25 weeks) 

Lost Sale Cost Rate = 20% (over sale price) 

Inventory Carrying Cost Rate = 20% 

Efficiency Rate for all machines = 90% 

Factory Working Schedule:  

6 days/week, 312 days/year, 1 shifts/day, 8 hours/shift 
 

PROCESS DATA (Pi) 

 

 Cost of 

equipment  

(25 weeks) 

Processing Times (minutes) Setup Times (minutes) 

i NM PD Min Mode Max PD Min Mode Max Trigger 

1 1 $168,269.23 Det. 
 

130.43 
 

Trng. 19 20 21 1 

2 6 $ 28,846.15 Det. 
 

781.25 
 

Trng. 7.6 8 8.4 1 

3 1 $168,269.23 Det. 
 

130.43 
 

Trng. 19 20 21 1 

4 6 $ 28,846.15 Det. 
 

757.75 
 

Trng. 7.6 8 8.4 1 

5 25 $ 16,826.92 Det. 
 

6 
 

Trng. 20.79 21 21.21 50 

6 1 $141,826.92 Det. 
 

15.36 
      

7 1 $247,596.15 Det. 
 

15.36 
      

8 1 $31,250.00 Trng. 6.08 6.4 6.72 
     

9 38 $ 8,894.23 Trng. 712.8 720 727.2 
     

10 1 $15,625.00 Trng. 14.59 15.36 16.13 
     

BUFFER DATA (Bi) 

 

 Min Wait 

(mins) 

Parts Capital 

Cost 

Inventory 

Cost ($/min) 

Minimum Buffer 

j Capacity In Out Amount Days Buffer/day 

1 

  

1 1 

 

0.001 

   2 

  

6250 11 

 

0.00000024 

   3 

  

1 1 

 

0.001 

   4 

  

6062 9 

 

0.000000247 

   5 

  

1 1 

 

0.0000007 19 0.01 1869 

6 

  

1 1 

 

0.0000012 

   7 

  

1 64 

 

0.0000017 

   8 32 630 64 64 $31,250.00 0.0006017 
   9 

  

64 64 

 

0.0012017 

   10 

  

360 1 

 

0.0018017 

    

Labor  

Cost 

Quantity per shift Hourly Wage Total Cost (25 weeks) 

3 $25.00  $30,000.00/worker  

NM: Number of Machines, PD: Probability Distribution, Det.: Deterministic, Trng.: Triangular, 

Trigger: Setup time occurs after every trigger amount of parts were processed. 
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Chapter 5 

Proposed Simulation Optimization Approaches 

I propose a number of methods to approximately optimize the station configuration variables for the 

transferred production line. The specifications of the methods are developed and tested on the smaller 

size test-bed problem and then implemented on the real-life case.  

5.1 OptQuest 

OptQuest is a commercial simulation optimization tool readily available in simulation software 

packages such as SIMUL8, Arena, and FlexSim. OptQuest is used as a solution method to determine 

whether an easy-to-implement commercial simulation optimization tool can satisfy the requirements 

of the decision makers in terms of solution quality and speed. OptQuest is a meta-heuristic that moves 

from solution to solution following a combination of TS, ANN, and Scatter Search logics till the 

desired number of iterations is reached (Kleijnen & Wan, 2007). Most configurations of OptQuest are 

pre-specified by default except the initial solution and number of iterations which determine the 

solution quality. 

I let OptQuest to pitch its default initial solution, i.e., the mid-point for each decision variables. To 

be fair in my comparison, I set the number of iterations for OptQuest as 500 based on experiments 

conducted on the test-bed problem, which show that OptQuest’s performance becomes stable after 

400 iterations. 

5.2 Simulated Annealing (SA) 

I develop an SA approach for benchmarking because it is a commonly used method for simulation 

optimization (Alrefaei & Diabat, 2009; Ghiani et al., 2007; Haddock & Mittenthal, 1992; Prudius & 

Andradottir, 2012; Rosen & Harmonosky, 2005). The proposed SA algorithm is as follows: 
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  BEGIN 

BestSolution = InitialSolution 

𝑇𝑒𝑚𝑝 = InitialTemparature 

UNTIL (No better solution can be found) DO 

 Search immediate neighborhood of BestSolution for NewSolution(s) 

 Apply acceptance test 𝑃𝑖 = 𝑒𝑥𝑝 (
−∆𝑃

𝑇𝑒𝑚𝑝
) 

IF NewSolution is accepted THEN BestSolution = NewSolution 

 IF Temparature decrease criteria met THEN 𝑇𝑒𝑚𝑝= (1 − 𝑑) ∙ 𝑇𝑒𝑚𝑝 

END UNTIL  

  END 

where 𝑃𝑖 is the probability of accepting solution 𝑖. ∆𝑃 is the difference between the profit values of 

the NewSolution and that of the current BestSolution. 𝑇𝑒𝑚𝑝 stands for the current temperature and 𝑑 

is the rate of reduction in the temperature. The best among 10 random solutions is taken as the initial 

solution. Tests with more random solutions failed to produce a significant change in the solution 

quality in most cases. The initial temperature is set as 20000 with 𝑑 = 0.10, and decreased every 10 

iterations. The immediate neighborhood of a solution is formed using two adjacent values of each 

variable; an example is given in Table 5.1. The algorithm stops when a neighborhood fails to produce 

an accepted solution. 

Table 5.1 Sample neighborhood 

V01 V02 V03 V04 V05 V06 V07 V08 V09  Neighborhood of 

16 15 6 18 0.51 0.03 4 25 28  Base Solution  

15.5 15 6 18 0.51 0.03 4 25 28  V01 

15 15 6 18 0.51 0.03 4 25 28  V01 

16 15.5 6 18 0.51 0.03 4 25 28  V02 

16 14.5 6 18 0.51 0.03 4 25 28  V02 

16 15 5 18 0.51 0.03 4 25 28  V03 

16 15 6 19 0.51 0.03 4 25 28  V04 

16 15 6 17 0.51 0.03 4 25 28  V04 

16 15 6 18 1.01 0.03 4 25 28  V05 

16 15 6 18 0.01 0.03 4 25 28  V05 

16 15 6 18 0.51 0.05 4 25 28  V06 

16 15 6 18 0.51 0.01 4 25 28  V06 

16 15 6 18 0.51 0.03 3 25 28  V07 

16 15 6 18 0.51 0.03 4 26 28  V08 

16 15 6 18 0.51 0.03 4 24 28  V08 

16 15 6 18 0.51 0.03 4 25 29  V09 

16 15 6 18 0.51 0.03 4 25 27  V09 
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5.3 Ant Colony Optimization (ACO) 

Although ant colony optimization (ACO) has been applied to several types of optimization problems 

(Mohan & Baskaran, 2012), its use for simulation optimization is limited. ACO logic considers 

combinatorial discrete optimization problems as networks. It mimics the attitude of agents of an 

artificial ant colony who try to reach a target node (T) from a source node (S) following multiple 

randomly-selected paths. Each path represents a solution to the corresponding problem. Each agent 

leaves a pheromone trail behind, and trails on paths that are associated with better solutions are 

updated more often which eventually leads to convergence to an approximately optimal solution. 

 

Figure 5.1 Possible values of decision variables structured as a network. 

Because ACO requires a network structure, I formulate the problem as a network using the possible 

values for each decision variable as shown in Figure 5.1. Each column represents a decision variable, 

and is listed in the order they appear in the production line. The path made of the shaded nodes 

represents a feasible solution. For each path/solution, the simulation model is run and the 

corresponding profit value is reported as a measure of solution quality. The following pseudo-

algorithm explains the steps of the proposed ACO algorithm. 
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  BEGIN 

Define initial CurrentBest = 𝑒 ∙ 𝐷 ∙ 𝑝 

UNTIL (convergence criteria met or max # of iterations reached) DO 

Construct Solution with Agent k with 

 𝑃𝑖𝑗
𝑘 = {

𝜏𝑖𝑗
𝛼

∑ 𝜏𝑖𝑗
𝛼

𝑙∈𝑁𝑖
𝑘

,    𝑖𝑓 𝑗 ∈ 𝑁𝑖
𝑘

0,                 𝑖𝑓𝑗 ∉  𝑁𝑖
𝑘  

  

Update Pheromone Trail 

 Evaporate pheromone from all arcs 

  𝜏𝑖𝑗 ← (1 − 𝜌)𝜏𝑖𝑗  ∀(𝑖, 𝑗) ∈ A 

IF Solution found by Agent k is better than CurrentBest then  

update pheromone levels on the arcs of the solution path 

 𝜏𝑖𝑗 ← (1 + 𝛾)𝜏𝑖𝑗  ∀(𝑖, 𝑗) ∈  𝑆𝑘  

  CurrentBest = Solution found by Agent k 

 END IF 

NEXT k 

END UNTIL 

  END 

In this algorithm, CurrentBest represents the maximum profit value found so far whose initial value 

is a fraction (𝑒) of the expected annual income (𝑝. 𝐷). 𝛼 is a constant. Convergence speed increases 

with bigger values of 𝛼.  

The value of 𝑒 is taken as 0.25, which facilitates faster convergence as shown by several 

preliminary tests. 𝐴 is the set of nodes and 𝑁𝑖
𝑘is the neighborhood of agent 𝑘 when in node 𝑖. 𝜏𝑖𝑗 is 

the amount of pheromone on the arc between nodes 𝑖 and 𝑗. In each iteration, an agent k follows a 

path from the source to the target randomly using the probability𝑃𝑖𝑗
𝑘 , which is the probability of agent 

𝑘 at node 𝑖 choosing to move to node j. An agent is more likely to choose a path that holds more 

pheromone than the others. After each iteration, a certain amount of pheromone evaporates with rate 

𝜌 while 𝛾 is the rate of increase in the pheromone level if a good solution is found. 𝑆𝑘  is the set of 

nodes in the solution path found by agent 𝑘. Preliminary tests show that the combination of 𝛼 =3, 

𝑒 =0.25, 𝜌 = 0.10, and 𝛾 = 0.35 enables a quick convergence to a good solution in most cases. The 

ACO algorithm starts with a random solution where the initial pheromone amount (𝜏𝑖𝑗) is the same 

(i.e. 1) for each trail. The max number of iterations is defined as 300, by which the algorithm 

converges to a good solution for majority of the cases. 
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5.4 Response Surface Methodology (RSM) 

RSM is a method used in statistics, which analyzes the association between a number of input 

variables and one or more response variables. It has been applied as a simulation optimization 

mechanism (Kleijnen, 2008b). Although RSM is intended for solving problems with continuous 

variables, it is also applicable for problems with discrete variables. The RSM-based simulation 

optimization mechanism is described in detail by Kleijnen, (2008a). 

The method starts with a given initial solution (same as SA approach), and calculates the solutions 

in the immediate neighborhood. A linear regression model is developed based on the neighborhood 

solution space. The value of the decision variable with the highest regression coefficient (absolute 

value) is increased (if coefficient is positive) or decreased (if negative) one step to generate the next 

solution. The algorithm ends when there is no room left for improvement. 

5.5 Greedy Search (GS) & Fast Greedy Search (FGS) 

GS uses the same initial solution as RSM. It differs from RSM in the selection of the next solution. 

GS simply selects the solution with the best profit in the neighborhood solution space and continues 

the search in the neighborhood of the selected solution. FGS selects the first better solution while 

scanning the immediate neighborhood of the current solution instead of enumerating the whole 

neighborhood. Search ends when a neighborhood fails to produce an improved solution. 

5.6 Hybrid Methods 

To determine whether combinations of any two of these methods can produce better results, I propose 

two hybrid methods: (1) ACO_GS takes the best combination from ACO as the initial solution for 

GS; (2) ACO_OptQ uses the result from ACO as the initial solution for OptQuest. 

By default OptQuest uses the mid-points of the intervals of the values any decision variable can 

take as the initial solution. To test whether such an initial solution would produce good results for 

other methods, I also introduce MidPnt_GS method, which takes the mid-point of decision variables 

as the initial solution for GS. 
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Chapter 6 

Results 

6.1 Numerical Experiments 

I solved both the real-life case and test-bed problem using the methods described above. I also 

performed sensitivity analyses under different demand (D) and rate of inventory carrying cost (𝑟𝑖𝑛𝑣) 

scenarios as these parameters are associated with variation. Engineering team at ABC expect a 

fluctuation between + 10% and -15% in the annual demand and a ±25% change in 𝑟𝑖𝑛𝑣. Table 6.1 and 

Table 6.2 display the solutions found by each simulation optimization method for the base case (1 x D 

and 1 x 𝑟𝑖𝑛𝑣) and the sensitivity scenarios (e.g., 1.1 x D and 1.25 x 𝑟𝑖𝑛𝑣) in terms of the percentage of 

the expected profit with respect to the best solution found.  

The best solution refers to the optimal solution for the cases of the test-bed problem, as the solution 

spaces were made available via total enumeration. The percentages of the expected profit for the test-

bed and the real-life cases are denoted by 𝑃𝑒𝑟𝑠 and 𝑃𝑒𝑟̅̅ ̅̅
𝑠̅, respectively. These percentages are 

calculated according to Equations (6.1) and (6.2), where 𝑃̂𝑠 , 𝑠 ∈ (1,2, ⋯ ,9) denotes the highest 

expected profit found by the method s and 𝑃∗ refers to the maximum expected profit found by total 

enumeration. The profit values for the real-life case are divided by an undeclared real number to 

respect the confidentiality agreement with ABC. 

𝑃𝑒𝑟𝑠 = 100 .  𝑃̂𝑠/𝑃∗ (6.1) 

𝑃𝑒𝑟̅̅ ̅̅
𝑠̅ = 100 .  𝑃̂𝑠/𝑚𝑎 𝑥{𝑃̂1, 𝑃̂2, ⋯ , 𝑃̂9}  (6.2) 

The number of necessary iterations for each method (Iterations) and at which iteration the best 

solution is attained (Max @) are also given in Table 6.1 and Table 6.2. “Max. Expected Profit” 

column shows the best profit found (𝑃∗ 𝑜𝑟 𝑚𝑎 𝑥{𝑃̂1, 𝑃̂2, ⋯ , 𝑃̂9}) for each scenario. In this experiment 

setting, the percentage of the expected profit shows the optimality gap as a measure solution quality. 

While Iterations provides a measure of the required computation time, Max @ reflects the 

convergence rate of the proposed methods. 

6.2 Results for the Test-bed Problem 

Table 6.1 is summary of results for test-bed problem. It illustrates the optimality gap associated with 

the proposed simulation optimization approaches by comparing them with total enumeration. The 
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comparison implies that ACO and RSM significantly deviate from the best solution while FGS finds 

the best configurations in most cases and it is significantly faster than other algorithms. Although it is 

myopic FGS mostly reaches the optimal point in most cases while ACO and RSM often stuck at local 

maxima as shown in Figure 6.1. However, in one case (0.85 x D and 1 x 𝑟𝑖𝑛𝑣), FGS proposes a 

significantly inferior solution. As expected, GS is slower than FGS, whereas, associated with better 

solution quality. OptQuest, the slowest method, also either finds the best solutions in most cases or do 

not significantly deviate from the best solution. SA and ACO_GS are faster than OptQuest while their 

solution qualities are comparable to that of OptQuest on the test-bed problem.  

Table 6.1 implies that OptQuest is a reliable solution technique for small size problems in terms of 

solution quality. Therefore, practitioners may prefer to use the easy-to-implement commercial tool for 

such problem instances. However, OptQuest is very slow; thus, it may not be an effective method for 

problems with a large number of station structure options where a separate OptQuest run is needed to 

find the approximately-optimal station configuration for each station structure option. For small size 

problems, FGS provides a fast and almost reliable alternative. However, the practitioners may prefer 

to use GS, SA, or ACO_GS instead by sacrificing some computation time in order to avoid a 

potentially significant deviation from the optimal solution. 

Figure 6.1 shows the path taken by each optimization method on the total enumeration surface. 

Horizontal axis shows the combination ID, and the vertical axis denotes the profit. Local minima and 

maxima can clearly be seen on the enumeration graph. The dots on the graph are the solution points 

that correspond to individual combinations. Although there are some random scattering, all methods 

except for OptQuest, follows a certain path on the enumeration graph. Because the exact solution 

algorithm for OptQuest is unknown, it is hard to comment on how it moves on the graph. 

Figure 6.2 displays the convergence graphs related with the methods applied for the test-bed 

problem and the cases of the sensitivity analysis. Graphs trace the best value found for every 20 

iterations; i.e. the best value for the first 20 iterations followed by the best value found for the first 40 

iterations and so on. These graphs also show that OptQuest is the slowest converging method among 

all, then comes the ACO. FGS is the fastest converging algorithm, while it may get stuck in a local 

minimum for cases, where annual demand is less than expected, which might create shortage of 

effective system solutions. 

 



 

Table 6.1 Results for the test-bed problem 

  METHODS 

Max. Expected 

Profit 

PROBLEM TYPE OptQuest SA ACO RSM GS FGS ACO_GS ACO_OptQ MidPnt_GS (Optimal) 

Base Case 

BEP* 100% 100% 86.18% 97.62% 100% 100% 100% 100% 100% $2,966,279 

Max @ 357 73 50 67 90 51 97 310 119  

Iterations 500 89 60 88 112 65 113 500 142  

SENSITIVITY ANALYSIS (Optimal) 

0.85xD 

𝒓𝒊𝒏𝒗
=20% 

BEP 100% 84.74% 89.34% 63.19% 92.28% 63.19% 89.34% 99.48% 93.30% $880,120 

Max @ 189 38 212 134 83 50 215 323 99  

Iterations 500 51 215 138 96 88 231 500 114  

0.9xD 

𝒓𝒊𝒏𝒗
=20% 

BEP 92.23% 100% 84.22% 92.47% 100% 100% 92.98% 100% 82.96% $2,036,146 

Max @ 364 103 37 36 65 73 78 281 71  

Iterations 500 107 39 68 82 88 92 500 87  

1.1xD 

𝒓𝒊𝒏𝒗
=20% 

BEP 100% 100% 97.71% 97.19% 100% 100% 100% 100% 100% $2,516,279 

Max @ 377 77 71 66 90 51 79 194 119  

Iterations 500 85 75 81 108 60 101 500 140  

1xD 

𝒓𝒊𝒏𝒗
=15% 

BEP 100% 100% 98.82% 97.72% 100% 100% 100% 100% 100% $3,107,713 

Max @ 465 73 126 66 89 51 147 218 119  

Iterations 500 87 134 94 107 65 165 500 140  

1xD 

𝒓𝒊𝒏𝒗
=25% 

BEP 100% 100% 98.69% 97.50% 100% 100% 100% 100% 100% $2,824,829 

Max @ 465 73 87 66 89 51 166 241 119  

Iterations 500 87 159 94 107 65 182 500 140  

 *BEP: Best Expected Profit 
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Figure 6.1 Solution path followed by each method on the total enumeration graph (test-bed problem) 
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Figure 6.1 Solution path followed by each method on the total enumeration graph (test-bed problem) – Continued 
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Figure 6.1 Solution path followed by each method on the total enumeration graph (test-bed problem) – Continued 
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Figure 6.1 Solution path followed by each method on the total enumeration graph (test-bed problem) – Continued 
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Figure 6.1 Solution path followed by each method on the total enumeration graph (test-bed problem) – Continued 
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Figure 6.2 Convergence graphs for test-bed problem, base case & the cases from the sensitivity analysis 
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Figure 6.2 Convergence graphs for test-bed problem, base case & the cases from the sensitivity analysis – continued 
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Figure 6.2 Convergence graphs for test-bed problem, base case & the cases from the sensitivity analysis – continued 
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Figure 6.2 Convergence graphs for test-bed problem, base case & the cases from the sensitivity analysis – continued 
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Figure 6.2 Convergence graphs for test-bed problem, base case & the cases from the sensitivity analysis – continued 
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Figure 6.2 Convergence graphs for test-bed problem, base case & the cases from the sensitivity analysis – continued 
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6.3 Results for the Real-life Problem 

The comparisons on the real-life case in Table 6.2 show how the problem size may affect the 

performances of the proposed simulation optimization approaches. Note that, the profit values for the 

real-life case are divided by an undeclared real number for confidentiality purposes. In the real-life 

problem, both FGS and OptQuest deviate from the best solution in most cases; however, the 

maximum deviation from the best solution is lower for OptQuest (100% - 95.55%=4.4%) compared 

to that for FGS (100% - 91.34% =8.66%). ACO_GS finds the best solutions for all problem instances. 

The solution quality of SA and GS are similar to each other and relatively lower than that of 

ACO_GS while the maximum deviation from the best solution is much lower for SA compared to 

GS. 

According to these results, ACO_GS is likely to provide the best result for large size problems. 

However, if there are large amount of station structure options to be evaluated, practitioners may 

prefer to use SA or GS and trade some of the solution quality with a significant relief from the 

computation time. Table 6.2 also illustrates that the solution quality for ACO_GS and OptQuest does 

not change significantly with the varying levels of demand and inventory holding cost. Similarly, GS 

and FGS are robust to the changes in inventory holding costs. However, their solution quality is better 

when the demand is high (Demand≥1.1xD). In case of low demand, there may be limited number of 

effective system configurations with high solution quality; thus, a myopic search algorithm may get 

stuck into local optima more easily. 

Convergence graphs for methods applied to the real-life case are given in Figure 6.3. Graphs show 

the best value found at every 20 iterations; i.e. the best value for the first 20 iterations followed by the 

best value found for the first 40 iterations and so on. Convergence patterns for the real-life problem 

are similar to those of the test-bed problem.  

All calculations assume that machines work with 85% efficiency. To understand how the system 

can be affected if machines performed at higher or lower efficiency, extra analysis was done. Problem 

was solved using ACO_GS both for 80% efficiency and 90% efficiency. Results show that 5% 

increase creates a 1% rise in the profit, while 5% reduction causes 14% drop in the overall annual 

profit. This significant fall is a result of the failure of the system in achieving the desired throughput 

level with 80% efficiency using the current possible values of decision variables. At 90% efficiency, 

even though throughput increases, it has a minor impact on profit; because the demand is fixed. 

 



 

 

Table 6.2 Results for the real-life case 

  METHODS 

Max. Expected 

Profit 

 

PROBLEM TYPE OptQuest SA ACO RSM GS FGS ACO_GS ACO_OptQ MidPnt_GS 
(Approximately 

optimal) 
 

Base Case 

BEP* 99.85% 99.95% 95.48% 99.51% 100% 100% 100% 99.85% 99.84% $3,839,504  

Max @ 253 74 48 49 84 55 130 293 84   

Iterations 500 89 60 74 106 65 149 500 103   

SENSITIVITY ANALYSIS 
 

0.85xD 

𝒓𝒊𝒏𝒗
=20% 

BEP 100% 91.34% 97.98% 96.47% 96.15% 91.34% 100% 99.97% 91.34% $1,913,895  

Max @ 238 42 66 72 50 39 117 471 74   

Iterations 500 61 74 106 66 54 135 500 88   

0.9xD 

𝒓𝒊𝒏𝒗
=20% 

BEP 99.92% 99.84% 97.09% 99.24% 99.94% 99.84% 100% 99.94% 99.88% $2,603,223  

Max @ 490 117 144 182 108 126 216 378 87   

Iterations 500 131 149 190 142 140 234 500 101   

1.1xD 

𝒓𝒊𝒏𝒗
=20% 

BEP 100% 100% 99.14% 100% 100% 100% 100% 99.84% 100% $3,541,028  

Max @ 338 97 80 256 119 60 118 278 63   

Iterations 500 114 82 260 138 75 142 500 87   

1xD 

𝒓𝒊𝒏𝒗
=15% 

BEP 99.83% 100% 95.55% 99.51% 100% 100% 100% 99.85% 99.29% $3,904,821  

Max @ 473 106 48 49 84 61 134 326 50   

Iterations 500 121 60 74 106 76 153 500 73   

1xD 

𝒓𝒊𝒏𝒗
=25% 

BEP 99.97% 99.98% 95.41% 99.50% 100% 100% 100% 99.97% 99.86% $3,779,095  

Max @ 343 74 48 49 84 57 149 327 83   

Iterations 500 89 60 74 106 76 168 500 99   

 

 

*BEP: Best Expected Profit 
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Figure 6.3 Convergence graphs for real-life problem, base case & the cases from the sensitivity analysis 
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Figure 6.3 Convergence graphs for real-life problem, base case & the cases from the sensitivity analysis - continued 

 $1,600,000.00

 $1,650,000.00

 $1,700,000.00

 $1,750,000.00

 $1,800,000.00

 $1,850,000.00

 $1,900,000.00

 $1,950,000.00

20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400

ACO OptQuest RSM GS FGS SA ACO_GS ACO_OptQ MidPnt_GS

Real-life problem, 0.85xD rinv=20%  

Iteration 

Profit 

6
7

 



 

 

 

Figure 6.3 Convergence graphs for real-life problem, base case & the cases from the sensitivity analysis - continued 
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Figure 6.3 Convergence graphs for real-life problem, base case & the cases from the sensitivity analysis - continued 
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Figure 6.3 Convergence graphs for real-life problem, base case & the cases from the sensitivity analysis - continued 
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Figure 6.3 Convergence graphs for real-life problem, base case & the cases from the sensitivity analysis - continued 
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Chapter 7 

Conclusion and Recommendations 

Reverse transfer of manufacturing systems as defined above has the potential to become a common 

phenomenon for capital-intense Western and Japanese manufacturers. The general approach and 

proposed simulation optimization methods presented in this thesis may help practitioners make more 

informed strategic investment decisions towards efficient production line reconfiguration. 

Transferring production lines from a labor-intensive environment to a capital-intensive 

environment usually requires reconfiguration in order to increase productivity and capacity. Newly 

designed automatized processes can be incorporated to the stations with the intention of increasing 

throughput. Some cases may involve several feasible options for any given station, where decision 

makers need to know which option would yield better results. This makes the problem in hand two 

tiered. First is determining which station options to use, and second is finding the best configuration 

for that particular option.  

The experience I had during my employment with ABC showed that decision makers should 

consider the variance and randomness in the complex nature of the reconfigured manufacturing 

system in order to prevent significant efficiency losses due to a sub-optimal implementation. In this 

context, practitioners facing similar challenges may significantly benefit from developing simulation-

based laboratory environments where they can test what-if questions regarding the 

redesigned\transferred manufacturing system. For example, I observed significant performance 

differences between the approximately optimal production line configurations found by the proposed 

approaches and the initial production line design recommended to ABC by the labor-intense Asian 

company. The simulation results show that the approximately optimal configurations are able to 

produce about 35% more end-products than the initial design which even failed to satisfy the targeted 

production capacity
1
.  

It is also observed that the proposed simulation optimization methods that can be applied to similar 

problems lie in a particular solution quality and speed spectrum. The practitioners facing similar 

problems may prefer to employ easy-to-implement software packages such as OptQuest. This might 

be a reasonable approach for small or large problems given that there is limited number of possible 

                                                   

 

1
 As per the confidentiality agreement with ABC, details of this calculation are not provided. 
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station structure options for which the simulation optimization procedure needs to be repeated. 

However, the decision makers may need to invest in custom-developed faster approaches when the 

number of possible station structure combinations is high. In such cases, the proposed ACO_GS and 

GS approaches has the potential to reduce the computational burden and improve the solution quality. 

One limitation of this study is the lack of historical data associated with machines and labor, for 

which I had to rely on the specifications provided by the machine producers and the assumptions of 

the engineering team. In addition, I was not able to develop an analytical framework for this problem 

because the considered system requires many generalizations and simplifications in order to be 

modeled analytically. Such generalizations and simplifications would greatly reduce the accuracy of 

the results. Another limitation is the absence of randomly generated test problems that could enable 

further analysis of the performance of the proposed simulation optimization methods. Since the 

system is complex, random instances may not be able to generate feasible production lines. 

As future research, simulation optimization methods proposed in this thesis can be tested on other 

similar real-life problems. Researchers can also work on creating feasible random test-bed instances 

to further analyze the performance of the approach. It is also possible to develop other heuristic 

algorithms to benchmark with the ones presented in this study. 
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