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Abstract

The objective of this thesis is to improve the co-operative (co-op) education process by analyzing
the relationships among academic programs in the context of the co-op job market. To do this,
we propose and apply a novel graph-mining methodology. The input to our problem consists of
student-job interview pairs, with each student labelled with his or her academic program. From
this input, we build a weighted directed graph, which we refer to as a program graph, in which
nodes correspond to academic programs and edge weights denote the percentage of jobs that
interviewed at least one student from both programs. For example, a directed edge from the
Computer Engineering program to the Electrical Engineering program with weight 0.36 means
that of all the jobs that interviewed at least one Computer Engineering student, 36 percent of
those jobs also interviewed at least one Electrical Engineering student. Thus, the larger the edge
weight, the stronger the relationship and competition between particular programs. The output
consists of various graph properties and analyses, particularly those which find nodes forming
clusters or communities, nodes that are connected to few or many clusters, and nodes that are
strongly connected to their immediate neighbours. As we will show, these properties have natural
interpretations in terms of the relationships among academic programs and competition for co-op
jobs.

We applied the proposed methodology on one term of co-op interview data from a large Cana-
dian university. We obtained interesting new insights that have not been reported in prior work.
These insights can be beneficial to students, employers and academic institutions. Characterizing
closely connected programs can help employers broaden their search for qualified students and
can help students select programs of study that better correspond to their desired career. Students
seeking a multi-disciplinary education can choose programs that are connected to other programs
from many different clusters. Additionally, institutions can attend to programs that are strongly
connected to (and face competition from) other programs by attracting more employers offering
jobs in this area.
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Chapter 1

Introduction

According to the World Association for Cooperative & Work-integrated Education, 275 insti-
tutions from 37 countries have implemented cooperative education (co-op) programs [51]. The
co-op students can work as full-time workers at a company for a period of time during their
undergraduate education. Co-op experiences are vital because they supplements students’ class-
room skills and help them to gain practical experiences at different workplaces. In addition,
students have opportunities to enrich their resumes with work experiences that help them kick
start their careers early on [80, 90, 111].

Many researchers have analyzed co-op education from various perspectives because of its
growing popularity [51, 121]. Various papers identified factors and skills that are needed for a
successful co-op term [30, 32, 48, 64, 100, 108, 122]. Another main area of research is on the
effect of co-op education. Blair et al. [13] and Raelin et al. [98] studied the impact of co-op
education on academic achievement and development of soft skills. Other researchers examined
the design of co-op systems and recommended areas of improvements, such as communications
and training [26, 25, 31, 62, 116, 101, 114].

The majority of related work qualitatively or statistically analyzed co-op education through
survey data with fewer than 100 entries. Acquiring large datasets is challenging since the data
are usually private and used exclusively for specific institutions or companies. To the best of
our knowledge, the first research work that used large-scale data was our previous work [67].
We used a data-driven approach to analyze the satisfaction of co-op education using three years’
worth of evaluation data gathered by a large Canadian educational institution. The data includes
36,615 evaluation pairs from 19,093 placements with 4,709 unique employers. The data was
entered directly into the institution’s co-op system by students and employers at the end of their
work terms. We found that students received better evaluations in their senior years, but they
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rated their first employer the highest. We also found that senior students outperformed junior
students in work placements abroad, and extended work terms at the same employer (spanning
more than one academic term) did not increase student satisfaction.

In this thesis, we make further contributions to the emerging research field of educational
data mining and data-driven analysis of co-op education in particular. The objective of this thesis
is to improve the co-op process by characterizing the relationships and extent of competition for
co-op placements among students from various academic programs.

Our motivation for studying relationships among academic programs is threefold. First, with
academic institutions introducing new programs in recent years [44, 118], it is often unclear how
one program differs from another. This means that employers may not know exactly which pro-
grams to advertise their jobs to and students may not realize that they could be qualified for a job
targeted to a different but related program (e.g., Computer Science and Software Engineering).
Understanding similarities among programs can lead to more effective job and academic classi-
fication schemes and therefore can help match up job opportunities with qualified students. This
analysis can also help students choose programs of study that better correspond to their desired
careers. Second, data from the co-op system may be used to confirm which academic programs
are multi-disciplinary and enable their students to obtain jobs from various categories. This issue
is becoming increasingly important given the recent rise in popularity of multi-disciplinary and
well-rounded education [9, 10, 18, 71, 119]. Third, academic departments often include exam-
ples of jobs secured by their graduates in promotional brochures and on departmental websites.
Analyzing co-op job data can reveal job types that are exclusive to particular departments, and,
conversely, departments whose students tend to compete for jobs with students from other de-
partments. The university can then choose to attract more employers that offer jobs to programs
facing strong competition. Thus, the problem we study in this thesis is critical to co-operative
education from the student’s, employer’s and institution’s perspective.

While some of the above questions have been raised in prior work on co-operative eduction,
to the best of our knowledge this thesis is the first to propose techniques for answering them.
The technical contribution of this thesis is a data-driven methodology for analyzing the relation-
ships among academic programs using job interview data. The input to our problem consists of
student-job interview pairs, with each student labelled with his or her academic program. The in-
sight behind our methodology is to transform this input to a graph, which we refer to as a program
graph, in which nodes correspond to academic programs and edge weights denote the percentage
of jobs that interviewed at least one student from both programs. We provide an example in Fig-
ure 1.1. In this example, students from the Computer Engineering program interviewed for 593
distinct jobs, while students from the Electrical Engineering program interviewed for 491 distinct
jobs. 213 of these jobs were common. As a result, the directed edge from Computer Engineer-
ing to Electrical Engineering has a weight of 0.36, derived from 213/593 = 0.36. This weight
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(a) Venn diagram representation (b) Graph representation

Figure 1.1: A graph example

denotes the fact that of all the jobs that interviewed at least one Computer Engineering student,
36 percent of those jobs also interviewed at least one Electrical Engineering student. The same
idea applies to the directed edge from Electrical Engineering to Computer Engineering, which
is 0.43. Thus, the larger the edge weight, the stronger the relationship and competition between
two programs.

After the above transformation, we proceed by performing standard graph analyses. As in
other graph mining literature, we are interested in nodes forming clusters or communities, nodes
that are connected to few or many such clusters, and nodes that are strongly connected to their
immediate neighbours. This reveals exactly the information we need to understand the types
of relationship occurring among academic programs in the co-op context. Graph clustering
and community detection determine groups of related programs whose students interview for
the same types of jobs; programs with connections to multiple clusters are likely to be multi-
disciplinary; and programs with high (weighted) in-degree and out-degree are the ones whose
students face competition from students in other programs.

We applied the proposed methodology on one term of co-op interview data from a large
Canadian university, consisting of 16,855 student-job interview pairs, with each student labelled
with his or her academic program and each job labelled with its employer, job title, and targeted
programs. We report several interesting findings enabled by our methodology.

First, the academic structure of the university does not always align well with the groups
of closely-connected programs in our graph. For instance, some programs offered by the same
department such as Electrical Engineering and Computer Engineering (both part of the Depart-
ment of Electrical and Computer Engineering) were more weakly connected than programs from
separate departments or even separate faculties such as Economics (Faculty of Arts) and Profes-
sional Risk Management (Faculty of Mathematics). On the other hand, the clusters we obtained
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naturally lead to intuitive job categories and academic specializations. Second, some programs
that one expects to be focused, such as Psychology, turned out to be multi-disciplinary in the
co-op context. These programs include students who obtained interviews for various types of
jobs. On the other hand, joint programs were not necessarily multi-disciplinary: for instance,
students from the Business & Math program interviewed mostly for business-oriented jobs and
rarely for math or statistics jobs. Lastly, 29 out of 93 academic programs, among them Environ-
mental Sciences/Ecology, had no jobs that interviewed only their students and no students from
other programs. These programs may face the strongest competition.

We also created a separate program graph using only the interviews obtained by senior stu-
dents. The clusters obtained from this graph were similar, but the nodes in this graph generally
had lower fan-out than those in the graph including interviews of all students. This means that
an employer offering a senior-level job tends to interview (senior) students from fewer distinct
departments than a junior-level job, which makes sense since senior students are expected to
possess specific skills that are not found in students from many other programs.

To recap, the two contributions of this thesis are 1) a novel graph-mining methodology for
understanding relationships and competition among academic programs in the co-op job market,
and 2) a case study using a large data set from a large Canadian university which showcases
the utility of the proposed methodology. To the best of our knowledge, this is the first work to
apply graph mining to co-op data and the first work to analyze the relationships among academic
programs in the co-op context.

The remainder of this thesis is organized as follows. Chapter 2 discusses related work; Chap-
ter 3 describes our data and methodology; Chapter 4 describes the experimental results; Chapter 5
concludes the thesis with directions for future work.
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Chapter 2

Related Work

Since this thesis combines the fields of co-operative education and graph mining, we discuss
related work from these two domains. We do not make any new algorithmic contributions in
graph mining; instead, our contribution is to link graph properties and analyses with insight
about the co-op system. In terms of co-op education, our methodology is the first to address the
relationships among academic programs in the co-op context and enables new insight that, to the
best of our knowledge, has not appeared before.

2.1 Co-op Education

Studies in the co-op education field can often be characterized by their primary intended audi-
ence. The studies are mainly geared toward students, employers, or educational institutions.

For students, many previous studies focused on identifying factors or skills that determine
the success of the co-op experience through survey data [30, 32, 48, 64, 100, 108, 122]. For
instance, leadership is found to be important to co-op education. Others studied the effect of co-
op education on soft skills and academic achievements [13, 98] and found that co-op education
have positive effects on academic marks. Furthermore, Gault et al. used survey data to vali-
date that co-op plays a vital role in career success [54]. The importance of a multi-disciplinary
background was also highlighted given the diverse responsibilities of professional roles such as
engineers [18, 71]. Furthermore, it was found that a multi-disciplinary background can help
students to deal with unknown and complex challenges in the future [9, 10, 119]. While the
importance of multi-disciplinary education has been recognized, to the best of our knowledge

5



our work is the first to propose a methodology for potentially verifying whether students from a
particular academic program do indeed qualify for jobs from multiple disciplines.

Our previous work was the first to use a large dataset to assess the students’ satisfaction of
employers and employers’ satisfaction of students [67]. The data included 36,615 evaluation
pairs from 19,093 placements with 4,709 unique employers. We found that students received
better evaluations in their senior years, but they rated their first employer the highest. We also
found that senior students were more successful than junior students in work placements abroad,
and extended work terms at the same employer did not increase student satisfaction. In this thesis,
we target a different problem of understanding the relationships among academic programs in
the co-op context.

From an employer’s perspective, several studies analyzed how employers can benefit from
having co-op students [20, 21, 22]. Molestane analyzed employers’ expectations in the hospital-
ity field and found that employers require more resources from educational institutions [84]. In
terms of the employment process, many researchers analyzed how employers can attract more
applications. Arachchige and Robertson identified determinants of employer branding based on
a survey data of one academic faculty [5]. Leung analyzed 127 job descriptions and determined
whether certain job description components attract a greater number of applicants [79]. Collins
and other researchers found that early knowledge of employers’ reputation and image are highly
related to application intentions and decisions [24, 33, 34]. Furthermore, Hesketh found that em-
ployers have trouble advertising to specific academic programs and instead they advertise based
on desired skillsets [63]. In this thesis, we will help employers to better advertise their jobs by
finding clusters in the program graph that correspond to similar job categories that require similar
skillsets.

Some studies whose primary intended audience are educational institutions [25, 26, 61, 62,
114, 116, 101] made recommendations to improve the co-op system and experience. These
studies found that educational institutions should provide sufficient personnel and encourage
employers to provide deep learning opportunities for students. They also recommended that re-
cent graduate students should provide guidance to current co-op students. Some studies assessed
the effectiveness of the design of co-op systems, such as the setup of coordinators [31, 41]. Ad-
ditionally, it was suggested that academic programs can be evaluated based on their students’
ability to obtain jobs [46, 117], which is a question that can be answered with the help of our
methodology. Finally, Wilson and other researchers urged traditional academic disciplines to be
updated so that the new disciplines can better reflect reality [44, 118]. As we will show, cluster-
ing our program graph can help determine groups of similar and/or popular disciplines based on
the co-op job market.
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2.2 Graph Analytics

Graph analytics, also known as network analysis, is a well-studied field. A graph can be generally
described by the number of connected components, diameter, density, average shortest paths,
and global clustering coefficient [16, 82]. A graph is connected if there is a path from any
vertex to another vertex. A disconnected graph consists of several connected components, which
are maximal connected subgraphs. Diameter describes the maximum length of all shortest paths,
also called geodesics, between a node and any other node. Density in a graph compares the actual
number of edges to the maximal possible number of edges. The average path length measures
the average of all geodesics in a graph. This is the metric used in the famous phenomenon of
“six degrees of separation” in many social graphs [6, 45, 58, 85, 115]. The global clustering
coefficient is a measure of the degree to which nodes in a graph are inter-connected and based
on triplets of nodes [94].

In addition to computing general graph properties, it is useful to identify important vertices
(we will use the terms vertex and node interchangeably) [15, 17]. For this, there are four types
of vertex centrality measurements. Degree centrality measures the number of ties that a node
has. In-degree, also called fan-in, counts the number of edges directed to a node, while out-
degree, also called fan-out, counts the number of outgoing edges from a node to its immediate
neighbours. Closeness centrality of a node is defined by the reciprocal of the sum of its geodesic
distances from all other nodes. Betweenness centrality quantifies the number of times a node
acts as a bridge along the shortest path between two other nodes [53]. Eigenvector centrality
measures the influence of a node in a graph by assigning scores to all nodes. A node gets a
higher score if it is connected to high-scoring nodes, and vice versa. The PageRank algorithm is
an example that uses this idea [95]. Centrality analysis has a wide range of applications such as
identifying topics in Wikipedia [36] and popular researchers in scientific literature [58, 102]. In
this thesis, we will use all of the above concepts except Eigenvector centrality.

Aggarwal and Wang [2] categorized common graph mining algorithms into pattern mining,
classification, and clustering. Pattern mining algorithms are used to find frequently occurring
subgraph patterns. We will not do subgraph pattern mining since we did not find any meaningful
links between specific patterns and the questions we want to study. Classification algorithms can
be used on graphs that contain missing information about nodes or edges. The algorithms learn
from existing labels and predict labels for unknown nodes or edges. We will not do graph classi-
fication because our data are complete and we are not interesting in classifying new nodes based
on their graph properties (rather, we are interested in describing the relationships among exist-
ing nodes). On the other hand, clustering is critical to our objective of finding related academic
programs, i.e., those whose students interviewed for the same or similar jobs.

There are many graph clustering algorithms. Tang and Liu[109] categorize the algorithms
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into four types: node-centric, group-centric, network-centric, and hierarchy-centric.

• Node-centric algorithms enforces nodes within a cluster to satisfy certain properties such
as mutuality, reachability or degree. Finding cliques and near-cliques is an example of this
approach where the clusters must have a desired density [1, 50].

• For group-centric clustering algorithms, individual nodes are permitted to have low con-
nectivity as long as the cluster as a whole satisfies a constraint such as high density [1, 42].

• Network-centric clustering algorithms allocate vertices into a number of disjoint sets.
Max-flow min-cut algorithms assign nodes into clusters in a manner that minimizes the
number of inter-cluster edges and maximizes the number of intra-cluster edges [4, 7, 49].
Vertex algorithms group nodes based on their structure. For example, Hopcroft et al. use
Cosine Similarity to cluster nodes in the citation database [65], while Gibson et al. use
Jaccard Similarity to group hosts on the World Wide Web [56]. Partitioning based on
modularity is another type of clustering algorithm. This algorithm optimizes modularity,
which measures the number of intra-cluster edges compared to that of a random graph
[86, 88].

• Hierarchy-centric algorithms create hierarchical communities. For example, Newman and
Girvan progressively remove edges that serve as connectors [89] (this means that certain
nodes have to go through this particular path in order to reach another sets of nodes). The
result of each iteration forms a layer in the hierarchy. Modularity can also be used to create
hierarchical communities [29]. The algorithm continuously merges small communities
until the modularity is maximized.

In this thesis, we use a group-centric and a network-centric clustering algorithm to identify
a group of closely connected programs that have interviewed for the same jobs. The group-
centric clustering algorithm we use considers any groups of three or more nodes, and creates a
cluster if the density of the group satisfies a minimum value. For the network-centric clustering
algorithm, we use the Louvain Modularity algorithm [14] to partition the academic programs into
mutually exclusive clusters. This algorithm does not require a pre-specified number of clusters.
Additionally, the resolution parameter of this algorithm enables us to compute a hierarchical
structure of clusters. Furthermore, this algorithm is the only community detection algorithm that
is implemented in the graph analytics software (Gephi [11]) used in this study.

Finally, we mention LinkedIn, a social networking service aimed at professional workers. A
majority of analytics on LinkedIn data leverage connections among users [72, 81, 120] such as
analyzing degrees of separation between users in the LinkedIn graph to understand the growth of
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professional network. Other data-driven studies analyzed users’ skills [74] to recommend other
similar skills that the users can add to their profiles, and examined the distribution of job titles
[104] for different locations. To the best of our knowledge, no work has analyzed academic
programs or educational background with respect to employment using LinkedIn data.

To the best of our knowledge, this study is the first to use graph analytics in the context of
co-op education. We show that various graph properties are naturally related to competition and
relationships among academic programs in the co-op job market.
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Chapter 3

Data and Methodology

This chapter first provides background information regarding the co-op process in the university
we are studying (Section 3.1) and subsequently an overview of our data set (Section 3.2). We
then present our problem statement in Section 3.3 and our methodology in Section 3.4. We end
with a discussion of the limitations of the proposed methodology in Section 3.5.

3.1 Background

The first part of this section describes the co-op employment process of the Canadian educa-
tional institution we are studying. In the second part of this section, we explain the layout of its
academic programs.

3.1.1 Co-op Employment Process

An academic year runs from September to the following August, and includes three terms, each
lasting four months. Students in the co-op system need to complete a minimum of five work
terms out of six possible work terms over fourteen total terms during their undergraduate studies.
In any given term, some students are taking courses on campus and others are on co-op work
terms.

Figure 3.1 describes the co-op education employment process. At the beginning of each term,
employers advertise job postings in a centralized on-line recruiting system. Each posting includes
job information, targeted seniority (junior vs. senior students) and targeted academic programs.

10



Figure 3.1: Co-op employment process

Students can view all this job information included in the postings. Although students are advised
to focus their efforts on applying to jobs that target their program, students can apply to any jobs
that are of potential interest to them. Employers then review the submitted applications and select
students to interview. Once students are chosen, they must attend the scheduled interviews. Once
interviews have been completed, employers and students rank each other from 1 (most interested)
to 9 (least interested). Employers have the option to not rank any students, but students must rank
the employers with whom they interviewed. The recruiting system uses these rankings to match
students to jobs through minimization of the sum of the rankings from both the students and
employers. Finally, at the end of every work term, employers and students evaluate each other.

3.1.2 Layout of Academic Programs

This educational institution has six faculties: Applied Health Science (AHS), Arts, Engineer-
ing, Environment, Mathematics, and Science. Each faculty is comprised of a number of pro-
grams, which varies across faculties. Here are some sample programs of each faculty: AHS
contains the Recreation and Leisure Studies program, the Sociology and Economics programs
are in the Arts faculty, Engineering has Computer Engineering and Nanotechnology Engineer-
ing (and other programs), Environment includes Planning and Geomatics, Computer Science and
Actuarial Science are in the Mathematics faculty, and Faculty of Science offers Physics and Earth
Science programs. There are 122 academic programs in total offered by this educational institu-
tion. Students from any one of these programs may enroll in co-op education. All Engineering
programs and several programs from other faculties have mandatory co-op education.

We clarify some naming conventions that will be used in this thesis. A faculty or a program is
capitalized when it is mentioned. For example, Computer Science refers to the Computer Science
program in the Mathematics faculty, while computer science represents the study of the princi-
ples and use of computers. Furthermore, in the Mathematics faculty, there is the Mathematics
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program. This program is both its own area of study as well as a gateway to other specialized
programs such as Actuarial Science. There are three cross-faculty programs: Computing and
Financial Management (Arts and Mathematics), Software Engineering (Mathematics and Engi-
neering), and Mathematical Physics (Science and Mathematics). For simplicity, we have chosen
the latter faculty to be their “base faculty”. We will discuss whether our choice correctly reflected
the co-op employment situation.

3.2 Data Overview

We use co-op interview data from the Spring 2014 term, spanning from May to August. The data
set contains information about students (program and academic year) and job postings (company
name, job title, targeted programs and seniority). We also know which student applied for which
job and which interviews he or she obtained.

During Spring 2014, there were 110 programs that had at least one student who interviewed
for at least one job. Of the 110 programs, 17 programs only had one such student; we omitted
these students and programs from our analysis. In the remaining 93 programs, there were 4,194
co-op students who obtained at least one interview, and 2,890 jobs that interviewed at least one
student. In total there were 16,855 student-job interview pairs. On average, each job interviewed
5.83 students and each student had 4.02 interviews.

Figure 3.2 shows the number of students, applications, jobs (distinct jobs that interviewed
at least one student), and interviews (sum of student-job interview pairs) by faculty. Figure 3.3
shows the number of programs, applications per student, interviews per student, and interviews
per application by faculty. Arts and Mathematics have significantly more programs, 24 and 27
respectively. Faculties with more students had more applications and interviews. We normalize
the application count and interview count by the number of students in each faculty. Even though
the Engineering and Mathematics faculties had the highest application count per student, their
success rate of obtaining an interview was the lowest. Their interview count per student was
similar in magnitude to other faculties.

In terms of academic seniority, as shown in Figure 3.4 and 3.5, there were fewer fourth year
students participating in the co-op process in Spring 2014 due to the scheduling of work terms.
First year students had the most normalized and total number of applications, while fourth year
students had the fewest. However, the success rate of obtaining an interview was higher as the
academic year increased, shown in magenta bar in Figure 3.3. Even though third year students
had the highest number of distinct jobs for which they interviewed and total interviews, the
number of interviews per student across different academic years was similar, which is 4.02.
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Figure 3.2: By faculty, student, application, job, and interview counts

Figure 3.3: By faculty, the program count, applications per student (APP/STU), interviews per
student (INTV/STU), and applications per interview (APP/INTV)
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Figure 3.4: By academic year, student, application, job, and interview counts

Figure 3.5: By academic year, the number of applications per student (APP/STU), interviews per
student (INTV/STU), and applications per interview (APP/INTV)
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3.3 Problem Statement

The goal of a co-op system is provide an adequate and suitable job pool and to match students
with suitable jobs. In the institution we are studying, employers explicitly list the targeted aca-
demic programs in their job postings, and students search for jobs by the targeted academic
program. We hypothesize that the co-op system can be improved with a better understanding of
the relationships and competition among academic programs. In this thesis, we test this hypoth-
esis by developing a methodology to facilitate the understanding of these relationships and the
competition.

3.4 Methodology

We use data corresponding to student-job interview pairs, with each student labeled with his or
her academic program and year, and each interview associated with a job ID, job title and job
description. We propose a methodology that relies on transforming the student-job interview
pairs to a graph G = (V,E), more specifically a weighted directed graph with a set of vertices
V and a set of edges E. Let eij be the weight of the edge (Eij) from vertex vi to vj . The vertices
correspond to academic programs. The directed edges represent relationships among programs,
defined as the percentage of jobs that interviewed at least one student from both programs. Let
Ji be a list of distinct jobs with whom students from program (vertex) vi have interviewed. We
define eij as the fraction of jobs in Ji that also appear in Jj:

eij =
|Ji ∩ Jj|
|Ji|

(3.1)

It can also be interpreted as a conditional probability, which is the probability that a job inter-
viewed at least a student from program j given that this job interviewed at least a student from
program i.

The direction of edges is important. For a given program node vi, an incoming edge weight
from another connected node vj measures the fraction of Jj that also interviewed at least one stu-
dent from vi. Thus, a large incoming edge weight of vi from vj means that most job interviewing
at least one student from vj also interview at least one student from vi. An outgoing edge weight
(leaving vi and entering vj) represents the fraction of jobs that interviewed at least one student
from vi and at least one student from vj . Thus, a large outgoing edge weight means that most
jobs interviewing at least one student from vi also interview a student from the other program.

We illustrate the edge weights with an example. Table 3.1 shows the interviews that nine
students from three different programs (A, B and C) have obtained. There are four different jobs.
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Table 3.1: Sample interview data

Student ID Program Name Job ID
1 A 1
2 C 2
3 B 1
3 B 2
4 B 1
5 A 2
6 A 3
7 C 2
8 C 4

Figure 3.6: An example of a program graph

In this example, two students from program B (Student ID 3 and 4) interviewed for the same job
(Job ID 1). Students in Program A interviewed for three distinct jobs, while students in programs
B and C each interviewed for two distinct jobs. The lists of distinct jobs for each of the three
programs are: JA = {1, 2, 3}, JB = {1, 2}, and JC = {2, 4}.

The program graph based on this example is shown in Figure 3.6, and the edges are colour-
coded by the source node. The edge weight from Program A to Program B is |{1, 2}|/|{1, 2, 3}| =
2/3 = 0.67, representing 67 percent of jobs that interviewed at least one student from Program
A also interviewed at least one student from Program B. The edge weight from Program B to
Program A is |{1, 2}|/|{1, 2}| = 2/2 = 1, meaning 100 percent of jobs that a student from
Program B interviewed with also interviewed some students in Program A. Thus, the larger the
edge weight, the stronger the relationship and competition between two programs.

Note that our definition of edge weights assumes that a relationship between two programs
exists if at least one student from each program interviewed for the same job; furthermore, if
there are many such jobs, then the edge weight will be larger. Thus, we are assuming that if a
student obtains an interview for some job, he or she is qualified for it. Our data set does include
information about which job a student ultimately obtained, but building a program graph based
on job placements does not make sense: since most jobs only hire one student, there would be
very few or no edges among programs.

Our data set could be used to create other graphs: rather than programs, the nodes could be
jobs or students. Since our goal is to analyze relationships across programs, we use programs as
nodes. Analyzing the other graphs is an interesting direction for future work.

Having explained how our program graph is constructed, we now clarify how its properties
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are related to the types and extent of relationships among academic programs in the context of
co-op jobs:

• Clusters: Clusters in a graph represents a set of closely connected nodes. In the context
of the co-op job market, clusters represent a group of related programs whose students
interview for similar jobs.
• Outliers: Given a particular graph clustering, we define outliers as nodes that have strong

connections to other nodes from multiple clusters (as opposed to “normal” nodes whose
connections are mostly to other nodes within the same cluster). In our analysis, outliers
correspond to multi-disciplinary programs: students from those programs have interviews
in common with students from several different program clusters.
• Fan-out: (Weighted) fan-out measures the (weighted) number of outgoing edges of a node

in a graph. In our context, weighted fan-out corresponds to the competition that a program
faces from other programs. High weighted fan-out means that most jobs interviewing at
least one student from the given program also interviewed students from other programs.
As we will explain shortly, we use a slightly modified version of standard weighted fan-out
that takes into account the fact that our edge weights are defined in terms of set intersec-
tions (of the job sets of different programs).

In the remainder of this section, we describe the graph algorithms that we use in this thesis to
identify program clusters, multi-disciplinary programs and programs facing strong competition.
To carry out the analysis, we use Gephi [11] and Python with the Networkx package [60], which
implement the algorithms we need. Table 3.2 summarizes the graph properties that are relevant
to the algorithms we are using, whereNv is the neighbourhood of a vertex v (i.e., the set of nodes
directly connected to v) and d(u, v) is the length of the shortest path between vertices u and v.
Note that our program graph cannot have an incoming edge without a corresponding outgoing
edge or vice-versa. There is no edge if two programs have no jobs in common, but there is always
an incoming and outgoing edge if they have at least one job in common.

3.4.1 Finding Similar Programs

We search for groups of similar programs using two algorithms: finding near-cliques and com-
munity detection.

Near-Cliques

A clique is a group of nodes that are fully connected, i.e., it has a density of one. A near-clique is
a group of nodes whose subgraph consisting of them and their edges has a density of nearly one,
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Table 3.2: Definitions of Relevant Graph Metrics

Terminology Definition Formula
Graph-based Metric

Connected
Component

Maximal connected subgraph

Density Number of edges as a fraction of the
maximal possible number of edges

|E|
|V | ∗ (|V | − 1)

Diameter Maximum length of all shortest paths
between a node and any other node

maxu,v{d(u, v)}

Average path
length

Average length of all shortest paths avgu,v{d(u, v)}

Global Clus-
tering Coeffi-
cient

Percentage of closed triplets out of the
total number of triplets, where a triplet
is any three nodes in a graph

∑
Closed triplets(

∑
u6=v euv)∑

triplets(
∑

u6=v euv)

Node-based Metric
Degree Cen-
trality

Number of ties that a node has (in-
degree+out-degree). Since the number
of in-coming edges equals the num-
ber of out-going edges in our program
graph, in-degree equals out-degree.

2 ∗ |Nv|

Closeness
Centrality

Reciprocal of the sum of the shortest
paths from a given node u to all other
nodes.

1∑
u6=v d(u, v)

Betweenness
Centrality

Number of times a node acts as a
bridge along the shortest path between
two other nodes

∑
s 6=v 6=t

σst(v)

σst
, where σst is

the number of shortest paths
from s to t, and σst(v) is the
number of those paths that go
through v.

i.e., a group of nodes that is nearly fully connected. We define a near-clique as a group of nodes
having a density of at least 0.8. However, since our program graph is weighted, we want to find
near-cliques with large edge weights. To do this, we first remove all edges from our program
graph except the five percent with the largest edge weights. The resulting graph may leave some
nodes disconnected, while other pairs of nodes may only have an incoming or an outgoing edge.
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We then make one more change to the resulting graph: we remove edge directions and simply
retain an edge between two programs if there is either an incoming or an outgoing edge. Finally,
we apply a near-clique finding algorithm (see Figure A.2 of Appendix A for the Python source
code) to the remaining graph. We only output maximal near-cliques (by removing those that are
subsets of larger ones), and only those of size at least 3.

Community Detection

A community/cluster is a group of vertices that are densely connected with one another, but
sparsely connected with other communities. We use an unsupervised algorithm, Louvain Modu-
larity [14], which is implemented in Gephi.

The goal of this algorithm is to maximize a modularity metric, Q, which compares the dis-
covered communities with random connectedness [86]. Newman [87] introduced modularity for
weighted undirected graphs. We translate this metric to fit our weighted directed graphs as fol-
lows. Let ci be the community that a node i belongs to, and eij be the edge weight between node
i and j. The fraction of total edges that is within clusters is shown in Equation 3.2.∑

ij eijδ(ci, cj)∑
ij eij

=
1

m

∑
j

eijδ(ci, cj) (3.2)

where the function δ(ci, cj) is equal to 1 if ci = cj (i.e. node i and j belong to the same cluster)
and 0 otherwise. Let m =

∑
ij eij and ki =

∑
j eij (i.e., the sum of the weights of the edges

that connect to node i). For a graph where the degrees of vertices are the same and edges are

randomly connected, the probability of an edge existing between node i and j is
kikj
2m

. As a
result, modularity is calculated as

Q =
1

m

∑
i,j

(eij −
kikj
m

)δ(ci, cj) (3.3)

Q = 0 means that the community detection result is no better than random. The maximum value
for Q is 1. Higher modularity indicates a better partition result.

The Louvain Modularity method [14] is iterative and includes two phases. In the first phase,
each node starts in a different community. Then, for each node i, we compute the gain in mod-
ularity if i is moved to the community that its neighbour (j) belongs to. If the gain is positive,
the change happens; otherwise i remains in its original community. This process is repeated
iteratively and sequentially until no further improvements can be made. The outcome of the first
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phase is only a local optimum of modularity since the order of processing of the nodes will affect
the result. In the second phase, a new graph is created such that nodes are communities in the
results from the first phase, and edge weights are the sum of edge weights between nodes in the
two communities. We reapply the process in the first phase on this new graph. The algorithm
stops when the maximum modularity is reached. To account for the effect of order, we run this
algorithm multiple times and keep the result with the highest modularity.

One drawback of [14] is that it avoids creating small clusters. Lambiotte et al. [77] adds
a resolution parameter t to account for this disadvantage. The new modularity definition is
shown in Equation 3.4. The default t value is 1; smaller values of t lead to more and smaller
communities. We will try different values of t in steps of 0.1.

Qnew(t) = (1− t) + 1

m

∑
i,j

(eijt−
kikj
m

)δ(ci, cj) (3.4)

The clusters we obtain correspond to programs whose students interview for similar jobs.
To describe a cluster in terms of the types of jobs it represents, we will select keywords that
frequently appear in the corresponding job titles.

3.4.2 Finding Multi-Disciplinary Programs

To find multi-disciplinary programs, we leverage the clusters obtained via the community detec-
tion algorithm described in the previous section. Intuitively, if an academic program has strong
connections to other programs from multiple clusters (each of which corresponds to different
types of jobs), it may be multi-disciplinary.

For each program, we calculate a multi-disciplinarity measure as follows. Let i be the number
of communities/clusters we have discovered. For each community i, let pi be the fraction of the
total weight of the outgoing edges from the given program to the programs only in i. Then, the
we compute the entropy of the distribution of edge weights among different communities simply
as

∑
i−pi log2 pi. High entropy means that the given program has strong links to programs in

multiple clusters and therefore may be multi-disciplinary. The Python code for this process is
provided in Figure A.3 of Appendix A.

We illustrate our notion of entropy with an example using the Medicinal Chemistry program.
Students in Medicinal Chemistry had interviews in common with eight other programs from
four clusters, call them red, blue, purple, and green, as shown in Figure 3.7 where nodes are
colour-coded by their clusters. Only out-going edges of Medicinal Chemistry are relevant, since
they represent the percentage of jobs from JMedicinalChemistry that also interviews students from
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Figure 3.7: Direct competitors of Medicinal Chemistry, colour-coded by clusters

its direct competitors. The sum of all out-going edge weights of Medicinal Chemistry is 3.25.
pred = (

∑
i=competitors in red eMedicinalChemistry,i)/3.25 = (0.75 + 0.75 + 0.25)/3.25 = 0.54, which

is the sum of weights of edges from Medicinal Chemistry to the programs in the red cluster.
Similarly, pblue = 0.23, pgreen = 0.15, and ppurple = 0.08. Thus, entropyMedicinalChemistry =
−predlog2pred − pbluelog2pblue − ppurplelog2ppurple − pgreenlog2pgreen = 1.67

3.4.3 Finding Competing Programs

We define the extent of competition that a program faces using a “set fan-out” metric. We want
to measure the percentage of jobs that interviewed students from the given program which also
interviewed at least one student from another program. For a given node (program) i, we define:

Set Fan Outi =
| ∪j 6=i (Ji ∩ Jj)|

|Ji|
(3.5)

A set fan-out of zero means that all the jobs that interviewed at least one student from program i
only interviewed students from i and no other program. Students from such a program may have
specialized skills that students from other programs do not have. On the other hand, a set fan-out
of one means that every job that interviewed at least one student from program i also interviewed
at least one student from another program. In other words, there were no jobs that exclusively
interviewed students from i and therefore students from i may be facing strong competition for
jobs.

Returning to the example from Table 3.1, JA = {1, 2, 3}, JB = {1, 2}, and JC = {2, 4}.

For Program A, its set fan-out is
|(JA ∩ JB) ∪ (JA ∩ JC)|

|JA|
=
|{1, 2}|
|{1, 2, 3}|

=
2

3
= 0.67. It means

that students from Program A competed with students from other programs in 67 percent of their
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jobs. 33 percent of jobs that interviewed students from Program A did not interview students
from other programs. The set fan-out for Program B is 1 and for Program C is 0.5.

3.5 Limitations

Our results have three key limitations. First, our findings are based on interview results from
Spring 2014 term only. Second, we do not know the rationale behind a student’s decision to apply
for certain jobs and the employers’ criterion for student selection for interviews. We assume that
obtaining an interview means that the student is potentially qualified for the position. Third, we
are aware that there are various confounding factors to students’ and employers’ behaviour in
the co-op process. For example, employers who are alumnus of the academic institution might
behave differently than others who are not. We cannot verify all factors, but we will describe the
findings concluded from our dataset.
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Chapter 4

Results and Discussion

This chapter begins with an analysis of the full program graph consisting of all academic pro-
grams that had at least two students in the co-op system in Spring 2014 (Section 4.1). In Sec-
tion 4.2, we study the effect of academic seniority on competition and relationships among aca-
demic programs by examining a separate program graph using only the interviews obtained from
senior students, namely the senior program graph. We end this chapter with a further inves-
tigation of some of the interesting and unexpected findings from our program graph analysis
(Section 4.3).

We would like to answer following hypotheses and questions in this chapter:

• The program graph has similar characteristics as social graphs, such as the Facebook user
graph, studied in the literature.
• Senior students are more specialized and complete for jobs with students from fewer pro-

grams.
• The layout of academic programs should well reflect the relationships of academic pro-

grams in the co-op system.
• Cross-faculty programs or those with two areas in their names are more multi-disciplinary.

For multi-disciplinary programs, do they consist of well-rounded individuals or sets of
students with specialized skills?
• A majority of programs should have many jobs that only interview their students since a

particular academic program should arm its students with specialized skills. For more spe-
cialized programs, whether their jobs that did not interview students from other programs
are truly tailored to them? For less specialized programs, do the same direct competitors
appear in every single job interview or do certain competitors cover a specific type of jobs?
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4.1 Full Program Graph Analysis

We first analyze the graph properties to provide statistics of the full program graph in Sec-
tion 4.1.1. We then study competition and relationships among programs from three perspec-
tives: similarity of programs in Section 4.1.2; multi-disciplinary programs in Section 4.1.3; and
programs facing strong competition in Section 4.1.4.

4.1.1 Full Program Graph Statistics

We illustrate the full program graph in Figure 4.1. It consists of 93 programs and 1,866 pairs
of edges. The graph is organized using the Fruchterman Reingold layout in Gephi. Programs
located at the edge do not have any particular meaning. The graph is not particularly readable due
to the large number of nodes and edges. In the rest of the thesis, we may only show subgraphs
of the program graph to enhance visibility. For example, a graph with 5% thickest edges refers

Figure 4.1: Full program graph
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to a subgraph that includes edges in the top 5th percent of edge weights; a graph composed of
cliques refers to a subgraph that includes nodes and edges participating in the cliques.

We hypothesized that the program graph has similar traits as social graphs analyzed fre-
quently in the graph literature. For instance, 99.91 percent of Facebook users are inter-connected
[113] and the Facebook graph has only 3.74 degrees of separation [6]. We found that our pro-
gram graph is significantly more connected than the social graphs—with only 0.57 degrees of
separation—as all academic programs are inter-connected. We also found that “broad” pro-
gram such as Psychology and cross-faculty programs had links with the most other programs
and served as bridge nodes in the program graph. Furthermore, we found that the Computer
Science program in the Mathematics faculty was strongly connected with many programs in the
Engineering faculty. Some programs in Science, Applied Health Sciences, and Arts faculties had
strong interview overlap with each other as well.

Overall, the program graph is connected, meaning that any given program has paths which
reach every other program. The diameter of the graph is 3, the average path length is 1.57 with a
variance of 0.04, and the degree of separation among academic programs is 0.57. The density of
the entire graph is 0.44, indicating that 44 percent of all possible pairs of programs had at least
one interview in common. The global clustering coefficient is 0.64, indicating that 64 percent of
triplets formed closed triplets. As a result, the program graph is much more connected compared
to, say, the Facebook social graphs, whose degree of separation is 3.74 and 99.91 percent of its
nodes are connected.

For individual nodes, we evaluate their importance by degree centrality, closeness centrality,
and betweenness centrality.

Recall that degree centrality measures the number of ties that a node has. Since edges come
in pairs in the program graph, in-degree is the same as out-degree. For simplicity, we only
discuss in-degree in the rest of this chapter. The in-degree of the program graph ranges from 8 to
84, with an average of 40.13. This indicates that a program competes with an average of 40.13
other programs among its interviews. The programs with a small in-degree usually had a small
number of jobs that interviewed students in these programs. For example, students in the Medical
Chemistry program only interviewed for four distinct jobs. On the other hand, programs with
the highest in-degree are cross-faculty programs such as Environment & Business and “broad”
or “fundamental” programs such as Mathematics. It makes sense that cross-faculty programs
lead to more diverse competition for jobs due to being multi-disciplinary. It is also logical that
fundamental programs had interviews in common with many other programs.

Taking weights into account, Figure 4.2 shows that the weighted in-degree and weighted out-
degree are not correlated. Weighted in-degree spans from 0.26 to 17.73 with an average value of
3.93, whereas weighted out-degree steadily decreases from 6.00 to 1.78 with an average value
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Figure 4.2: Weighted in-degree and out-degree (descending order) in the program graph

of 3.93. Recall that the in-coming edge weight of a program i from j is the fraction of Jj that

were in common with Ji (eji =
|Ji ∩ Jj|
|Jj|

), and the out-going edge weight of this program i to

j is the fraction of Ji that were in common with Jj (eji =
|Ji ∩ Jj|
|Ji|

). Figure 4.2 also shows

that weighted in-degree has greater variability than weighted out-degree. The denominators of
out-going edges in the weighted out-degree calculation are the same (Ji), while the denominators
of in-coming edges in the weighted in-degree calculation are different (Jj where j corresponds
to program i’s neighbour). Since the number of jobs that interviewed students of other programs
is more diverse, there was more variability observed in the weighted in-degree.

Closeness centrality measures the reachability of a node in the graph. Nodes with a higher
closeness centrality value are closer to other nodes. In the context of co-op, it can indicate the
potential of a program to compete with other programs. The closeness centrality of this graph
ranges from 0.51 to 0.92, with an average of 0.65. Mathematics and Environment & Business
again had the highest closeness centrality. Conversely, Medical Chemistry had the lowest close-
ness centrality. The majority of programs had the same ranking in closeness centrality and degree
centrality.
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Betweenness centrality indicates whether a program serves as a bridge that lies on a shortest
path between many paris of nodes. It ranges from 0.11 to 347.11, with an average value of 52.26.
The Mathematics and Environment & Business programs have significantly higher betweenness
centrality (above 300) than others (under 200). The Mathematics faculty has 13 programs that
are exclusively for students in second year or above. Prior to switching into these programs,
students must stay in the general Mathematics program, implying that the Mathematics program
might be an intermedium that connects with these 13 programs. The Environment & Business
program could potentially connect programs with environmental, technical and business focuses.

The edge weight itself is an important measurement of direct competition. The 3,732 total
edges in the program graph have weights ranging from 0.001 to 0.895, as shown in Figure 4.3.
The edge weights first decrease sharply and then slowly smooth out. There are many programs
with relative low edge weights, indicating low competition for jobs which interviewed students
from those program.

Figure 4.4 illustrates the full program graph with 5% thickest edges. Programs are colour-
coded by their academic faculty. The Computer Science program from the Mathematics faculty
stands out in this graph. It has the highest degree centrality by a wide margin. Notably, it has
many thick in-coming edges, which indicates that the Computer Science program is a strong
competitor to its neighbours.

Figure 4.3: Edge weight in descending order
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Figure 4.4: Program graph with edges in the top 5th percentile of edge weights, colour-coded by
faculty

For inter-faculty relationships, many programs in the Mathematics faculty are related to the
Computer Science program. They also had a close relationship with Software Engineering, Com-
puter Engineering and other programs. Some programs in the Science faculty were connected
with Civil, Environmental, Geological, and Chemical Engineering. Additionally, they were con-
nected with Economics (in the Arts faculty), Psychology (in the Arts faculty), and Planning
(in the Environment faculty). Surprisingly, the Applied Health Sciences (AHS) faculty had the
strongest connections with programs in Environment and Arts.

For intra-faculty competitions, all programs in the Environment and AHS faculties were
closely connected with other programs from their own faculty. On the other hand, the other
faculties contained multiple connected components, and also some programs in these faculties,
such as Mechanical Engineering in the Engineering faculty, did not have any edges in the top 5th
percentile of edge weights.

4.1.2 Finding Similar Programs

The goal of this section is to produce clusters of programs that were strongly connected. The
programs in the same clusters are similar in the context of co-op employment since their students
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interviewed for the same jobs. As explained earlier, we cluster programs using two methods:
a group-centric algorithm and a community detection algorithm. The first part of this section
discusses the near-cliques generated by the first algorithm. The second part analyzes the clusters
created by the community detection algorithm.

We hypothesized that programs from different departments or different faculties should be
in separate clusters, but we found some exceptions. For example, students in the Psychology
program of the Arts faculty had many interviews in common with students from AHS programs.
Furthermore, the Science & Business program from the Science faculty was closely related to
the programs in the Arts faculty. We also hypothesized that Computer Science and Software
Engineering are very similar, which turned out to be true since these two programs were always
in the same cluster. However, we also found strong connections to Computer Science, Software
Engineering and Computer Engineering from other clusters, indicating that many students from
other programs also interviewed for software-related jobs. Notably, the majority of these students
were junior: second year or below.

Near-Cliques

Recall that we define near-cliques to be the subgraphs with density no less than 0.8. In order to
focus on significant connections, we analyze a subgraph of the program graph consisting only
of the top 5 percent edges with the largest edge weights. There are 135 near-cliques in this
filtered graph, listed in Appendix C.1. Specifically, there are 10 near-cliques of 7 programs, 82
near-cliques of 6 programs, 21 near-cliques of 5 programs, 18 near-cliques of 4 programs, and 4
near-cliques of 3 programs. Figure 4.5 plots these 135 near-cliques, which consist of 57 distinct
programs and 202 distinct edges.

This graph is split into three connected components. The blue connected component is a
clique involving chemical and biological programs. The red component is centred around Com-
puter Science, Computer Engineering, and Software Engineering. However, the left part of this
connected component is not connected to any of the computing programs; rather, the Finan-
cial Analysis and Risk Management (FARM) program is a bridge that connects the financial
and computing parts of this component. In the green connected component, there are more
such bridge programs. Psychology connects health related programs with Arts related programs.
Planning and Environmental Science/Ecology connect Arts related programs with Environment
related programs. Near-cliques in the green connected component are less intertwined compared
to those in the red connected component.

While we expected Computer Science and Software Engineering to be part of a clique, we
thought that Computer Engineering would be more strongly connected to Electrical Engineering
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Figure 4.5: Graph composed of 135 near-cliques found in the full program graph, colour coded
by connected components

(both of which are in the same department) than Computer Science. That was not the case:
92 out of 135 near-cliques contained Computer Science, Software Engineering, and Computer
Engineering. 953 jobs interviewed students from at least two programs in these 92 cliques.
Figure 4.6 shows a word cloud [37] corresponding to frequent keywords in the job titles from
these cliques; we removed insignificant words such as “student” and “intern”. Most of these
jobs are in software development. Furthermore, 910 out of 953 of these jobs were advertised to

Figure 4.6: Word cloud of job titles of jobs that interviewed students from any two programs
in the 92 cliques that containing Computer Science, Software Engineering, and Computer Engi-
neering.
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junior or intermediate students. 690 students who were not from Computer Science, Software
Engineering, or Computer Engineering had also interviewed for these 953 jobs. 467 of them
were students from second year or below, and only 14 students were in their fourth (final) year,
revealing that junior students from non-computing departments also interview for software jobs.

Community Detection

Recall from Section 3.4.1 that we use the Louvain Modularity method to partition the graph into
non-overlapping clusters. This algorithm maximizes the modularity for a given user-supplied
resolution parameter. The number of clusters increases when the resolution parameter decreases.

Figure 4.7 summarizes the community detection results with the resolution parameter ranging
from 1.5 to 0.1. As the resolution parameter decreases, the number of clusters created increases
from 2 to 37 (# of Communities). As the average density of clusters increases (Avg Community
Density), the percentage of intra-cluster edges decreases (Intra-Cluster Edge%) and the percent-
age of inter-cluster edges increases (Inter-Cluster Edge%). Even though the general trend of
modularity is declining (Modularity), the resolution parameter greater than 1.2 has lower modu-
larity than the subsequent results.

Ideally, the goal is to maximize modularity, percentage of intra-cluster edges, and average

Figure 4.7: Community detection result
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density of clusters, and minimize the percentage of inter-cluster edges. We study four community
detection results in detail. The selected resolution parameters are 1.5 (2 clusters), 1.1 (4 clusters),
0.6 (8 clusters), and 0.1 (37 clusters). For visibility, the figures illustrating the communities
(Figure 4.8, 4.9, 4.10, and 4.11) only contain the top 5 percent edges with the largest weights.

As the resolution parameter declines, large clusters are divided into smaller clusters, forming
a hierarchy. Near the top of the hierarchy, the four clusters roughly (but not exactly) correspond
to academic faculties in our institution. On the other hand, the 23 clusters at the bottom naturally
correspond to different academic specializations and job categories, which can help employers
target their jobs and can help students plan their academic careers.

We summarize the hierarchy corresponding to our community detection results in Figure 4.12.

Figure 4.8: Full program graph with 5% thickest edges, colour-coded by clusters (2 clusters)
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Figure 4.9: Full program graph with 5% thickest edges, colour-coded by clusters (4 clusters)
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Figure 4.10: Full program graph with 5% thickest edges, colour-coded by clusters (8 clusters)
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Figure 4.11: Full program graph with 5% thickest edges, colour-coded by clusters (35 clusters)
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Figure 4.12: Hierarchy of partition results for various resolution parameters

When the resolution parameter is 1.5, the Math and Engineering cluster splits into two clus-
ters: Computing & Engineering and Math & Finance. The former cluster is then divided into
Engineering and Computing, which is then broken into three smaller clusters.

Throughout the first three layers, the AHS and Environment faculties are not fragmented.
Most of the arts-related programs stay in one cluster, except Psychology and Economics. Psy-
chology (from the Arts faculty) is in the same cluster as programs from AHS, while Economics
(also from the Arts faculty) is with financial programs from the Mathematics faculty. The En-
gineering and Mathematics faculties are divided into three clusters. Similarly, programs in the
Science faculty are allocated into three different clusters. These findings show that in the co-op
system, AHS and Environment programs are more related.

Note that when the resolution parameter is 0.1 (Figure 4.11), there are 37 clusters. After man-
ual inspection, we removed some clusters that appeared to represent noise rather than important
relationships, and were left with 23 clusters.

Representative keywords from the job titles corresponding to the different clusters can be
extracted with the help of word clouds. For example, Figure 4.13 shows the word cloud of job
titles of common jobs in the Computing cluster (in the third layer, where the total number of
clusters is 8). Employers who advertise to the Computing cluster can consider include these
keywords in their job titles. Students from the programs of this cluster can search jobs with the
frequent keywords. The word clouds for the other clusters are in Appendix C.2.
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Figure 4.13: Word cloud of job titles of common jobs in the Computing cluster given 8 clusters

4.1.3 Finding Multi-Disciplinary Programs

Recall that our methodology for identifying multi-disciplinary programs requires a clustering
result; once we have a clustering, for each program, we compute the entropy of the edge weight
distribution across different clusters. In this section, we explore multi-disciplinary programs
using two clustering results from the previous section: with 8 clusters and 37 clusters.

We hypothesized that cross-faculty programs or those with two areas in their name are more
multi-disciplinary. We found that two such programs were indeed multi-disciplinary: Science
& Business and English Rhetoric & Professional Writing. However, there were many other
“regular” programs that appeared to be multi-disciplinary as well.

Table 4.1 lists the five programs with the highest and lowest entropy given 8 and 37 clusters.
Of the five most multi-disciplinary programs found in either case, there were some “regular”
programs such as Biology and Psychology. This was unexpected since they are not obviously
cross-disciplinary programs, and will be investigated further later in this thesis. There were
also some programs that we expected to be multi-disciplinary such as Science & Business and
Environment & Business. On the other hand, Software Engineering and several other specialized
programs were on both non multi-disciplinary lists.
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Table 4.1: Most and least multi-disciplinary programs given 8 and 37 clusters

With 8 Clusters With 37 Clusters
Programs with High-
est Entropy

Programs with Low-
est Entropy

Programs with High-
est Entropy

Programs with Low-
est Entropy

Biology Math/Professional
Risk Management

Psychology Chemistry

Sociology Actuarial Science / Fi-
nance Opt

English Rhetoric &
Professional Writing

Geological Engineer-
ing

English Rhetoric &
Professional Writing

Software Engineering Science & Business /
Biotech

Software Engineering

Science & Business Mathematical Finance Speech Communica-
tion

Mechatronics Engi-
neering

Speech Communica-
tion

Mechatronics Engi-
neering

Environment & Busi-
ness

Computer Engineering

4.1.4 Finding Competing Programs

We now search for programs with high set fan-out. Recall that these are the programs whose
students tend to compete with students from other programs. High set fan-out indicates few jobs
that only interviewed students from that particular program and no other programs.

We hypothesized that a majority of programs should have many jobs that only interview their
students because students from other programs may not have the necessary skills or background
knowledge. However, this is incorrect. Only 6 out of 93 programs had more than 20 percent of
jobs that exclusively interviewed their students.

Figure 4.14 plots the set fan-out of all programs in descending order. Approximately 85
percent of the programs have the property that over 90 percent of the jobs that interview their
students also interview students from at least one other program. Further, 29 programs have zero
jobs that only interview their students; these programs are mostly from the Arts, Science, and
Mathematics faculties. These programs were connected to an average of 24.31 other programs
(in-degree), and had an average of only 4.9 students who interviewed for 15 jobs on average. It
is likely that few jobs target these small programs, and even when jobs targeted these programs,
they were likely not the sole targets. We will verify the potential rationale shortly.

At the other end of the curve, only 6 programs shared less than 80 percent of their jobs with
other programs (or, in other words, there were only 6 programs where more than 20 percent of
their jobs only interviewed their students). They are Civil Engineering, Account & Financial
Management (AFM), Kinesiology, Mechanical Engineering, French, and Planning. Again, we
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Figure 4.14: Set Fan-Out of all programs in descending order

will investigate these programs further in Section 4.3.

4.2 Senior Program Graph Analysis

Competition among programs may vary depending on the academic years. To investigate this, we
analyze a program graph corresponding the the interview information of senior students (third
year and up). The senior program graph contains 88 programs that have at least two senior
students involved in the co-op process and 1,315 pairs of directed edges.

We hypothesized that senior students are more specialized and compete for jobs with students
from fewer distinct programs. We found that the clusters obtained from the senior program graph
were similar, and the importance of nodes, measured by centrality, did not vary significantly.
However, the nodes in this graph generally had lower in-degree than those in the complete pro-
gram graph and the density of the senior program graph was lower. This means that an employer
offering a senior-level job tends to interview (senior) students from fewer distinct programs than
a junior-level job, which confirms our hypothesis. On the other hand, the edge weights of the
senior program graph is higher, meaning that the relationships that do exist are stronger. That
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is, senior students from a particular pair of programs either did not compete at all (no edge) or
interviewed for many jobs in common (thicker edges). If programs remained closely connected
in the senior program graph, we considered this to be strong evidence of their similarity.

4.2.1 Senior Program Graph Statistics

Overall, the senior program graph was still one connected component and its diameter remained
at three. However, the average path length increased to 1.68 from 1.57. The density decreased
from 0.44 to 0.34, i.e. 10 percent fewer program pairs had any interviews in common. Its global
clustering coefficient also decreased from 0.64 to 0.54. The lower density and global clustering
coefficient indicated that the programs of senior students were less inter-connected. Therefore
senior students were more specialized in the context of co-op employment.

For individual nodes, as before, we assess their importance by degree centrality, closeness
centrality and betweenness centrality. These three centrality measurements correspond to num-
ber of programs whose students interview for the same jobs, the reachability of a node to other
nodes in the graph, and the bridge function of a program, respectively.

The degree centrality of nodes in the senior program graph ranged from 4 to 66. Compared to
the full program graph, the average in-degree decreased from 40 to 30, meaning that, on average,
senior students from a particular program had interviews in common with students from 10 fewer
programs. However, the programs with the highest and lowest degree centrality were similar to
those in the full program graph. The only difference is that Computer Science had the eighth
highest number of direct competitors, but now its rank drops to 19. It means that fewer senior
students from other programs had the same interviews with senior students from the Computer
Science program, but junior students from several many other programs routinely interviewed
for junior-level software and developer positions (as we noticed earlier). Adding edge weights,
both the averages and the ranges of weighted in-degree (0.09-12.52 with an average of 2.89)
and weighted out-degree (0.95-5.33 with an average of 2.89) were lower in the senior student
graph. The programs with the highest and lowest weighted in-degree were the same as in the full
program graph.

The closeness centrality of nodes in the senior program graph varied from 0.41 to 0.81, with
an average of 0.6. Since the range for the full program graph was 0.51 to 0.92 and the average was
0.65, it indicate that senior students had fewer interviews in common with senior students from
other programs. Medical Chemistry still had the lowest closeness centrality, and Mathematics
and Environment & Business programs again had the highest closeness centrality.

On the other hand, the average betweenness centrality increased to 59.29 from 52.26 com-
pared to the full program graph. Considering the extreme cases of the betweenness centrality,
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Environment & Business and Mathematics were still the highest. Their betweenness centrality
measures increased from 311.09 and 347.11 to 371.17 and 365.95 respectively compared to the
full program graph. The rise in this metric makes sense since fewer programs competed directly
with each other in the senior program graph.

Considering edge weights alone, the range is from 0.002 to 1, with an average of 0.1. The
range is higher than the one in the full program graph. Figure 4.15 illustrates a subgraph of
the senior program graph, which is colour-coded by faculty, with the 5 percent heaviest edges.
Compared to the full program graph (Figure 4.4), programs in Mathematics and Science facul-
ties have higher intensity of competition while programs in Engineering have less intra-faculty
competition. Computer Science is still central. However, its Engineering neighbours had less
overlap with each other as indicated by thinner and fewer edges.

4.2.2 Finding Similar Programs

We follow the same approach as in the full graph analysis to find clusters of similar programs.
We first search for near-cliques in the senior program graph where the clusters of three or more
programs with senior students need to have a minimum density value of 0.8. Then, we apply the
community detection algorithm to partition the graph into clusters.

Figure 4.15: Senior student graph with 5% thickest edges, colour-coded by faculty
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Near-Cliques

We found only 25 near-cliques, listed in Appendix C.3, in the senior program graph versus 135
in the full program graph. These near-cliques involve 46 programs and 104 edges. Even though
there are still three connected components (Figure 4.16), the structure of them is significantly
different than Figure 4.5.

In the blue connected component, some environmental and earth science related programs are
included through the connection with Biology. Moreover, the five programs on the left form a
clique in the full program graph, but senior Biology students only compete with senior Chemistry
and Biochemistry students. It shows that senior Biology students may shift from a natural science
focus to an environmental focus.

In the red connected component, the computing-related clique is smaller compared to that in
the full program graph. Also, Finance-related programs are split into Statistics/Actuarial Science
and Finance. Pure Mathematics and Business & Mathematics serve as bridges that glue the
various parts into one connected component. Recall from the full program graph (Section 4.1.2)
that Computer Science, Computer Engineering, and Software Engineering appeared together in
92 out of 135 near-cliques. In the senior program graph, only two out of 25 near-cliques included
these three programs. Thus, the computing-related clique now includes fewer programs than

Figure 4.16: Graph composed of 25 near-cliques in the senior program graph, colour-coded by
connected components
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Figure 4.17: Hierarchy of partition results of senior program graph

in the full program graph. Again, this implies that junior students from many other programs
interviewed for entry level software-related jobs, but not senior students.

In the green connected component, there are still three parts. However, the Arts part shrinks
compared to the full program graph. That means fewer programs in the Arts faculty were strongly
inter-connected. This finding supported our hypothesis that senior students were more special-
ized. In terms of the bridge programs, Psychology still serves as a connector. However, instead
of Planning and Environmental Sciences/Ecology programs, Environment & Business connects
the Science & Business part with others. It is unexpected that Environment & Business, as a
program in the Environment faculty, forms a near-clique with Sociology, Legal Studies, and
English-Literature & Rhetoric, which are all from the Arts faculty. This will be investigated in
Section 4.3.1.

Community Detection

We used the same four resolution parameters as in the full program graph: 1.7 (2 clusters in
Figure 4.18), 1.1 (4 clusters in Figure 4.19), 0.6 (7 clusters in Figure 4.20), and 0.1 (35 clusters
in Figure 4.21). Figure 4.17 summarizes the cluster hierarchy.

Comparing to partition results in the full program graph, most of the clusters remain the
same. The main differences are in the Engineering faculty, as we explain below.
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Civil, Geological, and Environmental Engineering are within the Environment cluster from
the beginning instead of being grouped with other Engineering programs. When the resolution
parameter equals 0.6, Engineering and Computing remains a single cluster; however, Chemical
and Nanotechnology Engineering are no longer a part of this cluster and instead they are part of
the natural science cluster. Therefore, there are only seven clusters in the senior program graph.
At the last level, the Engineering & Computing cluster was broken down differently. Electrical,
Mechatronic and System Design Engineering are no longer in the same cluster. Instead, senior
students in System Design Engineering have tighter competition with Management Engineering,
and Electrical, Mechatronics and Mechanical Engineering are in the same cluster.

Combining the community detection results on both the full program graph and the senior
program graph, we confirm our choice of “home” faculty for two out of three cross-faculty pro-
grams in Section 3.1.2. Specifically, we correctly chose Faculty of Mathematics for Computing
and Financial Management and the Faculty of Engineering for Software Engineering. This is
because Computing and Financial Management and other programs in Faculty of Mathematics
formed a Mathematical Finance and Business cluster, and Software Engineering, Computer En-
gineering, and Computer Science formed a cluster under the Engineering and Computing cluster.
However, we incorrectly assigned the Mathematical Physics program to Faculty of Mathematics;
this program and Physics were assigned to the Natural Sciences cluster.

4.2.3 Finding Multi-Disciplinary Programs

Table 4.2 lists the most and least multi-disciplinary programs given 7 and 33 clusters. We use the
same methodology as before (entropy of the distribution of edge weights among the clusters).

Compared to the results on the full program graph (Table 4.1), even though the order of these
programs has changed slightly, Biology, Psychology and Environment & Business remained
multi-disciplinary. Recall that these programs connect multiple near-cliques to form a connected
component in the previous section.

Notably, in the context of senior students, English Literary Studies, Mathematics, and Man-
agement Engineering were multi-disciplinary, while French and Geomatics were not. Digging
deeper, Figure 4.22 and 4.23 show the word clouds for the job titles for which junior and senior
Management Engineering students interviewed. Junior students interviewed for engineering, co-
ordinator, analyst and/or project related positions. However, it is rather difficult to identify a
dominant keyword for senior jobs. As a result, it is not surprising that the senior graph revealed
Management Engineering to be multi-disciplinary but the complete graph did not.
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Figure 4.18: Senior program graph with 5% thickest edges, colour-coded by clusters (2 clusters)
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Figure 4.19: Senior program graph with 5% thickest edges, colour-coded by clusters (4 clusters)

46



Figure 4.20: Senior program graph with 5% thickest edges, colour-coded by clusters (7 clusters)
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Figure 4.21: Senior program graph with 5% thickest edges, colour-coded by clusters (33 clusters)
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4.2.4 Finding competing among Programs

Recall that extent of competition a program faces is measured by set fan-out, which measures
the percentage of jobs that also interviewed students from other programs. Programs with the
smallest set fan-out are more specialized in the context of co-op employment, and programs
with the largest set fan-out may face the highest competition. Figure 4.24 plots the fan out
within the senior program graph in descending order. Compared to the full program graph,
set fan out appears generally lower: only half the programs have over 90 percent of their jobs
interviewing students from other programs. This supports our hypothesis of senior students being
more specialized.

However, there are still 16 programs, such as Business & Mathematics, which do not have
any jobs that interviewed only their students. The average number of senior co-op students in
these programs is only 3.4, which is very small. There might be few jobs that specifically target
these programs, so even senior students for these programs had to interview for jobs advertised
to other programs. We will return to this issue in Section 4.3.

On the other hand, there are 8 programs where more than 30 percent of the jobs only inter-
viewed their own students. They are Mathematical Studies Business, Environmental Science -
Geoscience, Information Technology Management, AFM, Kinesiology, Chemical, Mechanical,
and Civil Engineering. French and Planning were one of the top six specialized programs in the
full program graph, but not in the senior program graph. Civil Engineering is the only program

Table 4.2: Most and least multi-disciplinary programs given 7 and 33 clusters in the senior
program graph

With 7 Communities With 33 Communities
Programs with
Highest Entropy

Programs with
Lowest Entropy

Programs with
Highest Entropy

Programs with
Lowest Entropy

Science & Busi-
ness/Biochem

Geological Engi-
neering

Mathematics Geological Engi-
neering

English Literary
Studies

Software Engineer-
ing

Psychology Mathematical Stud-
ies

Science & Busi-
ness/Env Science

French English Rhetoric &
Professional Writing

Chemistry

Biology Mechatronics Engi-
neering

Environment &
Business

Geomatics

Science & Business Civil Engineering Management Engi-
neering

Mathematical
Physics
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Figure 4.22: Word cloud for job titles of jobs that interviewed junior Management Engineering
students

Figure 4.23: Word cloud for job titles of jobs that interviewed senior Management Engineering
students

that was the least multi-disciplinary and specialized based on our definition.
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4.3 Further Investigation

This section further investigates some of the unexpected results we have reported so far. Unless
specified otherwise, we use the senior program graph: since we saw that senior students appear
to be more specialized, any evidence of strong competition in the senior graph warrants further
study.

4.3.1 Finding Similar Programs

We found that the layout of academic programs did not reflect the relationships of academic pro-
grams in the co-op system. For instance, a significant fraction of jobs that interviewed students
from the Faculty of Science were business and marketing related.

Figure 4.24: Level of competition of programs in the senior program graph in descending order

51



Figure 4.25: Subgraph of unexpected near-clique consisting of Sociology, Legal Studies,
English-Literature & Rhetoric and Environment & Business

Near-Cliques

Recall that most of near-cliques found in the senior program graph were expected, but the near-
clique of Sociology, Legal Studies, English-Literature & Rhetoric and Environment & Business
was not expected since Environment & Business is from a different faculty. Furthermore, we
expected Pure Mathematics to be specialized but it was in several near-cliques. We investigated
the reasons that might lead to both surprising findings. We found that the common jobs in the first
case were marketing and communication related, but only a few students from Environment &
Business and Legal Studies participated in three or more such interviews. For the second case,
we discovered that students from Pure Mathematics were interviewed for trading jobs, which
also interviewed students from several near-cliques.

Figure 4.25 shows the clique of the senior program graph consisting of Sociology, Legal
Studies, English-Literature & Rhetoric and Environment & Business. The nodes are labelled
with the program name and the number of jobs that interviewed their students. The edges are
labelled with the number of common jobs and edge weights and colour-coded by the source
node.
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For each pair of programs in this near-clique, we studies the types of jobs that are in common
by analyzing the frequent keywords in their job titles. Pairs that contain English Literature &
Rhetoric is not studied since the low number of jobs in common (less than five) and the find-
ings may be insignificant. For the 23 jobs that interviewed students from both Environment &
Business and Legal Studies, only 6 of these jobs advertised to Environment & Business, and
none specified Legal Studies. In terms of the job titles (Figure 4.26), they were mostly business,
marking or coordinator jobs, which were not legal or environmental. Sociology had six job in-
terviews in common with Legal Studies and a different six job interviews with Environment &
Business. Despite that these 12 jobs were different and they were also not in common with the
23 aforementioned jobs, job titles of these 12 jobs (Figure 4.27 and Figure 4.28) shared some
common keywords, such as marketing.

In terms of the number of unique students participated in these common interviews, English-
Literature & Rhetoric, Sociology, Environment & Business, and Legal Studies had 1, 4, 27,
and 14 students, respectively, participated in the common jobs in this near-clique. Only one
Environment & Business student and four Legal Studies students had three of more of such
interviews. These five students may truly interested in marketing and communication jobs, and
they probably should also be considered as suitable candidates for other similar positions. Due to
our limited knowledge of students’ and employers’ behaviour, the reasons behind this situation
is not obvious.

Students from Pure Mathematics only interviewed for 11 jobs, but they had the same inter-
views with students from 18 different programs and appeared in three near-cliques (Figure 4.29),
two of which are cliques. Pure Mathematics was a bridge program that connected the two cliques
through trading jobs. As we show in Figure 4.30, these jobs did not interview exclusively from
programs belonging to one of the two cliques, and were mostly trading related.

Next, we investigate whether or not the other jobs common to the two cliques involving Pure
Mathematics were also trading related. The answer is no. The jobs that interviewed students
in the actuarial clique (left) were mainly actuarial positions (Figure 4.31), and the jobs that
interviewed students in the FARM clique (right) were analyst positions relating to business and
risk management (Figure 4.32). As a result, the connections between Pure Mathematics and
several students from the two cliques lead to the high betweenness centrality of Pure Mathematics
because of trading positions.
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Figure 4.26: Word cloud of job titles of 23 jobs that interviewed both Environment & Business
and Legal Studies

Figure 4.27: Word cloud of job titles of 6 jobs that interviewed both Environment & Business
and Sociology

Figure 4.28: Word cloud of job titles of 6 jobs that interviewed both Legal Studies and Sociology
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Figure 4.29: Near-cliques that contain Pure Mathematics
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Figure 4.30: Word cloud of job titles of 11 jobs that interviewed from Actuarial Clique

Figure 4.31: Word cloud of job titles of 75 jobs that interviewed from Actuarial Clique

Figure 4.32: Word cloud of job titles of 54 jobs that interviewed from FARM Clique
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Community Detection

Most of our community detection results were expected. For instance, it is intuitive that the
Computer Science program had a strong relationship with Computer Engineering and Software
Engineering. However, there are several interesting clusters that are not aligned with our hypoth-
esis which require further analysis:

1. Hypothesis: The Science faculty should be in the same group with Engineering and Math-
ematics faculties. They will form a Science, Technology, Engineering and Mathematics
(STEM) cluster. Finding: the Science faculty was in the same cluster with the Environ-
ment, Arts and AHS faculties.

2. Hypothesis: Programs in the same department should belong to the same cluster. Finding:
Electrical Engineering and Computer Engineering are offered by the same department but
were in different clusters when the resolution parameter is 0.1.

For the first unexpected result, we found that not only did the Science faculty have a small
fraction of jobs in common with Engineering and Mathematics faculties, but also the majority
of jobs which interviewed Science students were business-related. There were 293 jobs that in-
terviewed at least one senior Science student. 85 of them also interviewed at least one senior
Engineering student. 41 out of these jobs did not initially target any Science programs. 25 of
them also advertised to Arts, AHS, or Environment programs. In addition to those 85 jobs, 46
jobs interviewed at least one senior Mathematics student. However, these jobs were not exclusive
to Mathematics or Science students. 34 of these jobs choose non-STEM programs as their targets
and also interviewed students from non-STEM programs. Jobs that ended up interviewing Sci-
ence students were heavily business, marketing or research-oriented (Figure 4.33), which were
not popular jobs in the Engineering and Mathematics faculties. As a result, the Engineering and
Mathematics faculties did not have strong links with Science programs and therefore were not
in the same cluster. One interesting issue that we cannot vaerify due to lack of data is whether
Science students were always interested in business jobs and therefore various Science & Busi-
ness programs were created, or whether the creation of Science & Business programs has caused
Science students to seek out business related jobs.

For the second unexpected result, Electrical and Computer Engineering were only related
through a small number of software jobs. Computer Engineering jobs were much more software
oriented while Electrical Engineering jobs were more hardware oriented. Senior students in
Electrical Engineering interviewed for 198 jobs, and senior students in Computer Engineering
interviewed for 237 jobs. Surprisingly, there were only 42 common jobs, and they were software
or developer positions. For the 195 jobs in JComputerEng−(JElectricalEng∩JComputerEng), only 49
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Figure 4.33: Word cloud of job titles of jobs that interviewed at least a Science Student and
students from other faculties

jobs (25 percent) considered Electrical Engineering as their targets. These 49 jobs were primarily
developer and software positions, which were more related to Computer Science and Software
Engineering (Figure 4.34). For the 156 jobs in JElectricalEng − (JElectricalEng ∩ JComputerEng), 96
jobs (62 percent) still advertised to Computer Engineering, but ended up not interviewing any
Computer Engineering senior students. Even though these 96 jobs were somewhat related to
software (Figure 4.35), there were still many of them that were hardware oriented. As a result,
we could potentially advise employers to target Mechatronics and Mechanical Engineering, in
addition to Electrical Engineering, if the positions are not software related.

Figure 4.34: Word cloud of job titles of 49 jobs in JComputerEng − (JElectricalEng ∩ JComputerEng)
and advertised to Electrical Engineering
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Figure 4.35: Word cloud of job titles of 96 jobs in JElectricalEng − (JElectricalEng ∩ JComputerEng)
and advertised to Computer Engineering

4.3.2 Finding Multi-disciplinary Programs

There are two ways in which a program may appear to be multi-disciplinary. First, it may have
multiple types of students, some predominantly competing for jobs with one cluster of programs
and other competing for jobs with a different cluster. For instance, perhaps a Science & Busi-
ness program consists of half science-oriented students and half business-oriented students. The
other possibility is that almost every student in a multi-disciplinary program is well-rounded and
obtains interviews for diverse jobs. In the first case, the multi-disciplinary program consists of
various groups of specialized students, while in the second case, the multi-disciplinary program
consists of well-rounded individuals. We found that multi-disciplinary programs in fact consist
of well-rounded students.

We back up this finding by focusing on Psychology, Biology, Management Engineering,
and Environment & Business. The first two programs consistently had the highest entropy and
seem to be the “bridge” programs shown in Figure 4.5. Management Engineering is one of the
programs that is especially multi-disciplinary in the context of senior students. Environment &
Business represents programs that are intuitively multi-disciplinary due to having two disciplines
in their names. For each student, we computed the number of clusters that its competitors are
from. Figures 4.36 and 4.37 plot the cumulative percentage of students over the number of
clusters for 7 and 33 clusters, respectively. All four of these programs programs had 20 percent
or fewer students that competed with other students from only cluster,
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Figure 4.36: Cumulative percentage of students over number of clusters of direct competitors (7
clusters)

Figure 4.37: Cumulative percentage of students over number of clusters of direct competitors
(33 clusters)
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For the least multi-disciplinary programs, such as Software Engineering and Geological En-
gineering, we found that the students are specialized. In particular, for Geological Engineering,
most of the senior students interview for jobs that only interview other students from one cluster,
even when all the programs were broken down into 33 clusters.

Other potentially multi-disciplinary programs such as Science & Business and Business &
Mathematics did not have the highest entropy of distribution of their edge weights and were not
found to be particularly multi-disciplinary. In fact, 40 percent of the connections to Business &
Math came from its own cluster.

4.3.3 Finding Competing Programs

More specialized programs (i.e. those having low set fan-out) beg the question as to whether
their jobs that did not interview students from other programs are truly tailored to the specialized
program. We found that most of the job titles of the jobs that exclusively interviewed students
from the specialized programs were very different than the job titles of the jobs that interviewed
students from the specialized programs and their direct competitors.

For programs with the highest set fan-out, do the same direct competitors appear in every
single job interview or do certain competitors cover a specific type of jobs? We found that these
programs only had one or two types of competitors.

For the programs with low set fan-out, we select Civil Engineering as an example. We found
that students in Civil Engineering had interviewed for many civil or structural jobs that were
exclusive to Civil Engineering students. Civil Engineering had 100 senior students and 155 dis-
tinct jobs. Though the percentage of jobs that only interviewed students from Civil Engineering
is close to 45 percent, 85 jobs still interviewed senior students from other programs. Out of
these 85 jobs, Environmental, Mechanical, and Geological Engineering appeared in 22 percent,
14 percent and 14 percent of the jobs respectively. For the 70 jobs that did not interview from
other programs, 69 of them advertised to Civil Engineering, and 22 of them only targeted Civil
Engineering. Moreover, Figure 4.38 shows the word cloud of job titles of 85 Civil Engineering
jobs that also interviewed students from other programs, while Figure 4.39 shows the word cloud
of job titles of 70 jobs that only interviewed students from Civil Engineering. Despite “Engineer-
ing” being the most frequent word, these 70 jobs had keywords that were more tailored to Civil
Engineering, and not applicable to Environmental Engineering and other programs. For instance,
such keywords include civil, bridge, structural, traffic and transportation.

Out of 17 programs with 100 percent set fan-out (i.e., no jobs that only interviewed their own
students), Business & Mathematics students had the highest number of distinct jobs that inter-
viewed them (25 jobs) and Environmental Sciences/Ecology had the highest number of students
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Figure 4.38: Word cloud of job titles of 85 Civil Engineering jobs that also interviewed students
from other programs

Figure 4.39: Word cloud of job titles of 70 Civil Engineering jobs that only interviewed students
from Civil Engineering
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that participated in any interviews (8 students). For Business & Mathematics, while these 25
jobs interviewed an average of 17 students, they only interviewed one Business & Mathematics
student. Furthermore, no jobs target to the Business & Mathematics program specifically. 10 of
these 25 jobs were computer science related, while the rest were financial positions.

For the Environmental Sciences/Ecology program, its senior students interviewed for 23
jobs. For 5 out of 23 jobs, more than 50 percent of interviewees were from Environmental
Science/Ecology. 14 of 23 jobs also interviewed senior students from Environment & Resource
Studies. In the remaining of jobs, students in the Environmental Sciences/Ecology program had
direct competitors from 19 other programs, which belonged to 5 different clusters from a total
of 7 clusters. As a result, for Environmental Sciences/Ecology, it had one dominant competitor,
and many small competitors.

In the co-op context, we may recommend the university attract more job opportunities for
these programs. Prior to the creation of such opportunities, students from these programs may
consider applying for jobs that target their dominant competitor.
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Chapter 5

Conclusion and Future Work

In this thesis, we presented a solution towards improving the co-operative education process.
We observed that academic programs are typically used by students and employers to advertise
and search for jobs, but it is not always clear how one program differs from another, especially
given that universities have recently been creating new programs. In response to this problem,
we developed a novel methodology to characterize the relationships among academic programs
with respect to the job interviews obtained by students from these programs. The insight behind
the methodology was to transform co-op interview data into a program graph which revealed that
students from certain programs interview for the same jobs as those from other programs. We
performed graph analyses such as finding communities, nodes connected to many communities
and nodes strongly connected to their neighbours to describe the program relationships.

We applied the proposed methodology on a lage co-op data set from a major Canadian uni-
versity. Our main findings along with their significance can be summarized as follows.

• The layout of academic programs did not always aligned well with the groups of closely-
connected programs in the program graph. For example, Electrical Engineering and Com-
puter Engineering are in the same Electrical and Computer Engineering department, but
they were placed in different clusters in the community detection results. Programs from
different programs or even separate faculties such as Economics from Faculty of Arts and
Professional Risk Management from Faculty of Mathematics were more strongly con-
nected. On the other hand, our clustering and community detection results naturally cor-
respond to job categories and academic specializations. We developed a new job classifi-
cation hierarchy that can be used in the co-op system to advertise jobs to groups of related
programs. For example, one of the clusters we identified consists of Software Engineer-
ing, Computer Engineering and Computer Science, which aligns with software jobs. Our
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hierarchy is also useful for students as it shows the types of jobs that students from dif-
ferent programs qualify for, and therefore can help them choose programs of study that
correspond to their desired career.
• We identified multi-disciplinary programs as those which have strong connections to multi-

ple clusters. Interestingly, some programs that were not expected to be multi-disciplinary,
such as Psychology, were identified as such. These programs include students who ob-
tained interviews for various types of jobs. On the other hand, some programs that we ex-
pected to be multi-disciplinary, such as Business & Math, were not (in our context). These
results can help students select academic programs that will give them broad skills and
job qualifications, and can help institutions confirm that programs designed to be multi-
disciplinary are in fact producing students who qualify (i.e., are able to obtain interviews)
for various types of jobs.
• By examining connections to immediate neighbours in the program graph, we identified

a number of programs where there were no jobs that only interviewed students from that
particular program. That is, students from that program always “competed” with students
from other programs. The university may use these results to attract more employers that
offer jobs to these programs.
• We found that the program graph computed only from senior students’ interviews was

slightly different: the clusters obtained from this graph were similar to those obtained by
using all the data, but the nodes generally had lower fan-out. This suggests that employers
offering senior-level jobs tend to interview senior students from fewer distinct departments.
In particular, mostly Computer Science students interview for senior sofware jobs, but
junior students from several other programs routinely interview for junior-level software
jobs. Our findings can help the university decide whether to seek out employers offering
junior or senior level jobs in various categories.

To summarize, characterizing competition and relationships among academic programs can
help employers broaden their search for qualified students, can help students plan their academic
and employment careers, can help students and institutions identify multi-disciplinary programs,
and can help institutions decide which types of employers to recruit to the co-op system.

In this thesis, we took a step towards improving co-operative education. There is much more
data-driven work that can be done in this space. In particular, the graph may be segmented
differently in order to analyze other effects, such as gender. We are also interested in analyzing
other co-op related graphs, such as those linking individual students or job postings. We also
plan to develop a job recommender system for students and a student recommender system for
employers based on the proposed methodology.
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Appendix A

Python Code for Generating Near-Cliques
and Multi-Disciplinary Programs
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Figure A.1: Python code for graph set up
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Figure A.2: Python code for finding near-cliques
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Figure A.3: Python code for measuring multi-disciplinary programs
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Appendix B

Reduced Program Graph
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Table B.1: Top 5 programs with the largest out-going edge weights for all programs (Part 1)

Base Program Competing Program Weight Interview in Common Rank

Accounting & Financial Mgt

Math/Fin.Analysis & Risk Mgm’t 0.3253 54 1
Math/Chartered Fin. Analyst 0.2349 39 2

Economics 0.1988 33 3
Mathematics/Business Admin 0.1566 26 4
Actuarial Science/Finance Opt 0.1506 25 5

Actuarial Science

Actuarial Science/Finance Opt 0.5259 61 1
Mathematics 0.3448 40 2

Math/Fin.Analysis & Risk Mgm’t 0.25 29 3
Statistics 0.1724 20 4

Math/Chartered Fin. Analyst 0.1724 20 5

Actuarial Science/Finance Opt

Actuarial Science 0.372 61 1
Math/Fin.Analysis & Risk Mgm’t 0.3171 52 2

Mathematics 0.2927 48 3
Math/Chartered Fin. Analyst 0.2195 36 4
Mathematics/Business Admin 0.1768 29 5

Anthropology

Environment & Business 0.5 3 1
Sociology 0.3333 2 2

Speech Communication 0.3333 2 3
Psychology 0.3333 2 4

Mathematical Economics 0.1667 1 5

Applied Mathematics

Computer Science 0.6 9 1
Computer Engineering 0.2667 4 2

Mathematics 0.2667 4 3
Mathematical Physics 0.2 3 4

Mechatronics Engineering 0.2 3 5

Art Studio Practice

Legal Studies 0.4286 9 1
Planning 0.3333 7 2

English Rhetoric &Prof Writing 0.2857 6 3
Psychology 0.2857 6 4

Music 0.2381 5 5

Biochemistry

Biology 0.4615 24 1
Chemical Engineering 0.3846 20 2

Chemistry 0.3462 18 3
Health Studies 0.1731 9 4

Nanotechnology Engineering 0.1346 7 5

Biology

Biochemistry 0.2637 24 1
Environment & Business 0.2308 21 2

Chemical Engineering 0.1978 18 3
Psychology 0.1758 16 4
Mathematics 0.1758 16 5

Business & CS (Double Degree)

Computer Science 0.7914 129 1
Software Engineering 0.5644 92 2
Computer Engineering 0.4969 81 3

Systems Design Engineering 0.3129 51 4
Electrical Engineering 0.2699 44 5

Business & Math(Double Degree)

Mathematics 0.4167 50 1
Math/Fin.Analysis & Risk Mgm’t 0.4 48 2

Computer Science 0.2417 29 3
Mathematics/Business Admin 0.1917 23 4
Accounting & Financial Mgt 0.175 21 5

Chemical Engineering

Mechanical Engineering 0.2881 68 1
Nanotechnology Engineering 0.2119 50 2

Management Engineering 0.1525 36 3
Mathematics 0.1271 30 4

Civil Engineering 0.1144 27 5

Chemistry

Biochemistry 0.6923 18 1
Chemical Engineering 0.5769 15 2

Biology 0.3462 9 3
Nanotechnology Engineering 0.2308 6 4

Medicinal Chemistry 0.1154 3 5

Civil Engineering

Environmental Engineering 0.25 51 1
Mechanical Engineering 0.2304 47 2
Geological Engineering 0.1814 37 3
Chemical Engineering 0.1324 27 4

Management Engineering 0.1324 27 5

Combinatorics & Optimization

Computer Science 0.5625 9 1
Electrical Engineering 0.4375 7 2
Software Engineering 0.375 6 3

Systems Design Engineering 0.375 6 4
Math/Fin.Analysis & Risk Mgm’t 0.375 6 5

Comp Sci/Digital Hardware Opt

Computer Science 0.8947 17 1
Software Engineering 0.5789 11 2
Computer Engineering 0.5789 11 3

Business & CS (Double Degree) 0.3684 7 4
Mechatronics Engineering 0.3158 6 5

Comp Sci/Software Eng Option

Computer Science 0.7188 23 1
Software Engineering 0.5313 17 2
Computer Engineering 0.4688 15 3
Electrical Engineering 0.3125 10 4

Mechatronics Engineering 0.2188 7 5

Computational Mathematics

Computer Science 0.8261 19 1
Software Engineering 0.4783 11 2
Electrical Engineering 0.4348 10 3
Computer Engineering 0.3913 9 4

Mathematics 0.3478 8 5

Computer Engineering

Computer Science 0.7015 416 1
Software Engineering 0.5076 301 2
Electrical Engineering 0.3592 213 3

Mechatronics Engineering 0.3255 193 4
Systems Design Engineering 0.317 188 5

Computer Science

Computer Engineering 0.4848 416 1
Software Engineering 0.4814 413 2

Systems Design Engineering 0.2867 246 3
Mechatronics Engineering 0.2855 245 4

Electrical Engineering 0.2727 234 5

Computer Science - Bioinf Opti

Computer Science 0.7568 28 1
Software Engineering 0.6486 24 2
Computer Engineering 0.6216 23 3

Business & CS (Double Degree) 0.3243 12 4
Electrical Engineering 0.2973 11 5
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Table B.2: Top 5 programs with the largest out-going edge weights for all programs (Part 2)

Base Program Competing Program Weight Interview in Common Rank

Computer Science/Business Opt

Computer Science 0.766 72 1
Computer Engineering 0.5213 49 2
Software Engineering 0.4894 46 3

Mechatronics Engineering 0.3936 37 4
Systems Design Engineering 0.383 36 5

Computing & Financial Mgt

Computer Science 0.5045 56 1
Computer Engineering 0.3874 43 2
Software Engineering 0.3063 34 3

Math/Fin.Analysis & Risk Mgm’t 0.2793 31 4
Systems Design Engineering 0.2613 29 5

Drama

Speech Communication 0.5 2 1
Planning 0.5 2 2

Psychology 0.5 2 3
Mathematics 0.5 2 4

Social Development Studies 0.25 1 5

Earth Sci/Hydrogeology Spe

Environmental Engineering 0.5556 5 1
Environmental Sciences/Ecology 0.4444 4 2

Geological Engineering 0.3333 3 3
Civil Engineering 0.3333 3 4

Biology 0.3333 3 5

Earth Sciences/Geology Spec’n

Environmental Engineering 0.75 3 1
Earth Sci/Hydrogeology Spe 0.5 2 2

Geological Engineering 0.5 2 3
Environmental Sciences/Ecology 0.5 2 4

Civil Engineering 0.5 2 5

Economics

Math/Fin.Analysis & Risk Mgm’t 0.403 54 1
Environment & Business 0.3209 43 2

Mathematics 0.291 39 3
Accounting & Financial Mgt 0.2463 33 4
Mathematics/Business Admin 0.2239 30 5

Electrical Engineering

Computer Science 0.4766 234 1
Computer Engineering 0.4338 213 2

Mechatronics Engineering 0.3544 174 3
Software Engineering 0.3381 166 4

Systems Design Engineering 0.2933 144 5

Engineering

Systems Design Engineering 0.45 9 1
Computer Science 0.45 9 2
Civil Engineering 0.4 8 3

Computer Engineering 0.4 8 4
Mechatronics Engineering 0.25 5 5

English Literary Studies

English-Literature & Rhetoric 0.5 4 1
Political Science 0.375 3 2

Planning 0.375 3 3
Psychology 0.375 3 4

Psychology (Science) 0.25 2 5

English Literature

English Rhetoric &Prof Writing 0.3704 10 1
Speech Communication 0.3333 9 2

Mathematics 0.3333 9 3
Psychology 0.2963 8 4

Environment & Business 0.2222 6 5

English Rhetoric &Comm Design

English Rhetoric &Prof Writing 0.3125 5 1
Legal Studies 0.3125 5 2

English Literature 0.25 4 3
Music 0.1875 3 4
History 0.1875 3 5

English Rhetoric &Prof Writing

Psychology 0.359 14 1
Legal Studies 0.3077 12 2

Environment & Business 0.2821 11 3
English Literature 0.2564 10 4

Speech Communication 0.2564 10 5

English-ExpDigital Media Coop

Planning 0.2941 5 1
Psychology 0.2941 5 2

English Literature 0.2353 4 3
Political Science 0.2353 4 4

Speech Communication 0.2353 4 5

English-Literature & Rhetoric

English Rhetoric &Prof Writing 0.5556 5 1
English Literary Studies 0.4444 4 2

Legal Studies 0.4444 4 3
Psychology 0.4444 4 4

Political Science 0.3333 3 5

Env. Science - Geoscience Spec

Environmental Engineering 0.6667 4 1
Planning 0.6667 4 2

Chemical Engineering 0.3333 2 3
Environment & Business 0.3333 2 4

Earth Sci/Hydrogeology Spe 0.1667 1 5

Environment & Business

Economics 0.2205 43 1
Environment & Resource Studies 0.2154 42 2

Planning 0.2051 40 3
Mathematics 0.1744 34 4

Math/Fin.Analysis & Risk Mgm’t 0.1641 32 5

Environment & Resource Studies

Environment & Business 0.4828 42 1
Geography & Environmental Mgmt 0.3448 30 2

Planning 0.3448 30 3
Environmental Engineering 0.1954 17 4

Environmental Sciences/Ecology 0.1609 14 5

Environmental Engineering

Civil Engineering 0.505 51 1
Geological Engineering 0.2475 25 2
Chemical Engineering 0.2376 24 3

Environment & Business 0.198 20 4
Mechanical Engineering 0.1881 19 5

Environmental Sciences/Ecology

Environment & Resource Studies 0.6087 14 1
Biology 0.4348 10 2

Geography & Environmental Mgmt 0.3913 9 3
Planning 0.3478 8 4

Environment & Business 0.2609 6 5

Fine Arts

English Literature 0.4286 3 1
Speech Communication 0.4286 3 2

Computer Science 0.4286 3 3
English-ExpDigital Media Coop 0.2857 2 4

Art Studio Practice 0.2857 2 5
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Table B.3: Top 5 programs with the largest out-going edge weights for all programs (Part 3)

Base Program Competing Program Weight Interview in Common Rank

French

Science & Business 0.4 2 1
Legal Studies 0.4 2 2
Psychology 0.4 2 3

Peace and Conflict Studies AB 0.2 1 4
Mathematical Studies Bus. Spe 0.2 1 5

Geography & Environmental Mgmt

Planning 0.3483 31 1
Environment & Resource Studies 0.3371 30 2

Environment & Business 0.3034 27 3
Geomatics 0.1798 16 4

Environmental Engineering 0.1236 11 5

Geological Engineering

Civil Engineering 0.6981 37 1
Environmental Engineering 0.4717 25 2

Mechanical Engineering 0.1887 10 3
Chemical Engineering 0.1509 8 4

Management Engineering 0.0755 4 5

Geomatics

Geography & Environmental Mgmt 0.6154 16 1
Planning 0.2692 7 2

Environment & Resource Studies 0.1538 4 3
Electrical Engineering 0.1154 3 4
Software Engineering 0.1154 3 5

Health Studies

Kinesiology 0.3735 31 1
Psychology 0.2048 17 2

Therapeutic Recreation 0.1325 11 3
Mathematics 0.1205 10 4
Biochemistry 0.1084 9 5

History

Political Science 0.4762 10 1
Psychology 0.3333 7 2

English Rhetoric &Prof Writing 0.2857 6 3
Legal Studies 0.2857 6 4

Economics 0.2857 6 5

Information Technology Mgmt

Computer Science 0.4286 9 1
Computer Engineering 0.2857 6 2

Systems Design Engineering 0.2857 6 3
Management Engineering 0.2381 5 4

Economics 0.2381 5 5

Kinesiology

Health Studies 0.3827 31 1
Psychology 0.2469 20 2

Biology 0.1481 12 3
Environment & Business 0.1358 11 4

Mathematics 0.1358 11 5

Legal Studies

Environment & Business 0.3485 23 1
Psychology 0.3333 22 2

Speech Communication 0.2273 15 3
Mathematics 0.2273 15 4
Economics 0.2121 14 5

Management Engineering

Computer Science 0.2519 67 1
Mechanical Engineering 0.2406 64 2

Systems Design Engineering 0.2331 62 3
Electrical Engineering 0.218 58 4
Computer Engineering 0.1955 52 5

Management Sciences

Math/Fin.Analysis & Risk Mgm’t 0.3 12 1
Mathematics/Business Admin 0.275 11 2
Systems Design Engineering 0.275 11 3

Management Engineering 0.25 10 4
Computer Science 0.25 10 5

Math/CA Finance Opt

Accounting & Financial Mgt 0.5789 11 1
Math/Chartered Fin. Analyst 0.3684 7 2
Computing & Financial Mgt 0.2632 5 3

Mathematical Finance 0.2105 4 4
Actuarial Science 0.2105 4 5

Math/Chartered Fin. Analyst

Math/Fin.Analysis & Risk Mgm’t 0.4902 50 1
Accounting & Financial Mgt 0.3824 39 2

Actuarial Science/Finance Opt 0.3529 36 3
Mathematics/Business Admin 0.2255 23 4

Actuarial Science 0.1961 20 5

Math/Fin.Analysis & Risk Mgm’t

Mathematics 0.3566 87 1
Mathematics/Business Admin 0.2377 58 2
Accounting & Financial Mgt 0.2213 54 3

Economics 0.2213 54 4
Actuarial Science/Finance Opt 0.2131 52 5

Math/Professional Risk Mgm’t

Math/Fin.Analysis & Risk Mgm’t 0.6383 30 1
Math/Chartered Fin. Analyst 0.383 18 2

Actuarial Science/Finance Opt 0.383 18 3
Actuarial Science 0.2766 13 4

Accounting & Financial Mgt 0.234 11 5

Mathematical Economics

Economics 0.3636 4 1
Mathematics/Business Admin 0.2727 3 2

Environment & Business 0.2727 3 3
Computer Science 0.2727 3 4

Mathematics 0.2727 3 5

Mathematical Finance

Math/Fin.Analysis & Risk Mgm’t 0.3774 20 1
Actuarial Science/Finance Opt 0.3396 18 2

Actuarial Science 0.3019 16 3
Mathematics/Business Admin 0.2642 14 4
Math/Chartered Fin. Analyst 0.2264 12 5

Mathematical Physics

Mathematics 0.4444 4 1
Applied Mathematics 0.3333 3 2

Nanotechnology Engineering 0.3333 3 3
Biology 0.3333 3 4

Computer Science 0.3333 3 5

Mathematical Studies

Computer Science 0.8 16 1
Computer Engineering 0.45 9 2
Software Engineering 0.4 8 3

Mechatronics Engineering 0.3 6 4
Mathematics 0.3 6 5

Mathematical Studies Bus. Spe

Computer Science 0.3846 5 1
Mathematics 0.3846 5 2

Management Engineering 0.3077 4 3
Mathematics/Business Admin 0.3077 4 4

Electrical Engineering 0.3077 4 5
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Table B.4: Top 5 programs with the largest out-going edge weights for all programs (Part 4)

Base Program Competing Program Weight Interview in Common Rank

Mathematics

Computer Science 0.4229 148 1
Computer Engineering 0.2486 87 2

Math/Fin.Analysis & Risk Mgm’t 0.2486 87 3
Software Engineering 0.2257 79 4

Systems Design Engineering 0.1571 55 5

Mathematics/Business Admin

Math/Fin.Analysis & Risk Mgm’t 0.4361 58 1
Mathematics 0.406 54 2

Environment & Business 0.2331 31 3
Economics 0.2256 30 4

Actuarial Science/Finance Opt 0.218 29 5

Mechanical Engineering

Mechatronics Engineering 0.3046 106 1
Chemical Engineering 0.1954 68 2
Electrical Engineering 0.1954 68 3

Management Engineering 0.1839 64 4
Civil Engineering 0.1351 47 5

Mechatronics Engineering

Computer Science 0.4871 245 1
Computer Engineering 0.3837 193 2
Electrical Engineering 0.3459 174 3

Systems Design Engineering 0.3419 172 4
Software Engineering 0.336 169 5

Medicinal Chemistry

Chemistry 0.75 3 1
Biochemistry 0.75 3 2

Chemical Engineering 0.5 2 3
Environmental Sciences/Ecology 0.25 1 4

Science & Business/Biotech 0.25 1 5

Music

Art Studio Practice 0.7143 5 1
English Rhetoric &Comm Design 0.4286 3 2

English Literature 0.4286 3 3
English Rhetoric &Prof Writing 0.4286 3 4

Environment & Business 0.4286 3 5

Nanotechnology Engineering

Chemical Engineering 0.365 50 1
Electrical Engineering 0.292 40 2

Mechanical Engineering 0.2701 37 3
Computer Science 0.2555 35 4

Computer Engineering 0.2336 32 5

Peace and Conflict Studies AB

Psychology 0.5714 4 1
Legal Studies 0.4286 3 2

Therapeutic Recreation 0.2857 2 3
Biology 0.2857 2 4
French 0.1429 1 5

Physics

Electrical Engineering 0.3636 8 1
Systems Design Engineering 0.3636 8 2

Computer Science 0.3182 7 3
Mathematics 0.3182 7 4

Mechatronics Engineering 0.2273 5 5

Planning

Environment & Business 0.25 40 1
Geography & Environmental Mgmt 0.1938 31 2
Environment & Resource Studies 0.1875 30 3

Psychology 0.1563 25 4
Economics 0.125 20 5

Political Science

Psychology 0.4468 21 1
Planning 0.4043 19 2

Economics 0.2553 12 3
Mathematics 0.2553 12 4
Legal Studies 0.234 11 5

Psychology

Mathematics 0.2393 28 1
Environment & Business 0.2222 26 2

Planning 0.2137 25 3
Legal Studies 0.188 22 4

Political Science 0.1795 21 5

Psychology (Science)

Psychology 0.5263 10 1
Planning 0.3684 7 2

Kinesiology 0.3158 6 3
Therapeutic Recreation 0.2105 4 4

Political Science 0.2105 4 5

Public Service Co-op

Economics 0.3 21 1
Planning 0.2714 19 2

Environment & Business 0.1857 13 3
Environment & Resource Studies 0.1429 10 4
Math/Fin.Analysis & Risk Mgm’t 0.1429 10 5

Pure Mathematics

Actuarial Science 0.6667 8 1
Actuarial Science/Finance Opt 0.5 6 2

Math/Fin.Analysis & Risk Mgm’t 0.5 6 3
Math/Chartered Fin. Analyst 0.4167 5 4

Computer Engineering 0.4167 5 5

Rec & Leis St/Business Opt

Psychology 0.5 4 1
Therapeutic Recreation 0.375 3 2

Recreation and Sport Business 0.375 3 3
Geography & Environmental Mgmt 0.375 3 4

Health Studies 0.375 3 5

Recreation & Leisure Studies

Kinesiology 0.5 8 1
Environment & Business 0.4375 7 2

Psychology 0.375 6 3
Health Studies 0.3125 5 4

Recreation and Sport Business 0.25 4 5

Recreation and Sport Business

Psychology 0.5 10 1
Environment & Business 0.4 8 2

Kinesiology 0.35 7 3
Geography & Environmental Mgmt 0.3 6 4

Speech Communication 0.3 6 5

Science & Business

Environment & Business 0.3684 21 1
Math/Fin.Analysis & Risk Mgm’t 0.2632 15 2

Economics 0.2456 14 3
Mathematics 0.2456 14 4
Psychology 0.2281 13 5

Science & Business/Biochem

Math/Fin.Analysis & Risk Mgm’t 0.4 4 1
Science & Business/Biotech 0.3 3 2
Math/Chartered Fin. Analyst 0.3 3 3

Science & Business 0.3 3 4
Accounting & Financial Mgt 0.3 3 5
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Table B.5: Top 5 programs with the largest out-going edge weights for all programs (Part 5)

Base Program Competing Program Weight Interview in Common Rank

Science & Business/Biology

Environment & Business 0.4286 12 1
Economics 0.2857 8 2

Math/Fin.Analysis & Risk Mgm’t 0.2857 8 3
Science & Business/Biotech 0.25 7 4

Legal Studies 0.25 7 5

Science & Business/Biotech

Environment & Business 0.4151 22 1
Mathematics/Business Admin 0.2642 14 2

Economics 0.2642 14 3
Mathematics 0.2642 14 4

Math/Fin.Analysis & Risk Mgm’t 0.2453 13 5

Science & Business/Chemistry

Environment & Business 0.6 6 1
Economics 0.4 4 2

Science & Business/Biotech 0.3 3 3
Science & Business 0.3 3 4

Accounting & Financial Mgt 0.3 3 5

Science & Business/Env Science

Economics 0.6667 4 1
Psychology 0.5 3 2

Science & Business/Biochem 0.3333 2 3
Science & Business/Biology 0.3333 2 4

Science-Biotechnology/Econom 0.3333 2 5

Science-Biotechnology/Econom

Economics 0.3214 9 1
Environment & Business 0.2857 8 2

Accounting & Financial Mgt 0.25 7 3
Management Engineering 0.2143 6 4

Systems Design Engineering 0.2143 6 5

Social Development Studies

Psychology 0.6 3 1
Kinesiology 0.4 2 2

Health Studies 0.4 2 3
Legal Studies 0.4 2 4

Planning 0.4 2 5

Sociology

Psychology 0.3793 11 1
Environment & Business 0.3103 9 2

Legal Studies 0.2759 8 3
Planning 0.2414 7 4

Science & Business/Biology 0.2069 6 5

Software Engineering

Computer Science 0.7468 413 1
Computer Engineering 0.5443 301 2

Mechatronics Engineering 0.3056 169 3
Electrical Engineering 0.3002 166 4

Systems Design Engineering 0.2911 161 5

Speech Communication

Environment & Business 0.4531 29 1
Psychology 0.2969 19 2
Mathematics 0.2813 18 3
Economics 0.2656 17 4

Legal Studies 0.2344 15 5

Statistics

Actuarial Science/Finance Opt 0.5106 24 1
Actuarial Science 0.4255 20 2

Mathematics 0.3617 17 3
Math/Fin.Analysis & Risk Mgm’t 0.234 11 4

Mathematics/Business Admin 0.2128 10 5

Statistics for Health

Mathematics 0.4815 13 1
Math/Fin.Analysis & Risk Mgm’t 0.3704 10 2

Actuarial Science/Finance Opt 0.3333 9 3
Actuarial Science 0.2963 8 4

Statistics 0.2593 7 5

Systems Design Engineering

Computer Science 0.5503 246 1
Computer Engineering 0.4206 188 2

Mechatronics Engineering 0.3848 172 3
Software Engineering 0.3602 161 4
Electrical Engineering 0.3221 144 5

Therapeutic Recreation

Health Studies 0.4783 11 1
Psychology 0.4783 11 2
Kinesiology 0.3043 7 3

Psychology (Science) 0.1739 4 4
Recreation and Sport Business 0.1739 4 5
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Appendix C

Detailed Results

C.1 Full Program Graph: Results of Near-Cliques

Table C.1: Results of near-cliques in the full program graph (Part 1)

1 Mechatronics Engineering Mathematical Studies Systems Design Engineering Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
2 Mechatronics Engineering Systems Design Engineering Business & CS (Double Degree) Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
3 Mechatronics Engineering Systems Design Engineering Combinatorics & Optimization Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
4 Mechatronics Engineering Systems Design Engineering Comp Sci/Digital Hardware Opt Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
5 Mechatronics Engineering Systems Design Engineering Comp Sci/Software Eng Option Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
6 Mechatronics Engineering Systems Design Engineering Computational Mathematics Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
7 Mechatronics Engineering Systems Design Engineering Computer Engineering Computer Science - Bioinf Opti Computer Science/Business Opt Software Engineering Computer Science
8 Mechatronics Engineering Systems Design Engineering Computer Engineering Computer Science/Business Opt Software Engineering Electrical Engineering Computer Science
9 Mechatronics Engineering Systems Design Engineering Computer Engineering Computer Science/Business Opt Software Engineering Engineering Computer Science
10 Systems Design Engineering Business & CS (Double Degree) Comp Sci/Digital Hardware Opt Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
11 Mechatronics Engineering Systems Design Engineering Combinatorics & Optimization Computer Engineering Electrical Engineering Computer Science
12 Mechatronics Engineering Systems Design Engineering Computational Mathematics Computer Engineering Electrical Engineering Computer Science
13 Mechatronics Engineering Systems Design Engineering Computer Engineering Computer Science/Business Opt Computing & Financial Mgt Computer Science
14 Mechatronics Engineering Systems Design Engineering Computer Engineering Electrical Engineering Engineering Computer Science
15 Mechatronics Engineering Business & CS (Double Degree) Comp Sci/Digital Hardware Opt Computer Engineering Software Engineering Computer Science
16 Mechatronics Engineering Computational Mathematics Computer Engineering Computer Science/Business Opt Electrical Engineering Computer Science
17 Mechatronics Engineering Computational Mathematics Computer Engineering Software Engineering Electrical Engineering Computer Science
18 Mathematical Studies Systems Design Engineering Business & CS (Double Degree) Computer Engineering Software Engineering Computer Science
19 Mathematical Studies Systems Design Engineering Combinatorics & Optimization Computer Engineering Software Engineering Computer Science
20 Mathematical Studies Systems Design Engineering Comp Sci/Digital Hardware Opt Computer Engineering Software Engineering Computer Science
21 Mathematical Studies Systems Design Engineering Comp Sci/Software Eng Option Computer Engineering Software Engineering Computer Science
22 Mathematical Studies Systems Design Engineering Computational Mathematics Computer Engineering Software Engineering Computer Science
23 Mathematical Studies Systems Design Engineering Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
24 Mathematical Studies Systems Design Engineering Computer Engineering Software Engineering Engineering Computer Science
25 Mathematical Studies Business & CS (Double Degree) Comp Sci/Digital Hardware Opt Computer Engineering Software Engineering Computer Science
26 Mathematical Studies Business & CS (Double Degree) Comp Sci/Software Eng Option Computer Engineering Software Engineering Computer Science
27 Mathematical Studies Business & CS (Double Degree) Computational Mathematics Computer Engineering Software Engineering Computer Science
28 Mathematical Studies Business & CS (Double Degree) Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
29 Mathematical Studies Business & CS (Double Degree) Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
30 Mathematical Studies Comp Sci/Digital Hardware Opt Comp Sci/Software Eng Option Computer Engineering Software Engineering Computer Science
31 Mathematical Studies Comp Sci/Digital Hardware Opt Computational Mathematics Computer Engineering Software Engineering Computer Science
32 Mathematical Studies Comp Sci/Digital Hardware Opt Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
33 Mathematical Studies Comp Sci/Digital Hardware Opt Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
34 Mathematical Studies Comp Sci/Software Eng Option Computational Mathematics Computer Engineering Software Engineering Computer Science
35 Mathematical Studies Comp Sci/Software Eng Option Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
36 Mathematical Studies Comp Sci/Software Eng Option Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
37 Mathematical Studies Computational Mathematics Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
38 Mathematical Studies Computational Mathematics Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
39 Mathematical Studies Computational Mathematics Computer Engineering Software Engineering Electrical Engineering Computer Science
40 Mathematical Studies Computer Engineering Computer Science - Bioinf Opti Computer Science/Business Opt Software Engineering Computer Science
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Table C.2: Results of near-cliques in the full program graph (Part 2)

41 Systems Design Engineering Business & CS (Double Degree) Combinatorics & Optimization Computer Engineering Software Engineering Computer Science
42 Systems Design Engineering Business & CS (Double Degree) Comp Sci/Software Eng Option Computer Engineering Software Engineering Computer Science
43 Systems Design Engineering Business & CS (Double Degree) Computational Mathematics Computer Engineering Software Engineering Computer Science
44 Systems Design Engineering Business & CS (Double Degree) Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
45 Systems Design Engineering Business & CS (Double Degree) Computer Engineering Software Engineering Engineering Computer Science
46 Systems Design Engineering Combinatorics & Optimization Comp Sci/Digital Hardware Opt Computer Engineering Software Engineering Computer Science
47 Systems Design Engineering Combinatorics & Optimization Comp Sci/Software Eng Option Computer Engineering Software Engineering Computer Science
48 Systems Design Engineering Combinatorics & Optimization Computational Mathematics Computer Engineering Software Engineering Computer Science
49 Systems Design Engineering Combinatorics & Optimization Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
50 Systems Design Engineering Combinatorics & Optimization Computer Engineering Software Engineering Electrical Engineering Computer Science
51 Systems Design Engineering Combinatorics & Optimization Computer Engineering Software Engineering Engineering Computer Science
52 Systems Design Engineering Comp Sci/Digital Hardware Opt Comp Sci/Software Eng Option Computer Engineering Software Engineering Computer Science
53 Systems Design Engineering Comp Sci/Digital Hardware Opt Computational Mathematics Computer Engineering Software Engineering Computer Science
54 Systems Design Engineering Comp Sci/Digital Hardware Opt Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
55 Systems Design Engineering Comp Sci/Digital Hardware Opt Computer Engineering Software Engineering Engineering Computer Science
56 Systems Design Engineering Comp Sci/Software Eng Option Computational Mathematics Computer Engineering Software Engineering Computer Science
57 Systems Design Engineering Comp Sci/Software Eng Option Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
58 Systems Design Engineering Comp Sci/Software Eng Option Computer Engineering Software Engineering Engineering Computer Science
59 Systems Design Engineering Computational Mathematics Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
60 Systems Design Engineering Computational Mathematics Computer Engineering Software Engineering Electrical Engineering Computer Science
61 Systems Design Engineering Computational Mathematics Computer Engineering Software Engineering Engineering Computer Science
62 Systems Design Engineering Computer Engineering Computer Science - Bioinf Opti Software Engineering Engineering Computer Science
63 Systems Design Engineering Computer Engineering Computer Science/Business Opt Computing & Financial Mgt Software Engineering Computer Science
64 Business & CS (Double Degree) Combinatorics & Optimization Comp Sci/Digital Hardware Opt Computer Engineering Software Engineering Computer Science
65 Business & CS (Double Degree) Comp Sci/Digital Hardware Opt Comp Sci/Software Eng Option Computer Engineering Software Engineering Computer Science
66 Business & CS (Double Degree) Comp Sci/Digital Hardware Opt Computational Mathematics Computer Engineering Software Engineering Computer Science
67 Business & CS (Double Degree) Comp Sci/Digital Hardware Opt Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
68 Business & CS (Double Degree) Comp Sci/Digital Hardware Opt Computer Engineering Computing & Financial Mgt Software Engineering Computer Science
69 Business & CS (Double Degree) Comp Sci/Digital Hardware Opt Computer Engineering Software Engineering Electrical Engineering Computer Science
70 Business & CS (Double Degree) Comp Sci/Digital Hardware Opt Computer Engineering Software Engineering Engineering Computer Science
71 Business & CS (Double Degree) Comp Sci/Software Eng Option Computational Mathematics Computer Engineering Software Engineering Computer Science
72 Business & CS (Double Degree) Comp Sci/Software Eng Option Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
73 Business & CS (Double Degree) Comp Sci/Software Eng Option Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
74 Business & CS (Double Degree) Computational Mathematics Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
75 Business & CS (Double Degree) Computational Mathematics Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
76 Business & CS (Double Degree) Computational Mathematics Computer Engineering Software Engineering Electrical Engineering Computer Science
77 Business & CS (Double Degree) Computer Engineering Computer Science - Bioinf Opti Computer Science/Business Opt Software Engineering Computer Science
78 Combinatorics & Optimization Computational Mathematics Computer Engineering Software Engineering Electrical Engineering Computer Science
79 Comp Sci/Digital Hardware Opt Comp Sci/Software Eng Option Computational Mathematics Computer Engineering Software Engineering Computer Science
80 Comp Sci/Digital Hardware Opt Comp Sci/Software Eng Option Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
81 Comp Sci/Digital Hardware Opt Comp Sci/Software Eng Option Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
82 Comp Sci/Digital Hardware Opt Computational Mathematics Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
83 Comp Sci/Digital Hardware Opt Computational Mathematics Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
84 Comp Sci/Digital Hardware Opt Computational Mathematics Computer Engineering Software Engineering Electrical Engineering Computer Science
85 Comp Sci/Digital Hardware Opt Computer Engineering Computer Science - Bioinf Opti Computer Science/Business Opt Software Engineering Computer Science
86 Comp Sci/Software Eng Option Computational Mathematics Computer Engineering Computer Science - Bioinf Opti Software Engineering Computer Science
87 Comp Sci/Software Eng Option Computational Mathematics Computer Engineering Computer Science/Business Opt Software Engineering Computer Science
88 Comp Sci/Software Eng Option Computational Mathematics Computer Engineering Software Engineering Electrical Engineering Computer Science
89 Comp Sci/Software Eng Option Computer Engineering Computer Science - Bioinf Opti Computer Science/Business Opt Software Engineering Computer Science
90 Computational Mathematics Computer Engineering Computer Science - Bioinf Opti Computer Science/Business Opt Software Engineering Computer Science
91 Computational Mathematics Computer Engineering Computer Science - Bioinf Opti Software Engineering Electrical Engineering Computer Science
92 Computational Mathematics Computer Engineering Computer Science/Business Opt Software Engineering Electrical Engineering Computer Science
93 Mechatronics Engineering Mathematical Studies Computer Engineering Electrical Engineering Computer Science
94 Mechatronics Engineering Business & CS (Double Degree) Computer Engineering Electrical Engineering Computer Science
95 Mechatronics Engineering Comp Sci/Digital Hardware Opt Computer Engineering Electrical Engineering Computer Science
96 Mechatronics Engineering Comp Sci/Software Eng Option Computer Engineering Electrical Engineering Computer Science
97 Mechatronics Engineering Computer Engineering Computer Science - Bioinf Opti Electrical Engineering Computer Science
98 Mechatronics Engineering Computer Engineering Computing & Financial Mgt Electrical Engineering Computer Science
99 Mathematical Studies Computer Engineering Computing & Financial Mgt Software Engineering Computer Science
100 Systems Design Engineering Combinatorics & Optimization Software Engineering Mathematics Computer Science
101 Systems Design Engineering Computer Engineering Computing & Financial Mgt Engineering Computer Science
102 Combinatorics & Optimization Computational Mathematics Software Engineering Mathematics Computer Science
103 Combinatorics & Optimization Computational Mathematics Electrical Engineering Mathematics Computer Science
104 Comp Sci/Software Eng Option Computer Engineering Computing & Financial Mgt Software Engineering Computer Science
105 Computational Mathematics Computer Engineering Computing & Financial Mgt Software Engineering Computer Science
106 Computational Mathematics Computer Engineering Computing & Financial Mgt Electrical Engineering Computer Science
107 Computational Mathematics Computer Engineering Software Engineering Mathematics Computer Science
108 Computational Mathematics Computer Engineering Electrical Engineering Engineering Computer Science
109 Computational Mathematics Computer Engineering Electrical Engineering Mathematics Computer Science
110 Computer Engineering Computer Science - Bioinf Opti Computing & Financial Mgt Software Engineering Computer Science
111 Actuarial Science/Finance Opt Pure Mathematics Math/Fin.Analysis & Risk Mgmt Math/Professional Risk Mgmt Math/Chartered Fin. Analyst
112 Earth Sci/Hydrogeology Spe Geological Engineering Civil Engineering Environmental Engineering Earth Sciences/Geology Specn
113 Biology Medicinal Chemistry Chemical Engineering Chemistry Biochemistry
114 Mathematical Studies Bus. Spe Combinatorics & Optimization Mathematics Computer Science
115 Mathematical Studies Bus. Spe Computational Mathematics Mathematics Computer Science
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Table C.3: Results of near-cliques in the full program graph (Part 3)

116 Therapeutic Recreation Rec & Leis St/Business Opt Recreation and Sport Business Psychology
117 English Rhetoric &Prof Writing English-Literature & Rhetoric English Literary Studies Psychology
118 English-Literature & Rhetoric Political Science English Literary Studies Psychology
119 Business & Math(Double Degree) Combinatorics & Optimization Mathematics Math/Fin.Analysis & Risk Mgmt
120 Business & Math(Double Degree) Statistics for Health Mathematics Math/Fin.Analysis & Risk Mgmt
121 Business & Math(Double Degree) Mathematics Mathematics/Business Admin Math/Fin.Analysis & Risk Mgmt
122 Combinatorics & Optimization Statistics for Health Mathematics Math/Fin.Analysis & Risk Mgmt
123 Combinatorics & Optimization Mathematics Mathematics/Business Admin Math/Fin.Analysis & Risk Mgmt
124 Statistics for Health Mathematics Mathematics/Business Admin Math/Fin.Analysis & Risk Mgmt
125 Combinatorics & Optimization Computer Science Math/Fin.Analysis & Risk Mgmt Mathematics
126 Therapeutic Recreation Psychology Health Studies Rec & Leis St/Business Opt
127 Environment & Business Psychology Recreation and Sport Business Rec & Leis St/Business Opt
128 Actuarial Science Pure Mathematics Statistics Actuarial Science/Finance Opt
129 Actuarial Science Pure Mathematics Math/Chartered Fin. Analyst Actuarial Science/Finance Opt
130 Earth Sci/Hydrogeology Spe Environmental Engineering Environmental Sciences/Ecology Earth Sciences/Geology Specn
131 Psychology Planning Political Science English Literary Studies
132 Geography & Environmental Mgmt Environmental Sciences/Ecology Planning
133 Accounting & Financial Mgt Math/CA Finance Opt Math/Chartered Fin. Analyst
134 English Rhetoric &Prof Writing English Literature Music
135 Kinesiology Health Studies Social Development Studies
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C.2 Full Program Graph: Word Clouds of Job Titles in Com-
munity Detection Results

Figure C.1: Word cloud of job titles of common jobs in the Math and Engineering cluster (2
clusters)

Figure C.2: Word cloud of job titles of common jobs in the Social and Natural Science cluster (2
clusters)
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Figure C.3: Word cloud of job titles of common jobs in the Engineering and Computing cluster
(4 clusters)

Figure C.4: Word cloud of job titles of common jobs in the Math and Finance cluster (4 clusters)
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Figure C.5: Word cloud of job titles of common jobs in the Natural Science and Environment
cluster (4 clusters)

Figure C.6: Word cloud of job titles of common jobs in the Social Science and Health cluster (4
clusters)
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Figure C.7: Word cloud of job titles of common jobs in the Engineering cluster (8 clusters)

Figure C.8: Word cloud of job titles of common jobs in the Computing cluster (8 clusters)
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Figure C.9: Word cloud of job titles of common jobs in the Math and Finance cluster (8 clusters)

Figure C.10: Word cloud of job titles of common jobs in the Natural Science cluster (8 clusters)
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Figure C.11: Word cloud of job titles of common jobs in the Environment cluster (8 clusters)

Figure C.12: Word cloud of job titles of common jobs in the Science & Business cluster (8
clusters)
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Figure C.13: Word cloud of job titles of common jobs in the Social Science cluster (8 clusters)

Figure C.14: Word cloud of job titles of common jobs in the Health cluster (8 clusters)
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C.3 Senior Program Graph: Results of Near-Cliques

Table C.4: Results of near-cliques in the senior program graph

1 Computer Science - Bioinf Opti Mechatronics Engineering Software Engineering Systems Design Engineering Computer Science/Business Opt Computer Science
2 Computer Science - Bioinf Opti Mechatronics Engineering Software Engineering Computer Engineering Computer Science/Business Opt Computer Science
3 Computer Science - Bioinf Opti Mechatronics Engineering Systems Design Engineering Business & Math(Double Degree) Computer Science/Business Opt Computer Science
4 Computer Science - Bioinf Opti Mechatronics Engineering Systems Design Engineering Computer Engineering Computer Science/Business Opt Computer Science
5 Computer Science - Bioinf Opti Software Engineering Systems Design Engineering Computer Engineering Computer Science/Business Opt Computer Science
6 Math/Professional Risk Mgmt Pure Mathematics Math/Fin.Analysis & Risk Mgmt Business & Math(Double Degree) Math/Chartered Fin. Analyst
7 Sociology Legal Studies English-Literature & Rhetoric Environment & Business
8 Science & Business/Env Science Science & Business Economics Environment & Business
9 Science & Business/Env Science Science & Business Science & Business/Biology Environment & Business
10 Science & Business/Env Science Economics Science & Business/Biology Environment & Business
11 Science & Business/Env Science Economics Science & Business/Chemistry Environment & Business
12 Science-Biotechnology/Econom Economics Environment & Business Science & Business/Env Science
13 Earth Sci/Hydrogeology Spe Earth Sciences/Geology Specn Biology Environmental Sciences/Ecology
14 Health Studies Psychology Therapeutic Recreation Rec & Leis St/Business Opt
15 Health Studies Rec & Leis St/Business Opt Kinesiology Therapeutic Recreation
16 Chemistry Biochemistry Chemical Engineering Medicinal Chemistry
17 Earth Sciences/Geology Specn Environmental Engineering Environmental Sciences/Ecology Earth Sci/Hydrogeology Spe
18 Medicinal Chemistry Biology Biochemistry Chemistry
19 Statistics Actuarial Science/Finance Opt Pure Mathematics Actuarial Science
20 Statistics Actuarial Science/Finance Opt Statistics for Health Actuarial Science
21 Actuarial Science/Finance Opt Pure Mathematics Statistics for Health Actuarial Science
22 Kinesiology Social Development Studies Therapeutic Recreation Health Studies
23 English Rhetoric &Prof Writing English-Literature & Rhetoric Psychology
24 Accounting & Financial Mgt Math/CA Finance Opt Math/Chartered Fin. Analyst
25 Geography & Environmental Mgmt Environment & Resource Studies Environmental Sciences/Ecology
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